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Preface

Optical and wireless technologies are advancing at an accelerating rate recently.
The traditional approaches to providing high data rates to the masses are trans-
forming and expanding in a way that is beyond our imagination. The challenges in
providing uninterrupted data and broadband communications have not changed.
Our mission as a technical community is to understand these challenges and find
ways to mitigate them. This includes the development and management of
appropriate channels, novel devices, new protocols, efficient networks, and their
integration. Keeping in view the amalgamation of these issues, the proceedings
of the Second International Conference on Optical and Wireless Technologies
(OWT 2018) is being presented herewith.

The conference (OWT 2018) was held in the campus of Malaviya National
Institute of Technology, Jaipur, during February 10–11, 2018. A total of 120
participant, including the invited speakers, contributing authors, and attendees
participated in the conference. The participants were explored to a broad range of
topics critical to our society and industry in the related areas. The conference
provided an opportunity to exchange ideas among global leaders and experts from
academia and industry in topics like optical materials, optical signal processing and
networking, photonic communication systems and networks, all-optical systems,
microwave photonics, optical devices for optical communications, nonlinear optics,
nanophotonics, software-defined and cognitive radio, signal processing for wireless
communications, antenna systems, spectrum management and regulatory issues,
vehicular communications, wireless sensor networks, machine-to-machine com-
munications, and cellular–WiFi integration.

Apart from a high-quality contributed paper presented by delegates from all over
the country and abroad, the conference participants also witnessed a informative
demonstrations and technical sessions from the industry as well as invited talks
from renowned experts aimed at advances in these areas. Overall response to the
conference was quite encouraging. A large number of papers were received. After a
rigorous editorial and review process, 66 papers were invited for the presentation
during the conference. Among the presented papers, 59 papers were selected for
inclusion in the conference proceedings. We are confident that the papers presented
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in this proceeding shall provide a platform for young as well as experienced pro-
fessionals to generate new ideas and networking opportunities.

The editorial team members would like to extend gratitude and sincere thanks to
all contributed authors, reviewers, panelist, local organizing committee members,
and the session chairs for paying attention to the quality of the publication. We are
thankful to our sponsors for generously supporting this event and Institutional
Partner (MNIT Jaipur) for providing all the necessary support, encouragement, and
infrastructure in this beautiful campus. At last, we pay the highest regard to the
Irisworld Science & Technology Education and Research (IRISWORLD), a
“not-for-profit” society from Jaipur for extending support for financial management
of OWT 2018.

Best Wishes from:
Jaipur, India Prof. Vijay Janyani
Jaipur, India Prof. Ghanshyam Singh
Jaipur, India Prof. Manish Tiwari
Rome, Italy Prof. Antonio d’Alessandro
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Performance Evaluation of Transparent
and Non-transparent Flexible Antennas

Maitri Kantharia, Arpan Desai, Parthesh Mankodi, Trushit Upadhyaya
and Riki Patel

Abstract Performance evaluation of transparent and non-transparent flexible wear-
able antennas using different substrates is analysed and presented over here. Substrate
in the form of PET and jeans is used, whereas conductive materials like AgHT-4 and
Copper sheet are used as patch and ground, respectively. Performance evaluation in
terms of S11, gain and radiation pattern is presented. PET which is transparent in
nature is embeddedwithAgHT-4 tomake a flexible transparent antenna. Jeans is used
with copper sheet to design a non-transparent antenna. The electrical conductivity
of copper is higher compared to AgHT-4, which leads to higher gain and return loss
but it has a disadvantage of being non-transparent. The transparent flexible antenna
resonates at 2.42 and 3.88 GHz making it suitable for its use in WLAN andWiMAX
applications.

Keywords Flexible · Transparent · Non-transparent ·Wearable · Antenna ·
Wireless applications

1 Introduction

In any communication systems, antennas are useful where electromagnetic wave is to
be radiated or absorbed [1]. Wireless communication has seen new trends in antenna
design such as metamaterial antennas [2, 3], fractal antennas [4], ultra-wideband
(UWB) and flexible antennas [5, 6]. The addition of flexibility to such antennas
makes sure that it can be used on the surfaces, which are not having planar geometry.
In defence, the antennas can mainly be used in the form of wearable ones [7]. Body-
centric communications play important role andpresentswide variety of applications.
Development ofwearable lowpower device has increased the requirement of solution
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for WBANs (wireless body area networks) and WSNs (wireless sensor networks)
which is lightweight, low cost, flexible, bendable and easy to maintenance on-body
antennas to provide a reliableWBANs for personal devices [8]. It is also widely used
in applications like in fire-fighters, police, military operations [9], bodymotion, heart
rate, blood pressure monitoring and other healthcare services [10, 11], along with
industrial monitoring [12]. Flexible antennas are also used for monitoring the patient
through computer or mobile phone technology [13]. Wearable flexible antennas are
used as R.F. sensor because they are easily integrated into garments [14]. Several
techniques to increase the radiation efficiency is used inwhich the quarterwavelength
height is required, but the overall size may increase and it is challenging to make the
antenna flexible and re-configurable [15]. In [16], authors have designed thewearable
antenna using substrate as foammaterial for fire-fighters which resonates at 2.4 GHz.
In paper [17], microstrip line on plastic perforated substrate fitted over the 50 mm
× 350 mm ground plane after sticking copper tape on the substrate is used, which is
mainly used for Wi-Fi and HiperLAN frequency bands. In paper [18], UWB antenna
based on slotted design is used where the performance parameter of the antenna is
changed due to its interfacing with the human body. There are two different types
of antennas for transmission and reception where one antenna is placed far from
the body and the other is placed on the body. The antenna works in the range of
5.25 GHz for WLAN applications. Another ultra-wideband-slotted flexible antenna
using Mylar Polyester film substrate having 0.3 mm thickness is designed which is
used for WLAN, WiMAX, and UWB band applications [19]. The electro textile or
E-Textile which are known as conductive fabric with common examples like silver-
plated knitted fabric and nickel-plated woven fabric are used mostly for Bluetooth
Technology operating in the ISM band of frequencies. The ordinary textile such as
cotton is used as a substratematerial tomake the antenna operable [20]. In paper [21];
flexible wearable antenna using the folded slot and a stub which is re-configurable
where the re-configurability is achieved by turning ON and OFF a PIN diode is
proposed. This antenna is used formonitoring the patient where the data transmission
is done byWBAN andWiMAX bands, respectively. The authors have also proposed
a flexible wearable antenna using cotton, jeans and silk fabrics as a substrate which
operates for ISM frequency band applications at 2.4–2.4875 GHz frequency [22].
Another antenna based on copper film and anAgHT-8 film is presented where the use
of copper makes the antenna semi-transparent [23]. In [24], the flexible and wearable
antenna is designed for Frequency Modulation radio applications at 100 MHz using
jeans as a substrate. The antenna gain of the transparent antenna can be increased by
using slotted monopole structure [25] and the size of the antenna can be lowered by
using the concept of the electrically small antenna [26, 27].

In this paper; we have done the performance evaluation of flexible wearable anten-
nas using transparent and non-transparent materials. Due to the transparency of the
antennas, they are undetectable which makes it a better option over non-transparent
antennas. The transparent antenna presented here resonates at 2.42 and 3.88 GHz
which makes it suitable for WLAN and WiMAX applications. The antenna design
geometry and simulation results are presented in Sects. 2 and 3. Section 4 presents
the conclusion.
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Fig. 1 The patch antenna geometry design a top view b side view

Table 1 Substrate materials for flexible antenna

Material Dielectric constant Loss tangent Height (mm)

PET 2.5 0.0001 1

Jeans 1.7 0.05 1

Table 2 Materials for
substrate, patch and ground

Antenna layer Substrate Patch Ground

Material (transparent
antenna)

PET AgHT-4 AgHT-4

Material (non-transparent
antenna)

Jeans Copper Copper

2 Antenna Design

The geometry of the flexible antenna using different flexible materials like PET and
Jeans is shown in Fig. 1. The flexible antenna is employed by the use of transparent
and non-transparent material as a substrate. Dielectric values vary depending on
the texture of the material. The PET material which is transparent has a dielectric
constant of 2.5 with a loss tangent of 0.0001 and thickness 1 mm. The jean which is
non-transparent has a dielectric constant of 1.7with tangent loss of 0.05 and thickness
1 mm which is listed in Table 1.

The AgHT-4 and thin copper foil are used as conducting material to build the
patch and ground for two different antennae with a combination of PET and jeans as
a substrate is shown in Table 2.

The flexible antenna proposed here has an overall dimension of 45.13× 53.21×
1 mm3. The antenna geometry dimensions are as listed in Table 3.
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Table 3 Antenna dimensions (in mm)

Parameter Transparent antenna Non-transparent antenna

Substrate height (H3), width (W1) and
length (L1)

1, 53.21, 45.13 1, 53.21, 45.13

Dielectric constant of substrate 2.5 1.7

(continued)

Table 3 (continued)

Parameter Transparent antenna Non-transparent antenna

Patch height (H2), length (L2) and width
(W2)

0.177, 38, 48 0.2, 38, 48

Ground plane height (H4), length (L1) and
width (W1)

0.177, 45.13, 53.21 0.2, 45.13, 53.21

(continued)

Table 3 (continued)

Parameter Transparent antenna Non-transparent antenna

Feed-line width (W4) and length (L4) 2.55, 22.565 2.55, 22.565

Total height (H1) 1.354 1.4

W3, L3 7, 6 7, 6

3 Results and Discussion

The simulations carried out using HFSS software are presented for the transparent
and non-transparent flexible antenna designed using conductingmaterials in the form
of AgHT-4, PET, Jeans and Copper over here. The simulations were carried out in
HFSS software.

Figure 2 shows the return loss for both the antennas made up of transparent
and non-transparent conducting/substrate materials. The antenna made up of PET
substrate andAgHT-4 shows a return loss of−18.92 dB and−16.14 dB for 2.42GHz
and 3.88 GHz frequency respectively. The antenna designed using Jeans and Copper
sheet has a return loss of −15.05 and −17.38 dB for 2.93 and 5.71 GHz frequency.
Copper having conductivity value which is very much higher than AgHT-4 and the
substrates having varied dielectric constant leads to shift in the resonant frequency
and more bandwidth.

The radiation patterns for E-H plane of designed antennas are presented in Fig. 3.
An Omni-directional pattern is obtained for both antennas at lower frequencies while
the radiation pattern for higher frequency resembles dipole pattern making the pro-
posed transparent flexible antenna useful in wireless applications.

Figure 4 indicates the current distribution for both the antennas. Current is dis-
tributed near sides and feed line in transparent antenna while it is distributed on the
outer line of conducting material in case of non-transparent antenna.

The Gain of transparent and non-transparent are shown in Fig. 5 which shows that
the gain values for both the antennas are at an acceptable level. Transparent antenna
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Fig. 2 Comparision of S11 for transparent (dashed) and non-transparent (solid) flexible antenna

E-H  Plane (2.42 GHz) E-H  Plane (3.88 GHz) E-H  Plane (2.93 GHz) E-H  Plane (5.71 GHz)

(a) (b)

Fig. 3 Radiation pattern E (red) and H (purple) plane in a transparent flexible antenna and b non-
transparent flexible antenna

(2.42 GHz) (3.88 GHz) (2.93 GHz) (5.71 GHz)

(a) (b)

Fig. 4 Current distribution pattern a transparent flexible antenna and b non-transparent flexible
antenna

shows a comparatively higher gain value which makes it a better option for its use
in electronics wearable applications as it is invisible to bare eyes.

Table 4 shows the antenna characteristics in terms of return loss, gain and
impedance bandwidth. Transparent flexible antenna resonates at 2.42 and 3.88 GHz
having return loss of −18.92 and −16.14 dB. Impedance bandwidth is 3.72 and
2.06% with gain of 1.40 and 0.93 dBi for lower and higher frequency bands. In com-
parison to the transparent antenna; the non-transparent antenna resonates at 2.93 and
5.71 GHz having a return loss of −15.02 and −16.14 dB. Impedance bandwidth is
4.44 and 4.90%with gain of 1.21 and 0.91 dBi for lower and higher frequency bands.
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Fig. 5 Gain versus frequency a transparent flexible antenna and b non-transparent flexible antenna

Table 4 Antenna characteristics

Antenna characteristics Transparent antenna Non-transparent antenna

Resonance frequency (GHz) 2.42 3.88 2.93 5.71

Return loss (dB) −18.92 −16.14 −15.05 −17.38

Gain (dBi) 1.40 0.93 1.21 0.911

Impedance bandwidth (%) 3.72 2.06 4.44 4.90

Efficiency (%) 85 80 75 72

Impedance bandwidth of copper-based antenna is higher due to higher conductivity
value and lower dielectric constant of jeans substrate. The radiation pattern of the
proposed transparent flexible antenna is at a satisfactory level which makes it useful
for wireless wearable applications.

4 Conclusion

Twodifferent types of transparent and non-transparent flexible antennas are evaluated
based on different parameters like gain, return loss and radiation pattern. Transparent
antenna which is invisible can be used for many applications in comparison to non-
transparent antenna. AgHT-4 and PET which are flexible in nature show very good
performance in terms of return loss and impedance bandwidth. Gain and radiation
pattern is steady in desired frequency which makes the proposed antenna suitable
for wireless wearable applications.
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Analyzing Frequency Spectra of Signals
Generated by Chaotic DC–DC Converter
and Its Application in Secure
Communication

Manish Kumar Thukral, Karma Sonam Sherpa and Kumkum Garg

Abstract In this paper, a hybrid Adaline-Prony-based frequency estimation tech-
nique has been developed. Using this technique, the spectral estimation of the signals
generated by current mode controlled buck–boost converter operating in chaotic con-
dition is done. From the results obtained, it is shown that the signals generated by
buck–boost converter in chaotic condition possess spread spectrum characteristic.
Based on the results, a new vista of research can be opened in designing spread spec-
trum secure communication model using chaotic DC–DC buck–boost converter. To
the best of our knowledge, very few researchers have given a thought in direction of
using chaotic DC–DC power electronics converters in secure communication.

Keywords Nonlinear dynamics · Adaline · Prony’s method · Bifurcation
parameter · Buck–boost converter

1 Introduction

A dynamical system is the one which evolves with time. The behavior exhibited by
a dynamical system can be linear or nonlinear. A linear dynamical system exhibits
periodic behavior. On the other side, nonlinear dynamical systems exhibits a variety
of behaviors like periodic, quasi-periodic leading to chaotic condition when some
of its parameter is varied [1]. Such parameter of dynamical system which changes
the qualitative behavior of the dynamical system when varied is called bifurcation
parameter [1].
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In recent times, nonlinear dynamics analysis of power electronics based converters
has become an active area of research [2–4]. Also, practicing engineers have started
finding important applications of this emerging area in controlling chaos operating
region of interleaved boost converters [5]. Power electronics based DC–DC convert-
ers operating in the closed configuration are known to exhibit nonlinear dynamics
phenomenon [6–13]. In [6] and [8], nonlinear behavior exhibited by current mode
controlled boost converter is verified. Similarly, nonlinear dynamics exhibited by
current mode controlled buck converter is reported in [7]. In [12], another type of
DC–DC converter known as buck–boost converter is shown to exhibit nonlinear
behavior. These converters have a tendency to exhibit a variety of dynamical behav-
iors when some parameters like input voltage or reference current is varied. In order
to analyze nonlinear dynamics, such converters are mathematically modeled in the
form of iterative maps which is in one way discrete time modeling [6–13].

Although substantial work has been done in the direction of analyzing nonlinear
dynamics in power electronics based DC–DC converters not much useful application
of it has been found. So far engineers have been using nonlinear dynamics theory
just to identify the region of chaotic operation of these converters and avoid it [13].

But the signals generated byDC–DC converters in chaotic condition can be poten-
tial candidates for application in secure communication. In the secure communica-
tion, the message to be transmitted is masked or hidden by adding it with a noise
signal and hence a noise signal generator is required. The chaotic DC–DC converters
can be a cheap alternative as noise signal generators. A typical noise signal has spread
spectrum characteristic. It is required to analyze the frequency spectra of DC–DC
converters in the chaotic condition in order to confirm that the signals generated by
them are truly noise like.

In this paper, a suitable frequency estimation technique known as hybrid Adaline-
Prony’s technique is developed in order to analyze the frequency spectrum of sig-
nals generated by chaotic DC–DC converter. The proposed frequency estimation
technique is the modification of two-stage Adaline model developed in [14]. The
modification is done by reducing the computational burden by using model order
estimation technique developed in [15].

For sake of simplicity only current mode controlled buck–boost converter is con-
sidered. The nonlinear dynamics in current mode controlled buck–boost converter
has been analyzed. The frequency spectrum estimation of the signals generated by
this converter in chaotic condition has been done using the proposed technique.
Through results, it has been shown that the signals generated by these converters in
chaotic condition are spread spectrum in nature. Hence, chaotic DC–DC converter
in designing spread spectrum communication model.
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2 Nonlinear Dynamics in Buck–Boost Converter

Figure 1 shows the circuit diagram of current mode controlled buck–boost converter.
The circuit contains parameters like load resistance (R), inductor L , capacitor C ,
voltage source Vin . The circuit operation is such that when the switch turns ON, the
inductor current i rises. Because of current mode controlled operation, the switch
turns OFF when the inductor current reaches a value equal to the reference current
Ire f . If the switching period is considered as T , then the two-dimensional discrete-
time model of the circuit can be derived as shown by Eqs. (1), (2), (3), and (4).

As compared to [12], parasitic elements like inductor resistance rl , capacitor
resistance rc, are considered in discrete time modeling. This would help in correct
nonlinear dynamics analysis.

A. Discrete Time Model for Condition tn ≥ T

vn+1 � vn ∗ e− T
c(R+rc ) (1)

in+1 � Vin

rl
−

(
Vin

rl
− in

)
∗ e− rl

L T (2)

B. Discrete Time Model for Condition tn < T

vn+1 � e−α1to f f /2 ∗ (
A1 cos

(
ωto f f

)
+ A2 sin

(
ωto f f

))
(3)

Fig. 1 Current mode controlled buck–boost converter
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in+1 � c

(
R + rc
R

)(
e− α1 to f f

2 sin
(
ωto f f

) ∗
(

−A1ω − A2α1

2

)

+e− α1 to f f
2 cos

(
ωtof f

) ∗
(
A2ω − A1α1

2

))

+
1

R
∗

(
e− α1 to f f

2 ∗ (
A1 cos

(
ωto f f

)
+ A2 sin

(
ωto f f

)))
(4)

where in Eqs. (1), (2), (3) and (4)

vn+1 � Discrete time value of capacitor voltage after switching period T
in+1 � Discrete time value of inductor current after switching period T
tn � Switch turn ON time
tof f � Switch turn OFF time
vn � Discrete time value of capacitor voltage just at the instant when switch turns
ON
in � Discrete time value of inductor current just at the instant when switch turns ON

α1 �
(

1

c ∗ (R + rc)
+
rl
L
+

Rrc
L ∗ (R + rc)

)

α2 �
(

rl
Lc(R + rc)

+
Rrc

Lc(R + rc)
2 +

(
R

R + rc

)2

∗ Lc

)

ω �
√

α2 − α2
1

4

A1 � vn ∗ e−ton/c(R+rc)

A2 �
R ∗ Ire f − A1 ∗

(
1 − α1(R+rc)c

2

)
c(R + rc)ω

Considering the circuit parameter values as follows:
Load Resistance (R) � 20�, Capacitor (C) � 4µF, Inductor (L) � 0.5mH,

Switching frequency ( fs) � 20 KHz, Reference Current (Ire f ) � 4 A, Inductor
parasitic resistance (rl) � 1.2 �, Capacitor parasitic resistance (rc) � 0.12�.

Using the above values in Eqs. (1), (2), (3) and (4) the nonlinear dynamics analysis
can be done by obtaining the bifurcation diagram. Bifurcation diagram is also termed
as fork diagram which is the plot between discrete values of capacitor voltage with
respect to the bifurcation parameter. The bifurcation diagram obtained is shown in
Fig. 2. It can be seen from Fig. 2 that the circuit shows period-I behavior from 50 to
45.4 V. Period-I behavior bifurcates to period-II at 45.5 V. As bifurcation parameter
input voltage is varied the circuit enters into the chaotic region.

Figure 3a, b shows the inductor current and capacitor voltage generated by buck-
–boost converter in chaotic condition when the input voltage Vin is considered 19 V.



Analyzing Frequency Spectra of Signals Generated by Chaotic … 13

Fig. 2 Bifurcation diagram

Fig. 3 a Inductor current signal at Vin � 19 V. b Capacitor voltage at Vin � 19 V
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3 Hybrid Adaline-Prony’s Method for Frequency
Spectrum Analysis

As per Prony’s method, P number of complex exponential functions are fitted over
2P-sampled data points and represented as

x[n] �
P∑

k�1

bkz
n
k (5)

where

bk � Ake
jθk (6)

zk � e(αk+ j2π fk )�t (7)

In Eqs. (6) and (7) θk is the phase, αk is the damping factor, and fk is the frequency.
Multiplying Eq. (5) with parameter a[m] and shifting index n to n − m one can

obtain

a[m]x[n − m] � a[m]
P∑

k�1

bkz
n−m
k (8)

Summing both sides of Eq. (8) over m � 0, 1, . . . , P

P∑
m�0

a[m]x[n − m] �
P∑

k�1

bkz
n−P
k

P∑
m�0

a[m]zP−m
k (9)

One can observe from Eq. (9) that underlined part is polynomial and when it is
solved over it’s roots Zk yields zero result. In order to find the roots, Zk the polynomial
coefficients can be obtained from the following equation:

P∑
m�0

a[m]x[n − m] � 0 (10)

In [14], Adaline-based frequency estimation technique is proposed. It consists of
the first stage shown in the figure which evaluates polynomial coefficients shown in
Eq. (10) recursively usingAdalinemodel. Once these coefficients a[m] are evaluated,
the polynomial roots Zk can be obtained. From polynomial roots, Zk the frequency
fk can be evaluated as

fk � tan−1

[
Im(zk)

Re(zk)

]
/(2π�t) (11)
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where �t is the sampling period of the signal whose frequency spectrum is to be
estimated.

The second stage Adaline considers the mathematical model of the sampled data
signal as given by

x[n]
∧

�
M∑
k�1

(Ak sin(2π fkn) + Bkcos(2π fkn)) (12)

where

x[n]
∧

� Estimated output at instant n
Ak � Ck cos(∅k)

Bk � Ck sin(∅k)

Ck � Amplitude of kth frequency component
∅k � Phase of kth frequency component

Ck �
√(

A2
k + B2

k

)
∅k � tan−1(Bk/Ak)

Equation (12) is modeled using Adaline second stage as shown in Fig. 4b where
the frequencies fk evaluated in first stage are fed into it. The amplitude and phase of
the corresponding frequency component are evaluated using the second stage.

It is reported by the author in [14] that the major disadvantage of this technique
is computation burden which is directly linked to the number of Adaline considered.

This method can be improved in terms of computation burden if the actual number
of frequency components present in the signal can be estimated. For this, the model
order estimation technique proposed in [11] is used in the presented paper.

4 Frequency Estimation of Signals Generated by Chaotic
Buck–Boost Converter

The frequency spectrum estimation of the inductor current and capacitor voltage
signal generated by a chaotic buck–boost converter shown in Fig. 3a, b is done using
the proposed technique.

The estimated frequency spectrum of inductor current and capacitor voltage is
shown in Fig. 5a, b, respectively.

It can be seen from Fig. 5a, b that there are 190 frequency components present in
the signals generated by the converter in chaotic condition. Hence it can be inferred
that the signals generated by the converter in chaotic condition are spread spectrum
in nature. This leads to a very important application of chaotic buck–boost converter
in secure communication.
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Fig. 4 a First stage b second stage

5 Conclusion

In this paper nonlinear dynamics in buck–boost converter is analyzed using the
bifurcation diagram. From the bifurcation diagram, the chaotic regime is identified.

A frequency spectrum estimation technique named as hybrid Adaline-Prony’s
method is proposed which uses model order estimation technique. Using this tech-
nique, frequency estimation of the signals generated by buck–boost converter in
chaotic condition (identified from bifurcation diagram) is done. It evident from the
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Fig. 5 a Estimated frequency spectrum of inductor current b estimated frequency spectrum of the
capacitor voltage

result that the frequency spectra obtained is spread spectrum in nature which is a
typical characteristic of a noise signal.

From the results obtained, an important application of chaotic buck–boost con-
verter can be identified in the area of secure communication. For this message signal
to be transmitted, it can be masked or encrypted with the noise-like signal generated
by the converter in a chaotic condition. By doing this, the message can be disguised
as a noise signal. Designing a decryption circuit can be an area of further research.
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The main outcome of this paper is that to best of our knowledge, no one has
given a thought on using chaotic DC–DC power electronics converters. Through this
research, new secure communication models can be developed which may be better
than existing ones.
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Survivability Standard Techniques
Implementation in Fiber Optic Networks
(SSTIFON)—An Overview

K. V. S. S. S. S. Sairam and Chandra Singh

Abstract In communication networks, survivability is a vital factor in Analyzing
andDesigning Techniques in FiberOpticNetworks (ADTFON). These aspects deter-
mine the Restoration Throughput (RT) and Redundant Protection Strategy (RPS).
These techniques include Ring-BasedArchitecture (RBA) toward Path Segment (PS)
and Path Restoration (PR). This paper focuses on different architectures that facil-
itate the High Impact Economical Factor (HIEF) of High Capacity Fiber System
Equipment (HCFSE) needed for Signal Transport (ST) Mechanism.

Keywords FONI · DS-N · OC-N · FUSR · DCC · FNA · ONA · PRM

1 Introduction

Survivability resists any disturbance of physical or natural disaster preferably by
EMI [1]. Fiber optic communication deals with the high bandwidth. In this fiber
network architecture the uses feasible high-capacity fiber systemwith anHigh Impact
Economical Factor (HIEF) via routing strategy that is from central office or hub [2].
The constructivity of Fiber Network Survivability Planning and Designing (FNSPD)
deals with impedent, instant establishment, invigorating through a potential design
and restoration aspects [3].

FNSPD can be divided into two categories, namely

(A) Transport Restoration
(B) Competence Transport

Transport restoration is applied to Switched Network, whereas competence trans-
port is applied to Competence Transport Network. It involves routing in the form
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Fig. 1 FNSPD block diagram

Fig. 2 FNSPD types and
phases

of direct path, indirect path, and a combination of both. It states utilization of Net-
work Bandwidth (NB) includingDG (DynamicHierarchical Group) andNDG (Non-
hierarchical Dynamic Group) mechanisms [4]. It has restoration capabilities than
transport restoration scientific knowledge which plays a vital role in FNSPD Block
diagram as shown in Fig. 1 [5] and also FNSPDTypes And Phases as shown in Fig. 2.

2 Problem Statement

The fiber network is designed as a global network to estimate the Digital Cross-
Connectivity System (DCS) with respect to different demand distributions in a given
network. To prevent more than one link failure in fiber network, network size, the
spare capacity, protection schemes, and survivability ratio are estimated for differ-
ent network configurations. Survivability at the physical layer is addressed. In this
protection mechanism, 1:2 Diverse Protection scheme is used [6].
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Fig. 3 Flowchart of digital
cross-connectivity

2.1 Fiber Layout Distribution Analysis

As shown in Fig. 3 the flowchart of Digital Cross-Connectivity represents the Net-
work Topology in terms of Link Joint (LJ), Link Joint Distance (LJD), Link Product
(LP), Demand Signal Connectivity (DSC). Path arrangement and path rearrangement
is carried out by means of Hub to Hub, Point to Point is shown in 12 × 12 Network
Topology and Results in terms of Link Matrix in Table 1 and Cost Matrix Table 2
and Traffic in each link in Table 3 and also the code. It can be enhanced by means of
OCD (Optical Carrier Demand) in terms of DS-3/DS-1 [7].
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Table 1 Link matrix
0 1 0 0 0 0 1 0 0 0 0 0

1 0 1 0 0 1 0 0 0 0 0 0

0 1 0 1 0 0 0 0 0 0 0 0

0 0 1 0 1 0 0 0 1 0 0 0

0 0 0 1 0 1 0 1 0 1 0 0

0 1 0 0 1 0 1 1 0 0 0 0

1 0 0 0 0 1 0 0 0 0 1 0

0 0 0 0 1 1 0 0 0 0 1 1

0 0 0 1 0 0 0 0 0 1 0 0

0 0 0 0 1 0 0 0 1 0 0 1

0 0 0 0 0 0 1 1 0 0 0 1

0 0 0 0 0 0 0 1 0 1 1 0

Table 2 Cost matrix
0 4 0 0 0 0 6 0 0 0 0 0

4 0 5 0 0 9 0 0 0 0 0 0

0 5 0 6 0 0 0 0 0 0 0 0

0 0 6 0 13 0 0 0 3 0 0 0

0 0 0 13 0 8 0 15 0 12 0 0

0 9 0 0 8 0 5 14 0 0 0 0

0 0 0 0 0 5 0 0 0 0 8 0

0 0 0 0 15 14 0 0 0 0 4 9

0 0 0 3 0 0 0 0 0 2 0 0

0 0 0 0 12 0 0 0 2 0 0 11

0 0 0 0 0 0 8 4 0 0 0 9

0 0 0 0 0 0 0 6 0 11 9 0

Table 3 Traffic in each link
0 71 0 0 0 0 39 0 0 0 0 0

71 0 57 0 0 61 0 0 0 0 0 0

0 57 0 55 0 0 0 0 0 0 0 0

0 0 55 0 93 0 0 0 55 0 0 0

0 0 0 93 0 55 0 64 0 53 0 0

0 61 0 0 72 0 49 49 0 0 0 0

39 0 0 0 0 49 0 0 0 0 40 0

0 0 0 0 64 49 0 0 0 0 18 37

0 0 0 55 0 0 0 0 0 21 0 0

0 0 0 0 53 0 0 0 21 0 0 41

0 0 0 0 0 0 40 18 0 0 0 37

0 0 0 0 0 0 0 37 0 41 37 0
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Program Code

for(j=1;j<=number;j++)

cost[i][j]=cost[i][j]/2;

printf("\n\n TRAFFIC IN EACH LINK \n\n");

for(i=1;i<=number;i++)

printf("\n")

printf("\n\n\n\n\press any key to continue ");

getch();

clrscr();

Link Joint (LJ): It is given as the no. of paths (P) to the total no. of nodes (N).

L J � P/N (1)

Link Joint Distance (LJD): It determines the network traffic (routing flow to the
paths’ joint)

L J D � R/J (2)

Link Product (LP): It is the combination of

L J ∗ L J D. (3)

Demand Signal Connectivity (DSC): It is given by total no. of node—each nodes
to the total no. of nodes. Hence

DSC � (T N − EC)/(T N ) (4)

2.2 Restoration Scheme Analysis

InNetwork SurvivableConnectivity (NSC), the cost is depictedwith the flow in terms
of associated path, non-associated path and a combination of both. In this, failure
is more concerned and hence the protection mechanism takes place and hence path
protection, shared path protection techniques in order to improveNetwork Survivable
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Economical Factor (NSEF) as shown in Fig. 4. Table 4 depictsDemand before Failure
and Table 5 represents Demand after Failure. Table 6 showsUser Survivability Factor
(USF).

Fig. 4 Flowchart of PRM using 1:2 DP
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Table 4 Demand before link
failure

Source destination Demand

(1, 2) 4

(2, 3) 5

(3, 4) 6

(1, 5) 9

(2, 6) 11

(5, 6) 12

(4, 7) 10

(6, 7) 5

(4, 8) 13

(7, 9) 30

(8, 9) 18

(5, 10) 12

(9, 10) 15

(6, 3) 16

(10, 12) 11

(12, 11) 9

Total 186

Table 5 Demand after link
failure

Source destination Demand

(1, 2) 4

(2, 3) 5

(3, 4) 6

(1, 5) 9

(2, 6) 11

(5, 6) 6

(4, 7) 10

(6, 7) 5

(4, 8) 13

(7, 9) 15

(8, 9) 18

(5, 10) 12

(9, 10) 15

(6, 3) 16

(10, 12) 11

(11, 12) 9

Total 165
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Table 6 USF Protection ratio %Failure demands/total demands

User survivability factor (165/186) � 88.70%

Program Codes

for(i=1;i<=number;i++)

for (j=1;j<=number;j++)

link fail[i][j]=link[i][j];

printf("\n Enter how many links fail: ");
scanf("%d",&tolifl);

printf("\n");
for(i=1;i<=tolifl;i++)
for(j=1;j<=number;j++)
for(l=1;l<=number;l++)
if(linkfail[j][l]==2)
for(k=1;k<found;k++)
{ 
if((path[k]==j)&&(path[k+1]==l))
{ 
trdem[i]=trdem[i]/2.0;
restor=restor+trdem[i];
count=1;
} 

User Survivability Factor (USF): Failure Demands to Total Demands [8].

3 Conclusion

In this paper, the concept of survivability planning and designing issues include
the integration approach of fiber layout distribution analysis, restoration scheme
analysis, fiber network routing analysis, and protection schemes were discussed. In
future direction, it can be enhanced by employing the higher order multiplexing
techniques to ensure the sustainable service survivability of fiber optic network.
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Design and Analysis of Novel Dispersion
Compensating Model with Chirp Fiber
Bragg Grating for Long-Haul
Transmission System

Deepika Meena and M. L. Meena

Abstract In this work, a novel dispersion compensation model has been presented
with chirped fiber Bragg grating (CFBG) for long-haul transmission system. The pro-
posed model has been designed for 20 Gbps non-return to zero (NRZ) transmission
system over 210 km long single-mode fiber (SMF). The proposedmodel is applied to
Dense Wavelength Division Multiplexing (DWDM) also. Performance of the model
is optimized through linear-chirped CFBG having 90 mm short grating length and it
plays a significant role as a module of dispersion compensation. The proposed model
enhance/improves the performance in terms of bit error rate (BER) and quality fac-
tor is ≥18 at the receiver end of systems. Further, it has also been compared with
existing reported work on the basis of quality factor, BER, and eye-diagrams. The
simulations of the proposed model have been carried out through OptiSystem 7.

Keywords Bit error rate · Chirp fiber Bragg grating · Dispersion compensation ·
Quality factor · Eye diagram

1 Introduction

Recently, the demand for optical fiber technology is increased day by day in telecom-
munication industry due to high bandwidth, data rates/capacity, and low-cost reliable
optical communication links. When the different wavelength signals are transmitted
over an optical fiber, these optical signals travel with different speeds due to the
variations in core and cladding refractive index. Therefore, the optical signals are
overlap/broaden/spread out after travelling a long distance through the fiber. Hence,
the broadening of the pulse causes dispersion and losses in transmitted signals which
lead to the error signal at receiver end [1, 2].
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The erbium-doped fiber amplifier (EDFA) scheme has been proposed by several
authors to overcome or compensate the signal loss [3–5] because EDFA works on
1550 nm wavelength band and an average positive dispersion of single-mode fiber
(SMF) is 15–20 ps/nm/km, which is much large in mentioned wavelength band.
Hence, dispersion is the key issue to restrict the long-distance optical fiber commu-
nication [6, 7]. To overcome dispersion issue, Dispersion Compensation Fiber (DCF)
has been introduced having negative dispersion coefficient to compensate the effect
of positive dispersion in an optical fiber communication link [8]. However, the Dis-
persion Compensation Fiber technique increases nonlinear effects as well as the cost
of fiber communication systems [9]. To overcome the challenges of dispersion com-
pensation fiber technique, Fiber Bragg Grating (FBG) technique has been suggested
to compensate the dispersion in fibers. Therefore, FBG is characterized by insignif-
icant nonlinear effect, low loss, cost competence, and high competence for working
in wavelength division multiplexing (WDM) optical transmission systems [10].

The WDM optical transmission systems have been designed by Kaur et al. [11]
using pre/post/symmetricalDCFschemes for 250km longoptical fiber byintroducing
the 50 km dispersion compensation fiber for a bit rate of 10 Gbps. The performance
of different DCF scheme has been investigated and compared in terms of quality
factor (Q-factor), bit error rate (BER) and eye-diagram. They establish a symmetrical
dispersion compensation scheme which has been superior to pre/post-compensation
schemes. The best value for BER and Q-factor are 5.86 × 10−26 and 10.45 dB,
respectively. It has been observed that the designed system needs proper matching
with EDFA and fiber length to achieve the best performance. Therefore, dispersion
compensation techniques increase the nonlinear effect, losses of WDM system and
high cost because the span of DCF is 50 km beside the 250 km long fiber optic.
Further, Bhardwaj and Soni [12] have proposed an optical communication model
using FBG to compensate the dispersion for different lengths of fiber at a bit rate of
20 Gbps. They also give the relation between the length of optical fiber and Q-factor,
which is inversely proportional to quality factor. Therefore, Q-factor measures the
performance of communication systems and they find out the best value of Q-factor
is 23.82 dB at fiber length of 10 km. It has been observed that the Q-factor is very
good, but distance is very short and insufficient to transmit data for long distance
optical network.

Furthermore, Kaur and Sarangal [13] have proposed an optical WDM system
using chirped FBG as dispersion compensator for different lengths of grating and
apodization functions at a bit rate of 10 Gbps and 210 km length of fiber. The
optimized grating length of the proposed model is 80 mm and Gaussian apodization
function has been chosen. The best performance parameters of the proposed model
have been given in terms of Q-factor and BER are 10.59 dB and 1.55 × 10−26,
respectively. Therefore, the choice of chirped FBG as dispersion compensation is
very good technique and its parameters can be modified to obatin optimized and
better results in terms of BER and Q-factor in the designed optical link.

In the present work, a novel dispersion compensation model has been proposed
with Chirped Fiber Bragg Grating (CFBG) for wavelength division multiplexing or
long-haul optical transmission systems. The optimized parameters of the chirped
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FBG have been identified which are chirp parameter, apodization function, and
chirped grating length, after simulation performance parameters of the proposed
model has been analyzed in terms of Q-factor, BER, and eye-diagram. The main
aim of the presented work is to improve the performance of proposed communica-
tion systems. Further, the proposed model has also been compared with an existing
similar literature work using DCF as dispersion compensator [11–17]. The proposed
chirped FBG configurations have been modeled and simulated using the advanced
tools of OptiSystem 7.0 simulator.

2 Dispersion Compensation with CFBG

In this section, the schematic and basic principle of Chirped Fiber Bragg Grating
(CFBG) has been presented as dispersion compensator for wavelength division mul-
tiplexing. Further, the design and simulation set up of the proposed chirped FBG
model have been studied and demonstrated in order to improve the performance
of communication systems without changing the parameters of any other block dis-
cussed earlier reportedwork [15]. Only the length of fiber or communication distance
has been increased and the performance of the proposed model is compared with the
previous model.

2.1 Principle of Chirped Fiber Bragg Grating

Fiber Bragg grating is a little portion, scattered reflectors of an optical fiber having
a periodic disparity in refractive index beside an axis of the fiber. It means that the
FBG is a small segment of fiber, which is separated with equal/different spaces inside
an optical fiber.

By creating the periodic disparity in refractive index, each segment reflects or
reproduces the exact wavelength of the light signal and transmits all others signals.
When all reflected wavelength signals through each piece of reflectors are combining
logically into one huge reflection at a particular wavelength. This is referred to
as Bragg condition and wavelength at which reflection occurs is called the Bragg
wavelength in reverse direction as given by [3, 18]:

λBragg � 2 · neff · ∧ (1)

where neff and ∧ are the effective refractive index in core and grating period of
the fiber, respectively. The basic principle of chirped FBG is presented in Fig. 1. It
consists a single-mode fiber (SMF) having modulated core of refractive index, which
has been divided by grating the plane with chirped spaces that create chirped fiber
Bragg grating as shown in Fig. 1.
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Fig. 1 Configuration of a chirped fiber Bragg grating used as a dispersion compensator

Further, the wavelength difference �λ between the two split ends of the grating
planes are given by [19]:

�λ � 2 · neff · (∧long − ∧short) (2)

The time delay (τ) of different reflected wavelengths can be calculated as given
by

(τλ) � (λBragg − λ) · 2 · neff
�λ · c · l (3)

where c and l are speed of light signal in vacuum and length of grating, respectively.
Dispersion of chirped fiber Bragg grating (Dg) can be calculated as given by [19].

Dg � 2 · neff
�λ · c · l (4)

2.2 Design and Simulation of Proposed CFBG Model

The proposed chirped FBG model has been presented to compensate dispersion in
wavelength division multiplex (WDM) optical communication as shown in Fig. 2.
The proposed CFBG-WDM simulation set up consists of a source (transmitter),
medium of communication, and receiver. First, a source signal contains binary
sequences (0 and 1),which are generated by pseudorandomgenerator having a bit rate
of 20 Gbps and using binary sequence non-return to zero pulse has been generated.
Then Mach–Zender modulator having 20 dB extinction ratios has been connected to
the pulse generator and 193.1 THz frequency continuous wave (CW) semiconductor
laser with the output power of 17 dBm. Second, the information/optical signal have
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Fig. 2 Proposed chirped fiber Bragg grating simulation model by OptiSystem 7 software

Table 1 Simulation
parameters of the
single-mode fiber

Parameters Value

Dispersion (ps/nm/km) 17.25

Dispersion slop (ps/nm2/km) 0.085

Input power (dBm) 17

Attenuation (dB/km) 0.2

Optical fiber cable (OFC) length (km) 210

Gain (db) of EDFA amplifier with 4 dB NF 40

Gain (dB) of EDFA amplifier with 4 dB NF 10

been transmitting through fiber cable to the receiver. The parameters of optical cable
have been given in Table 1.

Lastly, receiver contains a two (02) erbium-doped fiber amplifiers (EDFA) having
different gains of 40, 10 dB and both amplifiers have a same noise figure (NF) of 4 dB.
The gain of 40 dB EDFA has been used to triumph over the fiber loss and amplify
the signal. After that, it passes through chirped Fiber Bragg Grating to compensate
the dispersion and EDFA having 10 dB gain has been connected between the output
of CFBG and input in PIN photo detector, which has been converted to the optical
signal into electrical signal. Then output signals have been filtered via Bessel filter
(LPBF) and optical regeneration, Eye-diagram analyzer has been used to show the
simulated result in the form of the eye pattern, for calculating the bit error rate (BER),
Q-factor, respectively, for the proposed model.



34 D. Meena and M. L. Meena

3 Results and Discussions

The proposed chirped fiber Bragg gratingmodel has been simulated byOptiSystem 7
simulator. The effect of chirped dispersion compensator on eye-diagram of received
signals at 210 km optical transmission system has been shown in Fig. 3. It can
be observed that the eye-opening or eye gap is much clear and higher due to the
high quality of received signals. Therefore, Chirped FBG offers better dispersion
compensator for WDM long-haul optical communication systems, when compared
to the existing reported work in the literature [8, 10, 14, 15]. Further, to improve the
Q-factor optimized parameters of chirped FBG as dispersion compensator have also
been specified in Table 2.

Furthermore, the performance characteristics of the proposed model have also
been compared with [8, 10, 14, 15] in terms of Q-factor and bit error rate as given
in Table 3. As can be seen in Table 3, Q-factor and BER of the proposed model
are 18.46 dB and 1.59 × 10−57, respectively, whereas Q-factor and BER are 14.91
and 3.41 × 10−51, respectively on the same model used by Sayed et al. [15]. Hence,
the proposed chirped FBG model improves Q-factor with 50% when compared to
existing work in the literature [8–15].

Fig. 3 Simulated result of eye-diagram after CFBG dispersion compensation
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Table 2 Optimized parameters of the Chirped Fiber Bragg Grating

Parameters Value

Effective refractive index neff 1.47

Frequency (THz) 193.1

Grating length l (mm) 90

Chirp function Linear

Apodization function Gaussian

Gaussian parameter 0.5

Delta lambda �λ (nm) 1

Chirp linear parameter (μm) 0.0001

Table 3 Comparative analysis of the proposed model with existing references

References SMF length (km) CFBG length
(mm)/DCF length
(km)

Q-Factor (dB) BER

[8] 50 10 km 7.28 7.28 × 10−12

[10] 100 8 mm 9.85 6.45 × 10−21

[11] 200 50 km 10.45 5.86 × 10−26

[12] 10 15 mm 23.82 3.45 × 10−25

[13] 210 80 mm 10.59 2.55 × 10−26

[14] 180 20 mm 66.17 2.50 × 10−11

[15] 210 80 mm 14.91 3.41 × 10−51

Proposed model 210 90 mm 18.46 1.59 × 10−57

4 Conclusion

In the present paper, a novel chirpedFBGmodel has been designed as dispersion com-
pensator for 210 km long-distance optical communication network. The proposed
model has been simulated with software OptiSystem 7 simulator. The Q-factor and
BER have been found from eye-diagram analyzer after simulation. The performance
of the simulated model in terms of Q-factor and BER are 18.46 dB, 1.59 × 10−57,
respectively. Further, the evaluated performances of the proposed model have also
been compared with existing work in literature. Hence, it can be accomplished that
Q-factor was improved by 50% when compared to the results of Sayed et al. [15]
Therefore, CFBG uses a competent dispersion compensator to improve Q-factor,
minimum bit error rate, and transmit huge data capacity that increases the overall
performance of optical fiber network.
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External Modulation Using MZM
for Visible Wavelengths

Poonam Devi and Ravi Kumar Maddila

Abstract External modulation is preferred over direct modulation. Some impor-
tant reasons are reviewed in this paper. The performance of electro-optic modulator
(external modulator) is reviewed for visible-light communication over direct modu-
lation. Here, operating wavelength range is 400–700 nm and voltage-length product
(VπL) is 0.8 V cm. Calculated insertion loss is very low compared to other available
devices and the extinction ratio is very high.

Keywords External modulation · Mach–Zehnder interferometer (MZI) ·
Visible-light communication (VLC)

1 Introduction

Visible-Light Wireless Communication is a technology which uses visible light as
a carrier signal in communication and it is present everywhere around us. White
LEDs have been invented for various uses. White LEDs are famous for low-power
consumption, longer lifetime, small size, and faster response.But recently researchers
have realized that these LEDs can not only be used for illuminating rooms, but also
for a communicating system. This function of LED has produced a new branch of
communication, i.e., Visible-Light Communication [1, 2].

To exploit the benefits of the optical domain as a transport medium, we require to
convert data from the electrical domain to the optical domain. This is done through
the modulation process. There are two methods through which a signal can be mod-
ulated in the optical domain––Direct modulation and External modulation. External
modulation dominates over directmodulation to achieve chirp free, high data rate and
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long link length modulation [3]. In external modulation, electro-optic effect is used,
i.e., refractive index changes proportionally to the applied electric field. It results in a
change of phase of the wave passing through the crystal. If two waves are combined
with different phase changes, an interferometrically amplitude-modulated wave is
obtained.

As external modulator, we use Lithium Niobate Mach–Zehnder Modulator (LN-
MZM). In the past few years, LithiumNiobate has been proved to be the best material
in the fabrication of photonics devices. It comprises of an excellent electro-optic
coefficient, low loss, and linear response to the applied electric field.

Till now in VLC, Direct modulation is used. But if data rate or range of com-
munication is increased, frequency chirping occurs [3]. Due to frequency chirping,
information could be destroyed. In external modulation, frequency chirping can be
reduced [4]. In this paper, a design of external modulator, i.e., MZM is proposed
which works in the range of visible light. The results are based on the simulations
performed on OPTI-BPM simulator.

2 Theory and Design Analysis

The MZM structure is shown in Fig. 1. It has one input waveguide and one output
waveguidewith two3dBcouplers,which areworking as power splitter and combiner.
It has three electrodes along with the interferometer arm (length L).

When an input optical signal is applied at input waveguide, it gets split into two
equal power optical signals by the 3 dB coupler which is working as an optical

Fig. 1 LN MZM
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power splitter. When a voltage is applied in electrodes, it will generate an electric
field around interferometric arms. This generated electric field will produce a phase
shift in the optical signal passing by because of Pockels effect. This phase change is
converted to amplitude modulation by MZI structure [5, 6]. To use this switch as a
modulator, only one output port power is to be considered, and the other one is to
be discarded. For that port, the insertion loss I.L. can be calculated by the following
equation:

I.L . � 10 log
Pout
Pin

. (1)

AnormalMZI switch is available in optiwave systems tutorial [7]. Furtherworking
on wavelength and size, the following design is proposed.

• Wafer range is 4 mm and width is 60 µm.
• Waveguide width is 4 m, electrode length is 1 mm.
• Electrode material has refractive index 1.47, electrode thickness is 20 m, the gap
between two electrodes is 4 m and the center position is 3.7 m. Half Switching
voltage can be calculated using the following formula:

Vπ � dλ

r n3L
(2)

where d is the separation between electrodes, λ is operating wavelength, n is the
extraordinary refractive index, r is electro-optic coefficient and L is the length of the
electrode. In this design, Vπ is 8 V.

3 Results and Discussion

In Fig. 2, optical field propagation through the waveguide is shown. Here a 1 mW
signal is applied at the input waveguide. That signal is equally distributed into two
waveguides because of 3 dB coupler. There is electrode along the interferometric
arms, so there will be some phase change in signal. Again when this signal will pass
through the second 3db coupler, coupler will act as a combiner. It will give intensity
modulation. Here input is 1 mW and output power at port 1 is 0.94 mW. So we can
say 90% signal will be switching in output 1.

One input and one output arm are removed here from one 22MZI switch, because
these are not required. The signal is applied at only one input waveguide and the
modulated signal is obtained from only one waveguide.

In Fig. 3, the optical power in waveguide versus voltage applied in electrode
graph is plotted. In basic tutorial of MZI switch, it is shown when applied voltage
is zero the signal passes through output 2, which is removed here [2]. But to get the
modulated signal, a voltage is applied across the electrode so that the output passes
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Fig. 2 Optical field propagation for the above design

Fig. 3 Optical power through waveguide w.r.t to electrode voltage

through output waveguide. From Fig. 3, it is clear how optical power is switching
from output 2 to output 1.

In Fig. 3, it can be found that the switching voltage Vπ is at 8 V and the power at
output end (Pout 1) is 0.94 mW. The calculated value of insertion loss is 0.2632 dB
which is very low.

4 Conclusion

Given results are taken when the modulator is working in visible-light range. Hence,
this modulator can be used for modulation purpose in visible-light communication
system. This device is giving high extinction ratio approximately 44 dB and low
insertion loss approximately 0.2632 dB. The switching voltage-length product is
also very small (0.8 V cm) when compared to previous modulator designs. The low
value of switching voltage-length product refers to a compact and energy-efficient
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device. This device gives a new idea to modulate a signal in visible-light commu-
nication which can reduce frequency chirping, while increasing the data rate and
communication range.
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A Detailed Survey of Rectenna
for Energy Harvesting: Over a Wide
Range of Frequency

Rachit Dana, Parthit Sardhara, Akshay Sanghani and Prarthan Mehta

Abstract This Survey Paper aims at providing a comprehensive analysis of various
Energy Harvesting techniques based on Rectennas. Several Research Papers pub-
lished over the years have been studied in detail. The Rectennas mentioned in these
papers are classified according to the frequency/frequency range and are thereupon
compared with reference to conversion efficiency, output voltage, impedance match-
ing techniques, and antenna type. Based on the survey performed, a conclusion has
been drawn.

Keywords Wireless power transfer · Rectenna · Impedance matching ·
Conversion efficiency

1 Background

The method of Wireless Power Transfer has been around for more than a century. It
is basically a method of transferring energy (electrical) through the medium which
does not involve wires (i.e., variables). Although there were many notable scientists
who put forward their ideas in the field of Electromagnetics, such as M. Faraday,
who proposed the law of Electromagnetic Induction, J. C. Maxwell, who put forward
Maxwell’s equations, J. H. Ponyting, who gave us Poynting’s theorem and several
others, it was not until 1890 that someone worked on an experiment which focused
on Wireless Power Transfer.
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N. Tesla was the first one to successfully demonstrate Wireless Power Transfer.
In the 1890s, he conducted a series of experiments in which he demonstrated how
Geissler tubes and Incandescent light bulbs could be lit from across the stage. He used
resonant transformers which worked on inductive and capacitive coupling, which
later came to be known as Tesla Coils. Although this was a short-range power transfer
system, it still proved vital for future progress in the field ofWireless Power Transfer.

After World War II, the idea of transmitting power through microwaves was
thoroughly researched. It was W. C. Brown, who revolutionized the field of Wireless
Power Transmission by inventing Rectenna. Rectenna, i.e., Rectifying Antenna is a
special class of antenna which converts Electromagnetic energy into DC electricity.
Brown demonstrated his idea by flying a model helicopter, which was being powered
by the microwaves that were sent from the ground and were received by the Rectenna
which was mounted on top of the helicopter.

Over the coming decades, Rectenna found extensive applications in RFID tags,
smart cards, etc. As the field of Wireless Communication flourished, the field of
Wireless Energy Harvesting was born. There are several other Energy Harvesting
Techniques known for harvesting energy from sources such as solar, thermal, wind,
etc., butWirelessEnergyHarvesting seems tobe themost promising.WirelessEnergy
Harvesting is based on the idea that the residual energy that is present in the environ-
ment in the form of Electromagnetic Waves can be used to drive electronic circuits.
As monolithic integrated circuit industry grows at a fast pace, there is a demand for
finding an efficient way of harvesting the wireless power that is present around us.

Over the past several decades, significant research has been done on Wire-
less Energy Harvesting which uses Rectennas to scavenge energy. The number of
Research Papers in the past several decades published by the esteemed journals
clearly demonstrates the interest in the field of Wireless Power Transfer has only
increased. This Survey Paper is based on several Research Papers collected from
these journals which focus on Rectennas and efficient methods to implement Wire-
less Power Harvesting.

The upcoming section titled Introduction aims to offer the reader with the basic
idea of what a Rectenna is, and what are its basic components. After providing
a brief knowledge, the next section—Rectenna Classified covers all the Research
Papers surveyed and provides in-depth knowledge of the experiments and research
that has been conducted over the past decades. Finally, the information is tabulated
consisting of necessary fields which can be used for a quick reference.

2 Introduction

The basic block diagram of Rectenna is as shown in Fig. 1.
As it can be seen, the Rectenna element consists of a receiving antenna, an

impedance matching network, a Rectifying Circuit, and an Output Load.
The design and type of receiving antenna involved do affect the efficiency of

the Rectenna. The impedance of the receiving antenna is always taken as 50 � for
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Fig. 1 Block diagram of rectenna

the impedance matching purpose. The second stage in the circuit is the Impedance
Matching Circuit. In order to facilitate maximum power transfer from the receiv-
ing antenna side to the rectifying circuit side, Impedance Matching Circuits are
extremely useful. There are a variety of devices and electrical components known,
which can be used for “Impedance Matching”. Usually, Transformers, Transmission
lines, Resistors, Capacitors, Inductors, and any of their combinations are used for
matching networks. Quarter-wave Transformer, Lumped LC Network, PI Matching
Network, L-Matching Network, Stubs are used extensively.

A Rectifying Circuit performs the RF-to-DC conversion. In many cases, a special
type of Diode Rectifier Circuit is used for this purpose, the Voltage Doubler. The
Greinacher Voltage Doubler circuit consists of two capacitors and two diodes. It is
very effective in reducing the ripple in the input signal. Schottky diodes are used
because they provide faster switching at high frequencies (i.e., low switching time).
If the output voltage is still not favorable, a Voltage Quadrupler can be used. Voltage
Quadrupler consists of two Greinacher voltage doubler cells of opposite polarities
which quadruples the input voltage. The final stage consists of Load across which
the output DC voltage has to be measured.

3 Rectenna Classified

Out of the all Research Papers that have been referred, 17 are based on the Wi-
Fi frequency, i.e., the 2.4 GHz band. In most papers, the HSMS family of Schottky
diodes is used for the purpose of rectification,manufactured by different vendors. The
simulation software used are Agilent’s Advanced Design System (ADS), ANSYS
High-Frequency Electromagnetic Simulation (HFSS), and CST Microwave Studio.
The substrates used are FR-4 Substrate and RT/duroid Substrate.

In the research paper [1], HFSS Simulator is used to simulate a Rectenna design.
With the input power of 12.9 dBm, an output voltage of 4.5 V is observed. In [3], two
different Rectenna Architectures employing RF-combiner and DC-combiner topol-
ogy have been analyzed and compared. In addition, a 2 × 2 array antenna is utilized
for the purpose of RF power harvesting. It was concluded that the performance of the
topologies depends on the number of antennas used in the array. In order to improve
the isolation and gain of the antenna, [4] employs a dual-polarized antenna with
an annular rectangular ring slot. Furthermore, the paper correlates many different
families of Schottky diodes. The maximum efficiency of 25.98% and 1.57 V output
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voltage is observed when SMS7630 is used. An improved efficiency is noticed in
[5], i.e., 30%with 1µW/cm2 incident power density, owing to an additional reflector
element in the receiving antenna. In [6], a cost-effective Rectenna design is used with
a unique optically transparent Plexiglas substrate. Employing a 6-element Rectenna
array and SMS 7630, an output of 70 and 190 mV is observed at 1 and 5 µW/cm2 of
input power, respectively. In [7], the conversion efficiency found under simulation
environment is 86% at 27 dBm of input power and 220� load. The efficiency is seen
to drop down as the input power increases above 27 dBm. The result after fabrication
differs a lot; the maximum efficiency drops down to 40.1% at 24 dBm and 220 �

load. This difference is believed to be due to the diode parameters and the welding
positions of the diode and capacitor. A thorough comparison between the Voltage
Doubler (VD)-type Rectenna and the Half-Wave Rectifier (HWR)-type Rectenna
is compiled in [9]. For an input power of 1 mW/cm2, the conversion efficiency of
56.9 and 21.8% is noted for VD and HWR-type, respectively. In order to tackle the
problem of higher order harmonic intervention, symmetric stubs were introduced in
the Rectenna design as seen in [12]. Furthermore, an increase in the conversion effi-
ciency to 63% was observed. CPW stub was utilized for the purpose of Impedance
Matching. In [13], though no such stub was utilized as both the antenna feeding and
rectifier input port had 50 � impedances for good impedance matching. A slight
increase in the efficiency was observed in this case; 66% at 270 � with 2.6 V output
voltage. The proposed Rectenna was also able to maintain an efficiency of more than
50% for a frequency range of 2–3 GHz, thus acting as a broadband Rectenna. Instead
of using a single antenna design, [15] uses two different types, one singly fed and
one differentially fed. The overall efficiency observed is 73.9% for the input power
density of 207 µW/cm2. In another paper, the antenna with harmonic suppression
capability was proposed, which would eliminate the need of LPF [16]. The conver-
sion efficiency measured was 74% for 10 dBm input power and 0.3 mW/cm2 power
density. In addition, SMA connectors are also eliminated to improve the efficiency. In
[17], the conversion efficiency observed is 75%. Two different types of Rectenna are
proposed, Single-Branch Matching type (SRC) and Double-Branch Matching Type
(DRC). With SRC, the Rectenna achieves 75.5% conversion efficiency with 19 dBm
input signal power, and higher than 63% between 10 and 19 dBm [17]. DRC outper-
forms SRC in terms of reducing ripples, but a reduction in the efficiency is observed.
In order to suppress unwanted harmonics, an open stub is used on the transmission
line which has the added advantage of making the circuit compact. Also, the antenna
used is circularly polarized, which improves the ambient power collecting capacity.
A large conversion efficiency of 77.8% is obtained in case of [18]. The antenna used
is harmonic-rejecting circular sector antenna, which eliminates the need of LPF in
the antenna’s side. The quarter wave transformer is used for impedance matching.
The maximum conversion efficiency is observed in [19], with 82% efficiency and a
gain of 3.5 dB with 600 � load. A third-order stepped-impedance Low-Pass Filter
is used for higher order harmonic suppression. It is observed that as the junction
capacitance of the rectifying diode decreases, better efficiency is obtained.
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The data corresponding to 2.45 GHz frequency-based Rectenna is tabulated in
Table 1.

Table 1 Rectenna designs based on 2.45 GHz frequency

No Reference Type of antenna Comments

1 [1] Dipole antenna with a rectangular
section

Output voltage of 4.5 V is obtained
under the input power 12.9 dBm

2 [2] Half-wave dipole antenna GaAsPt Schottky barrier diodes
and SMS family of diodes are used

3 [3] 2 * 2 planar antenna array Quadrupler circuit used with
matching network

4 [4] Dual-polarized suspended square
plate antenna

The dual-polarized antenna was
etched the annular rectangular ring
slot

5 [5] Folded dipole with an inductive
feed and a corner reflector

Additional reflector element used
improves efficiency

6 [6] 6 patch antenna array (2 * 3) Measured output dc voltages of 70
and 190 mV at 1 and 5 µW/cm2,
respectively

7 [7] Microstrip Patch Antenna Output voltage is 9.7 V for 220 �

8 [8] Square aperture coupled patch
antenna with a cross-shaped slot

The antenna has orthogonal
polarization which helps in
increasing efficiency

9 [9] Not specified DCP (Dickson charge pump) and
HWR (half-wave rectifier) antenna
and distance between source and
rectenna is 4.5 m in the far field

10 [10] Dual circularly polarized antenna Rectenna proposed provides
efficiency higher than 61%
irrespective of incident wave’s
polarization

11 [11] Stacked patch antenna 4 input power levels are
considered: −30, −20, −10 and 0
dBm

12 [12] Linearly polarized PBG antenna The rectenna design uses a
miniature microstrip LPF with
DGS (defected ground structure) in
order to suppress the higher order
harmonics of the unwanted signals.
To achieve enhanced performance
from the LPF, symmetric stubs
were introduced to increase the
filter’s band stop suppression in the
high-frequency band

(continued)
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Table 1 (continued)

No Reference Type of antenna Comments

13 [13] Printed monopole broadband
antenna

The conversion efficiency is
maintained from 2 to 3 GHz above
50%. A tapped line geometry is
used to design the broadband stub
band-pass filter

14 [14] GCPW-fed slot antenna It uses grounded coplanar
waveguide as a feeding structure to
the antenna. This helps in high
gain, a broader bandwidth, and a
simple structure

15 [15] A differentially fed-patch antenna A differentially driven rectifier is
used in order to eliminate the use
of a Balun

16 [16] Rectangular radiating patch
antenna

In order to reduce insertion loss, no
LPF is used. Efficiency is high
without SMA connectors

17 [17] Rectangular radiation patch SRC and DRC are used

18 [18] Harmonic-rejecting circular sector
antenna

No LPF block in the Rectenna
circuit

19 [19] Microstrip dipole antenna The capacitive reactance of the
diode is set by varying the distance
between the diode and the output
capacitor. With a decrease in the
junction capacitance of the diode,
efficiency is improved

There are many Rectennas which works on more than one frequency. Some of
these are band specificwhile others are termedbroadband in general. SomeRectennas
works on dual frequency.

The Research Paper [20] works with multiple bands of frequencies; DTV
(417–610 MHz), GSM900, GSM1800, and 3G. The conversion efficiency of 40%
is obtained in case of GSM900 and in the case of DTV and 3G, more than 20%
efficiency is observed. In addition to RF harvesting, the paper also focuses on Induc-
tive Power Transfer (IPT) and puts forward an IPT system; Class E-coil driver. It is
able to achieve a conversion efficiency of 66% for coil separations limited to 30 cm
and an efficiency of more than 50% for distances more than 30 cm. For a frequency
band of 1.75–2.5 GHz, a dual-polarized Rectenna designed is explored [22]. More-
over, two different rectifier circuits with single-branch and two-branch structure have
been designed and their performances are compared. For a single-branch rectifier,
more than 40% conversion efficiency is seen, while for two-branch structure 45%
efficiency is obtained for 0.85–0.95 and 1.7–2.45 GHz band both.

The Research Paper discussed in [23] and [24] provides different Rectenna
Designs focusing on the GSM 900 band. In [23], about 2.3 DC Voltage is obtained
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when the harvester circuit is placed at 110 m from the GSM base station whose input
power level is known to vary from −27 to −50 dBm. Its operation in the ISM band
is also demonstrated and an output voltage of 1 V is observed across a 0.5 M� load
at a range of 19 m when the signal is transmitted indoor. The Rectenna proposed in
[24] uses amicrostrip-fed printed shorted ring slot antenna with circular polarization.
For an incident power density of 162 µW/cm2, the efficiency of 45.47% is obtained
with an output voltage of 3.8 V. In [26], A Broadband Rectenna focusing on the 3G
band is described. For an optimum load of 1700 �, 48% efficiency is noticed with
400 mW output voltage. All the measurements are done in a free environment which
allows the Rectenna to capture RF signals from other bands. For a frequency band
of 700–900 MHz, [27] presents a Rectenna design which is able to achieve 65% at
800 MHz with input power ranging within −10 to 0 dBm. A low cost and simpler
design is presented in [28], which uses a pair of super-strip lines in the wideband
folded antenna to reject the unwanted harmonic signals. Conversion Efficiency of
72.9% is obtained when power at 30 dBm is transmitted by a signal generator.

In [29], a Rectenna design has been discussed with works on the X band fre-
quencies (8–12 GHz). At 9.98 GHz, they were able to measure the output voltage
of 3.86 V across a load of 200 � and conversion efficiency of 75%. The concept
of aperture coupling is also used to match the antenna with the Rectenna circuit.
The maximum conversion efficiency is observed when a 4-element receiving array
antenna is used. Out of this group of Research Papers, [31] had the maximum effi-
ciency of 84.4 and 82.7% at 2.45 and 5.8 GHz respectively. The paper proposes a
Dual-Frequency Rectenna T-strip CPS (coplanar strip line) band-stop filters which
effectively blocks higher order harmonics. The GaAs Schottky barrier diode is used
for the purpose of rectification and diode analysis has been performed for impedance
matching purpose.

Several Rectenna designs have used unconventional frequencies and unconven-
tional methods for the purpose of RF-to-DC conversion. Another frequency which
has been heavily used for Energy Scavenging is 5.8 GHz. The Research paper [34] is
based on a Rectenna working at 868 MHz. Two different Rectenna setups have been
put forward, one with impedance matching and one in which direct matching with
the antenna has been done. This not only miniaturizes the antenna, it also improves
the conversion efficiency (55% at −10dBm input power). Another such Rectenna
design discussed in [35] gives a conversion efficiency of 49.7% across a 10 k� load.
The impedance of the Voltage Doubler is computed and using that the LC Matching
Network has been designed. The output voltage observed is 0.705 V. The Rectenna
put forward in [37] is tuned to mid-infrared wavelengths. Two different types of
diodes are used in this design; MIM (Metal–Insulator–Metal) and MIIM (Metal–In-
sulator–Insulator–Metal) because of their fast electron switching speeds.While most
designs employ a single stage of Voltage Doubler circuit, the Rectenna design in [38]
uses multiple stages of Voltage Doubler circuits in order to optimize the RF-DC con-
version. For an input power level of −40 dBm, the 7-stage Voltage Doubler based
Rectenna is able to produce 3 mW across a 100 k� load, while at 0 dBm, the DC
output voltage of 5 V is produced. In [39], a similar 7-stage Voltage Doubler based
Rectenna is discussed, but the design is able to achieve 4.5 V at 10 dBm.
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Table 2 shows all the information into different fields. Several unique Rectennas
have also been documented, such as FMRectenna [41], which uses the Fractal Anten-
nas for acquiring the RF signals. In [42], a quartz resonator is used for impedance
transformation. Although the conversion efficiency is less (22%), the output voltage
measured is 1 V. The paper thus provides a unique way to capture the RF signals.
Finally, the Optical Antennas and Nanoantennas have also been studied, albeit in
brief, but nonetheless, the result has been tabulated.

Table 2 Rectenna designs based on other frequencies

No Reference Type of Antenna Comments

1 [20] Folded dipole omnidirectional Works on GSM 900, TV & 3G

2 [21] Copper tape antenna on Perspex It utilizes a multiband array
architecture corresponding to every
band and the output voltage is
obtained by using a switching and
summing mechanism

3 [22] Dual-polarization antenna Two broadband rectifier circuits
with single-branch structure

4 [23] Dual-band antenna The antenna is placed within
110 m of a GSM base station. The
power received is used to operate
the thermo-hygrometer sensor

5 [24] Shorted square ring slot antenna Dipole antenna transmitting in the
GSM band with 20 dBm power is
used as RF source rectenna output
voltage and efficiency at various
distances from a cell tower at
950 MHz is tabulated

6 [25] Circularly polarized microstrip
patch antenna (1 × 2 and 2 × 2
arrays)

Coplanar Waveguide is used to
feed the array and array is modified
to improve AR bandwidth and
impedance bandwidth

7 [26] Modified double slot coplanar
waveguide (CPW)

Measurements were realized in the
free environment; without an
anechoic chamber allowing the
antenna to recover others RF signal

8 [27] SLOT antenna The rectenna is able to provide a
voltage higher than 0.5 V with
relatively low input power, –6
dBm. Diode package model in the
simulation for a correct evaluation
of the diode parasitic

(continued)
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Table 2 (continued)

No Reference Type of Antenna Comments

9 [28] Wideband folded dipole antenna A pair of super-strip lines is
introduced in the wideband folded
dipole to reject the second
harmonic signal

10 [29] Circularly polarized antennas
(microstrip)

The maximum efficiency is
obtained with 4 element array
antenna

11 [30] A broadband triangular monopole
antenna array (Zin � 200 �)

A voltage of 6.95 V for a load of
4.3 k� is obtained close to a cell
phone making a call

12 [31] Long and short dipole The paper proposes dual frequency
Rectenna with T-strip CPS
(coplanar strip line) band stop
filters, which effectively blocks
higher order harmonics

13 [32] Stepped-impedance dipole antenna The antenna used is 23% shorter in
length when compared to
conventional uniform strip dipole

14 [33] Patch (1 × 4) antenna Provides conversion efficiency of
70%

15 [34] Broadband printed Yagi-Uda
antenna (50 �)
Rectangular loop-like antenna with
arm-like structures

Direct impedance matching of the
antenna with the rectifier is
implemented

16 [35] Yagi-Uda patch antenna The input impedance of the Voltage
Doubler circuit is 27-j*222� at the
frequency of 868 MHz

17 [36] Planar dipole antenna Schottky diode and antenna are
integrated via coplanar waveguide.
The variation of output power
versus frequency, input power, and
series resistance are individually
plotted

18 [37] Log periodic antenna, spiral
nanoantenna and Bowtie
nanoantenna are analyzed

Many rectenna designs operating
in THz range are reviewed

19 [40] Microstrip patch antenna All the matching networks
mentioned and the analytical
models constructed are covered in
detail along with the mathematical
computation

(continued)
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Table 2 (continued)

No Reference Type of Antenna Comments

20 [41] Fractal antennas (Sierpinski
triangle and Kuch curve antenna)

The developed Rectenna is cheap,
efficient, simple to implement and
environmental friendly

21 [43] Differential microstrip antenna Circuit and electromagnetic
simulations are performed in order
to design the rectenna

22 [44] Nanoantennas are used (which
capture infrared light)

The paper discusses the matching
technique and NOT the optical
rectenna. A DC–DC Converter
LTC3108 is used. The internal
impedance of nanoantennas was
simulated in the range of 250–1000
THz frequency

4 Conclusion

With regards to the Rectenna design, if voltage doubler stages are increased, it was
observed that output voltage and RF-DC conversion efficiency was also increased.
Based on the Rectenna Papers referred, it is observed that Wi-Fi (2.4–2.45 GHz) fre-
quency is the frequencywhich isworked upon themost and significant result has been
obtained in terms of conversion efficiency and output voltage. Broadband Rectennas
working onGSM, 3G, and ISMbands have also achieved noteworthy results, indicat-
ing that there is a growing interest in the field of Wireless Energy Harvesting. Also,
it is noted that as the input power level is increased, output power and efficiency are
also increased. Experiments performed in the anechoic chamber completely absorb
electromagnetic waves and avoids unwanted electromagnetic interferences, which
improve the conversion efficiency.
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Trap-Assisted Enlarged
Photoresponsivity of Er-Doped In2O3
Thin Films

Anupam Ghosh, Shyam Murli Manohar Dhar Dwivedi
and Aniruddha Mondal

Abstract Undoped and Erbium (Er) doped In2O3 (In2O3:Er) thin films (TFs) were
deposited on p-Si (100) substrates by sol-gel spin coating technique followed by
open-air annealing. Gold (Au) Schottky contact based devices showed lower ideality
factor and higher barrier height for the In2O3:Er in comparison with the undoped
one. The enhanced photocurrent for the In2O3:Er TFs makes it more photosensitive
than undoped In2O3 TFs. The responsivity curve shows a blue shift in near band edge
absorption for the In2O3:ErTFs.As awhole, therewas a reduction in trap densitywith
the incorporation of Er into In2O3 lattice and room temperature photo responsivity
curves can be directly used to track the trap-related optoelectronic properties of a
light-sensitive material.

Keywords Indium oxide · Defect states · Electrical properties · Traps · Optical
properties

1 Introduction

Transparent oxide semiconductors (TOSs) are of paramount interest in the field of
optoelectronics. A unique combination of two mutually exclusive properties, i.e.,
high electrical conductivity along with optical transparency are essential for the
applications in optoelectronic devices such as solar cells and organic light emit-
ting diodes (OLEDs) [1]. In solar cells, these TOSs help to photo-generate charge
carriers and subsequently extract them from the absorbing region [2]. In OLEDs,
they inject charge carriers to efficiently out-couple the light [2]. Doped TOSs films
are also attracting interest due to their various advantages over undoped TOSs. The
deposition of doped TOS with controlled doping concentration also has widespread
applications. Erbium-doped Indium Oxide (In2O3:Er) is a good TOS in this con-
text, which is under research for last few decades [3–6]. Among various metal oxide
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semiconductors, amorphous oxide semiconductors show clear advantages for opto-
electronic applications due to the combination of good optical transparency, reduced
defects, easy and cost-effective synthesis method, mechanical flexibility and large-
area electrical uniformity [1]. In the following sections, we shall focus on the role
of trap states in light responsivity of one of such amorphous TOS, i.e., In2O3:Er thin
film (TF) [6] based Schottky photodetectors. Ultraviolet (UV) photodetectors have
several applications in the field of optical communication [7], missile plume detec-
tion [7], astronomical studies [8], etc. UV sensors also find military and industrial
safety applications such as ZigBee-based wireless flame sensor [9]. Silicon-based
photodetectors were used for UV photodetection but it suffers from lack of sensi-
tivity [10]. The present work is technologically important as it leads to carry further
research on the material and to improve the reliability of diode under irradiation of
UV light.

2 Experimental Details

Undoped In2O3 and In2O3:Er TFs were deposited on p-type Silicon (100) substrates
(MTI, USA, pre-cleaned with hydrofluoric acid and deionized water) by spin coating
technique using the chemical route. The solution for preparing In2O3 TFwas prepared
by dissolving 0.50 g Indium Chloride (InCl3) anhydrous powder (purity≥ 99.999%,
Sigma Aldrich) into 30 ml of acetylacetone (purity > 99%, Merck) under ultra-
sonication (~50 °C, 15 min) and left for aging for 24 h. It was then spin-coated (spin
NXG-P1, apexicindia) on a p-Si substrate (rotation speed ~1000 r.p.m. for 1 min,
acceleration time 20 s). The as-deposited film was then open-air annealed at ~400
°C for 10 min in a muffle furnace. The entire process was repeated for four times and
finally annealed at 400 °C for 30 min to get a uniform film over the p-Si substrate.
To prepare In2O3:Er solution, 0.04 g weight of Er2O3 nanopowder (99.9% purity,
Sigma Aldrich) was dissolved in 10 ml sulfuric acid (H2SO4) by ultra-sonication and
added to the previously prepared 30 ml of InCl3 solution. This doped solution was
ultra-sonicated (50 °C, 15min). After the completion of ultra-sonication, the solution
was left for 48 h aging. The Er:In2O3 sol-gel was then spin-coated with substrates
rotation speed ~6000 r.p.m. for 2 min (acceleration time 1 min) followed by 10 min
open-air annealing (~400 °C) for four times (final annealing 400 °C, 30 min) as has
already been discussed. The details of the structural characteristics of those TFs were
described elsewhere [6]. Indium was used as an ohmic contact on the backside of
p-Si, whereas the Gold (Au) Schottky contacts of diameter 1 mm were prepared on
the TFs by thermal evaporation using a thermal evaporator (Pro-Vak, Pune). In this
way, undoped In2O3 and In2O3:Er TF based Schottky devices (Au/In2O3 TF/p-Si
and Au/In2O3:Er TF/p-Si) were prepared. The schematic diagram of the devices is
presented in Fig. 1.
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Fig. 1 Schematic diagram
of the prepared Schottky
devices

p-Silicon substrate

In2O3/ Er:In2O3 layer

In2O3/ Er:In2O3 layer

In2O3/ Er:In2O3 layer

In2O3/ Er:In2O3 layer

Au

The corresponding current-voltage (I–V), current-time (I–t) performance of the
devices were measured by using Keithley 2401 sourcemeter (interfaced with com-
puter) and light was applied to the devices from anOzone free Xenon arc lamp source
through amonochromator (Sciencetech 9055,Canada) in an open beamconfiguration
at room temperature (300 K).

3 Results and Discussions

3.1 I–V Responses of the Schottky Devices

Figure 2 shows ln I–V characteristics using different wavelengths of light for
Au/In2O3 TF/p-Si andAu/In2O3:ErTF/p-Si device [Fig. 2 (inset)]. The ideality factor
(η) was calculated from forward dark ln I–V characteristics considering thermionic
field emission theory and the Schottky nature of the diodes using Eq. (1):

η � q

kT

[
∂V

∂(ln I )

]
, (1)

where, q is the electronic charge, kT is the thermal voltage and ∂(ln I )
∂V is the slope of

the linear fit of the dark ln I–V curve taken between 0.4 and 1.2 V). For the doped
device the η value is lower (~6) as compared to the Au/In2O3 TF/p-Si device (~12).
The saturation current value (I0) was also lower (calculated from the intercept of
the linear fits) for Au/In2O3:Er TF/p-Si device (~1.8 × 10−7 A) as compared to
Au/In2O3 TF/p-Si device (~7.1 × 10−6 A). The barrier height (φB) for both devices
were calculated using Eq. (2)

φB � kT

q
ln

(
AA∗T 2

I0

)
, (2)

where, A is the device area and A* is Richardson constant. The values of φB were
~0.64 eV for undoped and ~0.72 eV for the doped device at T � 300 K. The ratio
of forward and reverse currents at ±3 V are ~80 and ~16,381 for Au/In2O3 TF/p-Si
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Fig. 2 ln I–V characteristics using different wavelengths of light for both devices

and Au/In2O3:Er TF/p-Si diodes respectively. These high values suggest that a good
Schottky contact was formed between Au and the TFs. The lower η, I0 values and
higher φB values for the Au/In2O3:Er TF/p-Si device elucidate its better Schottky
diode performance over the Au/In2O3 TF/p-Si device. The presence of large number
of oxygen-related defect states at the interface of metal-semiconductor increased
the probability of multistep tunneling process due to trapping of holes, which in
turn enhanced the ideality factor [6]. Both the samples were light sensitive in the
wavelength range 300–500 nm, as it is clear from Fig. 2. But, the light currents are
far higher than the dark current for the In2O3:Er TFs in reverse bias condition, which
makes it more light sensitive than the undoped In2O3 TF-based devices. The ratios
of photocurrent (under white light illumination) and dark current are ~2.6 and ~86.5
for Au/In2O3 TF/p-Si and Au/In2O3:Er TF/p-Si devices at an applied bias of −2 V.
Therefore, there was a nearly 33-fold enhancement in white light sensitivity for the
doped TF as compared to the undoped one at −2 V (light sensitivity is defined as
the ratio of the light current to the dark current at a particular wavelength of light).
The fact suggests that the Au/In2O3:Er/p-Si device can serve as a good UV-Visible
light sensing device at room temperature.
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3.2 Responsivity and Function of Defect States

The wavelength-dependent (300–600 nm) responsivity of the devices was obtained
at room temperature (by dividing the photocurrents by optical power) to find out the
role of trap states in photocurrent conduction mechanism. Figure 3 shows the light
responsivity (in A/W) curves for both devices under the applied reverse bias of −
5 V, respectively. There are two responsivity peaks for Au/In2O3 TF/p-Si device at
400 nm (~3.1 eV) and 360 nm (~3.4 eV), which corresponds to the near band edge
(NBE) photon absorption and subsequent photocurrent conduction, as the bandgap
of the In2O3 material was calculated to be ~3.54 eV [6]. The NBE responsivity peak
was blue shifted to 380 nm (~3.26 eV) for the Au/In2O3:Er TF/p-Si device, which
may be due to the enhancement in the optical band gap of the In2O3 material with
Er doping, which was previously reported [6].

It is observed from Fig. 3 that there is a broad peak in responsivity curve between
500 and 580nm for undoped In2O3 material,which corresponds to the oxygen-related
defect states and singly ionized oxygen vacancies of the undoped In2O3 material [6,
11]. However, those oxygen-related traps were eliminated and only shallow level
traps (SLTs) for the material remained with Er doping [12]. The peak was also
reduced for the Au/In2O3:Er TF/p-Si device, which suggests the decrease in trap
density for In2O3:Er TF. The ratio of SLT related peak at 580 nm to NBE related
peak at 400 nm for undoped In2O3 is ~0.58 which reduces to ~0.37 for the In2O3:Er
TF considering the ratio of SLT related peak at 580 nm to NBE related peak at
380 nm. This ~1.6-fold decrease in the ratio at −5 V suggests that there is also a

320 360 400 440 480 520 560 600
0

100

200

300

400

500

600

Oxygen related
defects

Shallow level traps

at -5 V for Au/In2O3 TF/p-Si
at -5V for Au/In2O3:Er TF/p-Si

Wavelength (nm)

R
es

po
ns

iv
ity

 (R
) (

A
/W

) Near Band Edge T = 300 K

20

40

60

80

100

 R
esponsivity (R

) (A
/W

)

Fig. 3 Responsivity at different wavelengths for both the devices



62 A. Ghosh et al.

reduction in the shallow level trap density with the incorporation of Er in the In2O3

lattice.

3.3 Photosensitivity and Temporal Responses of the Schottky
Devices

The room temperature photosensitivity of the devices was tested by taking the ratios
of light current to dark current under irradiation of different wavelengths of light
at an applied bias of −2 V and is shown in Fig. 4a. The photosensitivity is more
for the Au/In2O3:Er TF/Si device, which gives another evidence to the fact that the
defect states are removed in doped material. In the case of undoped In2O3 TFs, there
are more number of shallow level trap states in addition to oxygen-related defects,
in which the photo-excited carries are trapped and as a result, the sensitivity of the
device decreases. However, in the Au/In2O3:Er TF/Si device, the oxygen-related
defects were almost completely removed, which was discussed before [6]. There
exist only a few shallow level traps near conduction band, from which the carriers
can be easily excited by photons to the conduction band, resulting in an increased
light current, which in turn enhances the light sensitivity for the doped device.

The suitability of the devices as optical sensors was studied using the time-
dependent photocurrentmeasurement (temporal response) under light off–on switch-
ing irradiation and plotted in Fig. 4b. Under the illumination of white light from
Xenon arc lamp, at −5 V bias the undoped and doped TF device responds with
almost same rise time (Tr) ~0.13 s and fall time (Tf) ~0.14 s respectively. The Tr is
the time required by the pulse to increase from 10% to 90% of its peak value and
the Tf is defined as the time required by the pulse to decrease from 90% of the peak
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value to 10%. The incident photons mostly got absorbed in the depletion region,
which results in a high drift of carriers and reduces the effect of carrier diffusion on
the temporal response of the device. Both the Tr and Tf values were very small and
hence it can be manifested that the devices can be readily applied to the optoelec-
tronic sensing applications. But, with lesser number of defects and traps the In2O3:Er
TFs can be more suitably applied as a UV-Visible detector.

4 Conclusion

In this report, an efficient technique has been introduced to study of the role of traps
in terms of room temperature photoresponse of the devices. The In2O3:Er TF-based
diodeperformedbetter than theundopedone inbothunder thedark condition andwith
light illumination. The NBE peak in responsivity curves implies an enhancement in
optical bandgap for the doped TF. Also, there is a reduction in oxygen-related defects
and SLT-related trap states with the incorporation of Er in the In2O3 lattice. Finally,
it is concluded that the room temperature responsivity curves can be directly used to
determine the role of traps in the current conductionmechanism for the light-sensitive
materials. Also, the enhanced light sensitivity and fast photoswitching performance
of the In2O3:Er TF based device proves its superiority as an UV-Visible light sensor
over undoped In2O3 TF-based device.
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Optical Wireless Hybrid Networks for 5G

Laxmi Sharma, Abhishek Javali, Sutapa Sarkar, Richa Tengshe,
Mahesh K. Jha and Sudhir K. Routray

Abstract The suggested 5th generation (5G) mobile communication features are
very much attractive due to their advanced specifications. Starting from the data
rates, to the latency, to the overall coverage, in every aspect it is far beyond its
predecessor, 4G. In addition to provide all these advanced features, the 5G network
will not be completely wireless. Rather it will be a hybrid of both optical and wireless
networks. In this paper, we present the main reasons why such a hybrid system is
required and also provide its architectures.

Keywords 5G · Optical wireless hybrid · Optical wireless hybrid for 5G · Hybrid
systems for 5G · 5G optical wireless

1 Introduction

Broadly, optical and wireless systems are complementary to each other though either
of them have the complete features. In the modern communication networks, we
normally see the optical networks in the core, regional andmetro areas;whilewireless
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networks are normally popular in the access parts of the networks. Therefore, it seems
like they are very much each others’ compliments. The recent developments of 5G
indicate a big paradigm shift in communication and networking. The end-to-end data
rates and overall throughputs of the networks are gigantic. Wireless networks alone
are not in a position to handle such gigantic demands. In the last mile, it is fine for
the access areas to provide tens of gigabits/s data rate. However in the reminder of
the network, high capacity trunks are required which can only be fulfilled by optical
networks. Therefore, optical wireless integration is going to be an essential aspect
of 5G networks.

Optical wireless communication was proposed since the beginning of the com-
mercial optical communications in the early 1970s. However, it did not get a good
response in the industry due to the absence of appropriate hybrid technologies. In the
cellular communication era, radio over fiber technology was started as a hybrid of the
two. Since then, several research initiatives have been taken to bring different types
of optical wireless hybrid communication systems. In [1], optical wireless commu-
nications for high speed has been proposed at multi-Gbps data rates. In [2], common
features of 5G have been presented which shows the overall nature of 5G. The spec-
trum proposed for 5G is very much different from the existing legacy generations.
Normally higher frequency bands in themm-wave rangeswill be utilized in 5G [3–5].
The justification of mm-waves for 5G is provided in [4]. Optical networks provide
high throughputs and data rates. For 5G several modifications in optical networks
have been proposedwhich are verymuch achievable in the current technology frame-
works [5]. In [6], several advanced changing trends of optical communication have
been presented. It shows how the optical and wireless communication techniques
are following each others’ advanced features [6]. In fact, it is very much helpful
in the joint integration for 5G. Emerging optical network technologies for 5G have
been presented in [7]. The post 3G wireless networks needed several structural and
characteristic changes [8]. These changes are very much necessary to adapt with
the emerging technologies and the handle the increasing demands. Software defined
networking (SDN) is essential for the all round success of 5G. The SDN frameworks
for optical networks and 5G are presented in [9] and [10].

In this paper, we provide the essence of optical wireless hybrid network archi-
tectures for 5G. We show the complimentary properties of the wireless and optical
networks are very much required for successful deployment of 5G networks.We also
show a few hybrid architectures of 5G at the end.

The remaining parts of the paper are arranged as follows. Section 2, contains the
basics of 5G and its requirements. In Sect. 3, we present the justification of optical
network integration in 5G. Section 4, presents the matching characteristics of 5G
with optical communication networks. In Sect. 5, we show a few optical wireless
hybrid architectures for 5G.
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2 Basics of 5G

5G will have several advanced features. It will operate at extremely high carrier
frequencies such as themm-waves to provide greater coverage [1]. It will involve very
high densities of base stations and devices. It will have extraordinarily large number
of antennas. It is a well-defined combination of all small units to provide high data
rates or around 3 Gb/s to tens to thousands of users in a locality [11]. It will 5G LTE
and enhanced Wi-Fi to achieve unified experience. One needs to account the design
issues involved with 5G networks such as reduction in latencies, power saving, cost
saving and supporting slow connections. Currently, the innovations address the above
aspects with respect to the waveform signaling, multiple access, the development
of cloud-based architectures with virtualization, latency and control signaling, and
energy efficiency [1].

With the increase in the number of mobile users, the wireless data traffic has to
grow tremendously. In addition to that it will have support for Internet of things
(IoT). One way to put up such huge amount of wireless data traffic is by restruc-
turing the existing spectrum and by adding new spectrum. It is proposed that 5G
technology may be 1000 times better in terms of throughput, 10 times better in spec-
trum efficiency, and 100 times better in utilizing the energy resources. To meet these
stringent requirements, 5G researchers are looking forward to the use of mm-waves.
In order to enhance the spatial reuse gains 5G networks must be denser and more
heterogeneous than the present networks. For example, it is expected that 5G net-
works will use number of picocells, femtocells, and microcells. At the same time, 5G
networks will reduce the cell sizes for providing access to more users. Enhancement
in the spectral efficiency can be achieved by advanced modulation schemes. Even
the of techniques such as device-to-device communication, non-orthogonal multiple
access, cognitive radio, full-duplex communication in a single bandwould help in the
effective spectrum utilization. Even the unlicensed spectrum in the LTE framework
has also been proposed for 5G.

2.1 Technological Specifications of 5G

Several ambitious applications such as two-way gaming, on the go video stream-
ing and content sharing, vehicle-to-vehicle and vehicle-to-infrastructure transfer of
information, virtual reality services, IoT will be part of 5G. In order to cater such
applications it has several advanced specifications. Here, we present some main
requirements of 5G network in Table 1.

High data rates: The average data rate for 5G is set at 3 Gb/s by the ITU experts
committee under the static conditions [11]. However for mobile conditions the lower
threshold is 100 Mb/s. The peak data rate is set at 20 Gb/s in the direct line of sight
conditions.
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Table 1 Specifications of 5G [11]

# Performance indicators Range Proposed technologies

1 Speed 100Mb/s–20Gb/s Massive MIMO (MMIMO),
MM-waves

2 Devices/km2 1 million/km2 Small cells, device to device

3 Information processing 10 Mb/s/m2 RAN vitalization, small cells

4 High energy efficiency 1 µJ per 100
bits

MMIMO

5 Mobility Up to 500 km/h HetNet fabric

6 No. of bits/Hz 4.5 Device to device, MMIMO, full
duplex

7 Latency 1 ms Content caching among nearing
users

Latency: To support anticipated 5G applications like virtual reality, touch screen
activated technologies, two-way gaming, mission critical applications a round trip
latency of less than 1 ms [11] is required.
Number of interconnected devices: It has to increase by a huge number which will
be more than 10 folds of the current device density.
Longer battery life: About 10 times reduction in the power consumption for low-
power massive machine communications (MMC) and IoT applications is required
in 5G networks.

3 Why Optical Systems Required for 5G

As presented in the previous section 5G needs gigantic throughput and data rates.
This gives rise to the need of high –speed- and high-capacity broadband communi-
cations with perfect end-to-end switching facilities. The bandwidth requirements for
these communications will be also huge. Currently, only optical communications can
provide that bandwidth. The power efficiency requirements of 5G networks too can
be justified through the optical networks where the energy efficiency is very much
comparable with the 5G specifications.

3.1 Features of 5G and Its Matching Aspects with Optical
Communication

Optical networking is an already existing reliable framework of communication
which when integrated with wireless communication system can provide a wonder-
ful solution for high capacity mobile fronthaul and backhaul networks. As the cell
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size gets reduced in 5G to cope with the requirement of high capacity data commu-
nication, the already existing passive optical network (PON) can be used to set up
the fronthaul network of mobile communication. The existing PON comes at a low
cost as those are already deployed and are having a wide number of access points.
10–100 Gb capable PONs already exist in many countries. The mobile fronthaul
networks consist of centralized baseband unit (BBU) [1] in an effort to reduce the
complexity of terminal equipments and thereby to reduce the cost of deployment and
ease of maintenance. Single mode fiber optic cable is used to connect the BBU with
the remote radio units. This approach is useful in cloud-based mobile applications
and provides a low latency and high-speed connectivity for mobile fronthaul net-
work. This approach also supports software defined network (SDN) for a dynamic
architecture where the data plane and the control plane are separated from each other,
thereby providing more flexibility in control, deployment and maintenance [9]. This
architecture has the potential to support mobile backhaul networks also as that needs
very little deployment effort [10].

Wavelength Division Multiplexing (WDM) in the optical networks is one more
motivating factor to use optical networks along with 5G which implements mas-
sive MIMO systems in dense cellular structures. Optical networks can have the low
latency for end-to-end communication which is a very crucial requirement for 5G
fronthaul network [8]. The number of optical transceivers required is very high to
support the massive MIMO systems deployed in 5G communications. Hence it is
required to develop low cost, low power-consuming optical transceivers which can
be implemented usingDSP techniques alongwith optical fibers. Optical networks for
5G have the ability to contribute to an improved end-user experience by improving
the speed and capacity of communication along with a possible reduction of cost.

Cloud-based services and high definition streaming of videos are the main activ-
ities which consume large amount of data now. These huge data consumption takes
place indoors, in vehicles and also in the aircrafts. The high request for video and
cloud-based data is expected to increase. This is a prime reason for the shortage
of the currently available spectrum. Optical wireless communications (OWCs) are
popular in different situations. Similarly, free space optical (FSO) communications
are also recommended for short-range high-speed data transfer. In the next few years
we will witness deployment of OWC systems in many new and existing applications.
FSOs can be used for short-range 5G backhauling. All these are possible through
the advances in the optical wireless hybrid communication systems which will also
need the support of signal processing.

4 Hybrid Optical Wireless Architecture for 5G

Hybrid optical wireless integration can solve the problems of high-speed trunks
required for 5G. End-to-end multi Gb/s data rates need high-speed core ad regional
networks. It is possible to handle the large data rates, if the optical networks are
used for the core and regional parts of the networks. In fact, for the fulfillment of 5G
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Fig. 1 Differences between the core and the access parts of 5G network

Fig. 2 Hybrid optical wireless architecture of 5G (in this architecture, only the access part is
wireless and the rest are optical)

features, optical fiber is needed till the end of each base station. That means both the
backhaul as well as the fronthaul of 5G has to be optical fiber. Only the last hop of
the communication between the base station and the user equipment is wireless. In
Fig. 1 we show the block diagram of the optical wireless hybrid network.

In fact, in this case, the core part consists of the core, regional and metro networks
of thewhole 5G system.At each core node, the core traffic enters/leaves the respective
regions. Similarly at each regional node further traffic diversification and aggregation
takes place. Then the fibers can provide the connections to the base stations from their
respectivemetro nodes. Finallywe reach the access network inwhich the base stations
use wireless communication. The optical to wireless conversion and vice versa has
to take place at the base stations. In Fig. 2, we illustrate the hybrid optical wireless
architecture which can fulfill the 5G specifications without any major difficulties at
the network level. However, depending on the traffic statistics some changes can be
incorporated for the urban and rural architectures.

5 Conclusions

We presented the essence of having a hybrid optical wireless communication system
for 5G. High throughput and data rates required in 5G suggest for a high-speed
core, regional and metro networks. It can be justified by optical networks with good
switching facilities. In addition to that other 5G requirements too can be fulfilled by
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theoptical networks.Weprovided theopticalwireless hybrid architecture required for
5Gwhich can handle the current 5G specifications of ITU. The proposed architecture
is based on the known features of 5G and the future changes may need some changes
at the architecture level.
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A Dual-Band Minkowski-Shaped MIMO
Antenna to Reduce the Mutual Coupling

K. Vasu Babu and B. Anuradha

Abstract This paper describes the performance of minkowski patch antenna
wherein the size of antenna is maintained at 60 mm × 40 mm with an overall area
occupied by the antenna including substrate, ground and patch at 2400 mm2. A neu-
tralization line is inserted between the two small microstrip patches by maintaining
a separation value of 0.12 λ0 at the two edges of antenna. By using this type of
technique, the electromagnetic interference between the antennas (mutual coupling)
is strongly reduced at the resonant frequency of the proposed antenna with a value of
63.08 dB at 3.376 GHz and 49.23 dB at 7.216 GHz. The resonating frequency of the
proposed design greatly improves the impedance bandwidth from 2.77 to 4.0 GHz
is around 1.23 GHz and the resonate frequency from 6.94 to 7.55 GHz is around
610 MHz.

Keywords Minkowski patch antenna · Neutralization line · Mutual coupling ·
Impedance bandwidth

1 Introduction

In the present communication technology antenna plays an important role in appli-
cation areas like WiMAX, WLAN, satellite, and radar applications. By using the
technique of electric and magnetic fields to reduce the isolation with an overall size
of 70 mm× 60mm and separation between the two edges 0.45 λ0 as proposed in [1].
A loop antenna is used in order to reduce the isolationwith an overall size is 2500mm2

operating at 2.4, 5.2, and 5.8 GHzwhich reduces themutual coupling around 35.7 dB
[2]. A coradiator dual-polarization MIMO system in [3] produced S12 of 28 dB. The
frequency operated from 3.1 to 10.6 GHz is used in the applications area of handheld
devices, robots and PDA’s with spacing between the elements is 0.35 λ0 with overall
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Table 1 comparison with other existing methods

Published
literature

Total
occupied
size (mm2)

Operating
frequency
(GHz)

Edge-to-
edge
distance (λ0)

S11 (dB) S12 (dB)

[1] 4200 3.5 0.45 32.5 37

[2] 2500 2.4 0.62 28 35.7

[4] 1501.5 3.5 0.35 35 32.8

[5] 1800 2.45 0.23 32 41.2

[6] 1269 2.45 0.27 41.2 36

Minkowski
MIMO
antenna

2400 3.376
7.216

0.12
0.12

49.93
15.98

63.08
49.23

Table 2 Rectangular MIMO
design parameters

Design
parameters

Ls Ws L W a b c d e

Value (mm) 50 40 20 30 5 8 4 40 3

Fig. 1 Minkowski MIMO patch antenna

dimension maintained 33 mm × 45.5 mm in [4]. In [5], the parameter of mutual
coupling is reduced to 32 dB and it in turns improves the return loss at around 38 dB
with area occupied by 30 mm × 60 mm. The technique mentioned is the decoupling
structure operated with a UWB range with a size of MIMO antenna is 27 mm ×
47 mm with separation of edge to edge is 0.27 λ0 in [6]. Different approaches were
observed [7, 8] to reduce the isolation and to maintain the value less than or equal to
15 dB. In the proposed structure of antenna a separation between the edges is very
compact with a value of 0.12 λ0. By considering this type of arrangement to reduce
the isolation greatly 68 dB and improve the return loss 48 dB. Table 1 represents the
comparison with other existing methods. Table 2 demonstrates the parameters of the
proposed minkowski patch MIMO antenna (Fig. 1).
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Fig. 2 Return loss, S11 graph

Fig. 3 Mutual coupling, S12 graph

2 Antenna Geometry and Analysis

The minkowski MIMO patch antenna is made using a substrate of RT/Duriod 5880
(εr � 2.2) with a thickness of 0.685 mm and surface area occupied by the substrate
is 2000 mm2.

3 Results and Discussion

The proposed technique yields better results in comparison to the previous works,
especially the parametermutual coupling (resonant frequencies are 63 and 47.32 dB).
The return loss value (S11) of the design is depicted in Fig. 2. Reduction of mutual
coupling parameter as shown in Fig. 3. Comparison of S-parameters of the proposed
design is depicted in Fig. 4. Surface current distribution of the dual-band minkowski-
shaped MIMO antenna design is shown in Fig. 5. From the simulation, the envelope
correlation coefficient parameter at the resonant frequency of 3.3 GHz is 0.00337
and at the second resonant frequency is 0.00364 is depicted in Fig. 6.

Figures 7 and 8 demonstrate the co-polarization and cross-polarization of the
proposed minkowski patch antenna producing the radiation patterns when one of the



76 K. Vasu Babu and B. Anuradha

Fig. 4 S-parameters comparison

Fig. 5 Surface current distribution

Fig. 6 Envelope correlation coefficient

antenna is excited and the other antenna is terminatedwith a characteristic impedance
of 50 �. Here the radiation pattern of magnetic field (x-z plane) is omnidirectional
and electric field (yz-plane) of nearly bidirectional shape is observed at the dual
resonant frequencies of 3.376 and 7.2166 GHz. At highest frequency of 7.216 GHz,
it is observed that the radiation patterns showed a moderate decline because of the
unequal phase distribution in the cutting slots that produced higher order modes in
electric fields.
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E-Field H-Field

Fig. 7 Co- & cross-polarization at 3.376 GHz

E-Field H-Field

Fig. 8 Co & cross polarization at 7.2166 GHz

4 Conclusions

In this paper, a minkowski-shaped patch antenna is implemented for Wi-Fi and C-
band applications. The antenna is resonating at frequencies of 3.376 and 7.216 GHz
with a return loss of 49.93 and 15.47 dB and mutual coupling (isolation) at 63.08 and
49.23 dB. Here the spacing between the two antenna elements is maintained at 0.15
λ0 to reduce the isolation greatly improved. The envelope correlation coefficient is
0.0364 at the resonant frequency and VSWR is maintained less than or equal to at
these resonant frequencies.
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A Novel EBG-Loaded Dual
Band-Notched UWB Antenna

Jaiverdhan, Ajay Yadav, Nikhil Temani, M. M. Sharma and R. P. Yadav

Abstract In this research paper, a coplanarwaveguide (CPW) fed dual band-notched
antenna is presented. Electromagnetic Band Gap (EBG) and Defected Ground
Structure (DGS) are used to create dual band notched at two frequencies WLAN
(5.2–5.6 GHz) and X-band (7.25–8.4 GHz). The structure uses for Novel EBG
designs are like polarization-dependent EBG (PDEBG) or stacked EBG. The planar
EBG structure used here is mushroom-shaped EBG for comparing potential appli-
cations. The use of electromagnetic band gap in the antenna is used to investigate for
improving various RF and microwave component.

Keywords Ultra wideband (UBW) antenna · Coplanar waveguide (CPW) ·
Electromagnetic bandgap (EBG) structure · Band notched

1 Introduction

According to the US Federal Communication Commission (FCC) in the year 2002,
the UBW define as antenna transmission over the frequency range of 3.0–10.6 GHz,
that can be used over a short range application for low energy path and for the
large level it can be used as a high bandwidth transmission [1]. Ultra wideband
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(UWB) contain many narrow band systems like WiMAX [3.3–3.6 GHz], WLAN
[5.15–5.35 GHz], C-band for downlink uses [3.7–4.2 GHz] and for uplink uses
[5.925–6.425 GHz] and X-band [7.0–11.2 GHz] and work as a band-stop charac-
teristic. The advantages of UWB include low-power transmission, robustness for
multi-path fading, and low-power dissipation. UBW has been approved for indoor
and short range outdoor communication. Planar antenna is most attractive part of
UBW because of low cost and easy fabrication [2]. Electromagnetic band gap (EBG)
widely used in the microwave, as it improves the gain, bandwidth, tunability, and
compactness. EBG structure with patch antenna is used for an increment of band-
width and decrement of losses in the transmission line. As one notch can be arrived
by EBG structure placed near to microstrip feedline and it works as a band-stop
and also unit-cell EBG reduced the surface waves but it increases the antenna gain.
From most methods, one of the surface waves reduction method is Electromagnetic
band gap. EBG also known as photonic band gap (PBG) because of the photonic
crystals of forbidden band gaps in light emissions. EBG has a shielding property
which uses as Specific Absorption Rate (SAR) for mobile operator [3]. In this study,
the mushroom-type EBG not only considered the shape but also the radius and
position of via. The reduction of size changed the permittivity of the substrate [4].
Among these techniques used in this paper, the Defected Ground Structure (DGS)
is employed for stop-band to suppress higher mode harmonics and mutual coupling,
which is used for improving the microwave devices, i.e., cross-polarization, narrow
bandwidth, and low gain, etc. The DGS used for many parameters like microstrip,
stripline, or coplanar waveguide for the ground plane which is used for modified or
we can say to enhance the performance of the device [5]. In this paper mushroom-
like EBG structure with a single via is investigated to enhance the bandwidth. By
using single via and optimize their position for bandwidth to be wide. UBW works
on very large-scale bandwidth due to this it allows the power spectral density to be
low [6]. For reducing interference the band-notched is considered. In this paper, the
dual notched-band is stimulated and considered as pulse receiving signal. It consists
of EBG band notching which rejects certain frequency for improved bandwidth [7,
8]. At band-reject condition all the electromagnetic waves will reflect back and the
structure behaves like a mirror. In these designs, by inserting the EBG structure in the
interior of radiating patch and proper slits in ground plane, two rejected band-notched
is obtained.

In this paper, a novel EBG-loaded UWB band with dual notched is considered.
In this proposed antenna, it uses a rectangular microstrip feed line with quarter wave
feeding. A rectangular stub on the back side of the radiating patch and two parallel
rectangular slots in the ground plane are used to realize dual band-notch character-
istics. The EBG structure is placed at the back side of the substrate. From increasing
the length or changing the position of EBG, the sustained band-notched occur. The
EBG structures consist of cylindrical holes which are etched in the substrate. The
CPW feed on UWB antenna, as partial ground structure contain two parallel cutted
slots which provides wider frequency and create the band-notch feature for WLAN.
The stimulations indicate the dual band rejection with center frequencies of 5.3 GHz
and 7.8 GHz respectively.
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In earlier research the unit-cell EBG have proposed with small slots for rejection
of band notch, but this study reveals that without cutting slot we can improve the
stop-band bandwidth.

2 Design and Analysis

The design and structure of suggested UWB antenna have been simulated using
ANSOFT HFSS v.16 software. The primary antenna is a microstrip patch antenna
designed with the FR4 dielectric material. The thickness of the substrate is 1.6 mm
and permittivity of dielectric is εr � 4.4 and dielectric loss tangent 0.02. The radiating
patch is a circular shape patch printed on top of the substrate.

Figure 1 shows the design and specification of primary UWB antenna. The pro-
posed antenna has dimension of 36 mm× 46 mmwith thickness 1.6 mm using CPW
feed. The antenna fed with quarter wave transformer line with width of 1.8 mm
and length 19 mm to deliver maximum power to the antenna and to attain the port
impedance of 50�, a metal strip with width of 3.0 mm used. The effective parameter
for the impedance matching is the gap distance between the radiating patch and the
ground plane. Figure 2a shows the dimension and geometry of single band-notched
UBW antenna. The antenna is constructed using FR4 (lossy) substrate because it has
low cost and its availability. Themetal strip of the EBG is laid on the back of substrate
against CPW feed line and presented in Fig. 2c. Figure 2b shows the side view of
proposed antenna with ground and positive feed line between them. The thickness
of the substrate is 1.6 mm. The EBG structure is constructed at the back side of the
radiating patch and two parallel slots feed on CPW at ground plane Fig. 2c.

The two small parallel slots of width ws � 0.3 mm and length ls � 7.9 mm of
rectangular shape are etched on the ground plane to produce band-notching char-
acteristics and shown in Fig. 3. Because of these two parallel slots on the ground,
which is used to reject the WLAN application frequencies. The patch having a via
of radius r � 0.4 mm which couple the radiating field with backside EBG patch.

In Fig. 2c the EBG has a rectangular shape as width W � 5 mm and length L �
8.5 mm and placed on the back side of the substrate. It has been observed that the
EBG-based antenna depends only on length of EBG patch not on width [3]. So by
choosing the EBG patch length 8.55 mm, it gives band-reject frequency from 7.2 to
8.48 GHz, which is used for X-band satellite communication.

3 Results and Discussion

Figure 4 shows, the VSWR is less than 2 throughout the radiating frequency band,
except WLAN and X-Band which is necessary condition to produce band-notch
characteristics. The proposed antenna satisfies the requirement of VSWR < 2 for
pass band whereas VSWR > 2 for band-notched frequencies (WLAN and X-Band).
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Fig. 1 Primary UWB
antenna

Table 1 Comparison of proposed antenna with used references

Ref. Size (mm2) 2r No. of notch Frequency band (GHz)

[2] 13 × 14 3.55 2 (WiMAX, WLAN) 3.3–3.6
5.15–5.35

[3] 38 × 40 4.5 1 (WLAN) 5.15–5.35

[6] 34.36 × 48 3.28 2 (WiMAX, WLAN) 3.3–3.6
5.15–5.35

[7] 35 × 35 3 1 (WLAN) 5.15–5.35

Present work 36 × 46 4.4 2 (WLAN, X-Band) 5.2–5.6
7.25–8.4

Figure 5 shows the current distribution of the proposed antenna at 5.3, 6.5 and
7.8 GHz. Figure 5a shows the maximum current accumulation at the parallel etched
slots on ground plane. Figure 5b shows the uniform current distribution and it is
an evident that antenna radiates or receives the power whereas Fig. 5c shows the
maximum current accumulation at the radiating patch near the EBG structure which
is placed back side of the patch. The requirement of bandwidth at the notches has
been satisfied and the interference signal can be eliminated by the proposed antenna.
As it is clearly shown that the stronger current accumulation near ground slot and
the EBG structure which are the positive sign to create band-notch characteristics.
Some useful information has been listed in Table 1 in comparison to used references.

The radiation pattern of the proposed antenna at 6.5 GHz (pass band) has been
presented in Fig. 6. The antenna displays the omnidirectional radiation pattern for
the φ � 90° and dipole like



A Novel EBG-Loaded Dual Band-Notched UWB Antenna 83

Fig. 2 Proposed design of dual band-notched UWB antenna
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Fig. 3 Schematic view of proposed antenna

Fig. 4 Simulated VSWR versus frequency
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Fig. 5 Current distribution a at 5.3 GHz, b at 6.5 GHz and c at 7.8 GHz
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(a) E-Field Co & Cross Polarization at 6.5 GHz

(b) H-Field Co & Cross Polarization at 6.5 GHz  

Fig. 6 Simulated radiation pattern of proposed antenna
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Shape for the φ � 0°.

4 Conclusion

In this paper, a novel EBG-loaded UWB antenna with desired band-rejection char-
acteristic has been proposed. The proposed antenna radiated over 3.0–11.0 GHz
with VSWR < 2 and it rejects two bands WLAN (5.15–5.35 GHz) and X-Band
(7.25–8.35 GHz). The antenna is useful to suppress the electromagnetic interfer-
ences due to WLAN and X-Band applications. The proposed antenna successfully
created band-notching characteristics using EBG and symmetrical slot in ground
plane. The antenna has good omnidirectional characteristic over pass band which is
necessary condition for any UWB antenna.

References

1. Norzaniza AT, Matin MA (2013) Design of microstrip UWB antenna with band notch charac-
teristics. In: IEEE 2013 Tencospring

2. JiangW, CheW (2012) A novel UWB antenna with dual notched bands forWiMAX andWLAN
applications. IEEE Antennas Wirel Propag Lett 11

3. Peng L, Ruan C-L (2011) UWB band-notched monopole antenna design using electromagnetic-
bandgap structures. IEEE Trans Microw Theory Tech 59(4)

4. Rajo-Iglesias E, Inclán-Sánchez L, Vázquez-Roy J-L, García-Muñoz E (2007) Size reduction
of mushroom-type EBG surfaces by using edge-located vias. IEEE MicrowWirel Compon Lett
17(9)

5. Kim M, Kam DG (2014) A wideband and compact EBG structure with a circular defected
ground structure. IEEE Trans Compon Packag Manuf Technol 4(3)

6. de Cos ME, Las-Heras F (2012) Dual-band uniplanar CPW-fed monopole/EBG combination
with bandwidth enhancement. IEEE Antennas Wirel Propag Lett 11

7. Mehdipour A et al (2009) Miniaturised coplanar waveguide-fed antenna and band-notched
design for ultra-wideband applications. IET Microw Antennas Propag 3(6):974–986

8. Folayan O, Langley R (2009) Dual frequency band antenna combined with a high impedance
band gap surface. IET Microw Antennas Propag 3(7):1118–1126



Time-Correlated MIMO Channels Using
Decision Feedback Receiver

A. Muthumanicckam and N. Janakiraman

Abstract We design bit loading, precoding also receives filters to a Multiple-Input
Multiple-Output (MIMO) computerized correspondence framework. Both these
transmitter and the recipient are relied upon the channel grid superbly. It may be
greatly distinguished that, for straight MIMO transceivers, orthogonal transmission
(i.e., diagonalization of the channelmatrix) will be perfect to a portion of benchmarks
for example, most extremely imparted majority of the data. It needs to be uncov-
ered that assuming that these recipient hones those linear Minimum Mean Squared
Error (MMSE) detector. Those ideal transmission approaches may be settled on
touch-stacking with respect to orthogonal sub-channels. That transmission rate of
the channel is improved toward passing on the odds rapidly on the sub-channels of
the MIMO framework. A variable-rate MIMO framework with a choice sentiment
recipient may be deliberated. Those nested sub-matrices need aid induced that might
make modernized concerning illustration the long run progresses. The transmission
rate to the channel is adapted by assigning bits dynamically to the sub-channels of the
MIMO system. To derive the optimal predictor of the next bit loading for predictive
quantization and obtain the statistics of the prediction error using this method, that
quantizer may be pointed on the scope of a littler quantization slip. That transform
for linking those deciphering strategy is arranged to improve those outline what’s
more its procedure. This offers better result associated with theMMSE and spot rate,
same time relating with those traditional techniques.

Keywords MIMO · Convolutional coding · Trellis diagram · MMSE · Variable
rate · Correlation · Predictive quantization
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1 Introduction

1.1 Wireless Communication: An Overview

Remote correspondence frameworks as shown in Fig. 1 indicate a standout among the
practically alluring features from claiming today’s existent correspondence frame-
works. The central occurrences that make our destination challenging will finish the
time-varying multipath blurring. In the time-varying multipath channel fading, those
numerous proliferation ways concerning those transmitters besides collector yield
an accepted indicator anguish starting with unsystematic wrap and period oscilla-
tions. Thosemultipath blurring kits (the irregular envelope besides stage fluctuations)
might prompt an extreme framework execution hardship for remote correspondence
frameworks.

1.2 Multiple-Input Multiple-Output (MIMO)

The subject remote communications done, a single radio wire may be picked during
the source, also extra absolute radio wire will be picked toward the end. To sure
cases, this offers ascent on challenges with multipath impacts. The utilization about
two or that is only the tip of the iceberg antennas, alongside the transmission of
numerous signs (one to each antenna). In those wellsprings and the destination,
dispenses with those a bad position brought on by multipath wave propagation,
besides could indeed take profit for MIMO impact. MIMO employments various
transmitters besides receivers will exchange greater amount of information at the
same chance concerning illustration indicated for Fig. 2. Those antennas toward
every wind of the interchanges circlet need aid joined that should decrease errors
besides enhance information speed. It additionally offers to get in channel heartiness
and secondary throughput remote items for 802.11n help MIMO.

Fig. 1 Basic block diagram of wireless communication system



Time-Correlated MIMO Channels … 91

Fig. 2 Model of MIMO transmission

Fig. 3 MIMO communication systems

MIMO innovation organization leverages multipath conduct by utilizing various
“smart” transmitters besides receivers with an included “spatial” extent that will dra-
matically increase execution and reach. Advanced mobile transmitters and receivers
need aid utilized for constantly on 802.11n gadgets. Utilizing numerous antennas
of those information camwood a chance to be sent and accepted through different
signs. Those switches likewise should have numerous antennas and fully backing all
of the offers for 802.11n should increase the most noteworthy velocity workable as
shown in Fig. 3.

We think as of variable-rate transmission for a gradually time-varying MIMO
channel. The point when choice sentiment may be utilized at the collector. The data
that is accessible of the transmitter may be the input from the collector. Provided
for lapse rate constraint, odds are rapidly allocated to each sub-channel as stated by
the channel data as on Per-Antenna Rate Control (PARC) with the goal that those
transmission rates could get a chance to be adjusted of the present channel. Because
of those fleeting connection of the channel, the bit stacking will be additionally run
through associated. When decision feedback is employed at the receiver with reverse
detection order, it is known that the Cholesky decomposition of the channel Gram
matrix can be used to determine the sub-channel signal-to-noise ratios and hence
also the bit loading.
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Fig. 4 Decision feedback
receiver

Those ML (Maximum Likelyhood) identifiers might endure from helter-skelter
computational complexity, which motivates the utilization of the suboptimal to be
that as less perplexing MMSE identifier. An intermediate identifier as far as unpre-
dictability furthermore execution is concerned is Decision Feedback (DF) identifier
as shown in Fig. 4. The primary effect reveals to that to a DF-MIMO transceiver the
place the spot stacking will be mutually optimized for those transceiver filters, the
orthogonal transmission will be ideal.

2 Space–Time Coding Strategies for MIMO-OFDM

OFDM will be an animated besides low-complexity approach to distributing for
frequency-selective channels. An OFDM transmitter parts the recurrence band
under decreased sub-channels furthermore propelsmodified succession about images
through each sub-channel. The point when those sub-channels’ transfer speed is
enough narrow, the recurrence response crosswise over every sub-channel is prac-
tically flat, avoiding the confounded time-domain adjustment. In this way, OFDM
transforms a frequency-selective channel under an accumulation of differentiating
flat-fading channels. In the same way, as a OFDM transmitter may be utilized toward
every claiming transmit antennas, furthermore a OFDM front-end is utilized even-
tually perusing from claiming to get antennas, a MIMO frequency-selective channel
may be changed under an accumulation from claiming flat-fading MIMO channels,
to quit offering on that one for each tone, with each hosting extent.

2.1 Linear Predictive Coding (LPC)

LPC will be an instrument utilized most accioli done sound indicator preparing
and discourse preparing to speak to the ghastly envelope of an advanced indicator
of discourse for compacted form, utilizing the majority of the data of a straight
predictive model. It may be a standout among the practically capable discourse
dissection techniques, besides a standout among those a large portion functional
routines for encoding beneficial nature discourse at alow touch rate and gives greatly



Time-Correlated MIMO Channels … 93

exact estimates from claiming discourse parameters. LPC is every now and again
utilized to transmitting ghastly envelope information, also in that capacity it needs a
chance to be tolerant of transmission errors.

3 Proposed Method

There would a large number of time permits slip control methodologies for MIMO-
OFDMframeworks.As done by any framework there need aid essential performance-
complexity tradeoffs. Furthermore, contingent upon the application, the fancied BER
might bring about the compelling reason to best negligible alternately no-slip cor-
rection; namely, the regulation code might be an addition on gatherings give those
required BER. Likewise, turbo codes are exceptional situations about LDPCs, we
concentrate on the individuals. Also, we begin our depiction for single-input-single-
output (SISO) channels as huge numbers useful for lapse control methodologies
for MIMO frameworks will get a chance to be outlined to SISO channels et cetera
mapped to MIMO channels. Flow chart is shown in Fig. 5.

3.1 Convolutional Encoding

To encode information convolutionally, begin for k memory registers, each holding 1
enter spot. Unless generally specified, all memory registers begin for an esteem for 0.
The encoder need nmodulo-2 adders (amodulo 2 addermight a chance to be executed
for a solitary boolean XOR gate, the place the rationale is: 0 + 0� 0, 0 + 1� 1, 1 + 0
� 1, 1 + 1� 0), furthermore n generator polynomials person to each adder (see figure
below). An enter touch m1 will be nourished under that leftmost register. Utilizing
the generator polynomials and the existing values in the remaining registers, the
encoder outputs n images. These images might be transmitted alternately punctured
contingent upon those wanted code rate. Now bit shift all register values to the right
(m1 moves to m0, m0 moves to m−1) and wait for the next input bit. If there are no
remaining input bits, the encoder continues shifting until all registers have returned to
the zero state. Assuming that there are no remaining enter bits, the encoder proceeds
moving until the registers need come back of the zero state (flush spot termination).

3.2 Trellis Diagram

Envision that the encoder (shown looking into Fig. 6) need “1” in the left memory
cell (m0) Furthermore “0” in the straight you quit offering on that one (m−1). (m1 is
not truly An memory cell as a result it speaks to a present esteem).
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Fig. 5 Flow chart
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Fig. 6 Encoder

Fig. 7 Trellis diagram

We will designate such a state similarly as “10”. As stated by an enter bit the
encoder in those next turn might change over whichever of the “01” state or the “11”
state. Particular case camwood view that not all moves need aid workable for (e.g., a
decoder cannot change over from “10” state to “00” or actually remain to “10” state).
Know that conceivable moves could make indicated concerning illustration (Fig. 7).

An trellis outline to those encoders ahead Fig. 7 will be demonstrated over. A
way through the trellis is demonstrated likewise a red line. Those robust lines will
be demonstrated by entering a “0” and for dashed lines the a “1” is entered. Block
diagram is shown in Fig. 8.
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Fig. 8 Block diagram

3.3 Decoding the Convolutional Codes

A few calculations exist to deciphering convolutional codes. To generally little values
about k, the Viterbi calculation will be universally utilized. Similarly, as it gives
most extreme probability execution besides is exceptionally parallelizable. Viterbi
decoders need aid subsequently not difficult to execute Previously, VLSI fittings and
for programming on CPUs with SIMD direction book sets.

4 Simulation Result

In this paper, the idea about blurring will be showed eventually perusing those
approach exhibited to MATLAB. In this section, discourse on the comes about
obtained utilizing MATLAB simulations is carried out. It is necessary to investi-
gate what happens if the indicator similarly as it sets out starting with the transmitter
of the collector. Clinched alongside remote correspondences it is exceptionally casual
with understanding the ideas. As demonstrated earlier, a standout among those crit-
ical viewpoints of the way the middle of the transmitter and collector may be the
presence from claiming blurring. MATLAB conveys a straightforward and simple
approach to figure out blurring occurring previously, remote frameworks. We recre-
ated the RF (Radio Frequency) signs for fitting measurable properties. Measurable
testing might thus a chance to be used to propel those power of the blurring mod-
els utilized within remote frameworks recurrently. We depicted the diverse blurring
models also MATLAB-based reproduction methodologies. To the demonstrating
and reproduction from claiming frameworks Simulink, a graphical development like
MATLAB is utilized. Frameworks would be drawn ahead screen similarly as square
diagrams. previously, Simulink. For piece diagrams, numerous components would
receptive (such similarly as exchange functions, summing junctions, and so on.),
and in addition, virtual enter units besides yield gadgets. Simulink is joined together
with MATLAB and information camwood a chance to be effectively transmitted the
middle of those projects.
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Fig. 9 SNR versus BER

Registering those lapse checks through the aggregate number for odds will be
finished. Estimation of BER will be finished toward thinking about those transmit-
ted sign with those accepted indicators. BER will be typically communicated as far
as indicator signal to noise ratio (SNR) to any provided for regulation as shown in
Fig. 9. With this graph we can understand that the comparison between conventional
work with proposed work its giving better performance than conventional work. It
may be giving unrivaled execution over the customary worth of effort. Bit Error Rate
(BER) of a correspondence frameworkmay be different concerning illustration those
proportion from claiming number about lapse odds furthermore aggregate amount
of odds exchanged throughout a positive period. It will be the probability that an
absolute lapse bit will emerge inside accepted bits, autonomous of rate about trans-
mission. To decrease BER there need aid numerous routes. Here, we accentuation for
spreading code also modulation systems. On our case, we need to acknowledge those
majority regularly utilized channel: those added substance Additive White Gaussian
Noise (AWGN) channel the place that the commotion gets degree over those entirety
ranges from claiming frequencies. BER needs to be be measured toward analyz-
ing those transmitted sign with those accepted sign, furthermore ascertaining those
lapse number again and those aggregate number for odds. BER is regularly commu-
nicated as far as an indicator will clamor proportion (SNR) to whatever provided for
regulation.

In the over simulation, the BERs would get eventually changing the values from
claiming Pb/N0 from 1 to 10. In spite of the fact that to this body of evidence Pb/N0 is
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Fig. 10 SNR versus BER with various noise interference

developing linearly as shown in Fig. 10. Anyway to separate qualities for Pb/N0, spot
lapse rate will be about consistent. Reproduction consequence for assessment around
BER versus SNR for AWGN channel is two clients. Those number of information
odds would 300 for QPSK modulation. It shows that amount from claiming client
may be greater normal spot slip rate that will be very nearly indistinguishable twin
with respect to the solitary client.

Figure 11 indicates the rate of sentiment and the equally achieved throughput with
a normal SNR from claiming 20 db. Likewise the throughputs with this suggested
framework display a fortifying propensity alongside those developments for input
rate. When those feedback rates will be close to 0.33 bits/subcarrier, those through-
putswithCS approach the impeccable throughputs.Moderately, the throughputswith
suggested framework would be perfect throughputs to the point when the reaction
rate may be close to 0.56 bits/subcarrier. Subsequently, the recommended framework
needs enhanced throughput execution over the customary worth of effort with the
same sentiment rate.
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Fig. 11 Feedback bits versus MSE

5 Conclusion

In this work, we investigate a variable-rate MIMO framework with a decision feed-
back receiver. Similarly, as for every radio wire rate control, the bit loading will be
rapidly allocated of the sub-channels. In this way, that those transmission rateswill be
changed permitting of the present channel condition. Predictive quantization, which
may be recognized to make verwoerd suitableness for coding interconnectedness
signals, is used to quantize those bit stacking to the reaction. Utilizing the update,
we create those ideal predictors of the following bit stacking to a closed form. The
statistics of the prediction error have also been derived and exploited in the design
of the quantizer to achieve a smaller quantization error. The adjustments finished in
the deciphering methodology will abbreviate besides improving those low reaction
rate over the sooner fill in. Simulations are given to demonstrate that the proposed
predictive quantization gives a good approximation of the desired transmission rate
to be faster with a low feedback rate.



Link Budget Profile for Infrared FSO
Link with Aerial Platform

Rahul Bosu and Shanthi Prince

Abstract This paper investigates the implementation of infrared (IR) free-space
optical (FSO) communication to enhance the data transmission capacity to aerial
platforms. As such, the study introduces a geometrical model of establishing an
FSO link between a base station (BS) and an unmanned surveillance aerial vehicle
(USAV) drifting along an inclined straight track using the Gaussian beam theory. The
analytical analysis along with the MATLAB simulation envisages that the optimum
received power required to ensure FSO link availability along the track depends on
the track inclination angle, separation distance between BS-USAV and the source
beam divergence angle for covering the track. Based on the received power, the error
rate performance of the OOK-FSO system is illustrated for data rates ranging from
100 to 300 Mbps and is observed to improve with a reduction in the beam coverage
length. Finally, the link budget analysis is incorporated for gauging the theoretical
power limited link range of BS-USAV FSO system in different weather conditions.
Based on the analytical study, the proposed system model can enact continual FSO
communication between BS and USAV moving over an inclined straight track.

Keywords Free-space optical communication · Laser beams · Optical
propagation · Infra-red surveillance · Unmanned aerial vehicle · Link budget

1 Introduction

Free-space optical (FSO) communication is essentially a line-of-sight (LOS) tech-
nology that employs infrared (IR) beam [1, 2] as a carrier and is the preferred option
for wireless accessing technique in areas where the applications of RF systems are
limited or restricted, like: hospitals, aerial vehicles, and military applications [3]. As
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such, unmanned aerial vehicle (UAV) can be equipped with FSO transceivers for
surveillance of civil works [4], e.g., bulk data collection from disaster-prone areas,
building cracks, to name a few; and maintaining high data throughput link with
base-stations (BSs). In contrast to the radio frequency (RF) systems, FSO offers
advantages like: unlicensed spectrum, quick link deployment, immunity to electro-
magnetic interferences, and low power spillage with enhanced security [5, 6].

The major challenge for the implementation of FSO communication between
two mobile nodes is the vulnerability of maintaining the LOS condition [7] against
mobility. As such, Khan and Yuksel [8] presented a novel scheme of establishing
FSO communication between two mobile nodes with auto steerable optomechanical
system and estimated the coverage area and link duration. Furthermore, a geomet-
rical model has been reported in [9, 10] for establishing FSO link between a static
transmitter (Tx) and receiver (Rx) nodemoving over non-inclined straight and curved
tracks. Moreover, the authors in [11] have experimentally demonstrated the imple-
mentation of orbital angular momentum (OAM) based multiplexing [12] in FSO
communication between the ground station and a flying USAV with a data rate of 40
Gbps. However, the length of the track covered by the Tx beam spot is restricted as
the widening of the beam spot and track inclination angle can increase the divergence
losses resulting in partial collection of the relayed beam by the Rx aperture.

In view of the aforementioned limitations, multiple BSs can be established at
optimum separation distance so that the optical beam, relayed from each BS, can
cover fraction of the entire track. Thus, all the beams altogether can cover the entire
track with limited divergence loss. Furthermore, this paper presents a geometrical
model for establishing FSO link between BS and USAV drifting over an inclined
straight path. In addition to the study of the various system specific and nonspecific
loss mechanisms experienced in such links, an optical link budget is also presented
to estimate the optimal link margin for achieving the desired performance level.

The rest of the paper is addressed as follows: Sect. 2 introduces the proposed
systemwith a geometrical model. The system performance analysis is then presented
in Sect. 3. Section 4 highlights the link budget analysis for examining the link margin
and beam propagation distance in different weathers, followed by, conclusions in
Sect. 5.

2 System Model

Figure 1 illustrates a typical base station (BS) to unmanned surveillance aerial vehicle
(USAV) FSO communication link. The illustrated link comprises of multiple BSs
and optical transceivers (Tx/Rx) placed on the USAV. The transmission of the data
from the BS to the USAV involves modulation of the IR beam intensity using internal
modulator and driver circuitry. Thereafter, the BS relays the laser beam of optimum
divergence angle through the transmitter aperture so as to cover a partial portion
of the straight path covered by the USAV. Multiple BSs with optimal separation
distance can be deployed to maintain FSO communication with the USAV moving
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Fig. 1 System block diagram of BSs to USAV FSO communication link

Fig. 2 Schematic
geometrical model for FSO
communication between one
BS and USAV

over a longer path. The receiver Rx optics system positioned in the USAV comprises
of beam collimator, photodetector (PD) and post-detection circuit.

Figure 2 depicts a two-dimensional geometrical model proposed for downlink
FSO communication with the USAV moving along a straight track of length l, and
is inclined to the horizontal axis x by an angle θ inc. The Tx aperture, positioned on
the BS is denoted by A, emits a beam of divergence angle θdiv. However, the narrow
beam-width of the transmitted laser signal restricts the length of the track over which
the FSO communication with the traversing USAV is feasible. As such, in order to
establish the FSO communication with the USAV traversing a portion of the track of
length L(<l), denoted by BC, the beam divergence angle should be expanded and the
Tx aperture is required to be tilted away from x by an angle γ. Based on the proposed
geometry, the beam divergence angle, estimated as
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θdiv � tan−1

[
d1 · m + d2 · k

d2
1 + d2

2 + d2 · m − d1 · k
]
, (1)

relies on the horizontal and vertical separation distance, denoted by d2 and d1 respec-
tively, of the active BS from the longest beam coverage point F. From the basic
trigonometric identities, m � L · cos θ inc, k � L · cos (90° − θ inc). The resultant
optical power with a Gaussian beam profile, given as [13]

PRx � 2 · PTxAcollimator

πw2
exp

(
−2r2

w2

)

where, w � w0

√√√√
[
1 +

(
λz

πw2
o

)2
]
and w0 � 4λ flens

πDbeam
, (2)

impinges at the Rx while traversing the track BC. Here, Ptx is the transmitted power,
Acollimator is the FOV area of the collimator lens with focal length f lens,w is the optical
beam radius covering the track BC, w0 is the beam waist of the laser source, and λ

is the wavelength of the Tx laser of beam diameter Dbeam. Subsequently, the radial
offset of the laser beam, denoted as OB and obtained as,

r � L

[
cos θinc +

(
sin θinc

tan α

)]
sin β −

[√
(d1 − k)2 + (d2 + �m)2

]
sin

(
θdiv

2

)
, (3)

along the axis of propagation AO, obtained as

z �
[√

(d1 − k)2 + (d2 − �m)2
]
cos

(
θdiv

2

)
+ L

[
cos θinc +

(
sin θinc

tan α

)]
cosβ,

(4)

alters with the change in beam divergence angle θdiv, coverage length L of the track
and the track inclination θ inc. Here, �m � k/tan α, α � θdiv + γ and β � γ + θdiv/2.
As evident from the above equations, wide beam divergence and the position of the
USAV from the BS results in a situation in which the field-of-view (FOV) of the
Rx aperture is capable of collecting and collimating only a fraction of the impinging
beam. The FSOchannel for theBS-USAV link is considered as anAWGNchannel for
numerical simulation in MATLAB. Figure 3 demonstrates that both track inclination
angle and the separation distance of the USAV from BS (d1, d2) govern the changes
in the beam divergence angle. Here, we observe that, in contrast to θ inc � 0°, the
source beam divergence angle initially increases for 2m< d1 < 4m and then decreases
as d1 > 4m for θ inc � 30°. Eventually, the results from the plot suggest that higher
track inclination angle minimizes the need of wide divergence angle, which in turn,
reduces the geometric loss for large separation distance between the BS and USAV.

Additionally, Fig. 4 illustrates that initially, the received power at the Rx swiftly
fades away for 2m < d1< 4m. However, after reaching a threshold vertical separation
distance and beyond (d1> 4m), the received power profile appears to be escalating.
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Fig. 3 3-D schematic
illustrating optimum source
beam divergence angle for
varying horizontal and
vertical separation distances,
L � 1 m

Fig. 4 3-D schematic
illustrating the received
power profile for varying
horizontal and vertical
separation distance, L � 1 m

This result is the outcome of the fact that the as the USAV is beyond a threshold
separation distance due to which the source beam divergence angle required to cover
the entire track gets narrower. This situation results in a reduced geometric loss; thus,
concentratingmore beam intensity theRx. Furthermore, as the track inclination angle
gets higher, the graphical plot clearly indicates that the power received by themoving
USAV will be increasing due to a further reduction in beam divergence angle.

3 Performance Analysis

The primary requirement for maintaining uninterrupted FSO communication with
the USAV traversing along the path BC that the Rx aperture positioned on the USAV
remains tilted towards the impinging beam at an angle γ + θ inc. This tilting angle
ensures that the field-of-viewof theRx aperture is still within the relayed source beam
divergence angle while the USAV is moving within the shortest and longest coverage
points C and B, respectively. Subsequently, the Rx aperture focusses the collected
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Table 1 Summary of angular parameters with (d1, d2) � (6 m, 4.13 m)

Parameters Value Parameters Value

Wavelength, λ 780 nm Track inclination
angle, θ inc

30.0°

Collimator Area,
Acollimator

78 cm2 Beam divergence
angle, θdiv

7.7°

Responsivity at
800 nm, R

0.4 uA/uW Beam tilting angle at
B, γ

47.8°

Focal length of the
collimator lens, f

50 mm Beam tilting angle at
F, α

55.5°

Length of track BC,
L

1 m Rx tilting angle, β 51.6°

Beam Diameter,
Dbeam

5 mm Noise power, Pnoise 1.6e−12 W

fraction of the impinging beam on the photodetector where the signal conditioning
and post-detection circuit recover the transmitted data.

Here, we consider on-off keying (OOK) modulation scheme for BS-USAV FSO
communication because of the design simplicity and its implementation. The Rx
performance is then analysed by incorporating (2) in the analytical result for the bit
error rate (BER) for OOK nonreturn to-zero signaling scheme [14], and is given by

Perror � er f c
(
γg

)
2

� 1

2
er f c

[
RPRx

σ 2
Total Noise

]
, (5)

where, the responsivity R is considered unity for p-i-n photodetector and the total
noise variance σ 2

Total Noise at the detector comprises of background, thermal and shot
noise [15]. For numerical simulation of the BER performance of the USAV Rx
moving along a given track length, the separation distance between the BS and
USAV is initially varied. Typical photodetectors with femtowatt receiver sensitivity
andmodulation bandwidth in the order ofMHz are available in themarket [16]. Based
on the aforementioned parameters, the optimum angular and system parameters are
estimated through (1)–(4) for PTx� 1 W and are summarized in Table 1. Figure 5
illustrates the BER performance of the OOK-based BS-USAV FSO communication
for different bit rates. The graphical plot reveals that the power required for achieving
the data rate of 200 Mbps for BER � 10−9 over the coverage track of 1 m with θ inc

� 30° is approximately −62.1 dBm. By reducing the data rate to 150 Mbps, the
power required to achieve similar BER performance at the Rx is further reduced
by 0.8 dB. Nonetheless, when the track inclination angle is increased from 30° to
60°, the system error performance is significantly improved. Here, a BER of 10−9

is considered as the communication benchmark [3] for maintaining reliability of the
proposed BS-USAV FSO system with wide beam divergence angle.
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Fig. 5 Plot for BER versus received optical power for different bit rates when the track (L � 1 m)
inclination is a 30° and b 60°

Consider a scenario where the USAV is traversing a 2 m track inclined by θ inc�
60°. Tracking the USAV by a single BS with (d1, d2) � (6 m, 4.13 m) will require a
wide source beam divergence θdiv� 14.7° and an Rx sensitivity of PRx <−200 dBm.

Alternatively, two optical beams with narrow divergence angle can be relayed
from two different BSs, optimally separated by 1 m, in order to cover half portion of
the entire track. Tracking the USAV by the two BSs with (d1, d2) � (6.8 m, 2.5 m)
will now require a narrow source beam divergence θdiv� 6.7° and Rx sensitivity
PRx� −59.2 dBm [as obtained from (1) to (4)]. Note that θdiv� 6.7° is the optimum
beam divergence angle that can be attained to maintain reliable FSO communication
between the USAV and two BSs. The next section highlights power loss mechanisms
and an evaluation of the underlying link margin.

4 Link Budget Analysis

The link budget analysis assists in analyzing the proposed FSO system link margin
by taking into account of the system specific and nonspecific losses and is given as
[17],

PRx(λ, z) � PTx(λ, 0) − 4.343zβa(λ) − LGeom − Lop − LP − LM. (6)

Here, βa(λ) is the channel attenuation coefficient at a particular wavelength, Lop

is the loss induced by the optical windows, and LP is the loss associated with the
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Table 2 Summary of angular
parameters with (d1, d2) �
(6 m, 4.13 m)

Parameters Value Parameters Value

Receiver
aperture
diameter, dR

10 cm Receiver
sensitivity, PRx

−30 dBm

Tx aperture
diameter, dTx

5 cm Optical loss, Lop 1 dB

Transmitted
power, PT

1 W Pointing loss, LP 1 dB

Track length, L 1 m Wavelength, λ 780 nm

pointing errors. Any additional power losses, namely changes in the component
specification and aging of the laser source, etc., are considered as link margin LM.
The inclusion of LM helps to tackle undesired power penalties and improve system
performance [18].

The system nonspecific losses are associated with the beam scintillation, channel
attenuation, and link visibility, to name a few. Furthermore, the system-specific losses
comprises of power losses associated with the Rx aperture and the relayed beam. As
an illustration, the geometric loss [19], along the propagation axis AO, given as

LGeom(dB) � −20

[
log

(
dRx

dTx + θdiv · z
)]

, (7)

becomes prominent with the wide beam divergence angle, as given by (1). For a
typical BS-USAV FSO system, whose specifications are summarized in Table 2, the
achievable of beam propagation distance as a function of the linkmargin is illustrated
in Fig. 6. The graphical results are based on the visible waveband visibility range
[20] in different weather conditions for a fixed Rx sensitivity. By operating the link
at 2 dB link margin in clear air conditions with θ inc � 20°, a link length of ~9.6 m
is attainable; operating the link at the same link margin in moderate foggy weather
truncates the achievable link length to 9.4 m. As the track gets more inclined, the
propagation length is further reduced to 8.25 m. However, after attaining the valley
point in the curve, the beam propagation distance increases with an increase in link
margin. These graphical trends are due to the reduction in θdiv, leading to reduced
beam divergence loss beyond threshold separation distance between BS and USAV,
as discussed in Sect. 2.
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Fig. 6 Beam propagation
distance against the available
FSO link margin in different
weather

5 Conclusion

The intent of the paper is to develop and characterize an IR-FSO communication
model between BSs and USAV moving over an inclined straight track. As such,
an analytical expression for the received power is derived based on the geometrical
position of the USAV from the BS. It is observed that the BER performance of the
proposed system progressively worsens as the track length, covered by a single IR
beam, is increased. As such, IR beams from multiple BSs can be spatially deployed
to cover up the entire track altogether. Additionally, a study has been carried out
to and achieve the desired system performance level. Finally, the link budget equa-
tion is incorporated so as to explore the impact of the different losses induced by
the system-specific and nonspecific parameters and analyze the optimal beam prop-
agation distance for keeping the incoming signal power just above the minimum
sensitivity level so as to maintain the desired BER level. Nonetheless, it is advisable
to append extra link margin in the link budget for additional system reliability.
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Design of Optical Quaternary Multiplier
Circuit Using Polarization Switch

Sumana Mandal, Dhoumendra Mandal, Mrinal Kanti Mandal
and Sisir Kumar Garai

Abstract In all-optical network, optical multiplier circuit is an essential component
for data processing. In the present scenario, the conventional binary logic-based data
processing system has been suffering from the speed limitation and has also less
information handling capacity. Use of multiple-valued logic (MVL) instead of the
conventional binary logic system can overcome these limitations. Quaternary logic is
one of the promising multi-valued logics. In this article, the authors have developed
quaternary multiplier circuit using SOA-based polarization switch. The frequency-
encoded data have been used here because of its inherent property of constancy
during reflection, refraction, and transmission. Therefore, in spite of any intensity
fluctuation, different bits can be processed or communicated without any error and
thus, the bit error rate can be minimized which makes the scheme novel one.

Keywords Quaternary logic · Quaternary multiplier · Semiconductor optical
amplifier · Polarization switch
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1 Introduction

The conventional binary logic-based data processing system has been suffering from
the speed limitation. It has also less information handling capacity because binary
logic has only two states to represent a data. Use of multiple-valued logic (MVL)
in optical domain has successfully overcome this situation as more than two states
are involved here. In the optical domain, speed and bandwidth are consistent with
the future generation’s demand. In this domain, the advantages of optical fiber and
other optoelectronic devices can be exploited also. On the other hand, with the use
of MVL, more information can be transmitted, processed, or stored with a single bit.
Quaternary logic is one of the most promising MVLs. In all-optical network, optical
multiplier circuit is a basic component for designing arithmetic and logical processor
(ALU). Various techniques have been reported so far in this regard. Ishizuka et al.
explained “VLSI design of a quantum multiplier with direct generation of partial
products” [1]. Chattopadhyay developed all-optical quaternary circuits using T gates
[2]. Patel et al. explained arithmetic operation such as addition, subtraction, and
multiplication in Modulo-4 arithmetic and also addition and multiplication in Galois
field using multi-valued logic [3].

In this article, the authors propose a new method of developing optical multi-
plier based on quaternary logic. The frequency encoding technique is used here for
data representation because if a light beam having a particular frequency encoun-
ters reflection, refraction, or attenuation, then the frequency of it remains unaltered
which is helpful to get reliable data communication. The problem which may arise
in case of intensity-encoded data due to the lower noise margin between two qudits
can be eliminated using frequency-encoded data. The four qudits ‘0’, ‘1’, ‘2’, and
‘3’ are encoded with four different optical beams of frequencies ν0, ν1, ν2, and ν3,
respectively.

Switching characteristics of semiconductor optical amplifier (SOA) is adopted
here to develop these basic units. On the other hand, wavelength division-based
DMUXs and MUXs are used here for the purpose of frequency routing.

2 Working Principles of the Proposed Scheme

The working principle of the proposed scheme is based on polarization switching
action of SOA. Here, two optical beams having specific frequencies are applied as
the input beams of the SOA as shown in Fig. 1. One beam is of higher intensity, called
pump beam and other having lower intensity, called the probe beam. Polarization
switching signifies that in the absence of pump beam (having higher intensity), the
amplified probe beam appears at the output port 1 of the SOA, and in the presence of
pump beam there is no beam at output port-1, and the amplified probe beam appears
at the output port-2 of the SOA.
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Fig. 1 SOA as a polarization switch (PSW)

Dorren et al. explained [4] the polarization switching property of a strained bulk
SOA in the light of simple rate equation model. According to this theory in the
absence of pump beam, the probe beam in SOA is divided into TE and TM mode
of vibration and these two modes propagate with equal velocities, and they interfere
constructively at the output end. But when the highly intense pump beam is present,
due to the asymmetry of some parameters of TE and TMmodes, birefringence effect
comes into play. As a result of this, TE and TMmodes of the probe beam travel with
unequal velocities, and they interfere at the output with different phases. The phase
difference between TE and TM mode is given by [4–7]

�� � 1

2

(
αTE�TEgTE

vTEg
− αTM�TMgTM

vTMg

)
L (1)

where � is the confinement factor; α is the phase modulation parameter; αi is the
model loss; ‘g’ represents the anisotropic gain of the semi-conducting medium; vg
is the group velocity; ‘L’ is the length of the SOA.

And the resultant power of the output probe beam is

Po � PTEo + PTMo + 2
√
PTEo · PTMo cos(��) (2)

In the absence of pump beam � � 0, the PBS at the output is oriented in such a way
that maximum power (0.5 mW with 12 dB gain) is obtained at output port-2 of the
SOA. On the other hand, in the presence of pump beam of power 0.4 mW, the phase
difference would be� � 180, and then the power appearing at port-1 is 0.9Wwhich
is almost negligible. So, the total power appears at output port-2 of the SOA [4].

3 Scheme of Optical Quaternary Multiplier

The proposed scheme of the optical quaternary multiplier circuit consists of three
DMUXs (D1, D2, D3), ten PSWs (P1, P2, …, P10), and five MUXs (M1, M2, …,
M5) as shown in Fig. 2. Input signal ‘A’ is applied to D1. D1 has four channels.
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Fig. 2 Scheme of optical quaternary multiplier

These four channels pass the input signal depending upon its frequency. Channels 1,
2, 3, and 4 pass the beams of frequencies ν0, ν1, ν2, and ν3, respectively. The channel
1 is connected to the output ‘M0’ through M5. The beam of frequency ν1 passes
through the channel 2 and serves as the pump beam of P1. Similarly, the beams of
frequencies ν2 and ν3 after passing through the channels 3 and 4 serve as the pump
beams of P2 and P3, respectively. On the other hand, the input signal ‘B’ is divided
into three equal parts, and each part serves as the probe beams of P1, P2, and P3,
respectively. The output port-1 of P1 is connected to the final output (M0) viaM5. On
the other hand, the output port-1 of P2 and P3 are connected to the inputs of D2 and
D3, respectively. The channels 1, 2, 3, and 4 of D2 and D3 pass the frequencies ν0,
ν1, ν2, and ν3, respectively. Both the channel 1 outputs of D2 and D3 are connected
to the output (M0) via M5. The beam of frequency ν2 emerging from the channel 3
of D2 is divided into two parts and are amplified. One part serves as the pump beam
of P4 and other part serves as the pump beam of P9 through M2.

Now, the beam of frequency ν0 is applied to P4 as the probe beam. The output
beam of port-1 of P4 supplies the output ‘M0’ via M5. Now the beam of frequency
ν3 of channel 4 of D2 is also split up into two parts. One part of this beam is used
as the pump beam of P6 through M1. Another part of this beam supplies the pump
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beam of P9 through M2. The beam of frequency ν2 is applied to P6 as the probe
beam. The output beam of port-1 of P6 is connected to final output ‘M0’ via M5.
On the other hand, the beam of frequency ν1 of the channel 2 of D3 serves as the
pump beam of P7. The frequency of the probe beam applied to P7 is ν3. The output
port-1 of P7 is connected to output ‘M0’ via M5. Now the beam of frequency ν2 of
the channel 3 of D3 is divided into two equal parts and amplified. One part serves
as the output ‘M0’ via M5. The other part of the beam supplies the pump beam of
P9 through M2. A beam of frequency applied to P9 as the probe beam. On the other
hand, beam of frequency ν3 of the channel 4 of D3 is divided into two parts. One
part is applied as pump beam of P5, and the other is also applied as pump beam of
P8. Probe beams of frequencies ν1 and ν2 are applied to P5 and P8, respectively. The
output beam of port-1 of P5 serves as the output ‘M0’ via M5. On the other hand,
both the port-1 outputs of P8 and P9 are connected to the input of M3. The beam
emerging from the output of M3 is divided into two equal parts and amplified. One
part of the beam appears at the output ‘M1’ via MUX (M4), and the other part is
applied as the pump beam of P10. The frequency of the probe beam applied to P10
is ν0. The output port-1 of P10 remains open, and the port-2 of P10 is connected
to output ‘M1’ via MUX (M4). So, in the presence of any input in M3, the pump
beam is supplied to P10, and consequently, the port-2 of P10 remains off. But in the
absence of pump beam, the probe beam of frequency ν0 switches to port-2 of P10,
and it gives the final output ‘M1’.

Now we explain the operation of the multiplier circuit for the different combina-
tions of input signals.

Case 1: Input beam ‘A’ is of frequency ν0, ‘B’ is of frequency ν0/ν1/ν2/ν3

If the input signal ‘A’ is of frequency ν0, and the input signal ‘B’ is of frequency
ν0/ν1/ν2/ν3, then the signal ‘A’ passes through the channel 1 of D1 and serves as
the output ‘M0’ through M5 without depending on the frequency of the input ‘B’.
So, whatever be the frequency of input ‘B’, the beam of frequency ν0 appears as the
output ‘M0’. It should be mentioned that in this case P1, P2, and P3 do not get any
pump beam. So, port-1 outputs of these PSWs remain off. On the other hand, P10
also does not get any pump beam. So, at output port-2 of it, the beam of frequency
ν0 appears and serves the output ‘M1’ via MUX (M4).

Case 2: Input beam ‘A’ is of frequency ν1, ‘B’ is of frequency ν0/ν1/ν2/ν3

In this case, the input beam ‘A’ is of frequency ν1. So, it passes through the channel
2 of D1 and serves as the pump beam of P1. Now the input beam ‘B’ serves as
the probe beams of P1, P2, and P3. P2 and P3 do not get any pump beam, and so
port-1 outputs of these PSWs remain off. But P1 gets the probe beam as well as the
pump beam. So, at output port-1 of P1, the beam of frequency ν0/ν1/ν2/ν3 (same as
the frequency of the input ‘B’) arises. This beam serves as the output ‘M0’ via M5.
As similar to the previous case, P10 does not get any pump beam. So, the beam of
frequency ν0 appears as the output ‘M1’.
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Case 3: Input beam ‘A’ is of frequency ν2

Input beam ‘A’ of frequency ν2 enters D1 and passes through the channel 3 of D1.
Then the beam serves as the pump beam of P2. Now, the input beam ‘B’ is applied
to P2 as the probe beam. So depending upon the frequency of beam ‘B’, port-2 of
P2 gives the corresponding beam. So, different cases arise for different frequencies
of the input ‘B’. Some cases are discussed below.

(a) Input beam ‘B’ is of frequency ν0

Now, when input beam ‘B’ is of frequency ν0, it serves as the probe beam of P2. So,
at output port-1 of it, the beam of frequency ν0 appears. After that, it passes through
the channel 1 of D2 and serves as the output ‘M0’ via M5. So, the beam of frequency
ν0 appears as M0 output. In this situation, P10 does not get any pump beam. So, the
beam of frequency ν0 appears at port-2 of P10, and it serves as the M1 output via
MUX (M4). It should be mentioned that in this condition, there is no beam to pass
through the channels 1 and 3 of D1. So, the corresponding PSWs contribute nothing
to the final output.

(b) Input beam ‘B’ is of frequency ν1

In this situation, P2 gets the pump beam of frequency ν2 and probe beam is of
frequency ν1. So, at output port-1 of P2, the beam of frequency ν1 appears and
passes through the channel 2 of D2. Then, this beam serves as the pump beam of P6
after passing via M1. So, the probe beam of frequency ν2 switches to port-1 and after
passing through M5, the beam serves as the output ‘M0’. In this case, also P10 does
not get any pump beam. So, the probe beam of frequency ν0 applied to P10 appears
as output ‘M1’ after passing via MUX (M4).

Similarly, when the input beam ‘B’ is of frequency ν2, the outputs ‘M0’ and ‘M1’
are of frequencies ν0 and ν1, respectively, andwhen the input beam ‘B’ is of frequency
ν3, the outputs ‘M0’ and ‘M1’ are of frequencies ν2 and ν1, respectively, which are
in accordance with the truth table (Table 1).

Case 4: Input beam ‘A’ is of frequency ν3

Input beam ‘A’ of frequency ν3 passes through the channel 4 of D1 and serves as the
pump beam of P3. Now, a portion of beam ‘B’ is applied to P3. So, different cases
arise for different frequencies of the input ‘B’. Some cases are discussed below. Here,
the port-1 outputs of P1 and P2 remain off as these PSWs do not get any pump beam
and contribute nothing to the final outputs.

(a) Input beam ‘B’ is of frequency ν0

Input beam ‘B’ of frequency ν0 serves as the probe beam of P3. So, at output port-1
of P3, the beam of frequency ν0 appears. This beam passes through the channel 1 of
D3. After passing via M5, the beam of frequency ν0 serves as the output ‘M0’. On
the other hand, P10 does not get any pump beam. So, at the output port-2, the beam
of frequency ν0 appears, and after passing via MUX (M4), this beam serves as the
output ‘M1’. Here, as P8 and P9 do not get any pump beam, these PSWs contribute
nothing to the final outputs.
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Table 1 Truth table of
frequency-encoded
quaternary multiplier

Frequency of the input signals Frequency of the output signal

A B M0 Ml

v0 v0 v0 v0

v0 v1 v0 v0

v0 v2 v0 v0

v0 v3 v0 v0

v1 v0 v0 v0

v1 v1 v1 v0

v1 v2 v2 v0

v1 v3 v3 v0

v2 v0 v0 v0

v2 v1 v2 v0

v2 v2 v0 v1

v2 v3 v2 v1

v3 v0 v0 v0

v3 v1 v3 v0

v3 v2 v2 v1

v3 v3 v1 v2

(b) Input beam ‘B’ is of frequency ν1

Here, P3 gets the pump beam of frequency ν3 and probe beam of frequency ν1. So
at output port-1 of P3, the beam of frequency ν1 appears and after passing via the
channel 2 of D3, it serves as the pump beam of P7. The probe beam of P7 is of
frequency ν3. So, at the output port-1 of P7, the beam of frequency ν3 appears and
after passing via M5, this beam serves as the output of M0. Also, in this case, P10
does not get pump beam. So the beam of frequency ν0 appears at port-2 of P10 and
serves the output ‘M1’ through M4.

Similarly, when the input beam ‘B’ is of frequency ν2, the outputs ‘M0’ and ‘M1’
are of frequencies ν2 and ν1, respectively, andwhen the input beam ‘B’ is of frequency
ν3, the outputs ‘M0’ and ‘M1’ are of frequencies ν1 and ν2, respectively, which are
in accordance with the truth table (Table 1).

Thus, all the cases as explained above follow the truth table as mentioned in
Table 1.

The authors have simulated the optical circuit usingMATLAB software. In Fig. 3,
the power spectrums of input beams and the simulated output beams are shown. The
authors have considered the Gaussian power distribution of the optical beams with
full width at half maxima (i.e., FWHM) of 0.4 nm. The authors have encoded the
four qudits ‘0’, ‘1’, ‘2’, and ‘3’ with four optical beams of different frequencies. The
qudit ‘0’ is encodedwith the optical beam of frequency 1.9367 * 1014 Hz (i.e., ν0) and
the corresponding wavelength is 1548 nm. The qudit ‘1’ is encoded with the optical
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Fig. 3 Simulation result of optical quaternary multiplier

beam of frequency 1.9317 * 1014 Hz (i.e., ν1) and the corresponding wavelength is
1552 nm. Similarly, other two qudits ‘2’ and ‘3’ are encoded with the optical beam
of frequency 1.9267 * 1014 Hz (i.e., ν2) and 1.9219 * 1014 Hz (i.e., ν3), respectively,
and corresponding wavelengths are 1556 nm and 1560 nm, respectively.

4 Discussion

In the proposed scheme, qudits are processed directly without converting them to
binary bits, and thereby the speed of processing is enhanced. For realizing the switch-
ing action of SOA, tensile strained bulk JDS uniphase SOA is used here. Here, the
power of pump beam should be at least 0.4 mW and the power of probe beam should
not be greater than 0.03 mW.

For multiplier circuit, input beam ‘B’ is divided into three parts. So, the power
of beam ‘B’ should be 0.09 mW. The power of input beam ‘A’ should be 0.4 mW
as it serves as the pump beam of respective PSWs (P1, P2, and P3) through D1.
The outputs of DMUXs (D2 and D3) are of power 0.4 mW. So, the output beams
which are divided after emerging from the DMUXs and serves as the pump beam of
respective PSWs should be amplified followed by the diagram.

The switching speed of the SOA-based PSW is very high, but at higher speed,
SOA shows some undesired pattern at the output due to slow gain recovery. Using
various techniques, this undesirable pattern effect in SOA can be mitigated. Another
phenomenon, observed in SOA, is the noise due to spontaneous recombination of
electron–hole in the active region. This noise can be reduced using proper bandpass
filter at the output.
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5 Conclusion

WDM communication network provides us with enormous data handling capacity.
Frequency-encoded quaternary units like adder, subtractor, and multiplier are indis-
pensable in this respect. The wavelength spacing is nearly 0.4 nm for the channel
spacing of frequency 200 GHz, so that the ever-increasing bandwidth hunger of the
consumer can be accommodated. Shortcomings like data traffic security, etc. which
arises in the electronic-based data communication network can also be overcome
using such types of an all-optical quaternary data processing unit.
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Coverage Optimization of a VLC-Based
Smart Room with Genetic Algorithm

Koyyada Dinesh Kumar, Ravi Kumar Maddila
and Satyasai Jagannath Nanda

Abstract In smart rooms, light-emitting diodes (LEDs) are used for visible light
communications. In this communication process, it is observed that there is uneven
distribution of received optical power and signal-to-noise ratio (SNR) on the same
receiving plane. This affects the performance of the LED panel as some of the LEDs
have to transmit more power to the get connected to the far away receivers. Here,
this is developed as an optimization problem, i.e., optimization of received optical
power and SNR together by controlling the distance between LEDpanel and receiver.
The optimization is performed by genetic algorithm. A case study is presented for
a 5 m × 5 m × 3 m size room with a single 4 × 4 LED panel placed at the center.
Simulation study reveals that after optimization there is almost uniform optical power
distribution and SNR in the same receiving plane.

Keywords Visible light communication · Genetic algorithm · LED panel ·
Received optical power · Signal-to-noise ratio · Coverage optimization

1 Introduction

The visible light communication (VLC) system is popular and going to get stan-
dardized in 5G indoor communication due to high bandwidth, rapid communication,
strong security, high system capacity, and its robustness toward security [1, 2]. As it
is an upcoming technology, a lot of research is going on several aspects of commu-
nication before making its benchmark. In this paper, the problem taken is to obtain
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uniform optical received power and SNR in a given receiving plane of a smart room.
It finds potential application in providing Internet connectivity in common public
halls, switching on and off the smart appliances in a room.

Recently, Kumawat et al. [3] proposed a technique to position several LED panels
in a room to obtain uniform illuminance (lx) and received optical power (dBm).
The authors have used whale optimization for determining the optimal locations of
4–6 LED panels in a room. Similar problem of layout optimization of LED panel
was addressed with gene density improved genetic algorithm by Liu et al. [4]. The
application taken here concentrates on effective communication using a single LED
panel and not considering illuminance.

Sun et al. in [5] reported coverage optimization of VLC using a power regulator
factor for eachLED in a panel. The authors used improved cuckoo search algorithm to
compute the power regulator factors associatedwith every LED such that the received
optical power and SNR are optimized on a plane. Wang et al. in [6] optimized the
SNR for indoor VLC by selecting the specific communicating LEDs.

In this manuscript, the received optical power and SNR are optimized on a given
plane for a smart room with a single LED panel at its roof. This optimization is
done based on distance between LED panel and receiver on a plane using genetic
algorithm. The binary genetic algorithm is considered over here as it is most popular
[7], and after nearly 40 years of the initial algorithm it still provides convincing
accurate results in many platforms [8].

The rest part of the paper is organized as follows. In Sect. 2, the model of a VLC
system for an indoor environment is described. The proposed concept of coverage
optimization using binary genetic algorithm is discussed in Sect. 3. The simulation
studies for the proposed model using MATLAB are described, and obtained results
are highlighted in Sect. 4. The concluding remarks are given in Sect. 5.

2 Model of Visible Light Communication System
for Indoor Environment

The VLC system for a room with length, width, and height of 5 m × 5 m × 3 m,
respectively, is shown in Fig. 1. Here, the LED panel is used as a light source, and
each element in the panel is uniformly distributed on top of ceiling line of sight
(LOS) that is considered here for analysis. The LED array is installed at the ceiling,
at height of 3 m from positioning LED array for uniform power distribution.

2.1 VLC Channel Model for Indoor Environment

Received signal from the LED transmitter is described in [5]
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Fig. 1 Indoor visible light communication system model environment

yi � r xhi + n (1)

where yi is the received signal from ith LED transmitter, r is the detecting sensor,
x represents the transmission optical pulse, and n is the white Gaussian noise with
mean 0. hi is the channel impulse response between the ith transmitter and receiver
that is discussed in [5] given by

hi � (m + 1)A

2πD2
d

cosm(∅)Ts(Ψ )g(Ψ ) cos(Ψ ), 0 ≤ Ψ ≤ �c (2)

hi is equal to 0 when Ψ > Ψc and A is the area of photodetector Dd is the distance
between receiver and LED light source and ∅ emission angle, Ts(Ψ ) is the gain of
optical filter, g(Ψ ) is the gain of optical concentrator, Ψc is the half-power angle of
receiver, and m is the Lambert index, which is described in [5].

2.2 Lambert Index

m � − ln 2

ln
(
cos ∅1/2

) (3)

where ∅1/2 is the half-power angle of LED.
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2.3 VLC Received Optical Power

Pr
(
L j

) �
N∑

i�1

Pt H(0) +
∫

Assur
Pt Hre f (0) (4)

The received optical power Pr is obtained from the direct channel gain H(0),
reflection channel gain Href (0), and optic power of LED source, which is discussed
in [5]. The L j represents the location of j receiver and Pt represents the transmission
power of a single LED.

2.4 VLC SNR

SN R
(
L j

) � R2Pr
(
L j

)2

σ 2
noise

(5)

where R is the response of PD, Pr
(
L j

)
represents the average optical power in

L j , σnoise represents the noise power.

3 Coverage Optimization of VLC

The objective here in a smart room is to achieve uniform optical power throughout
a receiving plane. Here, a power regulator factor [5] is introduced for each LED and
it is adjusted to normalize the transmission power of each LED.

3.1 Power Regulator Factor of LED

The power regulator factor value varies from 0 to 1 given by

Pr
(
L j

) �
N∑

i�1

ni Pt H(0) +
∫

Assur
ni Pt Hre f (0) (6)

By introducing the power-regulating factor, each VLC device receiving power
can be described as follows:

Pr (L1) ≈ Pr (L2) ≈ Pr (L3) · · · ≈ Pr (Li ) (7)

Similarly, by introducing power-regulating factor in receiving SNR,
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SN R
(
L j

) � ni R2Pr
(
L j

)2

σ 2
noise

(8)

SN R(L1) ≈ SN R(L2) ≈ SN R(L3) · · · ≈ SN R(Li ) (9)

3.2 Genetic Algorithm for Coverage Optimization

The binary genetic algorithm is used here to optimize the received optical power and
SNR. The pseudocode of the algorithm is described below:

____________________________________________________________________________________________  

Pseudo code of genetic algorithm for coverage optimization

1 Initialize the population
current_generation := 1
for i := 1 to N
for j := 1 to L
p[i][j] := random_number(0,1) end; end;

2 Evaluate the fitness of population
for i := 1 to N
evaluate fitness ( p[i] )

 end
3 selection 

for i := 1 to N
parents[i] := tournament ( p, tournament_size )
end

4 Crossover
for i := 1 to N

  for j := 1 to L
if ( j <= crossover point )
offspring[i][j] := parents[i][j]
offspring[i+1][j] := parents[i+1][j] 
else

offspring[i][j] := parents[i+1][j]
offspring[i+1][j] := parents[i][j]
end; end;  end

5 Mutation
for i := 1 to N

          if ( random_number < mutation_rate )
mutation(offspring[i])
end ; end

6 Evaluate the fitness of off springs
 1 to Nfor i :=

evaluate(offspring[i])
end

7 Population for next generation
p := offspring
current_generation += 1

8 Termination condition
if ( current_generation < max_generation )
return to step 3
end 

9 The solution is the individual with the best evaluation
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Then after the optimized value is achieved for 100 generations, the result is divided
by each individual power from all the different locations and then we get a value
within a range of 0–1; this value is power regulated factor and it is multiplied with
transmitted power of each LED; and thus by this, uniform power is maintained
throughout the same receiving plane and this is the process that happens the post-
genetic algorithm.

4 Simulation and Results

In this section, simulation is carried out using MATLAB 2014. The parameters used
here are as follows: size of the room is 5 m× 5 m× 3 m, area of the photodetector is
10−4 m2, gain of the optical filter is 1, gain of optical concentrator is 0.8, half-power
angle is 55, field of view is 80, and height of receiver location is 0.85 m. White
communication LED can be used for the implementation. The optimization task is
carried out using binary genetic algorithm described in [8]. In genetic algorithm, the
number of chromosomes taken here is 10, number of genes taken is 10, probability
of crossover is 0.8, and probability of mutation 0.1; there are the different constraints
considered in binary genetic algorithm. The plot of optimized power and SNR value
with respect to generation is shown in Fig. 2a, b, respectively. Here, the minimization
is carried out for 100 generations. The optimized value of received optical power is
−51.6 dB, and optimized value of SNR is −20.6 dB.

In Fig. 3a, in non-optimized case, it is observed that the received optical power
distribution varies from −41.9 to −46.9 dB and the difference is 5 dB. In case of
optimized power shown in Fig. 3b, it is reported that the power varies from −48.4 to
−50.5 dB and the difference is 2.1 dB. Hence, in the optimized case, the difference
in received optical signal is decreased by 58%. With this, there is uniform power
distribution in the room at different positions. In Fig. 3c, in non-optimized SNR
case, it is evident that the SNR distribution varies from −2 to −12 dB. The peak
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Fig. 2 Optimized value of power and SNR over generation a optimized power is−51.6 dB, b opti-
mized SNR is −20.6 dB
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Fig. 3 Optimized value of power and SNR before and after optimization in the room a non-
optimized power, b optimized power, c non-optimized SNR, d optimized SNR

Table 1 Non-optimized and optimized case power and SNR optimal values in the 3D plot of Fig. 3

Parameters Non-optimized Optimized Percentage
decrease
after
optimization
(%)

Peak value
(dB)

Valley value
(dB)

Peak value
(dB)

Valley value
(dB)

Power −41.9 −46.9 −48.4 −50.5 58

SNR −2 −12 −14.5 −18.5 60

value of SNR is −2 dB, and valley value is −12 dB, and their difference is 10 dB. In
optimized SNR case as shown in Fig. 3d, the SNR varies from −14.5 to −18.5 dB
and the difference is 4 dB. Hence, the optimized SNR is decreased by 60%. With
this, it is clear that a uniform SNR distribution is achieved in a room at different
positions. This total observation is reported in a concise manner in Table 1.
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5 Conclusion

In this manuscript, genetic algorithm is used to maximize received optical power
and SNR in a smart room with a single LED panel connected on the roof. Then,
a power regulator factor is used for normalization of transmission power. From
the simulations, it is observed that after optimization with genetic algorithm the
uniformity achieved is 58% in case of power and 60% in case of SNR compared to
the non-optimized case. Thus, with this formulation, uniform distribution of optical
power and SNR is achieved on a given receiving plane of a smart room.
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A Compact Wideband Polygon Patch
Antenna for Ku-Band Applications

G. Anjaneyulu, T. A. N. S. N. Varma and J. Siddartha Varma

Abstract This research paper presents a design of polygon-shaped microstrip patch
antenna for wideband Satellite Application. The aim of this work is to design a
compact-sized patch antenna, which operates at Ku-band. Two circular slots are
incorporated on the polygon patch to obtain the required resonant frequency. The pro-
posed antenna achieves an impedance bandwidth of 1.3GHz andmaximum reflection
coefficient is achieved at 14.10 GHz. The antenna is a planar geometry with coaxial
probe feed. The bandwidth varies with varying width of slit rings in the microstrip
patch antenna. The several parameters of microstrip patch antenna are discussed in
this paper such as return loss, bandwidth, gain.

Keywords Polygon microstrip patch antenna · Satellite application · Ku-band

1 Introduction

The need for compact size antennas is increasing rapidly with the growth of wireless
communication technologies. Due to this development, several modern communica-
tion systems are employing microstrip antennas. There are numerous benefits with
microstrip antennas such as low cost, lesser weight, small size and compatible to
install on any complex surface [1, 2]. Additionally, this type of antennas can be
effortlessly fabricated with the support of printed technologies on a large scale thus
manufacturing cost is significantly reduced.

These microstrip antennas have disadvantages such as narrow bandwidth and low
gain [1]. So, enhancing the bandwidth of antenna with keeping the size in mind is
very crucial for any antenna designers. In order to obtain wideband, several types of
antennas are studied [3] and many different shapes of patch antennas are reported
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in the open literature, which are used in the satellite application in Ku-band [4–8].
But, still there is a lot of scope for antenna miniaturization with enhanced gain and
bandwidth for satellite applications.

The effectiveness of various parameters of the antenna depend on the size, shape,
type of substrate used and location of the feed point. Therefore, for diverse applica-
tions various shapes of antennas are proposed by many researchers. In this research
paper a polygon shaped patch antenna is designed and simulated using commercially
available HFSS software. The propounded antenna is aimed to operate in Ku-band
for the satellite applications.

2 Antenna Configuration

The prime focus of this work is to design a patch antenna having a resonance fre-
quency in Ku-band. In order to obtain higher frequencies, we have chosen a polygon
shape for the patch to design the proposed antenna in this study. To avoid radiation
loss and to provide larger quality factors than the other configurations such as rect-
angular patches, polygon-shaped patch has been selected for this work. Primarily,
this kind of patch has only one aspect of freedom to control, i.e., the radius of the
patch. So, we have tried to add another control parameter, two slit rings inside the
patch.

Design Parameters of the antenna are considered from the conventional circular
patch antenna and converted into polygon shape. The transmission line model equa-
tions are used to obtain the fundamental geometry of the propounded circular patch
antenna. The following equations [1] are used to obtain the radius of the patch for
the required resonant frequency:

Radius

a � F
{
1 + 2h

πεr F

[
ln

(
πF
2h

)
+ 1.7726

]} 1
2

, (1)

where

F � 8.791 × 109

fr
√

εr

Based on the above equations, radius of the circular patch is calculated as
3.381 mm. The dimensions of the ground plane and substrate are considered as
17.38 × 15.10 mm2. The substrate taken for printing the proposed antenna is Rogers
RT Duroid 5880 (tm), having a relative permittivity of 2.2 with a loss tangent of
0.0009 and thickness of 1.588 mm. Coaxial feeding technique is used to provide
feed to the antenna. The diameter of the outer conductor of coaxial feed is 1.6 mm
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Fig. 1 Top view of the propounded polygon patch antenna

and inner conductor is 0.7 mm. The location of the feed is optimized for the best
impedance matching. The proposed antenna is shown in Fig. 1.

Employing two slots on the polygon patch play a significant role in defining the
resonant frequency of the antenna. The two ring slots on the patch have a width
of 0.2 mm and these dimensions are optimized to have a better result. As the feed
point position in the antenna varies the parameters like impedance and gain are also
changed. Impedance will be zero if the feed point is placed in the center of the patch.
Hence, by optimizing the design, a perfect feed location for the proposed patch is
obtained at (0, −0.5, 0).

3 Results and Discussion

The simulated results of the various parameters are presented in this section. The
frequency range is from 10 to 18 GHz.

The proposed antenna is simulated using HFSS, and from the S parameter result
as shown in Fig. 2, it is observed that return loss of−10 dB is obtained at a frequency
close to the 14 GHz, which lies in the Ku-band. The antenna gain at the resonant
frequency of 14 GHz is at 6.86 dB and it can be observed from the Fig. 3, which is
very good in that frequency. The VSWR of the proposed antenna is 1.0295, which
is close to 1, it means the antenna is matched perfectly as shown in the Fig. 4.
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Fig. 2 S parameter versus frequency plot of propounded patch in dB

Fig. 3 Gain at a resonance frequency of 14 GHz

The bandwidth of the proposed antenna at the resonant frequency of 14 GHz is
about 1.3 GHz as shown in Fig. 2, where it can be used as the Ku-band antenna.
The high intensity of simulated current distribution on the antenna surface is shown
in Fig. 5. The E Plane and H Plane Radiation pattern of the antenna at 14 GHz
are depicted in Fig. 6, confirms the stable radiation in the operating region. The
proposed antenna is very compact in size and can be used at Ku-band frequencies
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Fig. 4 VSWR at a resonance frequency of 14 GHz

Fig. 5 Current distribution at frequency of 14 GHz

very effectively because of wide bandwidth available. The fabricated antenna is
shown in Fig. 7.
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Fig. 6 Radiation pattern of
the antenna at Phi=0° and
Phi=90°

Fig. 7 Top view of the
fabricated antenna

4 Conclusion

The proposed antenna has achieved an impedance bandwidth of 1.3 GHz between
13.49 and 14.81 GHz frequency it means that the antenna is wide band antenna in
Ku-band.Maximum reflection coefficient is achieved at 14.10 GHz, i.e.,−36.744 dB
and gain is 6.86 dBi. The antenna is a planar geometry with coaxial probe feed. The
antenna is designed and simulated using HFSS (High-Frequency Structural Simu-
lator). The bandwidth changes with the change in width of the slit ring slots in the
microstrip patch antenna. Ku-band is mostly used for wireless and military applica-
tions. Further, an array can be implemented to obtain high gain.
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Design of Uniform Linear Practical
Antenna Arrays for Ultralow

T. A. N. S. N. Varma and G. Anjaneyulu

Abstract Modern radars and communication systems demand the use of array
antennas to generate patterns of high directivity with extremely low sidelobes for
effective search and track applications. In this paper, the design of uniform linear
arrayswith ultralowsidelobe sumpatterns is presented.Novel techniques likeGenetic
Algorithm (GA), ParticleSwarmOptimization (PSO), andSimulatedAnnealing (SA)
algorithms, are used to optimize Electromagnetic problems for design. In the process
of optimal design, intensive investigations are carried out to generate the sum pat-
terns of ultralow sidelobes from the array of dipoles andwaveguides with a constraint
fixed on major lobe beam width. The results show that radiation patterns from arrays
of waveguides and dipoles have ultralow sidelobe levels and they are very close to
the patterns from an array of isotropic elements. In addition, the sidelobe levels for
an array of waveguides are better when compared to the array of dipoles.

Keywords Antenna arrays · Optimization algorithms · Genetic algorithms (GA) ·
Particle swarm optimizations (PSO) · Simulated annealing (SA) · Dipole array ·
Waveguide array · Ultralow sidelobe patterns

1 Introduction

In many long-distance applications, an antenna with high directivity is an impor-
tant requirement. This can be achieved by arrays, which are nothing but placing all
radiating elements in electrical and geometrical configuration [1]. Antenna arrays
are widely used in communications applications, SONAR and radar applications.
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They are useful in high-power transmission applications with reduced power con-
sumption and improved spectral efficiency [2]. Directive pattern is obtained from
fields of the array elements that add constructively in some desired directions and
add destructively in other directions to cancel each other in the remaining space. This
is important to reduce the interference from the sidelobes of the antenna.

SumPatterns are useful in radar applications for range detection ofmoving targets.
Sum pattern consists of a narrow beam in the boresight direction with different minor
lobes adjacent to the main beam. In order to have high resolution, the main beam of
sum patterns should have a negligibly small width and sidelobe levels should be as
small as possible [3–6].

Among the different types of antenna arrays, linear arrays are very popular in
radar applications. In this paper, we propose, the use of GA, PSO, and SA methods
to determine the optimum set of amplitude weights for linear practical arrays of
dipoles and waveguides to generate ultralow sidelobe sum patterns.

2 Formulations

To achieve the desired characteristics nonisotropic radiating elements like dipoles,
monopoles, waveguides, horns, slots, and microstrips are used [7–9]. The resultant
radiation pattern depends on the array factor and element pattern. They are used
depending on the application. In this paper, we considered dipoles and waveguides
in antenna arrays.

2.1 Element Pattern of Dipole

Finite-length dipoles are used as simple antennas in the arrays. Dipole radiators are
preferred in the low range of frequencies. The dipole is an antenna composed of
simple radiating element split into two sections and fed into the split. For a half-
wave dipole, the length is λ/2 and has a self-impedance of 40–70 � with no reactive
component. A dipole of length ‘2L’ extending from –L to L along the Z-axis as shown
in Fig. 1 is considered.

The electric field strength for the radiation field is

Eθ � ηHφ

Hereη � 120π (1)

Eθ � j I

m

60e− jkR

r

∣
∣
∣
∣

cos(kL cos θ) − cos kL

sin θ

∣
∣
∣
∣

(2)
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Fig. 1 Typical geometry of dipole antenna

Dipoles are basic omnidirectional antennas and are preferred in the lower range
of frequencies. On the other hand, waveguide radiators are useful at microwave and
millimeter wave range of frequencies [8, 10].

2.2 Element Pattern of a Rectangular Waveguide

An open-ended rectangular waveguide shown in Fig. 2. is considered. Let ‘a’ be the
broad wall dimension and ‘b’ be the narrow wall dimension. The radiation can be
considered due to the current distribution on the inside walls of the guide, which are
associated with the fields propagated in the interior of the waveguide, along with the
currents flowing from the open end upon the exterior guide surface. In all important
practical cases, the guide allows propagation of only one mode (TE10), called the
dominant mode.

Eθ �
[

sin
(
aπ
λ
sin θ

)

(
aπ
λ
sin θ

)2

]

(3)

Eφ �
[

cos
(
bπ
λ
sin θ

)

(
bπ
λ
sin θ

)2 − (
π
2

)2

]

(4)
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Fig. 2 Geometry of open-ended rectangular waveguide

The E-plane pattern is the pattern due to the uniformly illuminated slit of width
‘a’. The pattern in the H-plane is due to slit of width ‘b’ across the guide in the
X-direction over which the illumination is distributed sinusoidally.

2.3 Sum Patterns from an Arrays of Waveguides and Dipoles

If N radiating elements are placed along Z-axis, shown in Fig. 3.
The resultant field of a linear array of N elements shown in the above figure is

given by

E(θ, φ) �
N

∑

n�1

En(θ, φ) � F(θ, φ)

N
∑

n�1

A(xn)e
j( 2π

λ
xn cos θ+φ(xn)) (5)

where the amplitude distribution A(xn) is obtained by optimizing excitation coeffi-
cients using GA, PSO, and SA methods.

The summation term in the above expression is nothing but the array factor. The
term F(θ, φ) varies from element to element. For the array of present interest, we
have

Fig. 3 Linear array
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Es(θb) � F(θb)

N
∑

n�1

A(xn)e
j( 2π

λ
xn sin θb+φ(xn)) (6)

where θb is the angle of the line of observer with boresight.

3 Results

The expressions (2) and (4) are considered for computation of element patterns of
dipoles and waveguides.

Using the optimized amplitude excitation coefficients proposed in expressions (5)
and (6), the radiation patterns are numerically computed for the arrays of dipoles and
waveguides.

The resultant radiation patterns of arrays of dipoles of half wavelength and also
arrays of open ended rectangular waveguide radiators for b� 1.016 cm, a� 2.286 cm
and λ � 3.2 cm are numerically computed.

The computed sum and difference patterns for linear array of dipoles and linear
array of waveguides for the number of elements N � 30, 60 and 90, are presented in
Figs. 4, 5, 6, 7, 8, 9, 10, 11, and 12 and the amplitude excitations used for computation
obtained by optimization process are presented in Figs. 13, 14, and 15 for N � 30
elements.

Fig. 4 GA-optimized sum pattern for the linear array of elements N � 30
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Fig. 5 PSO-optimized sum pattern for the linear array of elements N � 30

Fig. 6 SA-optimized sum pattern for the linear array of elements N � 30
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Fig. 7 GA-optimized sum pattern for the linear array of elements N � 60

Fig. 8 PSO-optimized sum pattern for the linear array of elements N � 60
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Fig. 9 SA-optimized sum pattern for the linear array of elements N � 60

Fig. 10 GA-optimized sum pattern for the linear array of elements N � 90
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Fig. 11 PSO-optimized sum pattern for the linear array of elements N � 90

Fig. 12 SA-optimized sum pattern for the linear array of elements N � 90
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Fig. 13 Amplitude excitation coefficients obtained by GA method for N � 30 element array

Fig. 14 Amplitude excitation coefficients obtained by PSO method for N � 30 element array
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Fig. 15 Amplitude excitation coefficients obtained by SA method for N � 30 element array

4 Conclusions

The radiation patterns from arrays of dipoles and waveguides using proposed new
amplitude excitation coefficients optimized by GA, PSO, and SA methods are found
to yield useful results. It is evident from the results, radiation patterns from arrays of
dipoles and waveguides have ultralow sidelobe levels and they are very close to the
patterns from arrays of isotropic elements. Interestingly, the null–to-null beamwidth
is well in control and sidelobes are monotonically decreasing towards the end in the
visible region. Also realized difference patterns have a deep null in the direction of
boresight. It is evident from the resultant patterns, the sidelobe levels of waveguide
arrays are less compared to sidelobe levels of dipole arrays and isotropic arrays. The
deviation in the sidelobe levels is found to be minimum in isotropic radiators and the
array of practical elements. These types of patterns are extremely useful for a wide
range of scanning, direction finding, and IFF radar applications.
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On Maximizing Blind Rendezvous
Probability in Cognitive Radio Ad Hoc
Networks

Aishwarya Sagar Anand Ukey and Meenu Chawla

Abstract Establishment ofwireless communication links among the cognitive radio
(CR) users via rendezvous on commonly available channels is the crucial process
in cognitive radio ad hoc networks. Extant rendezvous methods utilize the channel
hopping (CH) technique (also referred as blind rendezvous) and generate the CH
sequence on the top of potential licensed channels and employ random replace oper-
ation to contrive the CH sequence for individual CR user. However, incorporation
of random replace operation may exhibit poorer performance with the increase in
the number of available channels owing to the severe decrease in the probability of
replacing an unavailable channel with the same available channel by two or more CR
users. In this paper, we present a channel-ranking rendezvous procedure that ranks
available channels based on the received SINR and constructs the CH sequence by
replacing the unavailable channels with higher ranked available channels. We verify
the superiority of channel-ranking procedure through extensive simulation, and the
simulation results confirm that utilization of channel-ranking mechanism severely
maximizes the rendezvous occurrence probability as compared with the random
replace operation.

Keywords Cognitive radio ad hoc network · Blind rendezvous · Rendezvous
probability · Channel ranking

1 Introduction

Cognitive radio network (CRN) is an emerging wireless paradigm that alleviates
the scarcity and underutilization of spectrum through efficient sharing of licensed
spectrumamong theprimaryusers (PUs) and cognitive radio (CR)users.CRNutilizes
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Fig. 1 Cognitive radio ad hoc networks

dynamic spectrum access technology and allowsCRusers to opportunistically access
the free portions of the licensed spectrum (also referred as spectral holes or white
spaces) allotted to the PUs. In CRNs, PUs are given higher precedence of using the
allotted licensed bands. CR users can opportunistically access to the free portion of
licensed bands (or free available channels) that are currently not in use by the PUs,
and vacate or switch to some other free available channels on PUs reappearance [1].
Cognitive radio ad hoc networks (CRAHNs) are a specialized type of CRNs (shown
in Fig. 1) consisting ofmobile CRusers that are self-capable to take spectral decisions
on the basis of locally sensed surrounding information [2]. In CRAHNs, CR users
are required to establish the communication links with potential neighbors prior to
data communication. Traditionally, periodic beaconing of control packets over the
same predefined channel is employed for the establishment of communication links.
However, the periodic beaconing mechanism may not be feasible for establishing
the communication links due to the nonavailability of any channel globally available
to CR users at all time. This necessitates CR users to figure out commonly available
channels in order to establish the wireless communication links [3]. The process of
CR users to meet on commonly available channels and to establish communication
links is referred to as rendezvous process [4–6]. Rendezvous is the fundamental and
crucial operation in the formation of CRAHN and no communication is possible
without rendezvous of CR users. However, non-awareness of adjacent CR users and
prior network-related information before rendezvous make the rendezvous process
extremely challenging. Nonavailability of CR base station, the mobility of CR users,
and dynamic environment of CRAHNs further convolute the rendezvous process [7].
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A number of algorithms have been devised in the literature to achieve rendezvous
among CR users in CRAHNs. Extant rendezvous algorithms usually employ the
channel hopping (CH) (also referred as blind rendezvous) technique and construct
a global CH sequence on the top of total number of potential licensed channels for
all CR users. However, following the same global CH sequence by all CR users may
not be an efficient way to accomplish the rendezvous process since each CR user
may have diverse availability of potential licensed channels. Also, hopping on any
of the unavailable channels not only increases the rendezvous time but also wastes
CR nodes energy. To cope with such problems, blind rendezvous algorithms gen-
erally employ the random replace operation that replaces the unavailable channels
with some random available channels. Random replace operation may achieve the
rendezvous if CR users have lesser number of available channels. However, the prob-
ability of rendezvous decreases with the increase in the number of available channels.
For example, if two CR users have two channels available out of 10 licensed channels
than the rendezvous probability via random replace operation which is 1/4 and if CR
users havemore than two available channels (i.e., 5), then the probability decreases to
1/25. Moreover, if CR users have a large number of potential licensed channels (i.e.,
100), then there is a significant decrease in the rendezvous probability via random
replace operation. In other words, utilization of random replace operation does not
have a significant impact to accomplish the rendezvous process particularly when
CR users have a larger number of available as well as potential licensed channels.

In this paper, we attempt to maximize the rendezvous probability by the aid of
channel-ranking rendezvous procedure that constructs the CH sequence on top of
total number of potential licensed channels and replaces the unavailable channels
with higher ranked available channels. Naturally, the likelihood of replacement of an
unavailable channel with the same higher ranked channel by two or more CR users
is very high as compared to random replacement of an unavailable channel with an
available channel. Hence, incorporation of channel-ranking mechanism can signif-
icantly improve the performance of blind rendezvous phenomena. Contributions of
the work are summarized as follows:

• We focus on the blind rendezvous process and analyze that employment of random
replace operation to contrive theCH sequence for individual CR usermay notwork
effectively, particularly, if CR users have a larger number of available channels.

• We present a channel-ranking rendezvous procedure and show that utilization of
channel-ranking mechanism can efficiently maximize the rendezvous probability
as compared to random replace operation.

• To verify the effectiveness of channel-ranking mechanism, we conduct a number
of simulation experiments, and the simulation results confirmed the superiority
of channel-ranking mechanism over random replace operation in terms of the
rendezvous probability.

Rest of the paper consists of five sections. Section2 briefly reviews prominent
blind rendezvous algorithms. Section3 describes the system model and details of
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channel-ranking rendezvous procedure. Section4 includes experimental simulations
and performance comparison of channel-ranking rendezvous procedure, and at the
last, we conclude the paper.

2 Related Work

In this section, we briefly review some state-of-the-art blind rendezvous algorithms
presented to achieve the rendezvous among the CR users in short bounded time.

JS algorithm [8] is one of the most prominent blind rendezvous methods that
construct a global CH sequence on the top of potential licensed channels. JS executes
in rounds, each consisting of a jump pattern of 2P time slots and a stay pattern of
P time slots, where P is the smallest prime number greater than the number of
potential channels M . CR users hop on potential channels in the jump pattern and
wait on a specific channel in stay pattern. To optimize the rendezvous performance, JS
employs random replace operation that randomly replaces the unavailable channels
with available channels. EJS algorithm [9] is an improved version of JS where jump
pattern lasts for 3P time slots during each round. Similar to JS, HS algorithm [10]
also generates the CH sequence in rounds, however, the jump pattern and subsequent
stay pattern in HS last for 2P2 and 2P time slots, respectively. DRDS algorithm [11]
exploits difference set theory and constructs a common CH sequence (CCHS) based
on the construction of disjoint relaxed difference set. CR users follow the CCHS
and utilize random replace operation to contrive the CH sequences. AHW algorithm
[12] generates the CH sequence by the aid of two different sequences, namely, hop
sequence and wait sequence, where CR users hop on potential channels and wait on
a particular channel. CR users exploit their unique identity to construct the bit string
and generate the alternate hop and wait sequences according to the respective bits of
the bit string. AHW algorithm also employs the random replace operation to replace
unavailable channels with available channels. EAHW algorithm [13] is an enhanced
version of AHW, where CR users generate alternate CH sequences by exploiting the
respective bits of the MAC address.

DSCR algorithm [14] exploits disjoint set cover property and generates the CH
sequence with variant permutations of fixed and rotating elements referred to as
static and dynamic columns. CR users hop as per the fixed and rotated elements and
replace the unavailable channels with randomly selected available channels. Similar
to DSCR, ADFC-CH algorithm [15] constructs disjoint finite cover in terms of net-
work locks and generates the CH sequence where CR users have options to control
the rendezvous performance via adjusting the value of the lock. SASJ algorithm [16]
generates CH sequence in rounds, each consisting of one stay pattern and two jump
patterns, where CR users jump on potential channels in the jump pattern and stay
on the highest ranked channel in the stay pattern. However, simply staying on the
same channel during the entire stay patterns may severely increase the load on the
rendezvous channel due to simultaneous transmissions of control packets by multi-
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ple CR users at the same time. This over-congestions the rendezvous channel and
degrades the network performance.

From the above discussion, it is clear that blind rendezvous algorithms either
utilize random replace operation or channel-ranking mechanism to attain the ren-
dezvous among the CR users. However, random replace operation exhibits poorer
rendezvous performance, particularly, if CR users have a large number of available
channels, whereas channel-ranking mechanism makes the rendezvous channel over
congested and degrades the network performance. Thus, a trade-off should be main-
tained between the rendezvous performance and the load on rendezvous channel to
ensure an optimized rendezvous and network performance.

3 Proposed Work

3.1 System Model

In the work, we consider a CRAHN consisting of N (N ≥ 2) CR users that coexist
with several PUs in the same geographical area. Potential licensed spectrum is parti-
tioned into M(M ≥ 1) nonoverlapping licensed channels that are uniquely indexed
as C = {c1, c2, . . . , cM }, where each ci has the same bandwidth Bi = C/M . CR
users are equipped with a half-duplex cognitive radio and acquire idle or free avail-
able channels through periodic spectrum sensing. Network time is split into smaller
slots of equal size and the length of each time slot is set to 2t (as in IEEE 802.22
[17]), where t refers to the time that a CR user takes to establish the communication
link. During each time slot, CR users access an available channel and attempt to ren-
dezvous with potential CR users. Rendezvous is said to be achieved if CR users hop
on the commonly available channel at the same time irrespective of time lag differ-
ences among the CR users. Considering the aforementioned scenario, the objective
of the proposed work is to maximize the rendezvous occurrence probability in order
to improve the performance of blind rendezvous phenomena.

3.2 Channel-Ranking Rendezvous Procedure

In this subsection,wepresent a channel-ranking rendezvous procedure that efficiently
maximizes the rendezvous probability of blind rendezvous phenomena. The funda-
mental concept of channel-ranking procedure lies on the construction of a global
CH sequence and replacement of unavailable channels with higher ranked chan-
nels to contrive individual CH sequence for each CR user. A number of channel-
ranking mechanisms have been devised to rank the channels in static or quasi-static
multichannel wireless networks. Conventional channel-ranking mechanisms utilize
signal-to-noise ratio (SNR), bandwidth, delay, channel quality estimation index, bit
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Fig. 2 Flowchart of
channel-ranking rendezvous
procedure

error ratio, or outage probability as the major channel-ranking parameters [18, 19].
In CRAHNs, CR users have opportunistic access to licensed channels on a nonin-
terference basis. Also, the availability of free available channels varies over time. In
such time-varying environment of CRAHNs, incorporation of conventional channel-
ranking parameters may not be feasible to efficiently rank available channels. In this
work, we exploit the channel-ranking mechanism presented by Ohize and Dlodlo
[20] to rank available channels of CR users due to its applicability, suitability, and
wide adaptability in the dynamic environment of CRAHNs.

The description of the channel-ranking rendezvous procedure is as follows. The
procedure generates a global CH sequence on the top of total number of potential
channels, and incorporates a channel-ranking mechanism that ranks available chan-
nels and assigns more priority to higher ranked available channels. The flowchart
of the channel-ranking rendezvous procedure is shown in Fig. 2. At first, CR users
acquire the list of free available channels through periodic spectrum sensing. Next,
CR users calculate the SINR as per sensed surrounding radio environment and rank
their available channels accordingly. CR users calculate the received SINR on each
available channel as follows [20]:

SI N Rm,n = Ps
m,n × gsm,n

∑n
n′=1

(
Ps ′
m,n′ × gs

′
m,n′

) + Pm,p × gp
m,n + N0 × Bi

where Pm,p, Ps
m,n , P

s ′
m,n′ are the transmitting powers of primary base station, serving

CRuser and the interfering node n′ on channelm. gsm,n , g
s ′
m,n′ , and g

p
m,n are the channel

gains for the serving CR user, the interference CR user and the primary base station
on the channel m. After ranking of available channels, CR users utilize an existing



On Maximizing Blind Rendezvous Probability … 155

blind rendezvous algorithm (such as JS [8]) and generate a global CH sequence
on the top of total potential licensed channels. However, instead of employing the
random replace operation, each CR user utilizes the channel-ranking procedure and
replaces all unavailable channels with the higher ranked available channel to contrive
their CH sequence. Since temporal and geometrically closed CR users share the
similar surrounding radio environment, the likelihood of the CR users to have the
same channel-ranking table is very high. Thus, if CR users hop to the higher ranked
channel, it is highly probable that CR users select the same available channel as
the higher ranked channel and hop accordingly. This, thereby, severely increases the
rendezvous occurrence probability as compared to the random replace operation.

4 Simulation and Result Analysis

In this section, we investigate the performance of channel-ranking mechanism
through extensive simulations. We built the CRAHN environment by defining a
number of PUs, PUs’ base station and CR users along with their network attributes
such as transmission power, transmission range, channel bandwidth, etc. We imple-
ment channel-ranking mechanism on the top of JS [8], DRDS [11], and DSCR [14]
algorithms in such amanner that instead of performing the random replacement oper-
ation, CR users rank their available channels and replace the unavailable channels
with the higher ranked available channel.We refer themodified JS,DRDS, andDSCR
algorithms as JS-CR, DRDS-CR, and DSCR-CR, respectively. Next, we perform a
number of simulations and compare the performance of the JS-CR, DRDS-CR, and
DSCR-CRwith originally presented JS, DRDS, and DSCR algorithm under the sim-
ilar CRAHNs environment. We evaluate the performance of each algorithm in terms
of MTTR and ATTR which refers to maximum TTR and average TTR, respectively.
All simulations are separately executed and averaged over 10,000 iterations to derive
the most optimal value of MTTR and ATTR. We define the simulation parameters
as follows, M refers to the number of potential licensed channels, m and n refer to
the number of available channels of two CR users (i.e., A and B), and G refers to the
number of commonly available channels between the CR users. Simulation exper-
iments are primarily conducted with increasing the number of potential channels,
available channels, and commonly available channels.

A. Increase in Potential Channels

In the following simulation, we set m = n = G = M/2, and calculate the MTTR
and ATTR with varying M . Figure3a, b shows that MTTR and ATTR increase with
varying M . It is due to the dependency of each algorithm on M . Thus, when the num-
ber of potential licensed channels is comparatively large then a longer CH sequence
is generated by the CR users. This, thereby, increases the MTTR and ATTR. How-
ever, the variations of JS-CR, DRDS-CR, and DSCR-CR are much lesser than the
JS, DRDS, and DSCR since incorporation of channel-ranking mechanism in JS-CR,
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Fig. 3 Performance comparison with varying the potential channels

DRDS-CR, and DSCR-CR severely maximizes the rendezvous probability.

B. Increase in Available Channels

In the following simulation, we set M = 25, G = 5, and calculate the MTTR and
ATTR with varying m and n, where m = n. Figure4a, b reveals that MTTR and
ATTR of JS, DRDS, and DSCR increase with varying the number of available chan-
nels since each algorithm constructs the CH sequence on the top of M and randomly
replaces unavailable channels with some available channels. Thus, when m and n
are lesser, then the probability of random replacement of an unavailable channel
with the same available channel is comparatively high. However, the probability of
random replacement decreases with increasingm and n, which thereby increases the
MTTR and ATTR. On the contrary, JS-CR, DRDS-CR, and DSCR-CR have a lesser
impact on MTTR and ATTR with varying m and n. It is due to the increase in the

5 10 15
0

100

200

300

400

500

600

700

Available channels, m=n

M
TT

R

JS
JS−CR
DRDS
DRDS−CR
DSCR
DSCR−CR

(a) MTTR variation

5 10 15
0

10
20
30
40
50
60
70
80
90

100

Available channels, m=n

AT
TR

JS
JS−CR
DRDS
DRDS−CR
DSCR
DSCR−CR

(b) ATTR variation

Fig. 4 Performance comparison with varying the available channels



On Maximizing Blind Rendezvous Probability … 157

2 4 6 8 10 12 14
0

100
200
300
400
500
600
700
800
900

1000

Common channels, G

M
TT

R
JS
JS−CR
DRDS
DRDS−CR
DSCR
DSCR−CR

(a) MTTR variation

2 4 6 8 10 12 14
0

20

40

60

80

100

120

140

Common channels, G

AT
TR

JS
JS−CR
DRDS
DRDS−CR
DSCR
DSCR−CR

(b) ATTR variation

Fig. 5 Performance comparison with varying the common channels

rendezvous probability via the channel-ranking procedure as compared to random
replace operation.

C. Increase in Common Channels

In the following simulation, we set M = 25, m = n = 14, and calculate the MTTR
and ATTR with varying G. Figure5a, b reveals that MTTR and ATTR decrease
with increase in the number of common channels since the chance of CR users to
rendezvous increases with increasing G. However, JS-CR, DRDS-CR, and DSCR-
CR show performance improvement over JS, DRDS, and DSCR owing to the better
probability of CR users to replace unavailable channels with the same available
channels via the channel-ranking procedure.

From the aforementioned simulations, it is clear that incorporation of channel-
ranking mechanism can efficiently maximize the rendezvous probability which, in
turn, increases the network stability and improves the network performance.

5 Conclusion

In this paper, we focused on the rendezvous process throughwhichCRusers establish
necessary wireless links prior to data communication. We explored blind rendezvous
solutions and found that random replacement of unavailable channels with available
channels showdroppedperformancewhenCRusers have a larger number of available
channels. To maximize the rendezvous probability, we presented a channel-ranking
mechanism where CR users rank their available channels as per surrounding radio
environment and hop to higher ranked channel whenever an unavailable channel is
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encounteredwhile following theCHsequence.Weverified the superiority of channel-
ranking mechanism over random replace operation through extensive simulations.
Future works include design of a novel channel-ranking-based blind rendezvous
procedure that can achieve the rendezvous among the CR users in short bound time.
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Effects of Core Count and Layout
on the Bending-Radius-Dependent
Crosstalk Variations in Heterogeneous
and Trench-Assisted Heterogeneous
Multicore Fiber

Umar Farooque and Rakesh Ranjan

Abstract Effects of increasing core count in limited cladding diameter and cladding
thickness constraints and their arrangements, i.e., core layouts on the crosstalk varia-
tion in heterogeneous and trench-assisted (TA) heterogeneousMCFs are investigated
using the expression of crosstalk derived from the coupled mode equations and the
finite element method (FEM) based FemSIM software. Only two kinds of heteroge-
neous cores having different core radius and refractive index are used in the present
analysis. For 12-Core TAMCF, approx. 35 dB of crosstalk level can be optimized by
proper selection of core layout, and whereas for high core count such as 24-Core and
30-Core TA MCFs, this value reduces to 30 dB and 20 dB, respectively, due to the
decrease in the core pitch and the increase in the number of surrounding cores. This
result shows that core count and layout have a significant impact on the crosstalk
variations in MCFs.

Keywords Heterogeneous · Trench-assisted · Multicore fiber · Crosstalk · Core
pitch · Core layout · Core count · Bending radius

1 Introduction

Space-division multiplexing (SDM) based multicore fiber (MCF) technology has
been proposed as the potential candidate to meet the demand of high transmission
capacity of the optical transmission link [1]. Multicore fiber consists of multiple
cores within the fixed cladding region of the fiber to increase the transmission capac-
ity. In uncoupled MCF large core-to-core distance, i.e., core pitch, is required such
that each core of the MCF behaves as the separate spatial channel [2]. Uncoupled
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MCF has been extensively used in the recent transmission experiments for achiev-
ing high transmission capacity of the order of 1 Pbit/s. The main issue in achieving
high transmission capacity, while maintaining low crosstalk is the arrangement of
cores within fixed cladding region [3].With sufficiently large core pitch in uncoupled
MCF, the crosstalk reduces to a significant level, but as the number of core increases
within fixed cladding region to increase the core density, core pitch decreases and
correspondingly crosstalk increases. For a fixed core count, different core layouts,
namely, circular one-ring structure (ORS), hexagonal ORS, circular dual-ring struc-
ture (DRS), hexagonal DRS, and square lattice structure (SLS) affect the crosstalk
differently. Therefore, for the high-count MCF, the core layout-dependent crosstalk
behavior is important to study. Several attempts have been made to analyze the
crosstalk variations in different core count and core layouts in homogeneous and
trench-assisted (TA) homogeneousMCFs [3–5]. In the trench-assistedMCF, an inner
cladding, having the same value of refractive index (R.I.) as the outer cladding and a
trench layer, having low R.I. compared to cladding layer are introduced around each
core. A trench layer helps in the confinement of the mode within the core region and
avoid coupling of modes between adjacent cores, thus suppressing crosstalk. The
worst crosstalk level experienced in high-count, 24-Core and 32-Core homogeneous
TA MCFs using SLS core configuration have respective values of −18.4 dB and −
4.4 dB at 1550 nm. The achieved crosstalk level is still high for the advanced modu-
lation formats such as, 16-QAM, 32-QAM, and 64-QAM to be used and it is reported
that the heterogeneous configuration of the core should be adopted for further reduc-
tion in crosstalk [3]. In order to increase the transmission capacity of the MCF, one
of the approaches is to increase the core density within a fixed cladding region while
minimizing crosstalk between the adjacent cores [6]. For further accommodating
more number of cores with low crosstalk between adjacent cores, cladding diameter
is to be increased. But, increase in cladding diameter is limited to satisfy the limit of
failure probability and also there is a restriction on the cladding thickness, i.e., the
distance between the centers of the outer layer core to the cladding boundary due to
micro-bending loss constraints [3]. Crosstalk can be minimized by suppressing the
phase matching and the mode coupling of the signals propagating in the adjacent
cores. Phase mismatch can be achieved by the heterogeneous cores-having different
core radius and R.I., while the coupling of modes can be avoided by incorporating
trench layers around the core regions. There are some other schemes to improve the
confinement of the mode in the core regions such as, air-hole-assisted, rod-assisted,
and rectangular-trench-assisted cores [7].

Based on the above schemes of heterogeneous and trench, and rod assisted hetero-
geneous MCF, several attempts have been made to analyze the crosstalk behaviors
for different core counts [8–12]. However, to the best of our knowledge based on
the available literature, for a fixed core count and different core layout dependent
crosstalk variations in heterogeneous and trench-assisted heterogeneous MCFs have
not been studied in detail. In this work, we have analyzed the effects of different
core layouts on the crosstalk variation in heterogeneous and trench-assisted hetero-
geneous MCFs for a fixed value of core count and under limited cladding diameter
(CD) and cladding thickness (CT) constraints. Further, the core count increases to
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observe their performance for the high density of cores. The different core layouts
under this study are namely- circular one ring structure (ORS), hexagonal ORS,
circular dual ring structure (DRS), hexagonal DRS, square lattice structure (SLS)
and the different counts are 12-Core, 24-Core, and 30-Core. The rest of the paper
is organized as follows: Sect. 2 describes the design parameters for the heteroge-
neous and the trench-assisted heterogeneous MCFs. Section 3 provides the crosstalk
behavior in 12-Core, 24-Core, and 30-Core heterogeneous and trench-assisted het-
erogeneous MCFs. Section 4 presents results and discussion. Lastly, Sect. 5 contains
the conclusion of the present work.

2 Design Parameters

In this analysis, we have chosen two different kinds of heterogeneous cores. The
design parameters associated with the heterogeneous and trench-assisted heteroge-
neous MCFs have been mentioned in Table 1.

Where a1, and a2 are the radius of the two cores, a3 is the distance of the inner
edge of the trench from the center of the core, and a4 represents the distance of
the outer edge of the trench from the center of the core. Whereas, �1, �2, and �3

represent the relative R.I. difference of core 1, core 2, and trench layer with respect
to cladding and n0 is the refractive index of the cladding region, while, wtr is trench
width. Rb, d, and L are the bending radius, correlation length, and the length of the
fiber, respectively.

The different core layouts have cores with the same parameters mentioned in
Table 1, only their arrangements are different which are shown in the Figs. 1, 2, and

Table 1 Design parameters Parameters Heterogeneous
MCF

Trench-
assisted
heterogeneous
MCF

Units

a1, a2 4.5, 4 4.5, 4 µm

a3/a1, a3/a2 – 2, 2 –

a4/a1, a4/a2 – 3, 3 –

wtr /a1, wtr /a2 – 1, 1 –

n0 1.45 1.45 –

�1 0.35 0.35 %

�2 0.45 0.45 %

�3 – −0.35 %

Rb 0–500 0–500 mm

L 100 100 Km

d 50 50 mm
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Fig. 1 12-Core a circular ORS, b hexagonal ORS, c circular DRS, d SLS

Fig. 2 24-Core a circular ORS, b hexagonal ORS, c circular DRS, d hexagonal DRS, e SLS

Fig. 3 30-Core a circular DRS, b hexagonal DRS, c SLS

3. Calculation of crosstalk in the different layouts requires the number of adjacent
cores contributing in crosstalk level significantly and their respective core pitches,
which are mentioned in Table 2.

3 Crosstalk Variations in Different Layouts
of Heterogeneous and Trench-Assisted Heterogeneous
MCFs

The expression of the crosstalk, XT , between adjacent cores of heterogeneous MCF
and the expression of the average power coupling coefficient, h̄12, are expressed in
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Table 2 Core layout parameters

Number of
cores in
MCF

Parameters Circular
ORS

Hexagonal
ORS

Circular
DRS

Hexagonal
DRS

SLS

12-Cores Number of
adjacent cores-
Heterogeneous
(Het-
ero)/Homogeneous
(Homo) and
associated core
pitch (D) (µm)

2 Hetero
cores at
D �
40.12

2 Hetero
cores at
D �
38.75

3 Hetero
cores at
D �
38.75

3 Hetero
cores at
D �
38.75

4 Hetero
cores at
D � 51.6

24-Cores 2 Hetero
cores at
D � 20

2 Hetero
cores at
D �
19.38

2 Hetero,
2 Hetero
and 1
Homo
cores at
D1, D2,
and D3 =
38.75,
43.17
and
38.75,
respec-
tively

2 Hetero,
2 Hetero,
and 1
Homo
cores at
D1, D2,
and D3
� 38.75,
34.17
and
38.75,
respec-
tively

4 Hetero
cores at
D � 31

30-Cores – – 2 Hetero,
1 Hetero
and 2
Homo
cores at
D1, D2
and D3
� 24.32,
30.5, and
37,
respec-
tively

2 Hetero,
1 Hetero
and 2
Homo
cores at
D1, D2
and D3 =
23.5,
30.5, and
28.39,
respec-
tively

2 Hetero,
2 Hetero
and 4
Homo
cores at
D1, D2
and D3
� 22.14,
31 and
38.09,
respec-
tively

Eq. 1 andEq. 2 respectively, and the detail explanation is provided in [13, 14]. Further,
based on the analysis presented in [15, 16] for the derivation of the expression ofmode
coupling coefficient for homogeneous and trench-assisted homogeneous MCF, the
expressions of mode coupling coefficient between adjacent cores of heterogeneous
and trench-assisted heterogeneous MCFs have been derived in current work and
expressed in Eq. 3 and Eq. 4, respectively.

XT ∼� h̄12L (1)

h̄12 � √
2K 2

12d

[
1√

a(b +
√
ac)

+
1√

c(b +
√
ac)

]
(2)
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(a) (b)

Fig. 4 Bending radius dependent worst crosstalk in 12-Core a heterogeneous and b trench-assisted
heterogeneous MCFs
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κ ′
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a2

)]
κ12 (4)

where κ12 and κ ′
12 are the coupling coefficients of the heterogeneous and TA het-

erogeneous MCFs, respectively, while, u1, u2, w1, w2, and w22 are the normalized
transverse wave numbers of the modes in the two cores, cladding, and the trench
regions, respectively. J0, J1, I0, I1, and K0, represent the Bessel functions of the first
kind in the core region, and the modified Bessel function of the first and second kind
in the cladding region. The values of CD and CT have been taken as 225 and 35 µm
and are within the limit of failure probability and micro-bending loss constraints [3].
The calculated values of the crosstalk in Figs. 4, 5 and 6 are worst crosstalk. The
values of the worst crosstalk at 1550 nm wavelength in different core layouts for
different core counts have been tabulated in Table 3 for comparison purpose. From
Table 3, it is observed that for 12-Core, 24-Core, and 30-Core TA MCFs, approx-
imately 35, 30, and 20 dB of crosstalk level can be optimized by proper selection
of core layout. The values of the crosstalk for the circular ORS and hexagonal ORS
30-Core heterogeneous and TA heterogeneous MCFs have not been calculated due
to very small core pitch and correspondingly, very high value of crosstalk.

The values of the worst crosstalk mentioned in Table 3 have been used to investi-
gate the core count dependent crosstalk variations in circular DRS, hexagonal DRS,
and SLS layouts for both heterogeneous and trench-assisted heterogeneous MCFs
and shown inFig. 7. For afixed core count, theworst crosstalk in different core layouts
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(a) (b)

Fig. 5 Bending radius dependent worst crosstalk in 24-Core a heterogeneous and b trench-assisted
heterogeneous MCFs

(a) (b)

Fig. 6 Bending radius dependent worst crosstalk in 30-Core a heterogeneous and b trench-assisted
heterogeneous MCFs

Table 3 Worst crosstalk value (dB) at 1550 nm wavelength in different core layouts for different
core count

MCF layouts Crosstalk (dB)

12-Core
without
trench

12-Core
with
trench

24-Core
without
trench

24-Core
with
trench

30-Core
without
trench

30-Core
with
trench

Circular ORS −34.65 −57.84 28.25 4.73 – –

Hexagonal ORS −30.52 −53.72 30.28 6.74 – –

Circular DRS −28.76 −51.96 −7.18 −27.51 14.53 −9.15

Hexagonal DRS −28.76 −51.96 −6.71 −27.27 29.58 9.00

SLS −64.35 −91.48 −3.74 −27.04 21.34 −2.54
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(b)(a)

Fig. 7 Core count dependent worst crosstalk in circular DRS, hexagonal DRS and SLS layouts of
a heterogeneous and b trench-assisted heterogeneous MCFs

depends upon the number of surrounding cores and the pitch. For the 12-Core SLS
layout, although the number of surrounding cores are large and simultaneously the
core pitch is sufficiently large which results in a significantly low value of crosstalk
compared to the circular and hexagonal DRS. For high core count 24-Core and 30-
Core, the values of the crosstalk in SLS layout are in between that of the other two
layouts. Although the slope of the crosstalk in the SLS layout is steeper for low core
count and it reduces for the high count, unlike the circular and hexagonal DRS, where
the slope increases for high count.

4 Results and Discussion

In order to increase the transmission capacity of the heterogeneous and trench-
assisted heterogeneous MCFs by increasing core count while maintaining a low
value of crosstalk and under limited cladding diameter (CD) and cladding thickness
(CT) constraints, crosstalk variations in different core layouts have been investigated.
The bending radius dependent crosstalk variations for different core counts and lay-
outs in heterogeneous and TA heterogeneous MCFs have been investigated using
Eqs. 1–4 and are shown in Figs. 4, 5 and 6.

From Fig. 4 it is observed that the crosstalk level is lowest in the SLS layout.
Instead of a large number of surrounding cores, the large core pitch in this arrange-
ment reduces the crosstalk significantly. From Table 2, it is observed that the number
of adjacent cores and the core pitch in the circular and the hexagonal DRS have same
values, therefore, their crosstalk will also be same and it is shown in Fig. 1 for only
circular DRS. In Fig. 5, the circular and hexagonal ORS layouts have higher val-
ues of crosstalk due to the reduced core pitch. Unlike the bend-insensitive nature of
crosstalk in SLS beyond the peak bending radius, the crosstalk in the circular and the
hexagonal DRS have bending sensitive nature. This is mainly due to the effect of the
presence of similar (homogeneous) cores at low pitch, which increases the crosstalk
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due to phase matching. From Table 3, it is analyzed that although all the three core
layouts have surrounding homogeneous cores the distance between them in different
layouts have different magnitude and affect the crosstalk differently which can be
observed in Fig. 6. The crosstalk value in hexagonal DRS layout becomes worst as
the bending radius increases. The number of surrounding cores in the SLS layout
is maximum, instead of this the crosstalk level is in between that of the other two
layouts and also it is bent insensitive. The values of crosstalk by utilizing heteroge-
neous cores are compared with that of the reported values for homogeneous cores
for different core count and layout. Compared to the average measured values of
crosstalk, −46.92 dB, and −54.69 dB in 12-Core ORS and DRS layout TA homoge-
neous MCFs, respectively for the values of the CD, CT , D and L of about 225 µm,
38.9µm, 36.8µm, 52 km and 230µm, 37.7µm, 44.6µm, and 50 km [3], the values
of the worst crosstalk for the same core count and layouts in TA heterogeneous MCF
are −60.68 dB, and −54.97 dB for the values of CD, CT , D and L of about 225 µm,
35µm, 40.12µm, 52 km and 225µm, 35µm, 38.75µm, 50 km. Further, for 24-Core
the value of crosstalk in SLS layout TA heterogeneous MCF is−27.04 dB compared
to that of −18.4 dB in SLS layout TA homogeneous MCF at 1550 nm [3].

Core count dependent crosstalk variations in the different core layouts of the
heterogeneous and the trench-assisted heterogeneous MCFs have been shown in
Fig. 7. Among the 12-Core layouts, the value of the crosstalk in SLS layout is
significantly low, while for high core count 24-Core and 30-Core, this value in SLS
layout is in between that of the other two layouts which is due to the impact of
the number of surrounding cores and the core pitch. The value of the crosstalk can
be further reduced by utilizing the propagation direction interleaving (PDI) scheme
[3]. By utilizing three and more number of heterogeneous cores, the bend-sensitive
nature and the value of the crosstalk can be suppressed.

5 Conclusion

For a fixed value of core count within fixed cladding diameter and cladding thickness,
the arrangement of cores, i.e., the core layouts have a significant effect in achieving
the low value of crosstalk. Further, for high core count, the nature of surrounding
cores and the distance between them also affect the crosstalk values. For 12-Core
TA MCF, approx. 35 dB of crosstalk level can be reduced by proper selection of
core layout, and for high counts such as, 24-Core and 30-Core TA MCFs, this value
reduces to 30 dB and 20 dB, respectively.

Acknowledgements The authors are thankful to the National Institute of Technology, Patna for
immense support to carry out this work.
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Impact of Air–Sea Interface Effects
and Bubble and Particulate Scattering
on Underwater Light Field Distribution:
An Implication to Underwater Wireless
Optical Communication System

Rashmita Sahoo, Palanisamy Shanmugam and Sanjay Kumar Sahu

Abstract A study of the effects of air–sea interface, bubble and particulate scatter-
ing, and medium inhomogeneity on the underwater light field distribution, down-
welling irradiance (Ed) was carried out theoretically using Monte Carlo numerical
simulation technique. The downwelling irradiance was computed for different sce-
narios (with and without waves and bubble effects) and compared with the in situ
measured values. The wave effect was included according to a model given by Cox
andMunkand the effect of bubblewas includedbyestimating theBidirectionalTrans-
mittance Distribution Function (BTDF) of a bubble layer. Furthermore, the effect of
the variation of particulate concentration along the vertically downward direction on
downwelling irradiance was studied by stratifying the underwater medium, instead
of considering homogeneous water column, for the calculation of Ed. The findings
showed the importance of considering the air–sea interface (wave and bubble) effects
and stratification in estimating the underwater light field distribution and thereby the
channel characteristics of an UnderwaterWireless Optical Communication (UWOC)
system. In particular, the present study can be helpful to researchers and engineers in
modelling the effects of air–sea interface, bubble scattering and particulate scattering
on the power budget, channel impulse response and signal-to-noise ratio (SNR) of a
vertical communication link between aerial and underwater platforms.

Keywords Monte Carlo method (MC) · Downwelling irradiance (Ed) ·
Underwater wireless optical communication (UWOC) system · Channel
characteristics

1 Introduction

Propagation of light from atmosphere to underwater is greatly affected by the air–sea
interface, waves, bubbles and suspended particulates. These effects significantly

R. Sahoo · P. Shanmugam (B) · S. K. Sahu
Department of Ocean Engineering, Indian Institute of Technology Madras, Chennai 600036, India
e-mail: pshanmugam@iitm.ac.in

© Springer Nature Singapore Pte Ltd. 2020
V. Janyani et al. (eds.), Optical and Wireless Technologies,
Lecture Notes in Electrical Engineering 546,
https://doi.org/10.1007/978-981-13-6159-3_19

171

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6159-3_19&domain=pdf
mailto:pshanmugam@iitm.ac.in
https://doi.org/10.1007/978-981-13-6159-3_19


172 R. Sahoo et al.

influence the underwater applications including Wireless Optical Communication
between surface and underwater platforms, underwater target detection, underwa-
ter imaging, and search and recover operations. Till date, considerable amount of
research has been devoted in this direction where the air–sea interface and water col-
umn effects are substantiated. Chengan has studied the influence of wind-generated
bubble population on the light transmission, from atmosphere to underwater, in the
blue-green window [1]. Effect of wavy atmosphere–ocean interface on the under-
water light field distribution was studied by Hieronymi [2]. In other studies [3, 4],
Sahu and Shanmugam have modelled the scattering properties of particulates and
shown the effect of particulate scattering on the channel characteristics of an UOWC
system. However, there is no substantial work done in a direction where all these
effects are considered together.

In the present work, the simultaneous impact of surface waves, bubble layer, parti-
cle scattering andmedium inhomogeneity on the underwater light field distribution is
studied.Monte Carlo simulations are performed, under various scenarios, to estimate
the downwelling irradiance along the depth of the water column. Slope of surface
wave and the resulting bubble layer thickness were calculated from wind velocity
using the Cox and Munk model [5]. The surface reflectance from the windy and
bubble populated sea surface was estimated by using a BTDFmodel [1, 6]. Values of
attenuation coefficient, absorption coefficient, and phase function for MC simulation
were acquired at different depths during a cruise conducted in September 2017. The
simulated Ed values were finally compared with the in situ measured values.

2 In Situ Data and Methodology

2.1 In Situ Data

Inherent optical properties which depend only on the medium, mainly absorption
coefficient, attenuation coefficient, single scattering albedo, volume scattering phase
function are deciding factors for the distribution of light propagating in the water
column. A hyperspectral absorption-attenuation metre (AC-S) was used to measure
continuous profiles of beam attenuation (ct (λ)) and absorption coefficient (at (λ))

with respect to depth in the wavelength range of 300–700 nm. The single-scattering
albedo (ω)was determined frommeasured ct (λ) and at (λ) values at 460 nm (Fig. 1a).
Fluorometer-Turbidity sensor (FLNTU) was used to measure chlorophyll concentra-
tionwith respect to depth, as shown in Fig. 1b. Amulti angle polarised light scattering
metre (LISST-VSF) was used to measure volume scattering phase function values
at discrete depths (maximum up to 50 m) with angular resolution 0.1°–155°. The
measured phase functions (at 515 nm) at 1 and 41 m depth are shown in Fig. 1c.
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Fig. 1 Vertical profiles of the in situ data a single scattering albedo, b Chlorophyll concentration,
c scattering phase function measured in Bay of Bengal waters

2.2 Monte Carlo Simulation

Conducting experiment in open oceanicwaters is quite difficult and expensive. There-
fore, MC numerical technique is used to obtain an approximate solution to the exact
problem [7, 8]. The MC simulation consists of three major parts such as initial con-
dition, photon propagation, and photon reception.
Initial condition
The initial condition includes source and receiver information, simulation geometry
(on/off axis) and type of environment (homogenous/stratified). In the present study,
collimated source, receiver of unit area, and on axis propagation geometry are taken
into consideration for the MC simulation.
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Photon propagation
Initially, each photon is associated with three attributes such as initial position (x,
y, z), directions

(
μx , μy , μz

)
and weight (W). Geometric path length (r) travelled

by the photon before scattering by the particle is given by Eq. (1). The photon
undergoes multiple scattering during propagation in the medium and the attributes
of each photon are updated by using Eqs. (1)–(3).

r � 1

c
log RND (1)

μx � sin θ cosφ, μy � sin θ sin φ, μz � cos θ (2)

Wn+1 � Wn

(
1 − at (λ)

ct (λ)

)
(3)

3 Effects Influencing Underwater Light Field Distribution

3.1 Sea Surface Roughness

The open ocean is always wavy due to the wind action. As the wave generation is a
random phenomenon, the slope of wave (θn) is assumed to follow a normal distribu-
tion having variance (σ 2), which is a function of wind speed (U10). The tilt angle of
wave and wave slope are calculated from the Cox and Munk probability distribution
function (PDF) and normalised by cumulative distribution function (CDF) of p(θn)
as expressed in Eqs. (4)–(6).

p(θn) � 1

πσ 2
exp

(
− tan2 θn

σ 2

)
(4)

σ 2 � 0.003 + 0.00512U10 (5)

θn � tan−1
[√

−σ 2 ln
(
1 − RNDθn

)]
(6)

The normal vector of a sea surface, i.e., n̂ � (
nx , ny, nz

)
has three components

nx , ny, nz , which are functions of the wave slope as shown in Eq. (7).
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nx � cosφn sin θn ny � sin φn sin θn nz � cos θn (7)

The azimuth angle φn is expressed as

φn � 2πRNDφn (8)

The incidence angle of light (θi )with respect to the rough/irregular wavy sea surface
is calculated by taking the dot product of surface normal vector, i.e., n̂ � (

nx , ny, nz
)

and direction vector of incidence light, i.e., û � (
ux , uy, uz

)
. The reflection coeffi-

cient (ρ(θt , θi )) at wavy sea surface is calculated using Fresnel Reflection formula
and Snell’s law [Eqs. (9) and (10)]

ρ(θt , θi ) � 1

2

{[
sin(θi − θt )

sin(θi + θt )

]2

+

[
tan(θi − θt )

tan(θi + θt )

]2
}

(9)

θt � sin−1

(
ni
nt

sin θi

)
(10)

where ni and nt are the refractive indices of air and water. The increase in surface
reflectance with the wind speed indicates a higher loss of light signal at the air–sea
interface for an increased rough sea condition.

3.2 Bubble Scattering

The presence of bubbles at near-surface waters, generated due to breaking of wind-
induced waves, have a significant effect on the light transmission from air to under-
water. In this study, the number density, layer thickness, and reflectance of bubble
layer are estimated based the models reported in [1, 6]. The effect of bubble layer
was included using bidirectional transmittance distribution function (BTDF). Bidi-
rectional transmittance distribution function is a bivariate PDF, which determines the
direction and intensity of transmitted photons. BTDF is simulated using the Mont
Carlo technique for 6 m/s wind speed, 0.54 m thickness bubble layer, and 515 nm
wavelength [1].

3.3 Medium Inhomogeneity

In open oceanic waters, the concentration of chlorophyll varies with respect to depth.
This variation often follows a Gaussian trend, which was measured by the FLNTU
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sensor during the cruise in September 2017 (Fig. 1b). The depth profile of absorption
coefficient was also seen to covary with the chlorophyll concentration. Therefore,
stratification of water column was essential for calculation of the underwater light
field for different depths. The stratification was carried out at 5 m depth resolution in
MC simulation. Each stratified layer was assigned different values of the attenuation
coefficient, absorption coefficient, single scattering albedo and phase function. As
the phase function variation with respect to depth was negligible and considered as
same for all depths, it is considered same for all depths.

4 Results and Discussion

In the present study, three sets of downwelling irradiance (Ed) were computed using
the MC technique for homogeneous and stratified medium by considering the effect
of waves and bubbles from sea surface to 80 m depth in water column. The results
were validated with the in situ radiometric measurement data collected in the Bay
of Bengal as shown in Fig. 2. It was observed the estimated irradiances for a verti-
cally homogeneous medium with the presence of waves and bubbles (represented by
‘Modelled Ed H-W & B’ plot) agree better with the in situ measured downwelling
irradianceswhen compared to a casewithout the presence ofwaves and bubble effects
(represented by ‘Modelled Ed H-No W & B’ plot) for all depths. This is due to an
increased value of surface reflectance in the presence of waves and bubbles as a result
of which the irradiance crossing the air–sea interface decreases and approaches more
towards the measured values. Further, the downwelling irradiances were estimated
by treating the medium as inhomogeneous (which is evident from the depth varia-
tion of single scattering albedo in Fig. 1a) and considering the presence of waves
and bubbles. The inhomogeneity was treated by stratifying the water column into a
number of layers and assigning the different values of IOPs for each layer, unlike the
homogeneous case where the entire water column was assigned the constant optical
properties by taking an average over the depth profiles. As evident from Fig. 2, the
irradiance values estimated in this case (represented by ‘Modelled Ed S-W & B’) is
in good agreement with the in situ measured values. Therefore, the stratification of
the medium along with considering the effects of waves and bubbles has a significant
role on underwater light propagation study and thereby the channel characteristics
of an air-to-underwater optical wireless communication link.
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Fig. 2 In situ and modelled downwelling irradiance for homogenous (H) and stratified (S) water
columns with and without the effects of waves and bubbles (W & B). The predicted Ed was at
460 nm

5 Conclusion

In the presentwork, we have described the significant role ofmedium inhomogeneity,
waves, and bubble layer on the behaviour of light propagation in the water column
of up to 80 m depth in open oceanic waters. The inhomogeneity of the medium
was encountered by stratifying the water column into different layers and assigning
different values of IOPs to each layer in theMonteCarlo calculations for downwelling
irradiance fields. The effects of waves and bubbles present in the interface were
included in the MC simulation according to the existing models. It is found that the
downwelling irradiance computed by treating the medium as inhomogeneous and
considering the effects of waves and bubbles best agreed with the in situ measured
values. This study can help researchers and engineers to characterise the underwater
channel properties specific to various underwater applications including underwater
wireless optical communication, underwater imaging, underwater target detection,
and satellite remote sensing.
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Strain Resolution and Spatial Resolution
Improvement of BOCDR-Based DSS
System Using Particle Swarm
Optimization Algorithm

Ramji Tangudu and Prasant Kumar Sahu

Abstract This paper presents, a detailed analysis on the performance of a Brillouin
optical correlation domain reflectometry (BOCDR) based distributed strain sensing
(BOCDR-DSS) system. Strain resolution and spatial resolution decide the perfor-
mance ofBOCDR-DSS system. Particle swarmoptimization (PSO) algorithm is used
in this paper to enhance the above-mentioned performance of the available BOCDR-
DSS system. With the help of PSO evolutionary algorithm, Brillouin frequency shift
(BFS) error of the considered sensing system has been minimized. Finally, 4 m-long
strained silica optical fiber (SOF) section over a 700m fiber under test is successfully
detected with ~0.0011% strain resolution and ~43 cm spatial resolution. Simulation
was carried out using MATLAB version 15.0.

Keywords Spontaneous Brillouin scattering (SpBS) · Brillouin optical correlation
domain reflectometry (BOCDR) · Particle swarm optimization (PSO) · Brillouin
frequency shift (BFS)

1 Introduction

Nowadays, distributed fiber optic sensors (DFOS) based on Brillouin scattering are
having major role in modern engineering sciences. One of the extensively used ver-
sions of DFOS, is Brillouin distributed strain sensing (B-DSS) system, useful for
distributed strain measurement. This system has more immunity to electromagnetic
interference, small in size, less complexity, resistance to corrosion and more sur-
vivability under harsh environmental conditions. Due to these advantages, and high-
resolutionBrillouin-DSS system is able to detect theminor cracks in bridges/structure
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of national and international importance at an early stage. Brillouin-DSS systems are
having more significance in structural health monitoring [1]. This sensing system is
highly applicable in civil structural health monitoring applications. Changes of strain
on the optical fiber generate changes in acoustic properties of medium and gener-
ate changes in its characteristic, i.e., the Brillouin frequency shift (BFS) parameter.
These changes are helpful to find real time strain values on the optical fiber. Gener-
ally, BFS is ~11 GHz for 1550 nm pumping wavelength under strain free section of
an optical fiber [2–4].

As reported in the literature, the Brillouin-DSS system are designed mainly based
on two effects, i.e., spontaneous and stimulated Brillouin scattering. Brillouin optical
time domain analysis (BOTDA) [5–9], Brillouin optical frequency domain analysis
(BOFDA) [10, 11] and Brillouin optical correlation domain analysis (BOCDA) [12,
13] are a case of stimulated Brillouin scattering (SBS). Similarly the spontaneous
Brillouin scattering (SpBS) based systems are Brillouin optical time domain reflec-
tometry (BOTDR) [14–20], and Brillouin optical correlation domain reflectome-
try (BOCDR) [21–26] techniques based systems. Analysis based techniques (SBS)
requires the double ended accesses (pump and probe lights), whereas reflectome-
try based systems requires only single ended accesses and hence design complexity
is less in SpBS system. Other major drawbacks of BOTDA, BOFDA and BOCDA
techniques are high nonlinearity effects and cost (usage of electro optic modulators
and vector network analyzers) [5–13].

In reflectometry-based techniques, BOTDR is used for strain sensing up to tens of
kilometers. However, it has limitation in spatial resolution and strain resolution. The
typical spatial resolution as reported in literature for a BOTDR-based DSS system
is in terms of meters. Because of the theoretical limit, it is not possible to select the
pulse width of input optical source lesser than 10 ns, as nonlinearity effects will be
generated in an optical fiber [14–20]. For avoiding this problem, BOCDR is used in
DSS system [21–26]. Spatial resolution using BOCDR technique can be achieved
up to few tens of centimeters. Nevertheless, the major drawback frequently occurs
in BOCDR-based DSS system is BFS error. This error occurs for both strained and
strain free sections along the fiber. This BFS error value is in terms of MHz for strain
[22–26].

In this paper, we have proposed and analyzed the performance of a BOCDR-
DSS system. The proposed system is having potential application in the defense
areas, security fences, and in aviation sectors besides structural health monitoring.
This paper reports the analysis on BFS error in BOCDR-based DSS system. Besides
the BFS error, we also focused on spatial resolution improvement. For reduction in
BFS error and amelioration in spatial resolution, soft and evolutionary computing
algorithm, such as particle swarmoptimization (PSO) [27] is used. The reason behind
the usage of PSO algorithm are numerous like ease of implementation, computational
efficiency as compared to mathematical algorithm as well as robustness to control
parameters and fast convergence in both linear and nonlinear problems scenarios
[28, 29]. Though the performance of PSO and GA based systems are comparable.
However, PSO outperforms GA in terms of the average and the worst fitness values.
Compared to PSO algorithm, genetic algorithms (GA) are more complex and take
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more time to make convergence [30]. Similarly, ant colony optimization (ACO) has
uncertainty in time to make convergence and differential evolution (DE) algorithm
gives more complexity and requires more time to make convergence [31, 32]. By
minimization of this BFS error, précise values of strains over the fiber was observed.

2 Principle and Theory

2.1 BOCDR Technique

When an input light signal is propagated through an optical fiber, it interacts with
acoustic phonons, creating backscattered Stokes and anti-Stokes optical signals. This
condition is called as spontaneous Brillouin scattering (SpBS). Corresponding spec-
trum is known as Brillouin gain spectrum (BGS). The frequency difference between
the pump or input light frequency and central frequency of BGS spectrum is called
as the Brillouin frequency shift (BFS). When the pump wavelength is ~1550 nm, the
BFS in silica single-mode fiber (SMF) is ~11 GHz, it slightly fluctuates depending
on the fiber fabrication process. If different strains are applied on silica SMF, the BFS
moves toward to higher frequency with 493MHz/% at ~1550 nm. So, if wemeasures
BFS distribution along a fiber, the applied strain distribution can be evaluated.

BOCDR is one of the Brillouin-based distributed sensing techniques. Conceptual
BOCDR system is shown in Fig. 1. Where the source is a narrow band distributed
feedback (DFB) laser. This laser source produces a light signal with a frequency f0.
After launching of the light, this light signal’s intensity is divided into two intensi-
ties with an equal percentage. One part of which traverses in the forward direction
and other part traverses in the downward direction as shown in Fig. 1. These two
intensities have the same frequency (f0). In the forward direction, erbium-doped fiber
amplifier (EDFA) and a 3-port circulator are fitted. EDFA is used to amplify its input
signal. After this amplification process, the light signal passes through the first port
of the circulator, circulator sends this signal into its second port. Light from the
second port is coupled into the fiber under test (FUT). FUT is subjected to strain
change. When an input light signal with frequency (f0) enters the FUT, the light
signal’s frequency will changed to (f0 ± fB). This frequency change (fB) is known
as BFS. Then the light signal will be backscattered with this modified frequency.
This backscattered light pass through the third port of circulator and will be col-
lected by a balanced photo detector (PD) component. Simultaneously the base or
fundamental light with frequency (f0) comes from coupler to this balanced PD com-
ponent. The backscattered (Stokes or anti-Stokes) optical signal and the reference
path signal are proceeded over the balanced PD component. The processed signal
over the balanced PD is converted into an electrical signal, which is detected as a
BGS with an electrical spectrum analyzer (ESA). By modulating the laser frequency
with a sinusoidal signal, correlation peaks are periodically synthesized along the
FUT. Typically, FUT length is double the measurement range (distance between two
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Fig. 1 Illustration of BOCDR-DSS setup. (EDFA: Erbium-doped fiber amplifier; FUT: fiber under
test; PD: photo detector; ESA: electrical spectrum analyzer; RF: radio frequency;DC: direct current;
DAQ: data acquisition.)

consecutive correlation peaks). FUT needs to be decided in such a way that only
one correlation peak is in the FUT. By controlling the light path difference (e.g., by
changing the base or reference path length), a correlation peak of any order can be
identified in the FUT.

The measurement range dm of this setup is written as [23]

dm � c/(2nfm) (1)

Since c specifies velocity of light in vacuum and n specifies refractive index of
fiber core. By adjusting the modulating frequency (fm), sensing point or spot will
be scanned along the fiber to capture the BGS and BFS distributions. By theoretical
concept, when fm is lesser than the Brillouin bandwidth �ϑB, the spatial resolution
�z is expressed by [23]

�z � c�ϑB/(2πnfm�f) (2)

Here, �f is the modulation amplitude of the light frequency. Consider fm is larger
than �ϑB that does not involve to the improvement of �z, and that �f is practically
limited to a half of BFS (ϑB) of the fiber because of the Rayleigh noise, the limitation
of the spatial resolution �zmin is written by [23]

�z � c/(πnϑB) (3)
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The number of effective sensing points is NR, this is an evaluation parameter of
this system, and it is estimated by [23]

NR � dm/�z (4)

For achieving a maximum value of NR, �f needs to be increased but it must be
lesser than ϑB/2. That is why [23],

NRmax � πϑB/(2�ϑB) (5)

Brillouin frequency shift (ϑB) is linearly dependent on the strain (ε%). It can be
expressed as [2, 3]:

ϑB � ϑB0 + Cε(εunknown − εref). (6)

Since ϑB0 indicates reference Brillouin frequency shift (under free strained
section). Cε is strain coefficient of SMF. Typically, Cε has 493 MHz/% and ϑB0

has ~11 GHz for ~1550 nm for silica SMF [3]. εunknown and εref are non-free and free
strained sections.

Reference Brillouin frequency shift (ϑB0) is expressed as [2–4]:

ϑB0 � 2neffVa/λ0 (7)

where neff is effective refractive index of SMF fiber, Va is the sound (acoustic)
velocity of phonons in SMF fiber and λ0 is the reference or pumping light signal’s
wavelength.

2.2 Particle Swarm Optimization Algorithm

An optimization algorithm is more essential to achieve the best global solution.
These algorithms give either global minima or global maxima for particular function
or signal. Depending on our requirements, we can focus on maxima or minima
value. This algorithm is called as an evolutionary algorithm. Because its current
result completely depends upon its previous result. It helps to produce convergence
in an advance manner.

In PSO evolutionary optimization algorithm, a group of candidate solutions,
referred to as particles are trying to reach an original solution. According to two
basic mathematical equations, the optimum solution will be decided. These equa-
tions are called as velocity update and position update. In an every iteration or
generation, these two basic expressions must be taken. PBest and GBest are called as
individual and global best solutions of swarm. These solutions must be calculated in
each generation or iteration.
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The update equation for velocity is given by [19, 27]:

Vg+1
i � WVg

i + C1rand1(PBesti − Xg
i ) + C2rand2(GBesti − Xg

i ) (8)

Here, Vg
i is the velocity of ith particle at gth generation, W is the inertial con-

stant, C1 and C2 are the acceleration constants for controlling the previous velocities
increases of the particles, rand1 and rand2 are an uniformly distributed random num-
ber between 0 and 1, Xg

i is the current position of ith particle at gth generation,
PBesti is an individual best fitness value of the ith particle and GBesti is the global best
fitness value among all particles. The values of W, C1 and C2 are 0.6, 1.1 and 1.9,
respectively.

Here, W > ( C1+C2
2 ) − 1 and 0 < W < 1

The location of an every particle is modified by the following formulae [19, 27]:

Xg+1
i � Xg

i + Vg+1
i . (9)

The procedure of PSO is explained as follows [19], [27]:

Step 1: First consider the position X1
i and the velocity V1

i of an each particle in a
random manner. Create a loop with gmin � 1 and the maximum number gmax of
generations in an entire search. In this paper, we have taken the number of initial
particles (population size) as 20 and gmax as 100.
Step 2: Find out the fitness value BFSError(X

g
i ) of each particle X

g
i for an estimating

the local best position PBesti and the global best positionGBest up to the current instant.
Since BFSError defines the difference between the actual reference BFS value and an
estimated reference BFS value.
Step 3: Estimate Vg+1

i and Xg+1
i values using (8) and (9), respectively, for obtaining

the new position and velocity of an each particle.
Step 4: If the current fitness value of PBesti is lower than the previous fitness value
of PBesti, replace PBesti with the present one. Else previous value of PBesti will be
continued again. Similarly, if the current fitness value of GBest is lower than the
previous GBest, replace GBest with the present one. Else previous value of GBest will
be continued again.
Step 5: If g < gmax then g � g + 1 and jump to step 2, else halt the searching
process.

3 Simulation Results and Discussions

In this paper, analysis of BOCDR-based DSS system usingMATLAB 15 is reported.
These simulation results are procured with PSO algorithm.

The systemcomprises of an optical sourcewith a power of 10 dBmandwavelength
of ∼ 1.55 μm, base path for light signal of 2 km, velocity of light of 3 × 108 m/s,
and FUT (sensing range) of 700 m. Multiparameter of BOCDR-based DSS system
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Table 1 Simulation parameters for proposed (BOCDR-PSO based DSS) system

Simulated parameters Symbols Values

Measurement range dm 350 m

Effective refractive index
of fiber core

neff 1.46–1.50

Modulating frequency fm 293.542 kHz

Reference BFS ϑB0
10860 ± 2.3 MHz

Reference strain εref
0%

Strain coefficient of SMF Cε
493 MHz/%

Brillouin bandwidth �ϑB
30 MHz

Modulation amplitude of the
optical frequency

�f 5403 ± 1.15 MHz

Acoustic wave velocity Va
5300–5900 m/s

Pumping wavelength λ0
1.5–1.55 μm

Variable 
applied 
Strain for 
4 m 

Strain free for 350 m Strain free for 346 m 

Fig. 2 Structure of SMF under test

are optimized with the help of PSO evolutionary algorithm. The required simulation
parameters of our proposed system are given in Table 1.

In this proposed system, FUT is used as standard SMF with a length of 700 m.
Out of this FUT length, a 4 m section of FUT was strained from 0 to 0.80%. This
4 m strained section in this FUT starts at 351 m and end at 355 m. System block
diagram is shown in Fig. 2. Here, the fiber is having a propagation loss of 0.2 dB/km.
Strain resolution and spatial resolution are essential performance metrics in this
proposed (BOCDR-PSO-based DSS) system. These metrics amelioration is given in
the following segments.

According to Eq. (6), BFS is linearly dependent on the applied strain. If we min-
imize the BFS error, obviously an error amount in strain parameter will be reduced.
In order to minimize this BFS error, we have been used particle swarm optimiza-
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Fig. 3 Error in strain versus generations

tion (PSO) evolutionary algorithm. According to Eqs. (8) and (9), we optimized the
effective refractive index of fiber (neff), acoustic velocity (Va), and pumping wave-
length (λ0), parameters. The estimated strain error has been reduced from ~0.068 to
~0.0011%, which can be observed from Fig. 3 obtained at 60th stage. In this paper,
we have shown PSO evolutionary algorithm with 100 generations. After this 60th
generation, the same error is continued up to 100th generation. It means, the used
PSO evolutionary algorithm has been convergence at 60th generation with an error
of ~0.0011%.

When the specific section or portion of FUT is subjected with different strains,
BFS will be varied. If this applied strain raises, the BFS will be shifted to higher
frequency level.With the help of this BFS parameter, we can estimate the strain value.
Here, the applied strain is varied from 0 to 0.8%, which is observed from a Fig. 4. All
these applied strains are evaluated with respective BFS values. In this paper, strained
section or segment is from 351 to 355 m of FUT, it has been shown in Fig. 4. From
literature review, it is observed that for BOCDR-based DSS system, BFS error has
been reported as ±2.3 MHz [26]. Due to this BFS error, error in estimated strain is
±0.0046%. This fluctuation or error can be observed in Fig. 4. This is the major
limitation of BOCDR-based DSS system. For an improved accuracy in an estimated
strain values, we have used PSO optimization algorithm.

In BOCDR-based DSS system, reference BFS is depending upon the effective
refractive index of fiber (neff), acoustic velocity (Va), and pumping wavelength
(λ0) parameters. To minimize this BFS error, we have proposed the utilization of
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Fig. 4 Estimated strains through BFS in BOCDR-based DSS system

PSO evolutionary algorithm based BOCDR-DSS system. With the help of this PSO
algorithm, the above specified parameters have been optimized. In this PSO algo-
rithm, the obtained optimum values of these parameters (neff, Va, andλ0) are 1.483,
5524 m/s and 1.537 μm, respectively. These optimum values obtained at 60th gen-
eration stage of PSO method. With the help of these optimum values, BFS error of
∼ ±0.5423MHz is achieved. Which, in turn, resulted in error minimization of the
estimated strain values. It can be observed by Fig. 5. With this BFS error fluctuation
minimization, the proposed (BOCDR-PSO based DSS) system has exhibited a strain
error of ~ ± 0.0011%. For this strain extraction process, strain coefficient of SMF is
considered to be 0.00202%/MHz, which is fixed for this system.

According to Eq. (6), BFS is linearly dependent on the applied strain. If the
applied strain varies, BFS value will vary. Here the applied strain varies from 0 to
0.8%. From Fig. 6, we have two linear lines with blue and red colors. Here blue color
specifies conventional BOCDR-based DSS system and red color specifies proposed
(BOCDR-PSO based DSS) system. From Fig. 6, it is clearly observed that over the
range of applied strain, the proposed sensing system offer less BFS error as compared
with a conventional BOCDR-based DSS system.

Figure 7 gives the spatial resolution of a conventional BOCDR basedDSS system.
This spatial resolution value came with modulation frequency fm of 293.542 kHz,
optical fiber core refractive index of (n) of 1.46. According to Eq. (1), the corre-
sponding measurement range dm is 350 m. When the modulation amplitude of the
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Fig. 5 Estimated strains through BFS in the proposed system

optical frequency �f is 5403± 1.15 MHz and Brillouin bandwidth �ϑB is 30 MHz,
according to Eq. (2) resulting spatial resolution is 43.97 cm.

According to theory, spatial resolution is calculated by considering the 10–90%
value of estimated strain [17]. Due to the optimization, in effective refractive index
of fiber (neff) and minimization of BFS (ϑB) error, the resultant spatial resolution
obtained is 43.45 cm. Here, the enhancement in spatial resolution is ~0.5 cm. This
improvement can be observed from Fig. 8.

4 Conclusion

In summary, BOCDR-PSO based distributed strain sensing (DSS) system is pro-
posed and analyzed for improving the strain resolution and spatial resolution. By
applying multiparameter optimization on effective refractive index of fiber, pumping
wavelength and acoustic velocity in fiber, we have achieved better strain resolution
and spatial resolution over existing BOCDR-based DSS systems. Here, we have
considered a 700 m length of SMF for strain sensing application. With our proposed
DSS system, ~0.0011% strain resolution and ~43 cm spatial resolution are achieved
and shown through simulation using MATLAB 15.0. The proposed system can be
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treated as a potential candidate for real-time sensing application such as in structural
health monitoring in the field of civil engineering, defense and aviation industries,
etc.
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Interference Minimized Slot Scheduling
for Coexisting WBANs: Delay
and Priority-Based Approach

Prajna Paramita Pradhan and Sanghita Bhattacharjee

Abstract Nowadays wearable body sensors are widely used for monitoring the
physiological signs of the human body. A Wireless Body Area Network (WBAN)
usually consists of a single coordinator and multiple computational constraint body
sensors. In WBANs, mitigation of interference is an important issue to improve the
network throughput. Interference occurs when multiple WBANs come within the
proximity of each other, and every one wants to send their data at the same time. In
this paper, we mainly focus on interference minimization for coexisting WBANs.
The main objective is to schedule all nodes in the network in an interference free
manner so that the spatial reuse factor is improved.We use both Protocol and Physical
interference model to capture the interference at aWBAN.Moreover, a Delay-Aware
Priority-based Scheduling algorithm (abbreviate shortly as DAP) is proposed where
the priority of nodes and interfering nodes are taken into account to schedule the body
sensors. Simulations are performed in different network scenarios and comparedwith
ID, degree and ITLS based scheduling. The simulation results show that the priority
based scheduling has better performance than ID, degree, and ITLS-based scheduling
algorithm.
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1 Introduction

Recent advances in real-time technology have made mobile health care [1] as a
promising solution to provide services in many domains such as vital physiological
signmonitoring, chronological diseasesmonitoring, risk detection, and telemedicine.
Generally, mobile or pervasive healthcare monitoring can be achieved by implanting
sensor nodes inside the human body or outside human body. A wireless body area
network (WBAN) is a popular example of healthcare monitoring system, which con-
tinuously monitors the biological parameters of the body and sends the aggregated
information to the remote healthcare server for analysis. A typicalWBAN consists of
a single coordinator and multiple sensors with limited power, memory, and computa-
tional capability. Sensors measure the physiological signals of the body and transmit
them to the coordinator. At the same time, the coordinator can act as a sink, which
collects the data attained by the sensors, aggregates them, and communicates it to
the remote healthcare system.

Interference minimization is one of the challenging issues in WBANs. Due to
the broadcasting nature of the wireless medium and the limited available spectrum,
a WBAN suffers from unwanted interference [2–4] from the nearby WBANs. The
situation becomes worse when multiple WBANs come within the close proximity of
each other. High interferencemay cause low network performance, misinterpretation
of the signals, which even lead to the patient’s death. Interference minimization in
body area networks has been extensively studied in the previous works such as in
[5–8]. Scheduling is one of the effective mechanisms to reduce the inter-BAN inter-
ference in body area networks. A data priority based slot assignment inWBANs was
proposed in [5]. Algorithm in [5] utilizes the slot utilization rate to verify whether the
allocation is energy efficient or not. The authors in [6] studied an interference-aware
traffic-priority-based link scheduling (ITLS) algorithm to overcome the interference
among the coexisting WBANs in dense wireless networks. A game theory based
approach tominimize interference by allocating different slots toWBANswas devel-
oped in [7]. In [7], the authors have only studied inter-BAN interference, however,
intra-BAN interference was not taken into consideration. In [8], the authors proposed
a distributed coloring algorithm to achieve conflict-free scheduling of nodes. In [9],
the authors offered interleaved schedule-based data transmission method to reduce
the interference as well as the waiting time of nodes. Another graph theory based
approach, regret matching based transmission was proposed in [10] to allocate dif-
ferent slots to the interfering links. Multichannel MAC can be also used to reduce
the interference [11, 12]. In [12], the authors developed three heuristic algorithms
to minimize cross-layer interference in WBANs. In [13], the authors adopted link
scheduling algorithm with interference prediction (LSIP) to minimize inter-WBAN
interference. A node-level self-organizing interference avoidance scheme (SIAC)
to minimize node-level interference by incorporating self-organization and smart
spectrum allocation to WBANs was developed in [14].



Interference Minimized Slot Scheduling … 195

In this paper, we mainly focus our attention on interference mitigation for coex-
isting WBANs. We propose a Delay-Aware Priority-based scheduling algorithm
(abbreviated shortly as DAP), which schedules the nodes in the network in non-
interfering slots so that the spatial reuse factor is improved. In our work, we consider
both Protocol model [3] as well as Physical model [3] to find the interfering nodes
of a WBAN and to capture the level of interference. Since WBANs use wireless
communications for data propagation, there exists a certain level of uncertainties in
data transmission depending upon the condition of human health. In this paper, we
prioritize the body sensors based on the physiological signals. Here, we introduce
2-tuple <Total collected data,Waiting time> based priority setup for each sensor. We
use data generation time and data generation rate to find the total collected data, while
maximum delay time, number of interfering nodes and their total collected data are
used to find the waiting time of a node. Next, the nodes are scheduled according to
their priority so that a high priority node gets service as soon as it requires. Simu-
lations are performed to evaluate the effectiveness of the proposed algorithm with
respect to different performance metrics.

The paper is organized as follows. Section 2 describes the system model. In
Sect. 3, we present our proposed algorithm briefly. Section 4 describes the simulation
environment. Simulation results are also discussed in Sect. 4. Finally, we conclude
the paper in Sect. 5.

2 System Model

In this section, we present our system model, including network model and interfer-
ence model used throughout the paper.

2.1 Network Model and Assumptions

We consider a wireless network composed of M number of WBANs, which are
denoted as { Bi |i � 1, 2, . . . , M}. Each WBAN (Bi ) consists of a central coor-
dinator and ni sensor nodes. The coordinator in Bi is represented as ci , while the
j th sensor in Bi is denoted as nij . We assume that each coordinator is stationary, is
equipped with a single half-duplex interface and has a fixed communication range
(Tr ). The coordinator can be placed anywhere in the body, e.g., abdomen, ankle, arm,
wrist, etc. However, in this model, we use the coordinate of sensor nodes in aWBAN
to find the position of the coordinator.We take the coordinate (X j , Y j ) of each sensor
j within a WBAN, calculate the mean value and then place the coordinator at that
location. The position of ci in each Bi is given in Eq. (1).
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ci (X,Y ) � (
1

|ni |
∑

j∈ni
X j ,

1

|ni |
∑

j∈ni
Y j ) (1)

In eachWBAN, the nodes send their packet according to their priority.We employ
simple Time Division Multiple Access (TDMA) based packet transmission for the
nodes, where each superframe (T f ) is divided into an equal number of time slots.
Let the length of each time slot is Ts . Sensor nodes belonging to different WBANs
can transmit their data to their respective coordinators if and only if they are not
interfering with each other.

2.2 Interference Model

EachWBANcan potentially interferewith otherWBANs and the interference among
coexisting WBANs may degrade the network performance significantly. Therefore,
it is essential to find the number of interfering nodes of a WBAN accordingly. Here,
we use protocol and physical interference model to capture the interference of a
WBAN as well as the interfering nodes.
Case 1: Finding the interfering node set using the Physical Interference model:
In this case, WBANs experience SINR-based interference. Let, δ is the SINR [2] and
δth is the SINR threshold. The high priority sensor nij in Bi is disturbed by the high
priority node nkl in Bk if δ at nij is less than equal to δth where δ is

δ � pt ( j)

d2
i j (N0 + pt (l)d

−2
il )

≤ δth (2)

Here, pt ( j) is the transmit power of node j and N0 is the thermal noise. For sake
of simplicity, let, N0 � 1 and pt ( j) � pt (l) � P . Then Eq. (2) is rewritten as

δ � d2
il

d2
i j

≤ δth (3)

Therefore,

I N Si � {nkl |nkl ∈ Bk, δth

(
d2
i j

d2
il

)
> 1} (4)

Case 2: Finding the interfering node set using the Protocol Interference model:
In this type of model, WBANs experience distance-based interference. The trans-
mission at coordinator ck in Bk is interfered by the sensor nij in Bi if d jk ≤ Tr , where
d jk is the distance between the sensor j and ck . The list of interfering nodes of ck is
denoted by I N Sk and it is given as
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I N Sk � {nij |d jk ≤ Tr , n
i
j ∈ Bi ∧ ck �� ci }. (5)

2.2.1 Interference Graph

Given M number of WBANs, an interference model and set of interfering nodes,
we can build the interference graph. The interference graph represented by GI �
(n(I ), E(I )) is defined as follows:

• n(I): set of nodes in WBANs, where n � ∑M
i�1 ni• E(I): set of interfering edges between the nodes in WBANs, i.e.,

E(I ) � {( j, l)| j ∈ Bi , l ∈ I N Si ∨ j, l ∈ Bi }

2.2.2 An Example

A wireless topology consisting of 3 coexisting WBANs (say B1, B2, and B3) is
illustrated in Fig. 1. Sensor distribution in eachWBAN is as B1 � {1, 2, 3, 4}, B2 �
{8, 9, 10}, and B3 � {5, 6, 7}. The interfering node set of each WBAN is I N S1 �
{5, 8}, I N S2 � {4, 7}, and I N S3 � {3, 8}. Figure 2a depicts the interference graph of
the 3-WBANs scenario using the physicalmodel,while Fig. 2b shows the interference
graph using the protocol model.

Fig. 1 Coexistence of
WBANs
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Fig. 2 a Interference graph using physical model. b Interference graph using protocol model

3 Proposed Approach

In this section, we briefly describe our proposed method. In some medical applica-
tions, sensor nodes generate urgent data and that need to be transmitted first. There-
fore, nodes in a WBAN can either be urgent type or non-urgent type. For example,
sensor data in seriously ill patient should be transmitted as early as possible and also
in conflict-free manner. In each WBAN, the coordinator synchronizes the transmis-
sion of the nodes according to their priority. The priority of each node is calculated
based on the node’s level parameters as discussed subsequently.

3.1 Priority Calculation

In our work, we use 2-tuple < TCDj ,WTj > based priority for each node j in
Bi where TCDj is the total collected data and WTj is the waiting time of node j.
The total collected data of a node is calculated on based on data generation time
DGTj and data generation rate DGRj . While the waiting time is computed based
on the number of interfering nodes and total collected data. The detailed calculation
of TCDj and WTj of each node j are as follows.

• Maximum delay time: It is the maximum time that a node can wait in queue to get
its slot in the superframe. An urgent node has minimum delay, while a non-urgent
node has higher delay. The maximum delay time of each node j is presented by
MDTj .
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• Data generation time: It is the time duration which a node collects its data. It is
defined as the number of slots given to a node multiplied by the slot duration.
Usually, slot duration is fixed for each node. However, data generation time for an
urgent node is smaller than that of a non-urgent node.

DGTj � Number of assigned slots for j × Ts (6)

• Data generation rate: Data generation rate is the rate at which a node generates its
data. An urgent node has higher rate and a non-urgent node has the lowest rates.

• Total collected data: It is the amount of data generated by the node. The total
collected data of jth node in ith WBAN is given by

TCDj � DGTj × DGRj (7)

• Waiting time: The waiting time is the time that a node has to wait in the queue to
get service. It depends on the number of interfering nodes and their total collected
data. Higher waiting time implies longer delay in getting service. Urgent nodes
should have smaller waiting time than non-urgent nodes in the network. Each
WBAN calculates the waiting time for the nodes and the waiting time of jth node
in ith WBAN is calculated using the following formula:

WTj �
∑

l∈I N Si∧ j∈Bi

(TCDl × L

R
) (8)

where L is the packet size and R is transmission rate.
• Let PQ be a vector in descending order of priority of the nodes, i.e., the vector PQ

contains the urgent nodes followed by non-urgent nodes.

3.2 Delay-Aware Priority Based Scheduling for Coexistence
of WBANs

In this section, we present our Delay-Aware Priority (DAP) based Scheduling algo-
rithm for wireless body area networks. The objective of our algorithm is to schedule
the body sensors of coexistingWBANs in a conflict-free manner. DAP schedules the
nodes through iterations, i.e., at each iteration, we schedule the sensors which are
not interfering. The working principle of DAP is as follows. At first, the coordinator
calculates the priority of each sensor in each WBAN and puts the sensors in the
vector PQ . Then the vector PQ is sorted in descending order of the priority. Next,
the sorted vector PQ is divided into two equal sized sets, i.e., PQ+1 and PQ+2. The
set PQ+1 contains the higher priority nodes, while PQ+2 contains the lower priority
nodes. In our algorithm, we schedule the nodes in PQ+1, followed by nodes in PQ+2.
We allocate slot to the highest priority node (say j) in PQ+1 only if the waiting time
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of j is lower than the maximum delay time of j. Otherwise, the node j is deleted
from PQ+1 and add it to the head of PQ+2. After scheduling of PQ+1, we start slot
allocation for nodes in PQ+2, and repeat the previous steps again and again until all
nodes get proper slots. When all nodes in the networks acquire conflict free slots,
the algorithm terminates. At every iteration, the waiting time of each non-scheduled
node is updated, however, themaximum delay time of each node remains unchanged.
The pseudo code of the proposed algorithm is given in Algorithm 1.

Algorithm 1: Delay-Aware Priority based Scheduling for coexisting WBANs

, , , , 
Output: Interference free slots for V 

1. for each node = 1 to do
2. Coordinator calculates priority of 
3. Put node in 
4. end for
5. Sort in descending order of priority
6. Create Current set 
7. Ini al , 
8.  while ( do
9. Divide into two equal sized sets  and
10. while ( do
11. Schedule the nodes in 
12.             Take the highest priority node (say ) from 
13. if then
14. Delete from 
15. Add to head of 
16. Update and 
17. else
18.  If is not interfering with any node in that slot , schedule in slot 
19.                     Update wai ng me of each non-scheduled node in & 
20. Delete  from 
21. Otherwise, schedule in next slot ( ) 
22. end if
23.   end while
24. If nodes in are scheduled, assign to current set and repeat steps (8) to (22).
25. end while

3.3 DAP Example

Scheduling of the nodes using the proposed DAP is shown in Fig. 3. In this
example, 3 coexisting WBANs illustrated in Fig. 1 is considered. Moreover, the
physical interference is used to build the interference graph of the given net-
work topology. The set of urgent nodes in descending order of their priority is
denoted as PQ+1 � {B4, B9, B8, B7, B5} and the set of non-urgent nodes is
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Fig. 3 Scheduling of sensor nodes

as PQ+2 � {B2, B1, B6, B3, B10}. DAP schedules the urgent nodes in different
WBANs first. First, we take the urgent nodes B4 and B9. Since they are urgent, they
have to be scheduled first. However, B4 and B9 are connected by an interfering edge.
So, node B4 is chosen because B4 has lower waiting time than B9. Waiting time of
B9 is higher than the maximum delay time, so it is dropped from the priority vector
and added to the head of the second vector. B8 can share the same slot with B4 as
they are not interfering. Let the waiting time of B7 is higher so, it is dropped and B5

is scheduled in first scheduling vector of the superframe. Node B7 gets slot in the
second scheduling vector. Similarly, B1, B6, and B3, B10 occupied third and fourth
scheduling vector of the superframe, respectively. Therefore, four scheduling vector
is required to complete scheduling of sensor nodes.

4 Performance Evaluation

In this section, the performance of proposed DAP is evaluated and compared with
ID-based scheduling, degree-based scheduling, and ITLS [6]. All algorithms are
simulated through MATLAB R2016. In ID-based scheduling, slots are allocated
to the nodes according to the node ID (here high to low is used). In degree-based
scheduling, the node with the higher degree gets an earlier slot than the node with
the smallest degree.
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4.1 Simulation Environment

In our simulation, we consider a wireless topology where sensor nodes (nodes in
WBANs) are randomly deployed in a square area of size 20 × 20 m2. To evaluate
the performance of the proposed algorithm (DAP), we vary the number of nodes
in the range [10, 20] and vary the number of WBANs from 1 to 4. We define the
transmission range of a coordinator as the maximum distance from the coordinator
to the nodes in the WBAN. The transmission range of the coordinators is [17.5 m,
13.66 m, 10.73 m, 12.42 m]. We set the maximum delay time of each node in the
range [0.0318 ms, 0.9 ms]. We also fix the data generation rate of each node in the
range [0.0103, 0.9430] kbps. In our study, the length of the superframe is 200 ms
and the slot duration is fixed to 8 ms. The transmit power and receiver sensitivity are
set as 20 dBm and 90 dBm, respectively, as specified in the IEEE 802.15.4 standard,
similar to [6]. We use the free space propagation model with a path loss component
of 2. The simulation parameters used in this simulation are listed in Table 1.

4.2 Results and Discussions

To evaluate the performance of the proposed algorithm, we use two metrics: (i)
percentage of packet reception, and (ii) spatial reuse factor. The percentage of packet
reception at each WBAN is evaluated as Commutative SINR experienced at each
node. Higher value implies better packet reception. Figure 4 shows the percentage

Table 1 Simulation
parameters

Parameter Value

Simulation area 20 m × 20 m

WBAN topology Star topology

Number of WBANs 1, 2, 3, 4

Types of nodes Urgent node and non-urgent
node

Number of nodes 10, 20

Transmission range (m) 17.5, 13.66, 10.73, 12.42

Data generation rate (kbps) [0.0103, 0.9430]

Length of packet (bytes) [30.71, 77.92]

Channel capacity (bps) [0.0057, 0.1872]

Maximum delay time (ms) [0.0318, 0.9]

Maximum slots 10, 20

Slot duration 8 ms

Path loss component 2

Simulation time 250 s
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Fig. 4 Percentage of packet
reception versus WBAN ID

of packet reception at each WBAN. From Fig. 4, we have seen that WBAN 3 has
higher packet reception, whereas WBAN 1 has lower reception. It means WBAN 3
has less number of interfering nodes than that of WBAN 1.

Our next metric is spatial reuse factor and it is defined as the number of slots
required for transmitting one packet by all nodes in the network. Higher number of
slots implies lower spatial value. Figure 5a, b shows the scheduling vector of nodes.
In this experiment, we use 3-WBANs which consist of 10 sensor nodes. We consider
also two interference models, i.e., protocol and physical model. Figure 5a shows the
slot of the nodes for different algorithms using physical interference, while Fig. 5b
displays the slot allocation using protocol interference. FromFig. 5a, we have noticed
that a less number of slots (i.e., 4) is required to schedule the nodes when the physical
model takes into consideration. In Fig. 5c, d we have compared our proposed DAP
algorithm with ITLS [6] algorithm, and observed that urgent nodes in DAP schedule
earlier than the urgent nodes in ITLS. In ITLS, nodes in the interference region have
higher priority and this restricts the actual urgent nodes to get the slots in earlier.
However, this is not true in our case and this is the reason for the lower delay and
higher spatial value. The spatial reuse factor versus number of WBANs is shown
in Fig. 6b. Reuse factor decreases when more WBANs are added to the network.
When number of node increases, high interference may arise among the WBANs,
which may result lower reuse factor value. The performance of spatial reuse factor
for ID-based, degree-based and priority-based scheduling algorithms are illustrated
in Fig. 6a. In both interference models, degree-based scheduling has lowest spatial
reuse, i.e., it requires more slots to synchronize the nodes. However, priority-based
scheduling achieves higher spatial reuse factor than the other two algorithms. In other
words, the maximum number of sensor nodes can get service in the same slot when
priority-based scheduling is considered.
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Fig. 5 a Scheduling vector of nodes (interference model: the physical model). b Scheduling vector
of nodes (interference model: the protocol model). c Scheduling vector for DAP and ITLS (inter-
ference model: the physical model). d Scheduling vector for DAP and ITLS (interference model:
the protocol model)

5 Conclusion

In this paper, a Delay-Aware Priority based scheduling algorithm for coexisting
WBANs has been proposed to increase the spatial reuse of the network. Both physical
model and protocol model are used to capture the interference at each WBAN. For
each node, the proposed algorithm assigns a 2-tuple based priority. Our proposed
algorithm schedules the high priority nodes at earlier slots only if the waiting time
of the nodes is less than the maximum delay time. The performance of the proposed
algorithm is evaluated via simulations and the results show that the proposed method
has higher spatial reuse.
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Fig. 6 a Spatial reuse factor for different algorithm. b Spatial reuse factor for number of WBAN.
Case 1: physical interference model. Case 2: protocol interference model
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Design and Analysis of Refractive Index
Sensor Based on Dual-Core Photonic
Crystal Fiber (DC-PCF)
with Rectangular Air Hole Lattice
Structure

Vishal Chaudhary and Dharmendra Kumar

Abstract We have proposed a refractive index sensor, which is based on dual-core
photonic crystal fiber (PCF)with a rectangular air-hole lattice structure. The two fiber
cores of the PCF are separated by single air-hole filled with the analyte liquid and
the refractive index of the analyte liquid (na) varies from 1.33 to 1.41. The highest
sensitivity of 9,400 nm/RIU (Refractive index unit) can be acheived when na is 1.41
in the simulated results and lowest sensitivity is up to 5,940 nm/RIU when na is 1.33.

Keywords Dual-core PCF · Refractive index (RI) sensor · Mode coupling ·
Sensitivity

1 Introduction

Photonic crystal fiber (PCF) is the new kind of optical fiber having a periodic array of
air holes running along the entire fiber length to create the cladding around the core
of the cable. Light propagation in PCFs is much superior to conventional fiber. PCFs
provide better flexibility in designing of the structure as compared with conventional
optical fiber and achieve unique optical properties such as endlessly single-mode
operation over a wide range of wavelength, good dispersion characteristics, high
birefringence, high nonlinearity, low confinement loss, etc. [1–5].

However, in recent years, a rising number of PCF refractive index sensors for
various applications like pressure sensor [6], refractive index sensor [7], bio and
temperature sensor [8], etc. In most PCF-based sensors, only single-core photonic
crystal fiberwas used. Because of their flexible design and easy fabrication, dual-core
PCFs have shownmany advantages in the applications of optical communication and
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sensing [9–11]. Dual-core photonic crystal fiber has also shown very good perfor-
mances in various applications like narrow band-pass filter [12], PCF coupler [11],
polarization splitter [13], and wavelength MUX-DEMUX [14].

In this paper, we have proposed a dual-core PCFwith a rectangular air-hole lattice
structure and the analyte liquid is filled into the central air holes. The configuration of
the proposed dual-core PCF is designed by COMSOL Multiphysics software which
is based on FEM (Finite Element Method). We have calculated the sensitivity of the
proposed dual-core PCF and compared with some other reported PCFs which shows
greater sensitivity.

2 PCF Design

The proposed PCF consists of a periodic array of rectangular air holes lattice structure
and the analyte liquid is filled into the central air holes, here we take the diameter
of circular air holes are d � 3µm and hole-to-hole distance pitch � � 5µm,
respectively, and the background material of PCF is taken as silica. The refractive
index of silica and air is 1.45 and 1, respectively, and na is varies in the range of
1.33–1.41. The geometry of proposed dual-core PCF is shown in Fig. 1.

Dual-core PCF coupling can be explained by four super modes in the x-
polarization and y-polarization. These four super modes can be created due to the
individual cores. Figure 2 shows the distribution of electric field of the four super
modes. Using Eq. (1), we calculate coupling length at different wavelengths. First,
we calculate the refractive indices of four super modes and then the difference of
effective refractive indices for x- and y-polarized light has been calculated, after that,
their coupling lengths have been calculated from the Eq. (1).

The coupling length of the dual-core PCF is defined as [9, 14]

Fig. 1 Geometry of the
proposed dual-core photonic
crystal fiber
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Fig. 2 Distribution of the electric field of the four super modes: a x-polarized even, b x-polarized
odd, c y-polarized even, and d y-polarized odd

Lc � π
∣
∣β i

e − β i
o

∣
∣

� λ

2
∣
∣nie − nio

∣
∣
, i � x, y (1)

where propagation constants of i-polarized even and odd super mode are represented
as β i

e and β i
o, respectively. The effective refractive indexes of i-polarized even and

odd super mode are represented as nie and nio, respectively.
Due to the theory of mode coupling, power transfer of the dual-core PCF after a

length L is defined as [15]

I(λ) � sin2(
π

λ
�neoL) (2)

For the sensor purpose,we calculate the sensitivity of the dual-corePCFby shifting
of the peaks with the variation of refractive index of analyte liquid. The sensitivity
of the dual-core PCF is defined as [16]

Sλ

(

nmRIU−1) � �λpeak/�na (3)

where the shift of the transmission spectra is represented as �λpeak and the change
of the analyte refractive index is represented as �na.
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3 Simulation Results and Discussion

Figure 3a shows the effective refractive index variation of four super modes of PCF
with wavelength when the analyte liquid na � 1.3 is filled into the central air holes.
The effective refractive index decreases with increasingwavelength. Figure 3b shows
that the effective refractive index difference (�neo), which is�neo � |ne − no|. The
effective refractive index difference (�neo) increases when thewavelength increases,
because as the wavelength increases light spreads into the cladding, confinement is
less, so effective refractive index difference increases.

Figure 4a shows the coupling length variation of the x- and y-polarized light with
wavelength. According to the mode coupling theory, the optical power transferring
from one fiber core to the other core along PCF after a length L. Obviously, coupling
lengths of dual-core PCF vary with wavelengths. It can be seen that the coupling
length of y-polarized light is larger than x and as wavelength increases the coupling
length decreases. Figure 4b shows the power transmission curve of dual-core PCF
for the x-polarized light and y-polarized light with a length of 1 cm. The power
transmission curve of the proposed PCF is sinusoidal.

The numerical shift in wavelength for different analyte liquid is shown in Fig. 5.
This curve gives the maximum sensitivity of the proposed dual-core PCF. According
to calculated result, the sensitivity of the proposed dual-core PCF increases when
na is increases. From the result, the highest sensitivity of 9,400 nm/RIU can be
achieved when na � 1.41 at the wavelength of 1193 nm. The lowest sensitivity of
5,150 nm/RIU can be achieved when na � 1.33 at the wavelength of 1732 nm. The
comparison of the sensitivity of the proposed dual-core PCF and some other PCFs
is shown in Table 1.
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Fig. 3 a Effective refractive index variation with wavelength when na � 1.33 and d � 3.0 µm,
b effective refractive index difference variation with wavelength when na � 1.33 and d � 3.0 µm
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Fig. 4 a Coupling length variation of the x- and y-polarized light with wavelength when analyte
refractive index na � 1.33 and hole diameter d � 3.0 µm, b transmission curve of dual-core PCF
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Fig. 5 Numerical result of
function between na and
λpeak (nm)
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Table 1 Properties of the
proposed dual-core PCF
compared with some other
PCFs

PCFs design Sensitivity (S) (nm/RIU)

Ref. [17] 1,500

Ref. [18] 2,929.39

Ref. [19] 7,300

Ref. [20] 8,000

Proposed dual-core PCF 9,400
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4 Conclusion

In this paper,we proposed a highest sensitivity dual-core PCFbyusingFiniteElement
Method. From the numerical results, it is clear that the proposed PCF sensor can
detect the range from 1.33 to 1.41. The maximum sensitivity of 9,400 nm/RIU can
be achieved when the refractive index of the analyte na � 1.41. The lowest sensitivity
of 5,150 nm/RIU can be achieved when na � 1.33. High sensitivity gives fast, real-
time, and easy detection.
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Gain and Bandwidth Enhancement
by Optimizing Four Elements
Corporate-Fed Microstrip Array
for 2.4 GHz Applications

D. Shashi Kumar and S. Suganthi

Abstract This paper presents the performance analysis of an optimized corporate-
fed Rectangular Microstrip Antenna Array of four elements and Rectangular
Microstrip Antenna array with Semi-Circular Tabs on the nonradiating edges of
each element of the array to operate at 2.4 GHz, with detailed steps of the design
process. The proposed antenna structures have been designed using FR4 dielectric
substrate having a permittivity εr of 4.4 with a thickness of 1.6 mm. The simula-
tions have been carried out by using Antenna simulator HFSS version 15.0.0 and
performance was analyzed for gain, bandwidth, VSWR, return loss and radiation
pattern. The gain of these simulated antenna arrays is 2.4381 dB, 8.2684 dB and
8.5621 dB with a return loss of −22.4123 dB, −14.1095 dB and −15.7621 dB for
Single-Element patch, conventional Rectangular Microstrip array and Rectangular
MicrostripAntenna arraywith semicircular tabs respectively at 2.4GHz. Bandwidths
exhibited by Single-Element patch, RMSACT and RMSA are 59.8 MHz, 83.9 MHz,
and 212.7 MHz, respectively.

Keywords VSWR · Return loss · Rectangular patch · Microstrip array ·
Corporate fed

1 Introduction

The microstrip antennas are extensively used in a broad range of application, which
comes under communication systems. Due to the ease of fabrication, low pro-
file nature, no hard rules in choosing the shapes and configurations to be used,
microstrip antennas are utilized for most demanding applications. Researchers
reported varieties of shapes to design microstrip antennas, among them the most
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commonly used configurations are triangular, rectangular, and circular configura-
tions.

The possibility of microstrip antenna to achieve circular polarization, multiple
resonant frequencies, broad bandwidth, dual characteristics, and frequency agility,
made them best suited for Direction of Arrival estimation and beamforming applica-
tions [1]. For the next-generation communication systems that demand high bitrates
and high gain, microstrip antenna arrays are greatly required.

Some major drawbacks connected with a microstrip patch antenna include inca-
pable to operate at higher power levels and narrow bandwidth. The challenge in
improving the gain and bandwidth still has its importance among the researchers [2].
One of the methods available to alleviate the mentioned challenges is building an
array of antenna elements.

2 Microstrip Patch Antenna Design

The radiating patch, microstrip transmission line on the top and the ground plane
created at the bottom seen in any general microstrip antenna fabricated using a
substratematerial aremade ofmetals which are highly conductive (typically copper).
The thickness of the microstrip and the ground is not critically important.

But it is necessary to select the optimized design parameters that include the thick-
ness of the substrate, permittivity of the substrate and resonant frequency, because
antenna performance largely depends on these parameters. We can improve band-
width, gain, and radiation performance by choosing the best configurations and the
shape of the patch [3].

While designing the microstrip patch, the physical dimensions used will impact
the performance to a greater extent. The dimensions also influence the directivity,
radiation efficiency, operating frequency, directivity, return loss, and other related
parameters of the fabricated antenna.

To design an effective rectangular patch, the length L p must be selected as
0.3333 λo < L p < λo, where λo is the free space wavelength. The acceptable range
for the dielectric substrate thickness usually lies between 0.003 λo and 0.05 λo. The
thickness of the conducting patch and ground is selected comparatively very less
to λo [4]. The permittivity εr of the substrate exhibits a range from 2.2 to 12. Bet-
ter radiation characteristic can be achieved by controlling the practical length and
width of the patch. Equations (1)–(5) are used to calculate the physical dimensions
of single-element patch [1, 5]:

W � c

2 fr
√

2
εr+1

(1)

The actual physical length of the patch is
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L � Lef f − 2�L (2)

where

�L

h
� 0.412

(εe f f + 0.3)
(
W
h + 0.264

)

(εe f f − 0.258)
(
W
h + 0.8

) (3)

εe f f � εr + 1

2
+

εr − 1

2
(
1 + 12 h

W

) 1
2

(4)

To achieve better impedancematch the inset position of the patch can be calculated
using [6]:

y � 10−4[0.001699ε7r + 0.13761ε6r − 6.1783ε5r + 93.187ε4r
− 682.69ε3r + 2561.9ε2r − 4043εr + 6697] (5)

The above expression holds well for permittivity between 2 and 12, where fr is
the desired frequency of resonance; y is the inset feed length.

3 Microstrip Antenna Array Design

The gain and directivity obtained in conventional patch antenna are very low com-
pared to that obtained from an array. Relatively wide radiation patterns can be seen
for a single patch antenna compare to that of an array of patch elements. In most of
the applications, it is very much essential for the designed antennas to possess high
gain and high directivity to meet the demands of emerging communication systems
[7]. It is possible to achieve good gain and directivity if the electrical size of the
antenna is increased. Many researchers worked on creating an array of elements to
improve the gain and directivity by increasing the dimensions of the antenna, without
increasing the size of the individual elements in their geometrical and electrical con-
figuration. To improve the overall performance of the antenna arraymade of identical
elements, we can adjust the relative spacing between the adjacent patches and opti-
mize the geometry of the overall array. The other methods involved are controlling
the excitation amplitude and excitation phase of individual elements.

Proposed Antenna Array Design

Microstrip antenna arrays are generally fed either using corporate feed or series
feed mechanisms. For passive antenna array design, the most popular feed network
is corporate feed network. This method is lossy especially at higher frequencies. In
series-fed array, the input fed at one end of the patch is coupled serially to other
elements in the array. Series feed mechanism well known for its low insertion loss
and high efficiency; however, it suffers from narrow bandwidth and inherent phase
variations.
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Fig. 1 a Single-element patch element patch. b Single-element patch with semicircular tabs

Table 1 Specifications of the
antenna array designed using
FR4 substrate

Parameters Optimized values (mm)

Length of substrate (Ls) 59.9358

Width of substrate (WS) 116.5926

Radius of edge semi-circles (R) 4

Patch width (Wp) 38.023

Patch length (Lp) 29

Length of inset feed (y) 10.9221

Edge feed length (Lf50) 14.7212

Length of the transition line
(Lf100/Lf70)

14.7212

Width of edge feed (Wf50) 3.0612

Width of feed line (Wf100) 0.62764

Spacing between the patches 32.92

Figure 1 shows the dimensions of a single-element patch antenna for a frequency
of 2.4 GHz designed on an FR4 substrate of εr � 4.4 is 38.023 × 29 mm2 with inset
feed length of Fi � 10.9221 mm from the center point of the width but along the
length direction.

Using the single-element patch, a two-element array is developed andperformance
is analyzed.Where the gain achieved is close to 6.7 dBwith a return loss of−13.29 dB
for a resonant frequency of 2.4GHz. To create a four-element array identical elements
are used. The dimension of four-element array has resulted as 254.5 × 90.7 mm2.

The specifications of an array designed using FR4 substrate are presented in
Table 1.

As seen from Fig. 2a, b a four-element optimized RectangularMicrostrip Antenna
(RMSA) array and a Rectangular Microstrip Antenna with Semicircular Tabs (RMS-
ACT), designed with corporate fed mechanism to operate at 2.4 GHz frequency is
considered for simulation and analysis. To feed RF power to the proposed antenna
array Microstrip transmission line method is followed. For maximum power transfer
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Fig. 2 a Four-element optimized RMSA array. b Four-element RMSACT array

and to achieve a better impedance match between the patch elements and transmis-
sion line Quarter Wavelength transformer (QWT) technique is utilized.

The simulated RMSACT configuration is depicted in Fig. 2. Two semicircular
tabs are created on the nonradiating edges of the individual patch with a diameter of
8 mm each. Even though we created tabs, this modification is not giving a significant
increase in gain.

4 Simulation Results and Discussions

To analyze the performance of designed antennas, simulations are carried out using
HFSS software. From the simulation results, the values of Gain, Return Loss, and
VSWR of the conventional patch, RMSA and RMSACT arrays designed with FR4
substrate are compared to draw inferences.

In the initial design of single-element patch, a 50� stripline is used as feed to
resonate at 2.4 GHz. The result for the Return Loss, VSWR and a plot of gain versus
Frequency is depicted in Fig. 3. From the simulation results, it is observed that the
designed Single-Element Patch is resonating at 2.38 GHz with a return loss of −
22.41 dB and VSWR of 1.1639 which is agreeing with the VSWR of 1:2. This
indicates that the antenna is very well matched. From the Gain versus frequency
plot, we can infer that the gain is maximum at close to 2.4 GHz.

Figure 4 illustrates the performance of proposed four-element array configura-
tions. From the simulated Return loss characteristics, the RMSA and RMSACT are
resonating at 2.34 GHz and 2.42 GHz with −17.5409 dB and −18.8493 dB return
loss, respectively. TheVSWRofRMSAandRMSACT are 1.3 and 1.25, respectively,
at the resonant frequency. This confirms that the designed antenna arrays are very
well matched. Referring to Gain versus Frequency plot we can find that there is no
much difference in terms of gain improvement even after adding semicircular tabs
on the nonradiating edges of each element of RMSA.

The 3D radiation patterns of single-element patch, RMSA, and RMSACT are
shown in Fig. 5. It is observed that the gain values exhibited by single-element patch,
RMSA and RMSACT are 2.4381 dB, 8.2684 dB, and 8.5621 dB, respectively. From
these observations, we can confirm that the four-element arrays are giving better gain
compared to single-element patch.We can also notice that there is no significant gain
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Fig. 3 a Single-element patch antenna return loss. b Single-element patch VSWR c single-element
patch gain versus frequency

Fig. 4 a Simulated return loss. b Simulated VSWR. c Gain versus frequency
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Fig. 5 The 3D radiation patterns a single-element patch. b RMSA. c RMSACT

Table 2 Comparison between simulation results of conventionalRMSAandRMSACTarray anten-
nas at 2.4 GHz

Sl. no. Parameter Single-element patch RMSA array RMSACT
array

1 Return loss dB (S11) −22.4123 −14.1097 −15.7621

2 VSWR 1.163 1.4907 1.3892

3 Gain in dB 2.4381 8.2684 8.5621

4 Bandwidth (MHz) 59.8 212.6 83.9

5 Fractional BW (%) 2.49 8.99 3.47

achieved after introducing the semicircular tabs to the RMSA. This tells us further
modifications needs to be done to the RMSACT to improve its gain and bandwidth.

The comparison of antenna parameters (return loss, VSWR, gain, and bandwidth
and fractional bandwidth) for the simulated antenna configurations is presented in
Table 2.
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5 Conclusions

In this paper as a first step to design a high-gain and high-bandwidth antenna, a
single-element patch is designed and optimized. Then the optimized patch is used
in creating a four-element microstrip patch antenna array to improve gain and band-
width. To further enhance the gain of the microstrip array we used semicircular tabs
to rectangular patches but this attempt did not result in significant improvement in
the gain. From simulation results obtained and the analysis made, we can infer that
the gain of RMSA and RMSACT is close to 8 dB, which is almost three times that of
the single-element patch. The fractional bandwidth of the RMSA is almost tripled.
Hence, we can suggest that the proposedRMSAcan be used in applications that oper-
ate at 2.4 GHz. As a future work, to achieve better gain and bandwidth the proposed
array may be modified by adding metamaterial loaded structures Electromagnetic
Band Gap structures.
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Speaker Identification Through Natural
and Whisper Speech Signal

Amrita Singh and Amit M. Joshi

Abstract The paper presents the identification of a speaker with the help of natural
and whisper speech signal. The speaker identification through whisper is also use-
ful in cases where the speaker is unable to speak, or speaker wants to hide his/her
identity. However, the changes in whispering speech due to the vocal effort have
several challenges in maintaining system accuracy. The accuracy of speaker identifi-
cation is calculated with Mel Frequency Cepstral Coefficient (MFCC) algorithm and
Exponential Frequency Cepstral Coefficient (EFCC) algorithm. MFCC and EFCC
are considered for feature extraction. All the samples are clustered using K-means
algorithm andGaussianMixtureModel for feature classification. GMM is containing
mean, variance, and weight which are modeling parameters. Here Expectation–Max-
imization algorithm is used for testing the samples and reestimate the parameters.
Finally, GMM algorithm recognizes the speaker that exactly matches for a given
database. The algorithms are implemented on MATLAB tool, and the results are
also verified.

Keywords EFCC · GMM · MFCC · Feature extraction · K-means

1 Introduction

Speaker Recognition is referred as a speaker biometrics system which helps to iden-
tify a speaker based on his/her voice. Speech recognition (speaker identification) has
many real-world applications like Financial Applications, Forensic and Legal Appli-
cations, Access Control (Security) Application, Teleconferencing Applications [1].
Speech recognition has great potential in the latest Internet of Things (IoT) based
applications where the communication may be preferred through voice information
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over text information. This would help immensely because illiterate can also be
able to communicate through speech signal [2, 3]. Speech can be used in the real-
time applications where the customers’ sentiments are required to be observed. In
many circumstances, customers do not need or want to speak to a live operator. For
example, if they have little time or they only require basic information, then speech
identification can be used to reduce the waiting times and provide customers with
the information they want. Speech can be used for security application also such as
a password of personal computers using voice and word recognition, so accuracy in
speech recognition is a very important task [4]. To increase in accuracy in recognition
rate, novel technique such as dynamic time warping can be used. Due to the recent
advancement of the technology, the identification of speaker has become one of the
challenging tasks. Although current technology is still far away from the identifi-
cation of human speech to 100%. Thus, much more research and development is
required in this area. Therefore, we explore in this field to give more development in
speech application. Today, there are so many algorithms developed for speech recog-
nition for feature extraction like Linear Predictive Coefficient (LPC) and Principle
Component Analysis (PCA). The feature matching can be done with Vector quanti-
zation, Hidden Markova Model, and Artificial Neural Network but these algorithms
are not good for practical speech identification due to some reasons such as high
redundancy, complexity, accuracy, and less correlation between original speech of
speaker and tested speech sample. The most important task for these algorithms is to
be able to identify the originality of a particular speaker. These algorithms are also
not suited to recognize a speaker through whisper speech [5]. The whispering based
speaker identification is also an emerging research field. It can help to identify the
person who hides his/her identity. So, it is important to develop an efficient algorithm
for speech identification System. Previous algorithms work on the neutral speech,
but there is not enough research is carried out in whisper speech [6]. Therefore, a
solution is required to be developed where speaker can be identified through either
neutral and/or whisper speech.

The flow of the paper is as follows: Sect. 2 covers the basic theory of feature
extraction, and Sect. 3 explains the feature classification while Sect. 4 elaborates
speaker identification by steps of training method and testing method. Section 5
analyzes the results, and the conclusion is derived in Sect. 6.

2 Feature Extraction

Feature extraction is a fundamental classification technique of speech signal and it
is used to extract the features of speaker. The accuracy is important for further pro-
cessing to improve the system model. Mel Frequency Cepstral Coefficent (MFCC)
and Exponential Frequency Cepstrum Coefficient (EFCC) are useful to extract
the feature. Both methods are observed to be efficient than other methods, while
whispered is used as input signal for identification. The speech recognition algo-
rithm is classified into two parts. The first part is training phase and the second part
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is testing phase. In training phase, the voice samples of each speaker are collected in
order to generate the reference database. In the testing phase, the speaker is identified
from the reference database. This section introduces the training phase that converts a
speech signal into significance feature vector and extracting the parameter of speech
such as the pitch of the human voice and cepstral coefficient which is useful in the
testing phase. MFCC is based on human hearing perception method. These parame-
ters are important for speech recognition to define the fundamental frequencies and
cepstral coefficient which are important for accuracy. MFCC algorithm is explained
in details in subsequent section.

2.1 Mel Frequency Cepstral Coefficient (MFCC)

Short time power spectrumof speech signal is defined as aMel frequency of cepstrum
which is calculated as the linear cosine transform of the log power spectrum on a
nonlinear Mel scale of frequency. MFCC is used to calculate these two frequencies.
First is linear frequency which is below 1000Hz and second is logarithmic frequency
which is above 1000 Hz. Mel frequency scale represents the important feature of the
speech. The step for MFCC algorithm process is as follows:

1. Record the speech signal word, utterance, and preemphasis of the same.
2. Divide the signal into a number of frames and applied into hamming window

function to make in continuation.
3. Take the FFT of the window function and then square the magnitude of the signal

to find the power spectrum.
4. Apply magnitude spectrum into Mel filter bank which is a bank of the triangular

filter.
5. Find Discrete Cosine Transform of the signal to convert in the time domain.
6. Unvoiced consonant as well as voiced consonant and other phonemes have dif-

ferent spectral energy in speech analysis. MFCC has the best performance during
the extraction process of the feature vector of speech signal by a different scale.

2.2 Exponential Frequency Cepstral Coefficient (EFCC)

MFCC emphasizes the low-frequency component than high-frequency component;
So MFFC is not useful in voiced and unvoiced consonant. Thus, EFCC is used for
high-frequency component and other phonemes. Extracting the feature vector by
exponential frequency scale is the same as proposed in speech under stress [7]. The
exponential frequency function is defined as

Y � C ∗
(
10

(
f
k

)
− 1

)
, 0 ≤ f ≤ 8000Hz (1)
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where C and k are calculated by these two equations:

C ∗
(
10(

8000
k ) − 1

)
� 2595 ∗ log

(
1 +

8000

700

)
(2)

{c, k} � min{|(104000/k − 1) − 4000

k
∗ ln 10 ∗ C ∗ 10

4000
k |} (3)

EFCC algorithm has same algorithm steps where exponential filter bank is used
rather than Mel filter bank of MFCC algorithm. Unvoiced consonants and phonemes
are processed by EFCC to enhance the whisper speech signal.

3 Feature Classification

Classification is building a unique model for every speaker in the database. Two
methods of classification are discussed. One is the stochastic model and the second is
templatemodel.A stochasticmodel is usedwhere randomdata, event, anduncertainty
are present. It cannot predict the state with full accuracy, and its nondeterministic
behavior is anatomization by probability theory. A stochastic model is the opposite
of deterministic model whereas the deterministic problem only has one solution
while the stochastic model is complicated. In the stochastic based model, there are
many algorithms like GMM, HMM, and ANN. In template model, a template is
a collection of features vector which can be defined as the repetition of data and
continuation of frames. In this model, the prior information is not predicted, and it is
not a probabilistic model. In this, each frame is compared with the training frame and
the minimum distance is calculated, therefore it is weak in performance as compared
to HMM and GMM.

In this paper, one method of the stochastic model known as GMM is used and
K-mean based clustering model for template Model is also discussed.

3.1 Gaussian Mixture Model

Gaussian Mixture Model (GMM) is a probabilistic model which is used to define the
probability density function of a random variable regarding the weighted sum of its
component, in which each component has a Gaussian density function. The Gaussian
Mixture Model is used for clustering of the data with hard clustering method. A
Gaussian Mixture Model (GMM) is used where normal distribution failed and it is
a mixture that varies probability density of normal distribution.
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3.2 K-Means Clustering

There are several ways to classify data like semi-parametric, parametric and non-
parametric approaches [8, 9]. In parametric approach, data is found by the known
distribution and in semi-parametric, the data is calculated by a mixture of Gaussian
while in nonparametric, nothing is to be predicted for the data. K-means algorithm
works on parametric approaches. Macqueen in 1967 proposed the K-means algo-
rithm. This algorithm is based on the iterative procedure for defining the cluster
where K represents the number of clusters. K-means clustering is useful to classify
the data based on the minimum distance of the centroid. The whole space is parti-
tioned into k times. The aim is to find K-mean vectors (µ1, …, µK) the mean will
be given the k cluster centroids. It randomly chooses initial cluster centers from the
data set. Initially, the input is a set of speech data sample vector and are defined as
x1, x2, …, xn for K-clustering method. The number of cluster (K) is also defined.

K-means algorithm is an unsupervised learning algorithm. In this, the speaker
feature vectors are considered a set of data points which is divided into k number of
cluster. Then, centroids are randomly allocated to the k number of cluster. Once cen-
troid is defined, the nearest data points are calculated from centroid using minimum
Euclidean distance is found which would be useful to calculate the mean of data
points [10]. This defines a new centroid. This process is repeated until the means are
converged. The converge is achieved when the new value of mean and old value of
mean are the same.

4 Proposed Speaker Identification Algorithm

In this section, the algorithm of the speaker identification is discussed for both natural
and whisper speech using feature extraction method (MFCC and EFCC) and Feature
Classification method (GMM or K-means) [11].

4.1 Training Algorithm of Proposed Method

Step 1: First a speech of 10 s is recorded in ‘.wav’ file of each speaker usingMATLAB.
Speech of speaker is digitized with a sampling frequency of 16 kHz and 16 bits per
sample.
Step 2: Then, a database using ‘db.mat’ file is created in MATLAB which contains
cell of the matrix to store all the feature values of speech data.
Step 3: After creating a database, each cell ofmatrix is denoted the number of speaker
which is stored in the database. Each cell contains the MFCC feature vector, length
of the signal, mean, variance, weighted average of data, name of the speaker, and the
type of their speech.
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Step 4: In the next step, the silence part of the speech is removed and the speech
signal is applied to MFFC algorithm for training phase.
Step 5: First, preemphasis of the signal is obtained and the signal is divided into
number of frame. One frame time is 32 ms and one frameshift is 16 ms which helps
to calculate the sample duration in each frame. If speech signal is not divided into
even number of frame then we padding it with zero to make even number of frame.
Step 6: After framing, the Hamming window function is applied to make the signal
continuous.
Step 7: Then, time domain signal is converted into the frequency domain using FFT,
and then the magnitude spectrum of signal is calculated.
Step 8: Magnitude spectrum of FFT signal is applied to 26 triangular bandpass filter
which is equally spaced on Mel scale and is useful to calculate the filter bank energy
of the unique part of the magnitude spectrum.
Step 9: The log of filter bank energy is considered and multiply with DCT to get
cepstral coefficient.

After performing all the operation, feature vector of speaker’s speech is obtained,
and this feature vector is sent to the testing phase.

4.2 Testing Algorithm of the Proposed Method

In the testing algorithm, the speaker identification process is performed on the
extracted feature vector of training phase by GMM and K-means algorithm.

(a) Testing with GMM algorithm

Step 1: First, MFCC feature vector of the testing speech is calculated and these
vectors are applied into GMM.
Step 2: For testing of GMM, the mean, variance, and weighted Sum of all the speaker
are already calculated and then stored in the database.
Step 3: Now, all parameter of given speech are calculated for the testing phase of
GMM Like-mean, variance, and weighted sum.
Step 4: These parameters of testing speech are given into Expectation Maximization
Algorithm to calculate the Log-likelihood and probability to find the true speaker.
Step 5: If new value of log-likelihood and old log-likelihood is less than 10−5 then the
algorithm converges and gives the feature of speech as a probability of the speaker.
Step 6: Then we calculate the mean and absolute values of these features are calcu-
lated and find the minimum difference with the mean and absolute value of all the
store speaker’s feature [12].

(b) Testing with K-means classifier

Step 1: In the first step, the number of clusters is defined. Two clusters of the feature
vectors of the speech are used.
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Step 2: In the next step, the initial centroid of the clusters is found which is randomly
initialized by the K-means function.
Step 3: The minimum distance of vector is found to given clusters centroid which is
nearest to the assigned centroid of the vector.
Step 4: Then, the mean and covariance of the clusters around are calculated, and the
centroid helps to define that mean and covariance as the new centroid.
Step 5: This process continues until the value is not converged. Therefore, the mean
of the centroid is approached the same value again and again.
Step 6: In the last step, find the minimum difference of the store mean value of all
the speaker and calculate mean with K-means which defines the value of the speaker
and is the minimum of the true speaker [13].

5 Results

Speech samples of 10 s are taken in a room at the noisy condition for both natural and
whisper voice with a normal microphone. Speech of 5 persons with 10 different tones
including natural and whisper samples are collected. Speeches are preprocessed by
sinusoidal lifter filtering to remove noise. Speech database of persons with different
tones is separately created. These algorithms are implemented on MATLAB plat-
form. This algorithm is implemented on 10 s of speech data which are phonetically
balanced. The feature extraction is done by MFCC and EFCC, and features (vectors
or matrix) of each person are stored, respectively. The distance between the extracted
train speech sample and extracted test speech sample is calculated. Classification is
done based on minimum distance by the mean and absolute value of probability of
speaker using GMM classifier and K-means classifier. All speaker data are consid-
ered, features are extracted and applied to the classifier. The natural and whisper
signal are considered at both training and testing phase, and overall accuracy is
reported as shown in Table 1 and Table 2 for MFCC and EFCC feature extraction
method, respectively.

From the observation of results in Tables 1 and 2, it is concluded that accuracy
of GMM algorithm is best for speech identification. Highest recognition accuracy
of 98% for speech recognition in neutral to neutral, while whisper to whisper is
84% for GMM classifier and MFCC as feature extraction. However, EFCC-based

Table 1 Overall accuracy of
all speakers in all speech
modes using MFCC
algorithm

Speech mode Accuracy (%)

Training Testing GMM K-means

Natural Natural 98 74

Natural Whisper 74 22

Whisper Whisper 84 60

Whisper Natural 36 10



230 A. Singh and A. M. Joshi

Table 2 Overall accuracy of
all speakers in all speech
modes using EFCC algorithm

Speech mode Accuracy (%)

Training Testing GMM K-means

Natural Natural 80 62

Natural Whisper 70 20

Whisper Whisper 76 16

Whisper Natural 24 8

feature extraction method has relatively lower performance than MFCC method.
However, results show that whisper based training data has not performed well. The
main reason is that the database is created in a noisy environment, so the feature
extraction method of MFCC and EFCC is not able to extract the information in a
noisy environment. However, the speaker identification with whisper based training
phase is still an open problem and research is going on for the same.

6 Conclusion

The paper presents the speaker identification techniques through natural andwhispers
speech signals. However, the whispering-based speaker identification is a challeng-
ing task. The method has been proposed in the paper to identify the person through
whispering. MFCC- and EFCC-based feature extraction algorithms are applied to
testing phase as well as training phase with considering natural and whisper signal
both. The spectral frequency for both natural andwhispermode is a scale on exponen-
tial and mel frequency filter bank. GMM and K-mean clustering methods have been
adopted to have feature classification for both speech samples. It has been observed
that MFCC-based feature extraction has better results, whereas GMM-based feature
classification has good performance with compare to K-mean clustering.

7 Future Scope

In the future, the work can be carried out to improve the accuracy of the whispered
speech which is very important. In the proposed algorithm, problem is that the accu-
racy for whisper to whisper is very less, and if the number of samples is increased
then it takesmore execution time for the feature extraction time during training phase.
So in future, VLSI implementation of proposed scheme can be performed to achieve
lesser execution time for the feature extraction. Thus, the overall performance of
speaker identification can be increased for real-time applications.
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Design of Y-Shaped Immensely
Wideband Printed Monopole Antenna
with Three Notched Bands

H. S. Mewara, J. K. Deegwal and M. M. Sharma

Abstract AY-shapeddesign comprising of three bandnotches and immenselywide-
band antenna is proposed. The basic antenna having double bevel cut providing Y-
shape to patch andbevel cut on upper side of groundplanewith step cut at centre upper
position of ground plane results in immensely wide operating band 2.8–23.8 GHz
for |S11| < −10 dB. One stop band results from a pair of C-shaped slot on ground
plane for WiMAX (3.3–3.6 GHz) band while the other two stop bands are obtained
by inverted U-shaped slot for WLAN (5.15–5.825 GHz) band and C-shaped slot for
X-band downlink communication frequency (7.25–7.75 GHz) on patch for |S11| >
−10 dB. Surface current distributions at centre notch frequencies verify triple band
function. The proposed antenna demonstrated dipole-like and nearly omnidirectional
radiation pattern in YZ-plane and XZ-plane, respectively.

Keywords Ultra-wideband antenna · Microstrip feed · WiMAX notch · WLAN
notch · Downlink of X-band satellite communication system

1 Introduction

For ultra-wideband (UWB) communications, license free band 3.1–10.6 GHz
was allocated by Federal Communication Commission (FCC) in the year 2002.
Researchers have shownmuch interest inUWB technology because of various advan-
tages such as high-speed data transmission, low consumption of power level, compact
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size and ease of integration. Many designs were reported for UWB antennas [1–3].
Various wireless narrowband systems such as IEEE 802.16 worldwide interoperabil-
ity for microwave access (WiMAX) 3.3–3.6 GHz band, IEEE 802.11aWireless local
area network (WLAN) 5.15–5.825 GHz band and X-band downlink communication
frequency (X-band) 7.0–7.75 GHz band interferes with the UWB communication.
Hence, the requirement of antennas having capabilities to reject some or all of these
interfering bands is essential. Simplest approach adopted to design frequency band
rejecting antennas includes engraving slots of various shapes on radiating patch, feed
line or on ground plane. Based on this technique, single band-notched UWB antenna
[4], double band-notched UWB antenna [5, 6] and triple band-notched antenna [7,
8] are reported.

In this paper, a Y-shaped immensely wideband designed antenna with three
notched band is proposed. Rectangular radiating patch is modified to form a Y-shape
while the partial ground plane with bevel edges on upper side and step cut below
feed enhances the impedance bandwidth enormously. Interference suppression from
WiMAX band is realized by inscription of a pair of slots on ground plane while
interference from WLAN band and X-band is avoided by imprinting two slots on
radiator. Computer Simulation Tool (CST) software is used to design and simulate
the proposed antenna.

2 Antenna Design and Analysis

Figure 1a, b shows front view and back view of the basic Y-shaped antenna. The basic
antenna is a three-layer structure consisting of upper and lower copper layer which
acts as patch and ground plane while the middle layer is FR-4 substrate. This FR-4
substrate has thickness 1.6 mm, relative dielectric constant (εr) 4.3 and loss tangent
(tan δ) 0.025. Microstrip line use to feed the antenna has width 4 mm to match 50
� impedance. Radiating patch is converted into Y-shape by cutting bevel edges on
upper and lower side of rectangular patch as shown in Fig. 1a. Partial ground plane
is also altered by cutting bevel edges on upper side and a step cut is also introduced
on ground plane below feed line. These modifications on the radiator and ground
plane have increased the current path which ultimately results in extremely wide
bandwidth.

Interference from each of the desired bands can be eradicated by introducing
resonating elements each having length λg/2. This length can be calculated from
Eq. (1)

Lslot � λg

2
� λ0

2
√

εe f f
�

(
c

2 fn

)
×

(
1√

[(εr + 1)/2]

)
(1)

where C is the speed of light, εe f f and εr is the effective and relative dielectric
constants, λg and λ0 are the guided and free space wavelengths, fn is the centre notch
frequency.
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Fig. 1 Basic Y-shaped
antenna a front view b back
view

Resonating elements for WiMAX, WLAN and X-band are designed by electing
centre notch frequency as 3.45 GHz, 5.5 GHz and 7.5 GHz, respectively. Interference
from WiMAX band is eliminated by inserting a pair of C-shaped slots on ground
plane.

For removing interference from WLAN and X-band, an inverted U-slot and a
C-shaped slot is etched on radiator. The geometry of the proposed Y-shaped antenna
with three notched bands is shown in Fig. 2a, b.
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Fig. 2 Geometry of the
proposed Y-shaped antenna
a front view b back view

2.1 Parametric Variation Study

The coupling among band notch elements can be known by varying width of each
band notch element at a timewhile the other parameters are kept constant. Figure 3a–c
shows |S11| plot for variation in values of each of the width of slots WC1, WC2 and
WC3 for WiMAX band, WLAN band and X-band, respectively. It can be derived
that the variation in the width of each band notch element results in shifting of centre
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Fig. 3 a Magnitude of S11 plot for variation in values of width WC1 of WiMAX band notch
element, b magnitude of S11 plot for variation in values of width WC2 of WLAN band notch
element, c magnitude of S11 plot for variation in values of width WC3 of X-band notch element

notch frequency towards lower frequency side while the other band notches have
negligible effect. Thus, negligible coupling among the three band-notched elements
is verified. Value of parameters optimized to design this proposed antenna is listed
in Table 1.

3 Results and Discussion

Figure 4 shows the comparison of the magnitude of S11 for basic Y-shaped antenna
and proposed Y-shaped antenna with three band notches to diminish interference
from WiMAX, WLAN and X-bands. It is perceived from Fig. 2 that basic Y-shaped
antenna has extremely large impedance bandwidth 2.95–24.5 GHz for the plot of
magnitude of S11 < –10 dB. Simulated values as displayed in Fig. 3 for centre
band notch frequencies for three band notches is 3.36, 5.38 and 7.74 GHz against
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Table 1 Final value of optimized parameters for the proposed antenna with three notched bands

Parameter Value (mm) Parameter Value (mm) Parameter Value (mm)

GC1 0.2 LS 36 WC1 4.5

GC3 2 LSC 2.5 WC2 10

LC1 10 LT1 3.2 WC3 3.5

LC2 4.5 LT2 4 WF 4

LC3 4.75 TC1 0.3 WLG 8

LF 19.5 TC2 � TC3 0.6 WP 14

LG 18 TT1 9 WS 38

LP 12 TT2 13.5 WSC 4

Fig. 4 Comparison of
magnitude of S11 plot for
basic Y-shaped antenna and
the proposed Y-shaped
antenna with three band
notches

the designed centre notch frequencies of 3.45, 5.5 and 7.5 GHz. The first notch at
3.36 GHz for a pair of C-shaped slot has maximum length while the third notch at
7.74 GHz due to C-shaped slot on patch has minimum length. It can be witnessed
that simulated value of |S11| < −10 dB for proposed Y-shaped antenna with three
notches has impedance bandwidth 2.8–23.8 GHz. |S11| > −10 dB are obtained for
3.17–3.6 GHz (WiMAX band), 5.05–5.85 GHz (WLAN band) and 7.31–7.99 GHz
(X-band).

Operations for each of the band-notched elements can be better explained by
watching surface current distributions at each of the centre notch frequency. Fig-
ures 5, 6 and 7 display current distributions at 3.45 GHz, 5.5 GHz and 7.5 GHz
centre notch frequencies of WiMAX, WLAN and X-band, respectively. Arrows in
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Fig. 5 Surface current
distributions for the proposed
antenna at 3.45 GHz

Fig. 6 Surface current
distributions for the
proposed antenna at 5.5 GHz

red colour indicate maximum value while the blue arrows show minimum values. It
can be observed that the red colour arrows (maximum current) are concentrated at
external boundaries of each band notching element and are in opposite directions,
thus cancelling out each other which indicates very low value of impedance (short
circuit) while there are no arrows or blue colour (minimum current) arrows are found
at centre of each band notching element indicating maximum impedance (open cir-
cuit). This impedance mismatch generates stop bands at 3.45 GHz forWiMAX band,
at 5.5 GHz for WLAN band and at 7.5 GHz for X-band.
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Fig. 7 Surface current
distributions for the
proposed antenna at 7.5 GHz

Simulated values of realized gain for proposed Y-shaped antenna with three
notched bands versus basic Y-shaped antenna are plotted in Fig. 8. There is signifi-
cant reduction in value of gain for the notched band regions for the proposed antenna.
Along the notched bands, peak value of gain reduces to −2.9 dBi at 3.36 GHz, −0.8
dBi at 5.38 GHz and −0.25 dBi at 7.74 GHz for WiMAX, WLAN and X-bands
respectively.

Fig. 8 Gain comparison for
proposed Y-shaped antenna
with three band notches and
basic Y-shaped antenna
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Simulated radiation patterns for proposed Y-shaped antenna with three notched
bands are plotted in Fig. 9a–d for four resonant frequencies in two principle planes.
The four resonant frequencies 3.17, 5.35, 9.52 and 15.87GHz in operating band show
dipole-like pattern for YZ-plane while nearly omnidirectional pattern is obtained for
XZ-plane. Cross polarization values increase at higher frequencies for XZ-plane due
to increase in horizontal component.

Fig. 9 Radiation pattern for proposed Y-shaped UWB antenna with three notched bands at four
resonance frequencies
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4 Conclusion

Design of Y-shaped immensely wideband printed monopole antenna with three
notched bands is presented. Each stop band is achieved by inserting λg/2 length res-
onator which acts as energy storage elements. Interference from WiMAX, WLAN
band and X-band is removed by etching a pair of C-shaped slots on ground plane, an
inverted U-shaped slot and a C-shaped slot on radiator, respectively. Studies based
on simulated values of magnitude of S11 curve, surface current distributions, realized
gain and radiation patternswere presented. Significant decrease in gain values at three
regions indicates notched bands behaviour of the proposed antenna. These proper-
ties make this antenna suitable for numerous wireless communication services and
immensely wideband application including UWB application also with the omission
of WiMAX, WLAN and X-bands.
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A Printed Ultra-wideband Monopole
Antenna with Triple Band Notch
Characteristics

H. S. Mewara, J. K. Deegwal and M. M. Sharma

Abstract Design of a printed ultra-wideband (UWB) monopole antenna with three
bandnotches is presented. The proposedUWBantenna uses circular andbevel shaped
radiatorwhile the ground plane has bevel shapewith step notch to enhance impedance
bandwidth. Microstrip line having 50 � impedance is used to feed the proposed
antenna which operates in the range 3.24–14.27 GHz having nearly 11.03 GHz
impedance bandwidth. The proposed triple band-notched antenna design consists of
an inverted U-shaped and two C-shaped slots, all etched on radiating patch for sup-
pressing interference from WiMAX (3.3–3.6 GHz) band, WLAN (5.15–5.85 GHz)
band and X-BAND satellite communication system (7.25–8.4 GHz) band. Current
distribution at each of the centre band notch frequency, radiation pattern at resonance
frequencies and gain of the antenna are also analysed.

Keywords Printed UWB antenna · Microstrip feed · WiMAX · WLAN · X-band
satellite communication system · Multiple band notch

1 Introduction

In the year 2002, Federal Communication Commission (FCC) has approved unli-
censed band 3.1–10.6 GHz for ultra-wideband (UWB) communications. Recently,
UWB technology has grabbed much attention due to advantages such as high data
rate transmission, low power level, low cost and ease of fabrication. Various types
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of designs have been reported for UWB antennas [1–3]. One major problem faced
by UWB antenna designs is the coexistence of several narrowband communica-
tion systems such as worldwide interoperability for microwave access (WiMAX)
3.3–3.6 GHz band, wireless local area network (WLAN) 5.15–5.825 GHz band,
X-band for satellite communication systems (XSCS) 7.25–8.4 GHz band. Hence,
it is essential to design UWB notched band antennas that minimize interferences
from these narrowband communication systems. Researchers have published sev-
eral designs for single [4, 5, 8], double [6, 8] and triple band-notched UWB antennas
[7, 8].

In this paper, a design for triple band-notched antenna is proposed. Modified
radiating patch with bevelled edges on lower side, quarter cut circle at top corners
of the patch along with the partial ground plane with bevel edges and step cut below
feed enhances the UWB impedance bandwidth. Interference fromWiMAX, WLAN
and XSCS band is achieved by etching three slots that are an inverted U1-slot, C1-
slot and C2-slot on patch, respectively. The design and simulation of the proposed
antenna are carried out on Computer Simulation Tool (CST) version 14.

2 Antenna Design and Analysis

The proposed antenna is designed on FR-4 substrate having relative permittivity
(εr ) 4.3 and loss tangent (tan δ) 0.025. This FR-4 substrate is sandwiched between
two electroplated copper depositions each having thickness MT, front layer acting
as radiating patch while the back side acts as ground plane. The geometry of the
proposed triple band-notched UWB antenna is as shown in Fig. 1a, b showing front
and back view, respectively.

The antenna is fed bymicrostrip line havingwidth 3mm tomatch 50� impedance.
Overall dimensions of the proposed notched band antenna are 35 × 37 × 1.6 mm3.
TheUWBbandwidth of the antenna is extended bymodifying patchwith bevel edges
on lower side, quarter cut circles on the upper left and right corners as shown in Fig. 1.
The bevel edges along with the step cut below microstrip feed line on the ground
plane also enhance bandwidth. These modifications on the patch and ground plane
amends inductance and capacitance which results in better impedance matching and
thus bandwidth is improved.

Band notching function for suppressing WiMAX, WLAN and XSCS band is
designed by choosing centre notch frequency as 3.45 GHz, 5.5 GHz and 7.8 GHz,
respectively. Interference from WiMAX band is minimized by inserting an inverted
U-shaped slot named as slot-U1 on upper side of patch as displayed in Fig. 1a. For
suppressing interference from WLAN and XSCS bands, two C-shaped slots named
as slot-C1 and slot-C2 are inserted on radiating patch as shown in Fig. 1a. Length
of each band-notched element slot (Lslot ) for suppressing individual notched band
is half the guided wavelength and is given in (1).
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Fig. 1 Proposed triple band-notched UWB antenna design a front view b back view
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2.1 Parametric Variation Study

For studying the coupling effect among band notches, width of each band notch ele-
ment is varied one at a time while the other parameters are kept constant. Figure 2a–c
shows plot of the magnitude of S11 for variation in values of each of the width of
slots WU1, WC2 and WC3 for WiMAX, WLAN and XSCS bands, respectively. It
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was observed from each of Fig. 2a–c that the variation in width of each band notch
element results in shifting of centre notch frequency towards lower frequency side. It
is also observed that variation in width of each band notch element affects the band-
width of individual band notch while the other band notches are affected negligibly.
Thus, there is negligible coupling among the three band-notched elements.

Fig. 2 a Magnitude of S11
plot for variation in values of
width WU1 of WiMAX band
notch element. bMagnitude
of S11 plot for variation in
values of width WC2 for
WLAN band notch element.
c Magnitude of S11 plot for
variation in values of width
WC3 for XSCS band notch
element

(b)

(c) 

(a) 
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Table 1 Final value of optimized parameters for proposed triple band-notched antenna

Parameter Value (mm) Parameter Value (mm) Parameter Value (mm)

GC1 4 LF 10.5 WF 3

GC2 4.8 LS 35 WP 23

L1 5 LSC 5 WC1 12

L2 10 LTC 3.5 WC2 6.5

L3 3 LU1 7.8 WS 37

LC1 2 TC1 0.5 WSC 3

LC2 0.75 TC2 0.2 WU1 16

LG 9 TU1 1 MT 0.035

The final values of parameters shown are optimized to get desired triple band-
notched antenna and are mentioned in Table 1.

3 Results and Discussion

Figure 3 shows the magnitude of S11 curve for the proposed antenna without three
slots for basic UWB antenna andwith three slots for triple band notching tominimize
interference from WiMAX, WLAN and XSCS bands. It is apparent from Fig. 3 that
basicUWBantenna fed bymicrostrip line has impedance bandwidth 3.24–14.27GHz
for the simulated plot of magnitude of S11 < −10 dB. It is observed from
Fig. 3 that the values of simulated centre band notch frequencies is 3.45, 5.52 and
7.92 GHz. The first notch at 3.45 GHz for inverted U1-slot has the maximum dimen-
sions, the second notch at 5.52 GHz is due to C1-slot and the third notch at 7.92 GHz
due to C2-slot has minimum dimensions on the radiating patch. It is also detected
that the proposed UWB antenna triple band-notched antenna has impedance band-
width 2.97–14.03 GHz for the simulated plot of magnitude of S11 < −10 dB except
for the band notches. Simulated values of magnitude of S11 > −10 dB for three
band notches realized are 3.30–3.67 GHz, 5.04–5.87 GHz and 7.24–8.40 GHz for
rejecting WiMAX, WLAN and XSCS band, respectively. Dimension and position
of individual slot decides the operating frequency for notched band.
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Fig. 3 Comparison of magnitude of S11 plot for basic UWB antenna and the proposed triple band-
notched UWB antenna

The working mechanism for each of the notched bands can be better understood
by considering the surface current distributions. The designed centre notch frequen-
cies for WiMAX, WLAN and XSCS bands are 3.45 GHz, 5.5 GHz and 7.8 GHz,
respectively. Surface current distributions at 3.45, 5.5 and 7.8 GHz the centre notch
frequency for invertedU1-slot forWiMAX,C1-slot forWLANandC2-slot forXSCS
bands rejection are shown in Fig. 4a–c, respectively. It can be seen that current is
maximally concentrated on the outer edges of the slot in the opposite directions
cancelling each other, indicating nearly zero impedance (short circuit) while there
is minimum current at centre of the slot indicating maximum impedance (open cir-
cuit). This mismatch in impedance creates notched band at WiMAX band. Similar
trends for current distributions are observed at other two centre notch frequencies
at 5.5 GHz for C1-slot and 7.8 GHz for C2-slot creating band notches for rejecting
WLAN and XSCS bands, respectively.

The simulated realized gain for the proposed triple band-notched antenna is shown
in Fig. 5. Variation in gain is in the range 2.26–3.96 dBi for the operating frequency
rangewhile the peak value of gain is 5.9 dBi at 6.8 GHz. The gain plot shows substan-
tial decrease in the value of gain at three notch frequencies confirming notch band
regions. The simulated E-plane and H-plane (Co- and Cross pol) patterns at resonant
frequencies 3.23 GHz, 6.8 GHz, 8.95 GHz and 10.8 GHz are plotted in Fig. 6a–d,
respectively. It is apparent that E-plane (Co-polarization) has bidirectional radia-
tion pattern while H-plane (Co-Polarization) has nearly omnidirectional radiation
patterns.
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Fig. 4 a Surface current
distributions at 3.45 GHz
b surface current
distributions at 5.5 GHz
c surface current
distributions at 7.8 GHz

(b)

 (c)

(a)
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Fig. 5 Gain for proposed triple band-notched antenna

Fig. 6 Radiation pattern for proposed triple band-notched antenna at four resonance frequency
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4 Conclusion

A printed UWB monopole antenna with three band notches is demonstrated. The
proposed antenna design uses three slots, one inverted U1-slot, one C1-slot and
other C2-slot on patch for avoidingWiMAX,WLAN and XSCS bands, respectively.
Investigations regarding simulatedmagnitude of S11 plot, surface current distribution,
realized gain and radiation pattern were carried out. The substantial decrease in the
value of gain at three band notches confirms the triple band notch behaviour of the
proposed design. This proposed antenna is appropriate for UWB application with
exception of WiMAX, WLAN and XSCS bands.
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Parabolic Pulse Generation at 1550 nm
Raman Amplifier Utilizing High Power
Pump Laser

Dipika D. Pradhan and Abhilash Mandloi

Abstract To increase the rangeof 1550nmsignal transmission,Ramanamplifier can
be used. We demonstrate the design and performance of 1550 nm Raman amplifier
utilizing single pump laser 1450 nm. The both codirectional and counter-directional
pumping Raman amplifier is compared. The maximum gain for counter pumping
is 45.87 dB and minimum noise figure is 7 dB. The 1550 nm Raman amplifier
gain is function of wavelength corresponds to 8–25 nm amplification bandwidth.
The saturation input power of Raman amplifier is from 10 to 15 dBm as the pump
wavelength increases from 200 to 800 mW in case of counter propagation pumping
configuration. Parabolic pulse generation in standard singlemodefiber is investigated
for the fiber length 10–100 km.

Keywords Raman scattering · Distributed amplifier · Dispersion compensated
fiber · Dense wavelength division multiplexing · Coupler

1 Introduction

To mitigate the demand for high transmission bandwidth, the optical amplifier tech-
nology is implemented. Raman amplifier is a broadband amplifier. Nowadays, DCF
has quietly used Raman amplifier in DWDM system. The 1310 nm Raman amplifier
shows the gain bandwidth of 14–18 nm [1]. Previous work reported the C band rang-
ing from 1530 to 1565.4 nm designed in DWDM system. The performance analysis
is investigated with four pumps backward multimap Raman amplifier. Generally,
DCFs are characterized very small effective area and offers high Raman gain [2].
The Raman gain spectrum depends on polarization state and orientation of the pump.
Raman amplifier is a promising technology to achieve the high bandwidth require-
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ment of the user. This presents the scheme forR-EDFA/Raman hybrid amplifier using
stimulated Raman scattering [3]. To cover the C and L band in the optical domain, a
novel high gain hybrid amplifier is designed with combination of Raman amplifier
and EYDFA [4]. Raman amplifier with a combination of gain-clamped semiconduc-
tor optical amplifier is used as hybrid amplifier has 20 dB gain and Noise figure
below 2.7 dB [5]. A design optimization of data rate 16 × 40 Gbps data rate EDFA
in DWDM system from 100 to 500 mW pump power. The BER and noise figure
are less than 10–9 and 7 dB, respectively, with channel spacing 100 GHz [6]. The
L Band R-EDFA and RAMAN hybrid amplifier has been demonstrated. The gain
clamping effect is reduced by tuning the pump wavelength to a region away from
the amplification bandwidth [7]. A EDFA-Raman hybrid amplifier is demonstrated
which is operating in C and L band over 65 nm bandwidth upshots gain of 17 dB. [8].
Raman amplifier is designed with 100 nm bandwidth ranging from 1416 to 1502 nm
at eight pump power of 130 mW [9]. The presented research on multichannel 10 ×
10 Gbps transmission over 7200 km. The Raman amplifier noise performance 2 dB
better than lumped EDFA has been attempted [10].

In this paper, we present the design and performance of 1550 nmRaman amplifier.
The performance of Raman amplifier is evaluated by using simulation method. The
Raman amplifier bandwidth is 18–20 nm. We present the performance of distributed
Raman amplifier for different fiber lengths. The 1450 nm pump is utilized as a single
pump to generate parabolic pulse at wavelength ranging from 1500 to 1580 nm. We
also investigated the codirectional and counter-directional pumping with different
pump power varies from 200 to 1200 mW.

2 Raman Amplifier Modeling

Raman amplification is based on Raman scattering effect in optical fibers. In the
broadband communication system, the maximum gain is obtained when the dif-
ference between signal frequencies and the pump is nearly 13.2 THz. In the signal
wavelength 1550 nm, the bandwidth is 100 nm as the pumpwavelength shifted down-
ward is 1450 nm. A high pump power is inserted into the fiber in co-propagating
and counter-propagating directions. The counter-propagating scheme is better than
co-propagating due to better transmission properties of Raman amplifier.

There are two types of Raman amplifiers: discrete and distributed Raman ampli-
fiers. The discrete type is a lumped element inserted in the transmission line and
provides high gain. The gain of the Raman amplifier is defined as the ratio of the
signal power Ps with and without pumping [1].

Gain (G) � Ps(L)

Ps(0)
� exp (grPpLeff) (1)
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where L is the length of the fiber is the Pp and Ps is the pump power and signal power
through the length of the fiber L, respectively, where gr is the Raman gain coefficient
of the fiber and the effective length of fiber is Leff.

Leff � 1 − exp(αpL)

αp
(2)

where αp is the attenuation coefficient of the fiber at pump wavelength. The noise is
generated in the Raman amplifier due to spontaneous Raman scattering and Rayleigh
scattering effects.

The noise figure is the signal degradation in the optical amplifier is defined as [1].

NF � 1 +
G − 1

G
+ 2αs ln G (3)

3 Simulation Setup

In Figs. 1 and 2, the transmitter consisted of a CW laser with 1550 nm at 0 dBm
input power inserted into the fiber. The transmitter is implemented of a CW laser
with 1550 nm at 0 dBm input power propagated into the fiber. A single Raman pump
1450 nm wavelength was used as counter-propagating pump and co-propagating
pump power ranging from 0 to 1200 Mw, respectively. The parameters of standard
single mode fiber (SSMF) were attenuation at 1550 nm is 0.2 dB/km, nonlinear
index 2.6 × 10–20 m2/w, slope 0.075 ps/nm/km. The transmission fiber length was
10–100 km.

The signal wavelength ranges from 1500 to 1580 nm for 1550 nm signal ampli-
fication. The Raman gain varies with the application of pump power and length of
fiber as shown in Fig. 3.

For the codirectional pumping configuration, the maximum gain for pump powers
1200 mW, 800 mW, and 600 mW are 21.68 dB, 20.7 dB, and 22.47 dB, respectively.

Fig. 1 Counter propagating
configuration of Raman
amplifier

Fig. 2 Co-propagating
configuration of Raman
amplifier
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Fig. 3 Raman gain versus signal wavelength for the different value of pump power in codirectional
pump configuration

Gain bandwidth for the pump power 1200 mW is 8 nm and it increases from 1200
to 200 mW. The gain bandwidth for 200 mW is 25 nm and for 800 mW is 10 nm.
The saturation power for Raman amplifier is around 0–5 dBm.

As the fiber length increases from 10 to 100 km, the gain sharply decreases. The
gain peak is obtained at the fiber length of 20 km of fiber length in Fig. 4.

In Fig. 5, the counter-directional pumping configuration for pump powers 1200
mW, 800 mW and 600 mW the maximum gains are 45.87 dB, 39.12 dB, 27.9 dB,
respectively. Gain bandwidth for the pump power 1200 mW is 8 nm and it increases
from 1200 to 200 mW. The gain bandwidth for 200 mW is 25 nm and for 800 mW
is 10 nm. The saturation power for Raman amplifier is around 0–5 dBm.

As the fiber length increases from 10 to 100 km the Gain sharply decreases. The
gain peak is obtained at the fiber length of 40 km length of optical fiber Fig. 6.

The gain versus fiber length and pump power as shown in Figs. 6 and 7. The pump
power from 1200–200 mW for different fiber length is considered. The saturation
power for the 800 mW pump power is 10–15 dBm and for 800 mW is 5 dBm.
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Fig. 4 Raman gain versus fiber length for the different values of pump power in codirectional pump
configuration

Fig. 5 Raman gain versus signal wavelength for the different values of pump power in counter-
directional pump configuration
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Fig. 6 Raman gain versus fiber length for the different value of pump power in counter-directional
pump configuration at 40 km length of optical fiber

Fig. 7 Raman gain versus input power for the different values of pump power in counter-directional
pump configuration at 40 km length of optical fiber
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4 Conclusion

The Raman amplifier based on CW laser is utilized to amplify 1550 nm signals. For
the codirectional pumping configuration, the maximum gain for pump powers 1200
Mw is 21.68 dB and noise figure is 6–7 dB. Gain bandwidth for the pump power
1200 mW is 8 nm. The gain bandwidth for 200 mW is 25 nm and for 800 mW is
10 nm. The saturation power for Raman amplifier is around 0–5 dBm. The counter-
directional pumping configuration the maximum gain for pump powers 1200 Mw is
45.87 dB and noise figure is 7 dB. The high gain peak is obtained at 40 km length of
optical fiber. The saturation power for the 800 mW pump power is 10–15 dBm and
for 800 mW it is 5 dBm.
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Performance Evaluation of Polar Code
for Ultrareliable Low Latency
Applications of 5G New Radio

Arti Sharma and Mohammad Salim

Abstract Channel coding for 5G New Radio is confronting everyday with novel
challenges as to uphold and encourage various emerging use cases and new appli-
cations. State-of-the-art channel codes for existing mobile generations are already
having questionable performance for many 5G applications. Polar code is prominent
advancement in the channel coding area of this decade. The unprecedented perfor-
mance of polar codes compelled 3GPP to adopt them for 5G eMBB control channels
and over the physical broadcast channel. The 5G-URLLC scenario has strict require-
ment on the ultrahigh reliability and ultralow latency. Also, NR-URLLC scenario
has analogous data rate necessity as that of the control channels. The low decoding
complexity and latency with high reliability certainly makes polar code a strong con-
tender in this race. This paper focuses on channel coding schemes particularly for
NR-URLLC use case and evaluating the performance of polar codes for this scenario.
Polar and LDPC code are compared on the basis of various parameters desired for
URLLC scenario.

Keywords Polar code · URLLC · Reliability · Turbo code · LDPC code · 5G new
radio

1 Introduction

5G and future wireless networks will endorse innumerous emerging use cases and
applications with various performance aspects. Concerning this, ITU-R in Septem-
ber 2015 agreed upon its vision for IMT-2020 and beyond networks [1] and outlined
three main 5G usage scenarios: (i) enhanced mobile broadband (eMBB); (ii) Ultra-
reliable and Low Latency Communication (URLLC); and (iii) Massive Machine
Type Communication (mMTC). 5G NR is not just an addendum advance over 4G
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Radio Access Technologies. The 5G-NRAT includes combinational influence of var-
ious new technologies like new heterogeneous cellular architecture, GHz Frequency
bands with huge available bandwidths, Massive MIMO, mm wave communication,
Massive Machine type communication, IoT, etc. Even, there is a paradigm shift in
channel coding techniques for 5G scenarios [2]. Turbo codes and LDPC codes which
are key enablers in existing mobile generations, i.e., 3G and 4G systems (UMTS and
LTE) are already unproven for many new 5G applications [3]. Polar code, invented
by Erdal Arikan (in year 2009) [4] is a new contender in race of 5G channel coding
techniques. Recently, polar codes take the place of turbo codes in the 5G eMBB
control channels and on the physical broadcast channel. 3GPP decided in RAN 86
and 87 meetings to standardize LDPC codes for data channels and polar codes for
control channel in 5G eMBB scenario. No decision has been made yet on channel
coding for remaining use cases, i.e., URLLC and mMTC. This is an open issue for
research and 3GPP has already started its contribution from RAN 85.

Design of Channel coding for URLLC scenario is very complicated to compre-
hend due to two adverse demands of URLLC: Ultrahigh reliability and low latency
[5]. Apart from this, data rate demands for URLLC are comparable to that of the
control channels. Polar code can achieve excellent BLER performance, reliability
of 99.999% with no error floor and low complexity decoding with very low latency
of order of 1 ms. Therefore, polar code is a most powerful contender for URLLC
scenario among all FEC candidate codes.

This paper focuses on channel coding schemes particularly for URLLC use
case and analyzes all FEC candidates under consideration. Error correcting per-
formance of state-of-the-art polar code is investigated under the consideration of
several URLLC parameters. Performance of polar code in terms of BLER versus
Es/N0 is evaluated and compared with that of LDPC code for URLLC use case.

This paper is organized as follows: In Sect. 2, Channel coding requirements
for URLLC scenario are highlighted; FEC candidates for URLLC are presented
in Sect. 3. In Sect. 4, performance evaluation of polar codes for URLLC scenarios
through simulation results is discussed and compared with LDPC codes for various
information block lengths and code rates.

2 Channel Coding Requirements for NR-URLLC Scenario

This section briefly explains major requirements of NR-URLLC use case and maps
those requirements on channel coding methods. Ultrareliable-low latency communi-
cations use case of 5GNR imposes harsh requirements on two conflicting parameters
(i) low latency and (ii) ultrahigh reliability [5]. Lowering the latency requires short
information that results in coding gain deterioration. On the other hand, increasing
the reliability requires more parity/redundancy bits and sometime retransmission
which will result in higher latency. After adopting standards for eMBB scenario,
3GPP started working toward 5G URLLC scenario. 3GPP in endorsement with IMT
2020 defines the Key Performance Indicator (KPI) requirements of 5G URLLC [6],
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(i) Latency: The overall/end-to-end latency is 1 ms (0.5 ms for uplink transmission
and 0.5 ms for downlink) for one packet.

(ii) Reliability: The transmission reliability is defined in terms of targeted block
error rate of 10−5 within 1 ms period with or without support of HARQ. For
the ultrahigh reliability of order of five nine (99.999%) and beyond, the BLER
should be error floor free.

Above URLLC demands for short latency and reliable transmission are calibrated
for the channel coding techniques. Although NR-URLLC specifications are still
under study, some of its major suggestions for optimum channel coding scheme
would be defined by the following FEC coding characteristics [3, 6, 7, 8],

(a) Small information block/packet length of order of tens to hundreds of bytes is
required for the low latency.

(b) The codeword with low code rates is desired, typically lower than R � 1/3.
Simple rate matching mechanisms are needed.

(c) Error floor free BLER performance is wished below block error rate of 10−5.
(d) The self-contained 1-OFDM duration decoding latency is permissible. CRC bit

reduction can be used for overhead reduction.
(e) Simple encoding and low decoding complexity techniques are praised. For this,

low power consumption algorithms are proposed in [9].
(f) Code with ultralow latency especially low decoding latency is desirable.
(g) Robust performance of code over various fading channel with strong burst error

correction ability is admired.

Aparadigmshift in state-of-the-art coding techniques ismandatory tofind efficient
channel coding methods for such reliability and latency requisites of NR-URLLC.
The optimum channel coding scheme verdict is an open issue to be discussed for
5G-URLLC scenario.

3 FEC Code Candidates for NR-URLLC

After Shannon’s coding theory, various channel coding schemes are proposed, from
capacity approaching to capacity achieving that perform good over larger block
lengths. But some powerful code like convolutional code, turbo code, LDPC code,
and polar code exhibit promising performance for shorter block lengths and lower
code rates, therefore, are examined for URLLC scenarios.

3.1 Turbo Code

Turbo code invented in 1993 employs parallel concatenation of two convolutional
codes at the encoder and serial concatenation at the decoder. The concept of inter
leaver raises the error performance very near to Shannon’s limit. Turbo codes are
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used in deep space communication and digital video broadcasting, and also are key
enablers in 3G and 4G (both UMTS and LTE services). Unfortunately, turbo codes
are already out of 5G race. This is because of (i) Poor BLER performance for shorter
block lengths and at low code rates, (ii) High complexity iterative decoding results
in low throughput and high latency, (iii) Presence of error floor makes them unfit for
high reliability applications [7]. This is why turbo code is considered to be inadequate
for 5G-URLLC scenario.

3.2 LDPC Code

LDPC code rediscovered in 1997 is a linear block code that has sparse parity check
matrix, H, with low density of 1’s. LDPC codes have outstanding capacity approach-
ing performance, even better than turbo codes in terms of error floor, decoding com-
plexity and for higher code rate. LDPC codes find their applications in WiMAX
802.16 and various IEEE standards. LDPC codes are admired for their fabulous
performance for large block lengths and high code rate. For this reason, 3GPP stan-
dardized LDPC codes for data channels in 5G-eMBB scenario [10].

But, LDPC code is not a good choice for 5G-URLLC use case because, (i) all
of the proposed LDPC decoders (Normalized offset min-sum, normalized Layered
min-sum, etc.) show inferior performance for short block lengths (<400 bits) and low
code rates (R < 1/3) [8, 10], (ii) Practical implementation complexity and iterative
decoding complexity are high in case of small blocks and low code rate. Other-
wise, LDPC codes decoders are the least complex for larger blocks and higher rates.
(iii) Error floor occurs with LDPC code when small blocks are considered, (iv) Short
decoding latency is not true for very low code rates [7]. Low code rate and short block
length need more number of iterations that will lead to higher computational com-
plexity, higher power consumption and hence, longer decoding latency for equivalent
performance [11].

3.3 Convolutional Code

LTE-TBCC (Long-Term Evolution-Tail-Biting Convolutional Code) finds its appli-
cation in LTE systems as a channel coding scheme for control channels. These codes
show good performance for short block lengths but the same is not true in case of
low code rates [8]. Also, due to tail biting, extra operations are needed before the
decoding begins. This will enhance the decoder complexity and hence increase the
decoding latency [7].
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3.4 Polar Code

In 2009, Arikan introduced [4] the polar codes as a class of linear block codes that are
first explicitly proven capacity achieving channel codes. Polar codes break the wheel
in channel coding area with its unconventional perspective of code construction than
that of the traditional codes and become the youngest contender in the 5G race [8].
Additionally, simple encoder withmodest complexity SC decoder renders polar code
attractive for a lot of 5G applications.

Polar codes are established by the concept of channel polarizationwhere N copies
of an ordinary channelW (with capacity I (W)) are transformed into extreme channels
whose symmetric capacities reaches to either 1 or 0, asNgoes large. These obtainedN
polarized channels are either (i) perfect/reliable channels which transmit noiselessly
(with max. capacity of 1), or, (ii) extremely noisy/unreliable channels which transmit
only random noise. Then, the polar encoder transmits K information bits over reliable
channels while remaining N-K bits are made frozen bits (0 or 1) and transmitted over
unreliable channels.

Fundamental polar decoder is successive cancelation (SC) decoder that can proven
achieve Shannon’s capacity with modest complexity. Various improved SC decoding
algorithms have been proposed for the betterment of the finite length performance of
polar code [9, 12]. SC-list (SCL) decoders are currently investigated for 5G studies
that employ L simultaneous decoding paths to get improved performance over MAP
decoders. CRC aided polar code (CA Polar) with SCL decoding can even surpass
state-of-the art codes (LTE-Turbo code and LDPC code). Parity check polar code
(PC–CA Polar Code) has been recommended for low latency hence considered for
URLLC scenario [13].

4 Polar Code Fitness for NR-URLLC

All channel coding candidates of URLLC scenario are discussed in the last section.
This section provides some highly probable aspects for the appropriateness of polar
codes for URLLC use case. A Chinese firm Huawei is the main leader that brings
Polar codes as a channel coding method in 5G field trials and in October 2016, it
achieved the downlink speed of 27 Gbps [14]. Also, in 3GPP meetings, polar code
replaced deep-rooted turbo codes in 5G eMBB scenario and over physical broadcast
channels.

Lot of research is going on the channel coding methods for URLLC case and
winner has not been announced yet. Polar codes are considered as most acceptable
contender in this contest. This is because;

(i) Supreme BLER performance for short information block lengths at low code
rates with easy code shorting and puncturing mechanisms, respectively. For
this, polar codes have lower SNR requirements when compared to other
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candidate codes for similar error rate, hence, attain higher coding gain and
enhanced spectral efficiency [3, 7, 8].

(ii) An FEC code with higher coding gain and no error floor should be preferred for
reliability constraint of URLLC. The transmission reliability is determined by
error floor free performance below BLER of 10−5 [6]. Turbo code and LDPC
code show the occurrence of error floor for short block lengths around BLER
of 10−5. Polar code has error floor free performance [8] and, hence, it is more
reliable than other FEC candidates for the desired SNR.

(iii) Decoder power consumption is complementary of computational complexity
of the decoder. Polar decoders consumed less power due to the use of low
complexity SC-based decoding (SC and SCL) decoding algorithms. Terminal
power consumption in polar code is even 20 times lesser than turbo codes for
equivalent complexity [11].

(iv) Polar code satisfies the latency demands of URLLC use case [7, 11].

5 Performance Evaluation of Polar Code Through
Simulation Results for NR-URLLC

This paper evaluates the performance of polar codes in terms of Block error rate
(BLER) and SNR (ES/N0), based on some parameters. Out of all FEC code candi-
dates, turbo code and LTE-TBCC code are considered to be unworthy for URLLC
scenario [3, 7, 8]. Thus, the comparative analysis of the polar codes and LDPC codes
for typical range of information block lengths and code rates for NR-URLLC are
simulated. Different short block lengths and low code rates have been concerned
with QPSKmodulation over AWGN and fading channels (with Raleigh distribution,
TDL-C 300). Table 1 shows specifications of parameters for URLLC use case.

PC–CA polar code design suggested in [13] is taken with CRC aided (27 bits)
CA–SCL (L � 8) decoding. LDPC code design BG-2 (Base Graph-2) with LOMS
(Layered Offset Min-Sum) decoder for 20 iterations is taken for analysis [13].

Table 1 Parameter specifications for URLLC scenario

Parameters Specifications

Channel coding LDPC Polar (PC–CA)

Channel AWGN and fading channel

Modulation QPSK

Info. block length (bits w/o
CRC)

40, 200,1000

Code rate 1/12, 1/6, 1/3

Decoding algorithm LOMS (20 iterations) with
CRC 24

SCL (L � 8) with CRC 27
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5.1 Performance Parameters Under Consideration

5.1.1 BLER Performance

Error performance of a code is a main asset that can also define many other per-
formance parameters. Polar code takes advantage of short block lengths and low
code rates, but it is hard to design LDPC code with good BLER performance for the
same conditions. For identical performance, the LDPC code requires more number
of iterations that means more power consumption, higher computational complexity,
lower energy efficiency and hence, higher decoding latency that are undesirable for
URLLC.

BLERperformance of Polar and LDPC codes are compared for interested range of
block lengths and code rates over AWGN and fading channels. It is clearly observed
from Figs. 1 and 2 that the polar code surpasses LDPC code for considered block
lengths and code rates over both types of channels.
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Fig. 1 BLER performance comparison for K � 40 over a AWGN and b fading channel
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5.1.2 Reliability and Error Floor

To obtain reliability of transmission in case of URLLC, a channel coding method
should support error floor free BLER performance with high coding gain. For this
reason, our analysis is mainly focused on error floor performance and coding gain
of polar and LDPC codes to check the reliability constraint.

It is obvious from Fig. 3 that LDPC code shows error floor above BLER of 10−5

for K � 200, R � 1/6 and 1/3 over AWGN channel. Polar code is error floor free for
all considered cases. Additionally, from reliability perspective, it is apparent from
Fig. 3 that the reliability of polar code is higher than that of LDPC code at any given
SNR value.

5.1.3 Computational Complexity/Decoder Power

Computational complexity of any decoding algorithm is highly associated with the
decoder power consumption. Also, lower the decoder complexity/power higher the
energy efficiency of a code. Number of operations needed to decode the information,
i.e., the decoder computational complexities of all FEC code candidates are evaluated
in [11]. It is proved that the computational complexity of the polar code is lower than
that of the other codes for short blocks and low code rates.

5.1.4 Decoding Latency

For time constraint applications, the overall latency of 1 ms is demanded for trans-
mission of one packet. The overall latency is mainly comprised of encoding time,
channel delay, and decoding latency. Out of these, decoding latency is an eminent
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parameter of performance measurement. Although decoding latency of polar succes-
sive cancelation (SC) decoder is lower than the SC list (SCL) decoder, SC decoder
shows poorer performance as compared to that of SCL decoder.

SCL decoder chooses L best paths from 2L paths branching from L (denotes
list size) most likely previous paths. Minimal decoding latency of SCL decoder,
counted in clock cycle with P parallel processors, is given in [15]. Also, the decoding
latency of SCL decoder can be minimized with low value of L but, at the cost of
performance degradation. So, there is a trade-off between latency and performance
of SCL decoders.

Polar code reaches to the target latency for short block and low code rate case in
URLLC scenario [7, 11].

6 Conclusion

Polar code is very renowned innovation that makes space in channel coding race
of 5G and adopted for 5G eMBB and PBCH. In this paper, various channel coding
candidates for 5G-URLLC scenario are discussed. For ultrahigh reliability and low
latency, error floor free performance with short information block lengths and low
coding rates are considered. Polar and LDPC codes are compared on the basis of
BLER performance, reliability, error floor, decoding complexity and latency. It is
observed through simulations that BLER performance of polar code surpasses that
of LDPC code for short block lengths and low code rates. Also, polar code is error
floor free and more reliable than LDPC code at any given SNR. Polar-SCL decoder
complexity is lower than that of LDPC-LOMS decoder for typical range of block
lengths and code rates of 5G-URLLC scenario. Decoding latency demands is fulfilled
by polar code. Therefore, polar code is the strongest channel coding contender for
5G-URLLC scenario.
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Low Confinement Loss Solid Core
Rectangular Photonic Crystal Fiber

Shahli Tabassum, Shahiruddin, Dharmendra K. Sing and M. A. Hassan

Abstract The proposed design achieves single polarization in fundamental mode
using the rectangular photonic crystal fiber, having inner ring filled with 60% glucose
solution in water. The proposed structure is composed of silica material having finite
number of air holes in cladding. The proposed structure has very low confinement
loss between the wavelength ranging from 1 to 1.8μmand flat zero dispersion can be
achieved within the wavelength ranging from 1.4 to 2μm. This rectangular photonic
crystal fiber operating in single mode can be used where a wide operating bandwidth
is required. Chromatic dispersion, confinement loss, and normalize frequency have
been calculated for three different air fill fractions.

Keywords Photonic crystal fiber · Dispersion · Confinement loss · Air fill
fraction · Normalized frequency

1 Introduction

Photonic Crystal Fiber (PCF) [1] has certain geometrical arrangement of air holes in
the cladding area. Cladding around the core region is arranged in a periodic fashion
forming a microstructure and thus it is also known as microstructure fiber. The
geometrical pattern and the size of air holes in the cladding region affect the various
optical parameters such as confinement loss, effective area and nonlinear coefficient
of the PCF. Light is confined either through total internal reflection or through band
gap in the PCF. The PCF can be designed for various specific applications such
as gas sensor, pollution control, temperature sensor, biomedical application, etc.
[2]. Lin Zhao et al. in 2013 presented a photonic crystal fiber with octagonal and
square lattice having confinement loss in order of 10−3 dB/m [3]. In this paper, the
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Fig. 1 Cross-sectional view

designed PCF has very low confinement loss in order of 10−6. Designed PCF is two
dimensional and can be used in nonlinear devices and to guide exotic wavelength.
The designed PCF has silica as background material having finite number of air
holes in the rectangular pattern. The proposed structure has three concentric rings
surrounding the core region. The inner ring is filled with 60% glucose solution in
water having refractive index of 1.4394. The entire outer ring represents the air holes.
This R-PCF (rectangular photonic crystal fiber) has solid silica core. The refractive
index of cladding is the combination of refractive index of air holes and silica. The
effective refractive index (neff) changes with the change in wavelength. The two
dimensional cross-sectional area is shown in Fig. 1. The light is well confined in the
center of the core in the fundamental mode as shown in Fig. 2. When the number
of air hole increases, the confinement loss decreases. The air fill fraction is defined
as the ratio of diameter (d) and pitch (

V

), i.e., center to center distance of adjacent
air hole. The pitch remains constant and diameter is varied. Dispersion, confinement
loss, and normalized frequency are calculated at three different air fill fractions d1/

V

,
d2/

V

, and d3/

V

where d1 � 1 μm, d2 � 1.2 μm, d3 � 1.4 μm. R-PCF shows flat
zero dispersion above wavelength of 1.4μm and remains unchanged with the change
in air fill fraction. Dispersion defines the information carrying capacity of the PCF
and hence it is an important parameter. The confinement loss is the leakage of light
from the core region to the cladding and it is necessary to minimize the confinement
loss. The proposed R-PCF has very low confinement loss of 1.53 × 16 dB/m at
wavelength 1.55 μm and confinement loss decreases with increase in diameter of air
holes. RSOFT simulation tool has been used to implement this structure.

2 Numerical Analysis

The R-PCF goes under fine meshing of rectangular and triangular latex. Boundary
condition is used to find the confinement loss of the PCF. Sellemier equation is used
to find the effective refractive index of the PCF. A refractive index is a property
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Fig. 2 Field intensity
distribution

of the material itself. Now, an effective refractive index can be given for an optical
component as a measure of the overall delay of a light beam in that component.

The effective refractive index consists of two parts, first part is real and used to
find the dispersion and the second part is imaginary used to find all type of losses in
the PCF [4–7]. The effective index neff of fundamental mode is determined by

neff � Re(β/k0) (1)

where k0 � 2π
λ
is wavenumber and β is the propagation constant. Propagation con-

stant can be obtained by solving the eigenvalue equation. The effective refractive
index has two parts one is real and the second is imaginary part. The confinement
loss can be obtained from the imaginary part of effective refractive index. The leak-
age of light from the core to the cladding results in confinement loss [8–10], and the
confinement loss for the corresponding mode is derived

Lc � 8.686 × k0Im[neff] (2)

The unit of confinement loss is dB/m. Second derivative of the real part gives the
exact value of dispersion.

D(λ) � − λ

c

d2

dλ2
Re[neff] (3)

where c is the speed of light, Re[neff] is the real part of the effective refractive index
andλ is the operatingwavelength. The unit of dispersion is ps/km-nm. The chromatic
dispersion graph is shown in Fig. 4.

Figure 3 shows the effective refractive index of the proposed PCF. The effec-
tive refractive index decreases with increase in wavelength. When the diameter of
air holes increases the effective refractive index decreases. Dispersion is the bend-
ing of different wavelengths at different angles. Blue and violet light of the visible
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Fig. 3 Effective refractive
index
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spectrum has maximum deviation then the red because of different wavelengths.
The consequence of dispersion is the change in the angle of refraction of different
colors of light. When the diameter of air hole in the cladding region increases, the
dispersion changes. When diameter of air holes is 1 μm, the zero dispersion will be
at and above wavelength of 1.4 μm. The dispersion will remain almost similar for
the slight changes in air fill fraction. When the diameter is increased to 1.2 μm, the
dispersion will be zero at and above wavelength of 1.4 μm. When the diameter is
increased further to 1.4 μm, the zero dispersion shifts toward wavelength 1.6 μm
(Fig. 4).

Confinement loss arises due to the leaky nature of mode and structure of the PCF.
The confinement loss at wavelength λ � 1.55 μm when d1 � 1 μm is 1.53 × 16

dB/m. When the diameter is increased, i.e., d2 � 1.2 μm, the confinement loss at
wavelength λ � 1.55μm is 2.208× 16 dB/m.When the diameter is increased further
d3 � 1.4μm, the confinement loss is 2.755× 16 dB/m. The confinement loss remains
approximately constant up to wavelength λ � 1.6 μm and increases rapidly when
the wavelength is increased further as shown in Fig. 5. Confinement loss depends
on the imaginary part of the effective refractive index and the operating wavelength
(Fig. 6).

In PCF, the V-number can be interpreted as normalized optical frequency. V-
parameter determines the fraction of the optical power in a certain mode which is
confined to the fiber core [11–13]. It has to maintain lower values of normalized
frequency because it makes PCF to low absorption loss in cladding region of PCF
[14]. V-number can be calculated using formula:

V � 2πR

λ

√
n2co − n2cl (4)
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(a): Diameter d=1μm (b): Diameter d=1.2μm

(c): Diameter d=1.4μm

Fig. 4 Dispersion graph for different diameters a diameter d � 1 μm b diameter d � 1.2 μm
c diameter d � 1.4 μm
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Fig. 5 Confinement loss graph
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Fig. 6 Normalized
frequency graph
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where nco is the core refractive index and ncl is the cladding refractive index. In
core, we use material silica nco is the refractive index of silica. Index of the cladding
region can be defined in terms of propagation constant of the lowest mode that could
propagate in the infinite cladding material. The normalized frequency decreases with
increase inwavelength.As the diameter of the air hole increased, normalize frequency
decreases. At operating wavelength of 1.55 μm, the normalize frequency is 0.696
as the diameter is increased to 1.2 μm the normalize frequency will be 0.689. When
the diameter is increased further, the normalize frequency will be 0.680.

3 Conclusion

In this paper, the proposed PCF shows flat zero dispersion over a wide range of
wavelength that is ranging from 1.4 to 2 μm and has very low confinement loss for
wavelength over the range of 1–1.8 μm. The dispersion and confinement loss can be
controlled by changing the air fill fraction or by changing the diameter of air holes
in the cladding region of R-PCF. Additional parameter is also calculated such as
normalize frequency which is used to find the effective area at different diameters.
The designed fiber can be easy to implement [16].
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Integration of Contactless Power
Measuring Instruments to PLC
and SCADA Through Industrial Wireless
Sensor Network for EMS

B. Ajeya and Shweta Vincent

Abstract Optimization of an energymanagement systemmeasuring and continuous
monitoring of the quantities (Power, Voltage, etc.) of an electrical system is of utmost
importance for achieving efficient control of power usage in an industry. For an
already established industry, the existing measuring instruments are not versatile and
location of these instruments cannot be changed with ought changes in the power
system and the data interface between the instrument and control system are not
efficient. This paper is about a method of integration of contactless power-measuring
instruments which are placed in different locations which are easily relocatable and
are capable of sending all the measured data over an industrial wireless network to an
integrated PLC and SCADA system which is already in use for the process control
and in addition will be used to monitor and control the power usage of the system to
obtain optimized energy management system.

Keywords EMS · Wireless sensor network · Contactless power measurement ·
Integrated PLC/SCADA

1 Introduction

An industry always tries to reduce the processing cost or production cost so as to
reduce the final cost of the product with ought compromising on the quality of the
product to increase profit and to stay competitive. Significant reduction in production
cost can be achieved by optimizing energy consumption [1] which can be achieved
by adapting energy management systems. For an energy management system basic
requirement is energy measurement system which depends on the type of energy
consumed in that industry, for example, a rolling mill using electrical motors to drive
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the rollers, here the energy is in electrical form hence a power metre is required.
For further discussion in this paper let us consider an electrical form of energy to
be optimized. To measure energy consumption measurements of ampere, voltage,
real power, reactive power, power factor and phase angle is essential and for each
measuring quantity a particular instrument should be used [2]. The major type of the
instruments that are used to measure the said quantities require physical or ohmic
contact to the electrical system being measured. The normal way to get the data
from the measurement device is to manually note the reading and then record it,
other method is to use automatic instruments which collect data for particular time
intervals and store. In an industry, it is not practical to note and write down the
measured readings manually and hence a control system is used to note and record
the readings. The control system for themeasurement may also consist of a controller
to control the energy consumed, this control system is generally called as Energy
Management System (EMS).

This paper is focusing on the scenario of an already established industry in which
EMS has to be implemented. The existing or common method of doing so is by
creating a network of powermetres to collect the readings from the power distribution
stations and send all the data to a central control station where the optimization
scheme will be applied and intern will control the energy consumption. There are
several problems observed from this conventional method of implemented EMS,
namely (1) The location of the power metres are predefined and hence efficient
optimization of energy may not be possible because of lack of power metres on
the required locations for example for a particular process in the industry which
needs power metres at its input and output to obtain an efficient energy consumption
report. (2) The interconnection of those power metres to the central control station
may be wired, i.e., copper cable to directly take the measured value or twisted pair
communication cable, when number of power metres are more wired conception
will be tedious to maintain and troubleshoot. (3) For an EMS system a controller is
required to process all the collected measured values and accordingly calculate the
energy consumption over a period, current EMS system controllers are of standalone
type, i.e., the dedicated controller is used for the EMS control system and normally
used EMS controllers do not have a clear user interface and specific engineers may
be required to configure and maintain this controller.

In this paper, a scheme for EMS control system is proposed keeping the above
said problems in focus, for the mobility and accessibility problem of the power metre
a contactless measuring instruments [3] may be used which can be clamped on the
electrical cables based on the required location and the electrical quantities that are
required for an EMS will be measured. For data transfer problem and restriction
on number of sensors that can be used, these contactless measurement instruments
can be designed to transfer the measured data over an wireless communication to the
central controller [4] and thewireless communication is chosen such that the required
number of sensors can be used without any restriction with least liable to interference
and capable to handle industrial environment conditions. The industrial wireless
communication network which can handle many (hundred) wirelessly connected
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sensor nodes over a long range is defined as wireless sensor network (WSN) [5],
some of the commonly used wireless communication standards for WSN [6] are,

1. IEEE 802.11
2. IEEE 802.15.4
3. ZigBee/ZigBee Pro
4. IEEE 802.15.1
5. Bluetooth
6. WirelessHART
7. ISA 100.11a
8. WISA.

Most of the current industries are using PLC or DCS (Distributed control station)
systems for plant process control. For the purpose of EMS controller, we propose
an integrated PLC system which can control both plant process and EMS. Already
existing SCADA (Supervisory Control And Data Acquisition) linked to the PLC [7]
can be used for EMS user interface and can be easily monitored by the same process
operator. The plant maintenance engineers are sufficient to maintain the EMS system
which is integrated to plant process control system but one-time configuration by the
EMS engineer may be required.

2 Proposed Scheme for EMS

The proposed scheme for EMS has three parts, i.e., measurement, communica-
tion/data transfer and integrated process data processing/storage and EMS control
Fig. 1 shows basic representation of the proposed scheme. The measurement of
the electrical quantities of the industrial process is done through contactless (non-
intrusive) measuring instrument and the measured parametres are sent to an inte-
grated central controller which is used as both process controller and EMS controller
through a wireless sensor network to calculate the energy consumption at any time
and is monitored using human–machine interface (HMI).

2.1 Measurement Scheme

The energy consumption of a process is not directly measured but calculated by
multiplying the measured power consumed and the time for which the process is
running. The power consumption of the process can be measured in two ways one by
directly measuring power and other by measuring voltage, current and power factor
and then using the formula,

P � √
3VI cos θ (1)
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Fig. 1 Basic scheme of the proposed EMS system

While measuring power without any ohmic connection, i.e., non-contact type the
second method of measuring power is used and then energy is calculated by the
formula,

E � P ∗ t, (2)

where ‘t’ is the time for which the energy consumed have to be calculated.
For the contactless power measurement, two types of sensors are used, i.e., for

voltage capacitive coupling sensor and for current inductive coupling sensor.
Voltage capacitive coupling sensor. The voltage of a current carrying conductor

(Power line) in a power system is measured using a capacitor coupling sensor. The
working principle of the sensor is two metallic probes are placed on the insulation
of the power line which works as capacitor pickup, i.e., a capacitance is created
between the metal strips or the pickup and the power line, this capacitive pick up
senses voltage given by Q(t) � CV(t) where, ‘V(t)’ is the voltage across the pickup
which is nothing but the voltage of the power line, ‘C’ is the capacitance between
the pickup and the conductor of the power line and ‘Q(t)’ is the charge generated
(electric field) in the capacitor because of the voltage V(t), hence by measuring the
charge Q(t) which is proportional to the voltage of the power line we can measure
the voltage of the power line [8].

The electric field (charge Q(t)) can be measured by one pick up as an omnidi-
rectional pickup but by using two pickups in differential design which will provide
better performance with a slight increase in complexity and with this design, sensor
can be directed towards the position of the conductor in the power line [3]. In the
differential design there are two ways the pickups can be positioned on the power
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Fig. 2 Differential design of the pickup a differential mode. b Common mode. As illustrated in
[3, Fig. 11]

line as shown in Fig. 2. In the common mode, field generated by the conductor right
below the pickup will be greater than that on the top pickup, in differential mode
generated field will be equal on both the pickups [3]. The above-said method of
sensing voltage in non-intrusive method is applicable to DC also [9].

The calibration of the capacitive coupled voltage sensor is done by measuring
the coupling capacitance for a standard signal of frequency of 100–300 kHz injected
using an external source into the power line and then using that value to compare the
actual measured capacitance for the power line to obtain the calibrated value [8].

Current inductive coupling sensor. Current measurement in non-
intrusive/contactless method can be achieved using the principle of Ampere’s
Law, which states that the magnetic field and current are related linearly, i.e. a cur-
rent carrying conductor will produce a magnetic field which is directly proportional
to the current in that conductor. Using an inductive coupling sensor, the magnetic
field can be measured intern current passing through the power line can be measured.
Let us consider two methods for sensing current of a power line using inductive
coupling principle, (1) using Hall effect sensor (2) using TMR (Tunnelling Magneto
Resistive) sensor.

Hall effect sensor is widely used for the current measurement purpose in wide
areas and it works on the principle of hall effect. That is, when a particular current
carrying material is placed in a magnetic field perpendicular to the direction of
the current then charges will be acuminated on the other perpendicular faces of
the material, because of this charge there exists a voltage between those faces and
that voltage is proportional to the current passing through the material keeping the
strength of magnetic field constant. In context of our current sensor the magnetic
field produced by the power line is sensed by the hall effect sensor and is calibrated
using a constant known current passing through the sensor which will produce a
voltage on the faces of the sensor which will be proportional to the magnetic field
which intern is proportional to the current in the power line.

TMR sensor works on the principle of tunnelling magneto-resistive effect which
is described as the change in resistance of the material due to magnetic fields applied
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to it. Using this principle for our current sensor, the magnetic field produced by the
current carrying conductor of the power line changes the resistance proportionally of
the TMR sensor which intern is proportional to the current on the power line [3]. One
major disadvantage of TMR sensor is for large changes in magnetic field the change
in the resistance is nonlinear and also proportionality decreases. That is, ratio of the
change in the magnetic field and the corresponding change in the sensor output is
not a constant and hence additional compensation has to be provided to resolve the
nonlinearity [3].

Blockdiagramandbasic representation of themeasuring instrument. Typical
block diagram and basic schematics of a three-phase power metre are shown in Fig. 3
and Fig. 5, for the power metre to measure and send the measured data it needs power
for itself and this power can either be harvested from the power line itself [4] or
separate supply may be given to the instrument.

The experiment representation of the contactless power measurement sensor is
shown in Fig. 4. The construction of the contactless power metre [10–12] can be
done in different types but the working principle remains same.

Fig. 3 Block diagram of the power meter. As illustrated in [4, Fig. 1]
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Fig. 4 Experimental model of the contactless power meter. As illustrated in [3, Fig. 16]

Fig. 5 Basic schematics of the meter with energy harvesting. As illustrated in [4, Fig. 2]
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2.2 Communication Scheme

The measured power value from the power metre is transmitted to the central control
station via wireless communication. For the harsh condition in the industries, proper
communication protocols have to be selected by comparing the parametres such as
interference, number of sensor node to be accessed, rate of data transfer, robustness
and low power consumption.

Wireless communication is more preferred compared to wired communication
network because of following advantages of wireless over wired communication
network [13]:

(1) Cable lay, connection, cable tray setup, and all other related activities are labour-
intensive for wired but not applicable for wireless network.

(2) A wireless system is easy to commission as for a wired lot of loop checking and
troubleshooting has to be done before commissioning.

(3) Eliminate the need of junction box, cable trays which are important component
in the loop of the wired network, control room side terminal panels, marshalling
cabinets, field interface cards are also eliminated to an extent in wireless net-
work.

(4) A wireless system simply translates to savings on wiring cost.
(5) Wireless has increased availability compared to wired network, because any

problem in the hardware of the wired network (cables, routers, etc.) is difficult
to diagnose and hence network downtime will be more.

(6) Scalability of wireless network, i.e. once wireless network is established with a
process area, newdevices canbe added effortlesslywithoutworrying about spare
capacity in the junction boxes and adding any new hardware on the distributed
control system (DCS) side.

(7) Wireless network is more energy efficient as compared to wired network.

Commonly wireless networks which are used industrial application such as to
communicate between sensors and controllers are called as wireless sensor network
(WSN). The network protocols which can handle the industrial environments are
in the category of WSN. Let us consider some of the widely used standards and
protocols for WSN.

IEEE 802.11x standards family has high bandwidth that is necessary for con-
tinuous data logging but gets affected by interference from other devices which is
common in an industry. Because of its long transmission range efficient and less
challenging methodologies for deployment, with few nodes in the network large
industrial area can be covered. This is also the reason why IEEE 802.11x network
has low density [6] hence this network is only applicable for some case of WSN.

IEEE 802.15.1 network standard has small bandwidth, transmission range and
low scalability but has good real-time response due to the TDMA algorithm used
and because of only seven slave nodes can be active permaster node at any given time
as per the standard. Thus IEEE 802.15.1 is best suited for alarm conditionmonitoring
in industrial systems wherein a matter of seconds conditions change. It is not suited
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for continuous data transfer or logging as the bandwidth is low and a typical data
logging application may not be satisfied with the network [6].

The IEEE 802.15.4 network standard has medium transmission range, bandwidth
and good scalability but has bad time characteristics due to the use of CSMA-based
MAC layer. communication range may be increased up to few hundreds of metres
by increasing transmission power resulting in lower power awareness [6].

ZigBee and ZigBee Pro networks are based on IEEE 802.15.4 standards, Zig-
Bee devices have low power consumption (sleep mode enabled when device is not
in use), relatively short range, self-healing and redundancy capabilities, small data
packet transfer and low cost. ZigBee uses mesh routing scheme this provides more
redundancy and if a device fails router will find alternate route to relay the data
to keep the network running. ZigBee network is highly scalable and supports high
number of devices up to 64,000 [14]. ZigBee Pro differ from ZigBee in the range, i.e.
longer range is achieved in ZigBee Pro by using high power transmission systems.

Bluetooth is a network which was designed for short-range applications. This
network has low-cost transceiver technology used for transmission, a variety of duty
cycles with medium data rate and higher quality of service because of small number
of active nodes but has high power consumption, highly susceptible to interference
and low scalability [6] hence application is limited in industrial point of view.

WirelessHART network standard usesmesh topology and ismainly used in indus-
trial process automation applications. It is nothing but already existing HART (High-
way Addressable Remote Transducer) protocol with wireless capabilities. Wire-
lessHART is built over the IEEE 802.15.4 standards and operates in the 2.4 GHz
ISM band and is available with a 10 mW radio transceiver. The greatest advantage
of WirelessHART is the Time Synchronized Mesh Protocol (TSMP) which provides
redundancy, fail-over switching in time and has very high reliability in the challeng-
ing industrial environments [15].

ISA 100.11a is a network protocol developed by ISA (International Society
of Automation—a non-profit organization dedicated to solve problems related to
automation). ISA 100.11a is based on 802.15.4 WPAN technology and has the same
features of self-healing, self-organizing mesh architecture as of ZigBee and Wire-
lessHART. Additionally, it also offers low power consumption and scalability of the
network. The difference of ISA 100.11a with ZigBee andWirelessHART is that IAS
100.11a works on different protocols and hence allows to be implemented into an
existing network which uses different protocol to communicate. ISA 100.11a was
developed to cater both process as well as factory automation network needs, i.e.
simple data acquisition such as monitoring, logging and alerting as well as complex
factory level process automation applications [14].

WISA (Wireless Interface for Sensors and Actuators) network protocol is also
based on IEEE 802.15.4 having deterministic behaviour because of TDMA-based
MAC algorithm optimized to provide more number of nodes (sensors/actuators) per
base station with short cycle time in the order of milliseconds. Advanced mitigation
techniques are used to minimize interference for the harsh industrial environment
conditions and the need for frequency planning for multiple cells is eliminated by
providing separation between consecutive hops [6].
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Table 1 Comparison of the commonly used wireless communication standards based on the
requirements of industrial application [6]

Wireless network
protocols

Range Robustness Real-time
perfor-
mance

Power
aware-
ness

Network
scalabil-
ity

Link
through-
put

IEEE 802.11 High Low Low Low Medium High

IEEE 802.15.1 Low Medium High Medium Low Medium

IEEE 802.15.4 Medium Medium Low High Medium Low

ZigBee Medium Medium Medium High High Low

Bluetooth Low Medium High Medium Low Medium

WirelessHART Medium High High High Medium Low

ISA 100.11a Medium High High High Medium Low

WISA Low High High High Medium Medium

Comparing all the above-said standards and protocols as shown in the Table 1, it
can be inferred that IEEE 802.15.4 protocol provides a mid-level solution which can
support the wider range with related trade-offs, excluding the high bandwidth and
continuous data logging scenarios the 802.15.4 based WirelessHART protocol gives
a better performance over others by providing robustness, moderate range, real-time
performance, moderate scalability and low power consumption.

For the purpose of this paper, we select WirelessHART as the communication
scheme. WirelessHART protocol is based on OSI Model, implementing layers 1, 2,
3, 4 and 7 of the OSI protocol model. Key difference between wired and wireless
HART are (1) Output signal—4–20 mA for wired and IEC 62591 for wireless, (2)
power supply—24 V DC for wired and Intrinsically safe battery for wireless, (3)
update rate of about 1 s for both wired and wireless [13]. Data transfer is divided
into three main groups namely universal command, common practice command and
device specific command. The universal command gives the information such as
tag ID, PV (Primary Variable) value and engineering units. The common practice
command provides the device function such as read variables, adjust function (Zero,
Span adjust) and serial number and finally, device-specific command shows the
model-specific functions such as tuning parametres adjust, PID enable, Set Point
change which are particular to one device. The connectivity from other multiple
device manufacturers is obtained with the use of universal command and common
practice command and device specific commands are used for users to customize the
functions according to the field devices [16]. Typical architecture of WirelessHART
is shown in Fig. 6.

As shown in Fig. 6 network comprises of a host application like asset manage-
ment, process controller, gateway, network manager, security manager, access points
and field devices. The gateway acts as an interface between the controller or host
application and the access points. The field devices in our application will be the
contactless power measuring instruments. Using multiple access points wired to the
gateway redundancy is provided for the wireless network path and the gateway. The



Integration of Contactless Power … 289

Fig. 6 Architecture of a WirelessHART network. As illustrated in [17, Fig. 1]

centralized network manager is responsible for creating the routes, managing, opti-
mizing the network by scheduling. Security manager provides security for the data
being transferred in the network between the host and the field device [17].

2.3 Integrated Controller Scheme

In integrated controller scheme, we propose a controller scheme which can control
both process automation as well as EMS. At the current situation, the best controller
in the industrial view is PLCwith SCADA systemwith user interface and supervisory
control. Integrated control system utilizes the existing connections at different levels
in the plant control system, including controller level, shop floor level and enterprise
level connections for management and reporting functions. By using a PLC inte-
grated system existing plant HMI and SCADA can be combined with EMS which
has customizable user interface with alarm and energy billing scheme display with
predictive demand calculations using the PLC controller. Existing PLC has all the
information of the plant control system which can be utilized for the energy manage-
ment system, which includes process calculations for the plant control. Stored data
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and historical data infrastructure can also be used to track data and display alarms on
the existing HMI so that the operators are not required to access third party systems
to get the data [7].

At present scenario, all major industries have adapted PLC/DCS as the process
control system and hence using that controller for the EMS also will reduce sub-
stantial amount of initial investment [7] required to implement EMS and thereby
provoking the industries to opt for EMS systems.

A typical model of a standalone EMS is shown below in Fig. 7.
The PLC-based EMS can process all the above-said information and provide a

predictive modelling of the past performance and the real-time measurement. With
models the operator/management of the industry can create certain scenarios and
simulate the process in the viewof optimizingEMSandhence at that time if integrated
system is adapted it will be an added bonus that both process as well as EMS can be
modelled and simulated. An example HMI screen of the EMS on the process HMI
is shown in Fig. 8. This helps the operator to easily monitor both process as well as
the EMS.

A typical integrated PLC-based EMS system has following components [7]:

(1) Communication enabled measuring instruments
(2) Time synchronization
(3) Data collection
(4) Calculations for controlling and billing
(5) Peak demand processing and predictions
(6) HMI Integration for user interface
(7) Waveform plotter/generator and Power quality analysis.

Fig. 7 Information system of a typical EMS. As illustrated in [18, Fig. 4]
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Fig. 8 Example HMI screen of the integrated system. As illustrated in [7, Fig. 1]

3 Conclusion

A novel scheme for EMS system was presented considering the scenario for imple-
mentation of EMSon an already established industry. By using contactlessmeasuring
system greater mobility can be achieved and a greater concentrated EMS system is
possible, by using wireless communication instead of conventional wired network
a good amount of cost can be reduced and since the main objective is to obtain a
high-efficient energy management system in which the implementation cost of the
EMS is also reduced, by using integrated control system the maintenance, operation
ease is also increased and better control can be achieved. Future scope of this paper
would be to experimentally implement this scheme and compare the results with the
existing EMS systems.
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An Overview of Smart Identity Cards
for Educational Institutions

Rupesh Acharya, Saroj Jakhar, Durgesh Kumar and Garima Mathur

Abstract In this modern era, a technological development is taking shape from uni-
versities to schools. This paper throws light on an automatic identification technology
which has been used to diminish man force and time to input file or information man-
ually. RFID (radio-frequency identification) is a wireless technology which is getting
popularity among identification technologies due to its cost-effective maintenance,
low cost, less weight and minimized size. RFID (radio-frequency identification) is
one of wireless technology that incorporates the use of EM fields to automatically
identify and trace tags attached to items/objects. Radio-Frequency Identification tag
enables the schools/universities to oversee the student movement inside and outside
of the premises.

Index Terms Radio-frequency identification · RFID tags · Smart card · Online
student surveillance (OSS) · EAS

1 Introduction

In India technological development is taking shape from universities to schools.
Innovation is bringing mechanization and an opportunity to ameliorate security to
the premises in this twenty-first century. Radio-frequency identification is forming
up to be an indispensable elementary unit for IoT. It was difficult to identify student’s
location and who profaned the authorized area. To overcome this Radio-Frequency
Identification (RFID), one of wireless technology which is taken upon realizing
the detonation of interest in this technology where its establishment in the legion
application, including health [1], supply chain [2], construction [3] and library [4].
Radio-frequency identification (RFID)microchips are an identification device (wire-
less) that transmits a signal with data that was stored in the chip when powered by
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some nearby root. RFID systems perform function same as a lock and key, with the
RFID chip performing as the key. Radio-frequency identification (RFID) chips have
an identification code, instead of having a unique pattern that is read by the lock.
RFID chips also pelt the identification code behind a series of encryption [5]. The
RFID systems consist three main constituents to ensure its well-functioning which
are coil or antenna, transceiver and RFID tag. The antenna will impart radio signal to
activate the tag so the information or data could be written or read. The storage and
extraction of the information or data use a special device which is called as RFID
tag. RFID tag can be fastened anywhere on anything and even able to be fixed in the
body of human beings. In this, RFID tags permit the management of school/college
to oversee the manoeuvre of a student inside and outside of the campus. An individ-
ual who is not having the RFID card will activate the alarm and also able to notify
the management of school/university regarding the student’s availability utilizing an
online surveilling system. When the RFID tags pass by way of the RFID reader in
reading gamut tract, then the information or data from the RFID tags will be recorded
to the database systems. The information will be conveyed online to the adminis-
tration for pupil’s supervision. This will repose the management to check the hostel
student’s availability and admittance the personal record of students.

2 History of RFID Development

“Identification Friend or Foe” system (IFF) was RFID’s first application and it was
deployed by the Britishers in World War (II) [6]. Reading units could ask tanks and
fighter planes to determine whether to blitz as transponders were placed into them.
In armies around the globe, this technology’s heirs apparent are still utilized. EAS
(Electronic Article Surveillance) was the RFID’s first utilization for commercial
purpose. It was evolved as a theft prevention system in the seventieth century.

Radio-frequency identification tags made its way into the farming for instance
for animal tagging in late 1970. When some US states and Norway determined to
utilize radio-frequency identification for the collection of toll taxes on roads in the
eightieth century, RFID technology got the uplift. In addition to the collection of
toll taxes, the following decade brought a huge number of new applications, such as
money cards, gasoline cards, ski passes, etc. Auto-ID center was founded in 1999 at
Massachusetts Institute of Technology. Development of a global standard for item-
level tagging was the duty of Auto-ID center. After concluding the work on the EPC
(Electronic Product Code), Auto-ID center was closed in 2003. Newly established
EPCglobal Inc. pursues the work at the same time. First paper regarding Radio-
Frequency Identification technology by Harry Stockman was the landmark paper,
“Communication by Means of Reflected Power” in 1948 (October). In 1973, Radio-
Frequency Identification first patent was issued for a passive radio transponder with
memory (Fig. 1).
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Fig. 1 RFID chip

READ

Fig. 2 Working of RFID

3 Principles of Radio-Frequency Identification

For an automatic identification and tracing motives, RFID employs a contactless
wireless system that utilizes RF (radio-frequency) EM fields to transmit information
from fastening tag to an item/object. Fundamental datum behind radio-frequency
identification system is that one mark objects with tags. These tags hold transponder
that discharges information legible by specialized Radio-Frequency Identification.
Nearly all Radio Identification Frequency tags store some type of ID number, for
instance, product stock-keeping unit (SKU) code or a consumer number. Reader
fetches data regarding identification number from database and go on upon it accord-
ingly (Fig. 2).

Depending upon the source of power, there are two general classifications inwhich
radio-frequency identification tags falls that is active tag and passive tag.

3.1 RFID Active Tags

Active tags have their own source of power, it imparts powerful signal and reader can
ingress them from further away. RFID active systems usually work better on large
objects traced over great distance due to own source of power, which makes them
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Fig. 3 Active RFID

costly and larger. Active tags which have less power are typically slightly bigger
than a deck of cards (playing). RFID active tags persist temporarily inactive up till
they arrive in the gamut of a receiver or can continuously transmit a signal. Due to
the on-board source of power, active tags work on greater frequencies very often
455 MHz, 2.45 GHz, or 5.8 GHz—rest on the peruse gamut and memory demand
application. Readers can impart or pass on information with RFID active tags over
20–100 m [7] (Fig. 3).

3.2 RFID Passive Tags

Furthermore, these types of tags are immensely less costly and new technologies
continuously making them economical to consolidate into usual products and mate-
rials. In inclusion to their less cost, passive radio-frequency identification tags can
also be utterly small. Present antenna technology extremities the smallest useful pas-
sive radio-frequency identification tag anent the quarter’s size. As the size of tag
increases, read range also increases. Currently, radio-frequency identification pas-
sive tags hold about 2 Kb of memory [8]. This is very small to contain much more
intricate data than identification and history data. Technological development to the
far side of RFID is continuously meliorating, so the data’s amount and capacities of
radio-frequency identification tags will rise over time, allowing tags to finally hold
and transfer much more data (Fig. 4).

4 Comparisons Between RFID, Barcode and Quick
Response Code

Radio-frequency identification, Barcodes and Quick Response (QR) codes are
alike in reality that they are information gathering/collecting technologies, mean-
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Fig. 4 Passive RFID

ing they automate data collection operation. However, they too vary materially in
many regions. This segment predominantly throws light on the advantage of radio-
frequency identification (RFID) over barcode and quick response (QR) code. Com-
parison between these three data collection technologies is given in tabular format
(Table 1).

As per the above comparison between these three technologies, we can say that
RFID-enabled smart identity cards are better than old-fashioned barcode-enabled
identity cards. In India, education is one of the most indispensable sectors that
requires for the execution of latest technologies. RFID-enabled smart identity cards
used for the diverse motives and some of the advantages of smart identity card (RFID
enabled) over barcode-enabled identity card in the educational sector are discussed
in this paper.

Table 1 Comparison between RFID, barcode and quick response (QR) code

Features RFID Barcode Quick response (QR)
code

Updating New data can be
written on old tags

Unable to update Unable to update

Tracking Manual tracking not
required

Required manual
tracking

Required manual
tracking

LOS (Line of site) Does not required Required Required

Technology Radio-Frequency Laser (optical) Laser (optical)

Read/write Both Read-only Read-only

Read range Active tags—up to
100 feet and passive
tags—up to 30 feet

Several inches to feet Several inches to feet

Identification Items can uniquely
identify

Items cannot
uniquely identify

Items can uniquely
identify, but up to
certain limited value

Information potential Greater than Barcode
and QR code

Very less Less

Automation Data collected
automatically

Hands-on operation
required

Hands-on operation
required
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5 Online Surveilling System

To repose the management system to surveil the move of student and explore the
student information nimbly, an online interface has been evolved. The system can
be applied in everyplace to repose the management system to surveil the users, by
using Matric Card embedded with RFID tags; where RFID system provides repro-
gramming, batch ingress and storage mass data which are superior then barcodes.
Applying radio-frequency identification (RFID) can promulgate precision and oper-
ational efficiency. The purviews that can be used for the online student surveillance
system is shown in Fig. 5 [9].

In general conception, we have presented RFID to recognize when an individual
with RFID tags passes by way of the RFID reader, the information or data iden-
tification from the RFID tag will record move (i.e., time in/out and place) in the
database system. Without authorization or permission, if the pupil profanes certain
zone, the network will immediately trigger an alarm to the security and management
of school/college by using Online Student Surveillance (OSS) system the identifica-
tion of pupil and location can be found on the Online Student Surveillance system.
The overseeing system operation is shown in Fig. 6.

6 Tighten Visitor’s Security

Just assuring only that the visitors causally check in at the office is notmore indispens-
able than safety. Fortifying the students is becoming growingly indispensable. Many
schools/colleges utilize visitor management systems to meliorate safety and assured
students against illegitimate outsiders and person posing as students. Department of
security of schools/colleges must know who is on the premises at all the times. This
can be nimbly done with the help of an interim RFID enabled identity card that bears
track-and-trace technologies. Upon sign-in, school/college visitor software can also

OSS SYSTEM

APPLICATION: - USER’S SOFTWARE:-
(i)   The   attendance (i) Microsoft

Office Access
TESTING

system and 
surveilling

(i) College students PLACE:-
students. Interest Area

(ii) School students (ii) Dreamweaver 
(ii) Student ID card

Fig. 5 The frame of theory in research of application of RFID smart card system as the information
system of users [9]
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Fig. 6 OSS system architecture [9]

regulate if the visitor is a criminal or wanted by the law imposition or recorded in
the sex offender database [10].

7 Access Control for Buildings

Optimum results are presented by RFID empowered identity cards for not only
management of visitors, but ingress dominance for all individual, premises-wide.
Providing a RFID smart identity cards to all pupils, staffs (teaching and non-
teaching) and outsiders authorizes safety and security wing to dominance, who has
access/approaches to where, when and what. Schools/Colleges premises can ame-
liorate hostel security, secure laboratories with valuable equipment, and assure R&D
departments accomplishing specialized projects only yields ingress to those with
right permits. With the help of RFID enabled smart identity card, management of
schools/colleges can permit or deny physical access to students attending lectures in
different buildings.
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8 Conclusion

In this paper, an overview of smart identity cards for educational institutions has
been discussed. Multipurpose smart identity cards proffer various simple and cost-
effective modes for schools/colleges premises to elevate the level of safeguard and
standard of education. Smart identity cards will proffer smart attendance system,
which reduces manpower and surveilling of students can be nimbly done. In India,
schools/universities can ameliorate competence and safeguard at the multiple stages
due RFID-enabled smart identity cards which proffer better range and peruse perfor-
mance. With the implementation of this smart identity cards in educational institu-
tions, faculty, as well as the guardian of the students, will feel relax that their wards
and schools/universities premises remain protected.
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Design of High Birefringence with Two
Zero Dispersion Wavelength and Highly
Nonlinear Hybrid Photonic Crystal Fiber

Vijay Shanker Chaudhary, Dharmendra Kumar and Sneha Sharma

Abstract A hexagonal hybrid photonic crystal fiber (PCF) with elliptical and cir-
cular air holes is designed which gives a very large birefringence. The magnitude
of birefringence is 12.046 × 10−3 at 1550 nm which is very high and required for
optical systems application. The proposed PCF shows zero dispersion wavelengths
around 674 nm and 1591 nm and also having a large value of the nonlinear coefficient
which is useful for nonlinear optics. In this paper the calculated value of nonlinear
coefficient is 0.06147 W−1m−1 at 1550 nm.

Keywords Photonic crystal fiber (PCF) · Zero dispersion wavelength ·
Birefringence · Nonlinear coefficient · Effective area

1 Introduction

Photonic crystal fiber (PCF) is the new type of fiber which has a periodic array of air
holes in the cladding around the core of the fiber. Light propagation in PCFs is much
superior to conventional fiber. PCFs are generally divided into two categories. The
first is index guiding fibers that have a solid core like conventional fibers in which
light travels by the modified total internal reflection mechanism. And the second
is photonic band gap fibers that have hollow core in which light is guided by the
photonic band gap effect. PCFs provide better suppleness to design the structure as
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compared with conventional optical fiber and achieve unique optical features as end-
lessly single mode operation for a wide range of wavelength [1], high birefringence
[2], good dispersion quality [3–5], high nonlinearity [6], low confinement loss, etc.
Birefringence can be realized in PCF by demolish the symmetrical arrangement and
enhancing the difference between the effective index of two orthogonal polariza-
tion modes. Birefringence is the unique property of fiber optics. High birefringence
in PCFs has unique applications such as polarization maintaining supercontinuum
generation [7], fiber based gyroscopes, temperature sensors, pressure sensor, etc. [8].

In this paper, we have proposed high birefringence with two zero dispersion
wavelengths and highly nonlinear hexagonal hybrid photonic crystal fiber (PCF)
with elliptical and circular air holes designed by using Finite ElementMethod (FEM)
based COMSOL Multiphysics.

2 Simulation Results and Discussions

The proposed PCF structure with round shaped air holes whose diameter is 1.35μm,
major axis andminor axis of elliptical air holes are 1.12μmand 0.56μm respectively
and hole-to-hole distance is 1.4μm.The background of PCF is silicawhose refractive
index is calculated by Sellmeier equations [9, 10] and The refractive index of air is
1. The electric field intensity for fundamental polarization modes (HEx

11 and HEy
11)

at the wavelength 1550 nm shown in Fig. 1 which shows that the PCF structure
containing air holes with silica background in hexagonal lattice.

The effective indices of orthogonal polarized modes are calculated by the Finite
Element Method. The birefringence (B) of the proposed PCF is basically the differ-
encebetween the effective indices of the twoorthogonal (HEx

11 andHE
y
11) polarization

modes and which are [7]:

Fig. 1 Schematic of birefringent PCF and electric field intensity for a x polarized, b y polarized
mode
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B � ∣
∣nx − ny

∣
∣, (1)

where, nx and ny denote the real parts of refractive indices of orthogonal (HEx
11 and

HEy
11) polarized modes, respectively.
The dispersion D(λ) can be calculated as the sum of waveguide dispersion and

material dispersion which is expressed numerically by [11]

D(λ) � Dw(λ) + Dm(λ) (2)

Dw(λ) � −λ

c

∂2

∂λ2
Re(neff) (2.1a)

Dm(λ) � −λ

c

∂2nm
∂ λ2

(2.1b)

where, D(λ) is the total dispersion, Dw(λ) is the waveguide dispersion, Dm(λ) is the
material dispersion, neff is the effective index, nm is the material dispersion estimated
by using Sellmeier equations [9, 10] and c denotes speed of light.

The nonlinear coefficient (γ) is defined as [12]

γ � n2ω0

cAeff
, (3)

where, n2 � 2.6 × 10−20 m2/W, c denotes speed of light, ω0 indicates center fre-
quency and Aeff represents effective mode area, which is given as [12]

Aeff �
(˜ ∞

−∞|E(x, y)|2dx dy)2
˜ ∞

−∞|E(x, y)|4dx dy , (4)

where, E represents the electric field of medium.
Figure 2a illustrate calculated value of the effective refractive index using COM-

SOL Multiphysics. From the figure we can seen that effective mode index of the
PCF reduced with the wavelength, and the difference between effective refractive
indices of fundamental polarization modes increases with wavelength resulting high
birefringence.

The effective area of the proposed PCF for both the orthogonal (HEx
11 and HE

y
11)

modes is shown in Fig. 2b. The effective area increaseswith thewavelength and so the
nonlinear coefficient decreases with wavelength as shown in Fig. 2c. The nonlinear
coefficient γ of the proposed PCF is 0.06147 W−1m−1 and 0.05053 W−1m−1 for x
and y polarization modes at wavelength 1550 nm, which is better than the previous
reported result in Ref. [11, 12]. The γ of the proposed PCF is larger and calculated
from Eq. (3), which is basically used for nonlinear application. Figure 2d shows that
the value of dispersion of the x polarization is lesser than that of the y polarization.
There are two zero dispersion points along the x polarized mode which is 674 and
1591 nm presented over the communication waveband which is useful for super
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coefficient (γ), d dispersion curves for orthogonal modes and e birefringence (B)



Design of High Birefringence with Two Zero Dispersion … 305

continuum generation. Figure 2e shows the birefringence of the proposed PCF it
is increases with the wavelength which represents the difference between effective
refractive indices of fundamental polarizationmodes (HEx

11 andHE
y
11).The calculated

value of birefringence is B � 12.046 × 10−3 at wavelength 1550 nm of proposed
PCF other reported value of birefringence is 4.92 × 10−3 by Xu et al. [11], 1.2 ×
10−3 by Xu et al. [12] and 2.32 × 10−3 by Zhao et al. [13].

3 Conclusion

In this paper we proposed high birefringence PCF by using Finite Element Method,
which gives an enhanced birefringence and nonlinear coefficient value of the order
of 12.046 × 10−3 and 0.06147 W−1m−1 respectively at 1550 nm. Simulation result
also shows that the proposed PCF have two zero dispersion wavelengths (ZWD)
around 674 and 1591 nm. The combination of high birefringence, two zero dispersion
wavelengths and large value of nonlinear coefficient is useful to transmission system
for polarization maintaining and a broadband supercontinuum generation.

References

1. Birks TA, Knight JC, Russell PSJ (1997) Endlessly single mode photonic crystal fiber. Opt lett
22, 961–963

2. Ju J, Jin W, Demokan MS (2003) Properties of a highly birefringent photonic crystal fiber.
IEEE Photon Technol Lett 15:1375–1377

3. Ranka JK, Windeler RS, Stentz AJ (2000) Visible continuum generation in air–silica
microstructure optical fibers with anomalous dispersion at 800 nm. Opt Lett 25:25–27

4. Knight JC, Arriaga J, Birks TA et al (2000) Anomalous dispersion in photonic crystal fiber.
IEEE Photon Technol Lett 12:807–809

5. Sinha RK, Varshney SK (2003) Dispersion properties of photonic crystal fibers. Microw Opt
Technol Lett 37:129–132

6. Ortigosa-Blanch A, Díez A, Pinar MD, Cruz JL, Andrés MV (2004) Ultrahigh birefringent
nonlinear microstructured fiber. IEEE Photon Technol Lett 16:1667–1669

7. Sharma S, Kumar J (2013) Design of high birefringence nonlinear polarization maintaining
photonic crystal fiber. In: Workshop on recent advances in photonics (WRAP), 17–18 Dec
2013. https://doi.org/10.1109/wrap.2013.6917659

8. Yang TJ, Shen LF, Chau YF, Sung MJ, Chen D, Tsai DP (2008) High birefringence and low
loss circular air-holes photonic crystal fiber using complex unit cells in cladding. Opt Comm
281:4334–4338

9. Hussein RA, HameedMFO, Obayya SSA (2016) Ultrahigh soliton pulse compression through
liquid crystal photonic crystal fiber. IEEE J Sel Topics Quantum Electron 22(2):302–309

10. Coscelli E, Poli F, Li J, Cucinotta A Selleri S (2015) Dispersion engineering of highly nonlinear
chalcogenide suspended-core fibers. IEEE Photon J 7:2200408

11. XU Q, Miao R, ZhangnY (2012) Highly nonlinear low-dispersion photonic crystal fiber with
high birefringence for four-wave mixing. Opt Mater 35:217–221

https://doi.org/10.1109/wrap.2013.6917659


306 V. S. Chaudhary et al.

12. XuD, SongH,WangW, FanY, YangB (2013) Numerical analysis of a novel high birefringence
photonic crystal fiber. Optik 124:1290–1293

13. Zhao Y, Wu D, Lv RQ, Li J (2016) Magnetic field measurement based on the sagnac interfer-
ometer with a ferrofluid-filled high-birefringence photonic crystal fiber. IEEE Trans Instrum
Meas 65:1503–1507



A Review on Code Families
for SAC–OCDMA Systems

Soma Kumawat and M. Ravi Kumar

Abstract Acomprehensive survey ondifferent code families for SpectralAmplitude
Coding–Optical Code Division Multiple Access (SAC–OCDMA) systems. Review
on one- and two-dimensional codes reported is taken into account. Study indicates the
feasibility of codes and further scope of these codes. Systemdesign of SAC–OCDMA
is also explained.

Keywords SAC–OCDMA · Cross-correlation · Codes · BER

1 Introduction

Optical networks provide the solution toward increased spectrum requirement. The
utilization of spectrum in proper and convenient manner is the next raised question
which is answered by different access techniques. They provide access and sharing
of spectrum efficiently among different users. There are several access techniques
Wavelength DivisionMultiple Access (WDMA) [1], Optical TimeDivisionMultiple
Access (OTDMA) [2], and Optical Code Division Multiple Access (OCDMA) [3].

OCDMAhas knocked the doors for futuremultiple access networks [3]. The basic
idea of OCDMA is similar to CDMA. It transmits the signature code in place of one
and zero sequences in place of zero [4]. At receiver, a high peak is generated due
to detection of desired code. On detection of a high peak, the receiver assumes the
code was transmitted. OCDMA has many features such as no need for centralized
network control, number of codes decides the cardinality of a network, new user can
easily be added to the networks, it does not require any scheduling, permitting asyn-
chronous access with no waiting time, security against eavesdropping, supporting
larger number of users, and provision for multimedia traffic. Hence, OCDMA is a
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Fig. 1 Block diagram of SAC–OCDMA system using BD technique

promising technology for next generation access network. ForOTDMAandWDMA,
the total numbers of time or wavelength channels provide the capacity of system.
On the other hand, OCDMA permits flexibility in capacity of system by generating
codes to support network [5].

The performance of OCDMA systems is mainly due to interference from other
users known as Multiple Access Interference (MAI) [6, 7]. Spectral Amplitude Cod-
ing–OCDMA (SAC–OCDMA) system is one of the OCDMA technique in which
unique codes are mapped to different spectral lines of a broadband source [8, 9].
It eliminated the MAI on using the codes with fixed In-Phase Cross-Correlation
(IPCC). The elimination of MAI is realized by Balanced Detection (BD) as shown
in Fig. 1. It also provides a low-cost solution as it uses Broadband Sources (BBS)
like Light-Emitting Diodes (LEDs).

A comprehensive literature review of SAC–OCDMA codes is presented. It started
from basic introduction of SAC–OCDMA systems in Sect. 2. The various coding
techniques are discussed in Sect. 3. Section 3 gives a brief overview of the codes
developments from beginning to recent codes. Section 4 discusses the conclusions.

2 Spectral Amplitude Coding (SAC) Systems

Codes are represented by (N, L,W, λc), where N is number of users, L is code length,
W is code weight, and λc is IPCC. Code length (L) is total number of chips used by
each user. Weight (W) represents the number of chips which is having value 1. The
IPCC between two codes is defined as λc � ∑L

j�1 aj dj for the two users codes A �
(a1, a2, a3, …, aL) and D � (d1, d2, d3, …, dL) of code length (L). When λc � 1, the
code possesses ideal IPCC properties [10].

Figure 1 explains the block diagram of SAC–OCDMA system. It employs trans-
mitter and receiver pairs connected in a star configuration. The transmitter side incor-
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porates light source, splitter, data generator, encoder,modulator, andmultiplexer. The
light sources are BBS like LEDs and superluminescent diodes. The optical spectrum
of BBS is divided into L number of chips. These chips are allocated according to
the signature codes. At encoder, the code is created on filtering the wavelengths
from optical spectrum of the BBS. These signals are modulated by Mach Zehnder
Modulator (MZM) according to given data. As, when the data bit is 1, chips are sent
according to the signature code, and when the data bit is 0, no pulse is launched from
the BBS. Codes are combined and launched onto the optical fiber.

The main components of receiver are filtering component, photodiodes, and error
detectors. For Balanced Detection (BD) technique, the received signal is divided into
two parts. The upper part uses the same wavelength structure as used by encoder.
For lower part, wavelength structure is selected in such a way that it eliminates the
MAI. Signals from both parts are given to an electrical subtractor which cancel out
the MAI.

MAI is main factor which degrades the performance, especially when numbers
of users are large. For SAC–OCDMA, MAI is only determined by the values of
IPCC [11, 12]. MAI can be eliminated when codes with fixed IPCC are used for
such systems. Nevertheless, such systems exhibit inherent Phase-Induced Intensity
Noise (PIIN) due to spontaneous emission of the BBS that severely affects the overall
system performance. Suppression of PIIN is possible by choosing small values of
IPCC [10]. Hence, the codes with ideal IPCC become attractive. Many codes with
ideal IPCC and other properties are reported for SAC–OCDMA systems.

3 Literature Survey

3.1 1D Codes

Spectral encoding is proposed using the m-sequences codes in [8]. A single m-
sequence code generates N user codes, simply by cyclic shifting of single code N
times. The Hadamard codes are reported in [13]. An N × N Hadamard matrix is
used to generate codes for (N − 1) users. The m-sequences and Hadamard code are
expressed as a (L, W, λ) � (N, (N + 1)/2, (N + 1)/4) and (N, N/2, N/4), respectively.
These codes offer an easy code construction, fixed IPCC, and simple architecture.
However, their performance is limited due to the large value of IPCC.

In [13, 14], Modified Quadratic Congruence (MQC) (p2 + 1, p + 1, 1) code
families based on quadratic congruence code are investigated, where p is a prime
number. However, there are only p2 code sequences in a family with length (p2 +
p). MQC has a limitation in code section due to its dependence on prime number
for p. Modified Frequency Hopping (MFH) (Q2 + Q, Q + 1, 1) code families based
on frequency hopping code is presented in [15], where Q � pn is a prime power.
MFH code gives wider range in code selection on comparing with MQC code along
with all its property. In [16], the two algebraic construction methods for the balanced
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incomplete block design code are reported. In [17], three optical orthogonal code
constructions are reported, based on mutually orthogonal Latin squares or mutually
orthogonal Latin rectangles, integer lattice design and affine geometries. All these
codes have algorithmic complexity such as projective geometry and block designs.

Partitioned partial prime codes are constructed using Kronecker tensor product,
multiplication operation, andmatrix complement methods in [18]. Partitioned partial
prime code family has the low value of IPCC, flexible code length, and excellent
orthogonality. In spite of these advantages, it has complex code construction, exists
only for a prime number, and cross-correlation calculation is time-consuming. In
[19], diagonal permutation shifting code is proposed with fixed IPCC and short code
length. The construction of these codes is based on simple algebraic and certain
matrix operations derived from the prime code sequences based on the Galois field.
In [20], a code is reportedwith short code length named as dynamic cyclic shift. It has
cross-correlation value between1 and0. It consists of twoparts—weight anddynamic
parts. The weight part is designed using the value of weight. The dynamic part is a set
of zeros. The weight sequence and dynamic sequence are clubbed together to form
a code, and on cyclic shifting other code sequences are generated. The cardinality of
this system is limited by the condition that the number of users must equal the code
length. Diagonal Eigenvalue Unity (DEU) code is constructed for any integer value
of weight in [21]. Jordan block matrix is used for designed code. Four combinations
for (W, N) are designed such as (even, odd), (odd, even), (odd, odd), and (even, even).
Cross-correlation is less than or equal to one. DEU code has higher code length. SW-
matrix partitioning is introduced in [22] and compared to DEU codes. It has shorter
code length compared to DEU code.

In [23], an algorithm is reported as fixed right shifting code based on modified
Jordan block matrix with some algebraic methods. It constructs the codes using
different combinations of even and odd values of number of users and weight. Its
cross-correlation is λc ≤ 1. Code length is defined as L � N(W − 2) + W. The
minimum codeweight is 3 for code construction.Matrix partitioning code is reported
in [24]. It used the arithmetic sequence to construct the codes. Arithmetic sequence is
a sequence in which the next term originates by adding a constant to its predecessor
and the difference of any two successive numbers is a constant. Cross-correlation is
smaller than and equal to one. Code length is defined asN×W/2.Any integer number
of weight can be used in code construction. A generalized matrix partitioning code
is reported which uses mathematical properties of matrix partitioning code in [25].
It defines the upper bounds and lower bounds for the code. By putting the value of g
(set of codes) equal to 1, the matrix partitioning code is generated. Cross-correlation
is one in the same group and zero with codes in different groups. It is constructed for
all natural numbers. Double weight codes are one of the code families constructed for
SAC–OCDMAsystems in [26]. The families include the code construction ofDouble
Weight (DW) [26], Modified Double Weight (MDW) [26], and Enhanced Double
Weight (EDW) [27]. These codes have ideal IPCC property. The code construction
steps are easy to implement. They have weight chips always in pairs which required
less filtering component. Khazani–Syed (KS) code for even weights was constructed
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in [28]. It is a combination of DW andMDW codes. Weight constraint with different
algorithms is the main difficulty with these codes.

3.2 Variable Cross-Correlation Code

The Flexible Cross-Correlation (FCC) codes are reported with property of flexi-
ble cross-correlation. The code lengths are shorter for these codes which turn in
higher cardinality. FCC eliminates the effect of MAI. Random Diagonal (RD) code
is reported in [29]. Code construction is divided into two parts—code and data. At
data part, it designed zero cross-correlation code of weight 1. Code part consists of
basics and weight parts. Weight part is responsible for increasing number of weights.
It constructs code with shorter length. Cross-correlation value is greater than zero
and depends onweight and number of users. Code is designed for weight greater than
2. In [30], FCC code is reported using tridiagonal code matrix. In [31], sequential
algorithm code is reported with FCC property. It generates code set of any desired
cross-correlation properties with smallest code length for the given number of users.
It used tridiagonal matrix code property to constructed code for any given number
of users and weights. Drawback of FCC codes is higher value of cross-correlation
which leads more PIIN. On other hand, the codes constructed by FCC have shorter
code length compare to fixed cross-correlation codes.

3.3 Zero Cross-Correlation Code

MAI can be removed fromSAC–OCDMAsystemusing electrical subtraction, but the
PIIN still remains. Thus, PIIN can severely affect the overall system performance. All
the above codes are suffered fromPIIN. The code designwith ZeroCross-Correlation
(ZCC) property has removed the effect of MAI and suppressed the effect of PIIN
[32].

The code with the property of zero cross-correlation is called as Zero Cross-
Correlation Code (ZCCC). It does not have any overlapping of wavelengths between
any users. It is reported with constant weight construction in [33]. Its construction
with LED spectrum slicing is described in [34]. They use mapping technique to
construct codes for the higher number of users. Multi-diagonal code [35] and mod-
ified zero cross-correlation code [36] are reported with ZCC property. The MAI is
completely eliminated using codes with ZCC property but at the rate of longer code
length which requires wideband sources.

Enhancedmulti-diagonal code is invented in [37]. It improves the code property of
multi-diagonal and RD codes. It defined twomatrices, data, and code matrices as RD
code. Data matrix is a diagonal matrix of size N × N. It has zero cross-correlation
between all rows. Code matrix used chip combination (1 2 1) as DW code. This
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combination is repeated diagonally. Cross-correlation of chip combination is 1. Code
length is L � N + [N (W − 2) + 1]. Code is designed for weight greater than 2.

All of the above-reported schemes have fixed code length and weight that are
not suitable for multimedia services. Thus, coding techniques with variable code
weights and code lengths are required. The W indicates the total power sent by each
code. High values of W give higher transmitted power and vice versa [38]. Variable
Weight (VW) optical orthogonal code was reported with different Quality of Service
(QoS) in [39]. VW Khazani–Syed (KS) code was reported for even weights in [40].
It uses mapping technique. Experimental and simulation results of VW KS code
were obtained in [41]. In [42], hybrid fixed-dynamic weight assignment technique is
reported for VW KS code. Comparison of various detection techniques for KS code
is reported in [43]. VW Random Diagonal (RD) code is reported in [44] for “triple
play” service for weights greater than 2. It uses two segments such as data segment
that has zero cross-correlation, and code segment that has high cross-correlation. It
uses the mapping technique to provide codes for VW RD. Multiservice (MS) code
[45] is reported for fixed weight, and variable QoS by varying the number of codes
in basic matrix.

3.4 2D Codes

All above-described codes are one dimensional (1D)which have a limitation of fewer
users due to finite bandwidth of source. The solution is provided by two-dimensional
(2D) codes as Spectral/Spatial (S/S) codes. They extend the number of codes in
spatial domain in which, each spectral component is split according to spatial code
of that user [46].

2D M-matrices codes are reported in [47]. The performance of M-matrices codes
was affected by high value of cross-correlation. To further increase the number of
users alongwith performance and improve structure of system, permutedM-matrices
code was given in [48]. It used the cyclic property of arrayed waveguide grating
routers together with M-sequence code. The permuted M-matrix code allowed a
greater number of users [48]. The cross-correlation value of 2D M-matrix codes
is high resulting in inefficient performance. The 2D Perfect Difference (PD) code
was reported with low-value cross-correlation in [49]. 2D Diluted Perfect Difference
(DPD) code was reported in [50]. DPD code used the dilution method on the spectral
and spatial codes. It has IPCC property. It reduces the effect of PIIN resulting in
improved system performance along with number of users.

The quadratic congruence codematriceswere reported in [51]with IPCCproperty
to reduce MAI. In [52], the 2D spatial division multiplexing balanced incomplete
block design code was reported with spatial division multiplexing technique. The
2D extended M-sequence/extended perfect difference codes with a low IPCC value
are given in [53]. Design of optical line terminal and optical network units was also
described. Extended perfect difference code provided orthogonal property in spatial
domain. The 2D hybrid codes were reported with spectral orthogonality and MAI
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cancellation property in [54]. The spectral orthogonality was used to reduce the PIIN
induced from the other users.

4 Conclusion

Anumber of code families have been developed for SAC–OCDMAsystems. Some of
these families have good autocorrelation and cross-correlation properties, and others
have higher cardinality, lower code length, and code weight. Construction of code
families, which is having all properties, is still a challenging task. Such codes will
support a large number of simultaneous users with high BER performance and lower
code length and weights. An interesting future research would be multidimensional
codes which promises the better performance, lower noise, and support more active
users simultaneously. But, on other hand, multidimensional codes add lot of com-
plexity to the system design and its architecture and so the reduction of complexity
in design is next step to be solved.
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OFDM over Optical Fiber

Usha Choudhary and Vijay Janyani

Abstract Orthogonal frequency division multiplexing (OFDM) supports high data
rate transmission over orthogonal subcarriers and simultaneously removes signal dis-
persion because of multipath propagation with different delays in channel to receiver
section. OFDM when implemented in optical fiber channel comes with ease of dis-
persion compensation in singlemode aswell asmultimode fiber alongwith fiber non-
linearity as a prominent feature to be managed. In this paper, authors have explained
some basic features of OFDM over single-mode fiber and simulation results confirm
the limits and advantages of OFDM over fiber.

Keywords OFDM · Optical fiber · Nonlinearity · Dispersion · EVM

1 Introduction

OFDM is popular multicarrier transmission scheme in copper cable mode or wireless
mode like digital video broadcasting (DVB), power line communication, wireless
local area network (WLAN 802.11 a/g/n), and Wimax. OFDM came in research
and implementation in RF range in early 1960s still it is very recent for optical
wireless or fiber (2001 and 2005, respectively) mode of transmission [1]. Reluctance
for OFDM in optical domain is because of some basic difference in OFDM for both
RF and optical domain that ask for major changes in basics of both technologies that
have been developed significantly in two parallel directions of their own. This paper
presents inherent advantages of OFDM that can help in optical fiber domain and
modifications and constraints that need to be managed. Section 2 is about OFDM
over the optical fiber domain, Sect. 3 includes simulation setup and results, and
conclusion is in Sect. 4.
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2 OFDM over Optical Fiber

In optical communication, multicarrier transmission is generally implemented with
wavelength division multiplexing (WDM), that is, modulation of laser diodes with
different center wavelengths and very narrow bandwidth [2]. As the number of users’
increases,WDMbecomes denser and reinstallation is required.OFDMismulticarrier
transmission scheme that modulates the incoming data stream over NSC subcarriers
and all these subcarriers are orthogonal to each other for given symbol duration Ts.
Condition of orthogonality for ith and jth subcarriers Ci(t) and Cj(t) is given as [3]

T s∫

0
Ci (t)C j (t)dt � 1 . . . i � j

T s∫

0
Ci (t)C j (t)dt � 0 . . . i �� j

i, j ∈ (1, NSC )

(1)

Orthogonal subcarriers help to reduce the intersymbol interference (ISI) caused by
pulse broadening which is caused by multipath reception in wireless channel. Simi-
larly, in optical domain dispersion generated pulse distortion can be managed auto-
matically by OFDM and this is one of the favorite features of OFDM that motivates
the researchers to proceed in this direction [4]. Figure 1 shows an example of set of
orthogonal subcarriers.

Orthogonal subcarrier modulation and demodulation are done with calculating
IFFT and FFT of given data sequence so bulky multicarrier transmitter–receiver
with NSC modulators, matched filters multiplexer, etc. has been replaced with a very
efficient and dedicated digital signal processing (DSP) unit. DSP unit is second big
advantage of OFDM as it provides a huge margin for network expansion as well
as technology upgradation. Simple change in algorithm like number of subcarrier,
length of cyclic prefix, type of symbol mapping (QPSK/QAM) with change in con-
stellation size M are easily modified according to channel condition and demand
without any major change in installed network setup. In optical fiber mode of com-
munication, this DSP unit also works as dispersion management unit that adaptively
modifies the parameters to accommodate the change in channel condition [5, 6].

Fig. 1 Orthogonal
subcarriers in OFDM symbol
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OFDM signal s(t) for symbol duration Ts can be represented as

s(t) �
NSC∑

k�1

cke
j2π fk t , fk � k

Ts
(2)

NSC is number of subcarriers and f k is kth subcarrier that has amplitude ck . This
signal is bipolar in nature, whereas optical signal can be unipolar only and this
requires change in existing OFDM technology before it can be used in optical region.
Unipolar transmission of OFDM requires either DC bias or clipping of negative
polarity signal [7, 8].

At some time, there is probability that many of these subcarriers are in phase
and that create high-transmitted power condition and it is one among the major
concern regarding OFDM system design, defined as high peak-to-average power
ratio (PAPR). In general, RF OFDM transmission, PAPR restricts the design and
performance of high power amplifier, whereas in optical fiber domain high PAPR
makes fiber nonlinearity as major limiting factor [9, 10]. Phase and frequency offset
sensitivities are similar in optical OFDM as it is in RF OFDM.

OFDMhas a design parameter defined as cyclic prefix (CP) that is similar to guard
band allocation in frequency multicarrier transmission. CP copies a small section of
OFDMsymbol tail as prefixof transmitted symbol.Addition ofCPprovides tolerance
for pulse broadening and improves error performance although some extra overhead
bits reduce spectral efficiency. OFDM transmits pilot carrier for phase and frequency
synchronizations that distort the performance otherwise.

3 Simulation Setup and Results

Basic OFDM transmission back to back and over optical fiber domain is simulated
with OptSim simulation tool. Figure 2 shows simulation setup for coherent detection
over fiber, whereas fiber section and optical to electric conversion were not included
in back-to-back OFDM.

Figure 3 shows output of different sections at transmitter and receiver sides. At
receiver side, we have recorded the scattering diagram three times in back-to-back
OFDMto study the effect of phase recovery and automatic synchronization. Figure 3a
is input scattering diagram for QAM-16. Figure 3b–d is output scattering diagram
for parameter settings as automatic synchronization and phase recovery, automatic
synchronization without phase recovery and manual synchronization without phase
recovery.

Second, role of CP is studied in both back-to-back OFDM and OFDM over fiber.
In back-to-back fiber, scattering diagrams are much distorted when cyclic prefix is
completely removed. OFDM over fiber also gets much distorted scattering diagram
because of fiber nonlinearity phenomenon.
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Fig. 2 OFDM over optical fiber transmission

(a) Input Scattering Diagram                                       (b) Output scattering diagram with
automatic synchronization and phase

recovery

(c) Automatic synch without phase recovery (d) Manual synch and no phase recovery

Fig. 3 Input and output scattering diagrams for effects of synchronization and phase recovery in
back-to-back OFDM with QAM-16 as symbol mapper
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Table 1 Simulation
parameters

Parameters Value

Ref. bit rate 10 Gbps

Subcarriers no. 8

Cyclic prefix 0.25

Modulation QAM-16

Fiber length 3 km

Fig. 4 Output scattering
diagram at fiber end

Table 1 summarizes the simulation parameters for study of OFDM scattering dia-
grams for different phase recoveries and carrier synchronization techniques. Figure 4
is output scattering diagram for OFDM over optical fiber and Fig. 5 is showing error
vector measurement (EVM) recorded for different numbers of subcarriers varying
from 4 to 16 with fiber length up to 7 km.

4 Conclusion

High PAPR in OFDM over optical fiber puts limits over transmission power because
of nonlinearity in fiber material and results is highly distorted output scattering dia-
gram. Sensitivity for phase and frequency offsets is another major issue for OFDMas
it may cause the loss of orthogonality among the subcarriers and results in large inter-
symbol and intercarrier interference. Effect of phase synchronization over OFDM
received signal is analyzed. Different governing factors for OFDM like length of CP,
numbers of subcarriers also affect the error performance. For improvement in error
performance at high data rate and long distance applications, OFDM with forward
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Fig. 5 EVM for different numbers of subcarrier

error correction codes like Turbo code and low-density parity check codes can be
implemented as well as these codes can help to regulate the nonlinearity in optical
fiber despite the larger coded symbol duration.
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High Contrast Ratio Based All-Optical
OR and NOR Plasmonic Logic Gate
Operating at E Band

Mainka, Shivani Sharma, Rukhsar Zafar, Mohammad Hossein Mahdieh,
Ghanshyam Singh and Mohammad Salim

Abstract In this paper, we have proposed an all-optical OR and NOR logic
gates which is based on Plasmonics metal–insulator–metal (MIM)waveguide. MIM
waveguide has the inherent feature to confine light far beyond diffraction limit.
Therefore, the structure can be designed with miniaturized size. The performance
of the device (gate) is measured by a quantifying parameter which is known as con-
trast ratio. The proposed NOR logic gate offers a contrast ratio of 12.36 dB for
Boolean logic gates of output. The proposed structure opens a solution for future
all-optical computing. The optical logic gates are investigated using finite-difference
time-domain method.

Keywords Metal–insulator–metal waveguide · Finite-difference time-domain
method · Contrast ratio · All-optical logic gates · Surface plasmon polaritons

1 Introduction

Nowadays, optical computing attracted the future optical communication system [1];
in order to build it all-optical flexible signal processing device is needed. Optical log-
ical gates [2, 3] are considered as vital elements in the network as it can perform
data encoding and decoding, switching operations, etc. Photonic logical gates are
the promising implementation in the real-time optical processing and communica-
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tion systems. Different schemes are introduced to realize different all-optical logic
gates such as semiconductor optical fibers (SOAs) [4], photonic crystals (PhCs) [5],
etc. But, they suffer from various limitations such as large size, high power con-
sumption, and low speed difficult to be implemented as large-scale chip integration.
Photonic crystal waveguides (PCW) [6, 7] are one of the promising examples of
PhCs applications at micron and submicron length scales.

Although it has so many advantages, it is limited by diffraction. The diffraction
limit strongly restricts photonic and optical devices’ development [8] and obstructs
our ability to handle and operate light–matter interaction in sub-wavelength regime.
One promising solution lies in the realm of surface plasmon polaritons (SPP) [9, 10]
where electromagnetic (EM) wave can be routed along the metal–dielectric interface
of nanostructure far beyond the diffraction limit [11, 12]. SPPs are the waves that
are tightly bounded along the interface of two materials having dielectric constant of
opposite sign. SPP can propagate along the interface between metal and dielectric
medium as a surface EM wave with a nanoscale light confinement far below the
diffraction limit of light [13]. As a result, plasmonics became a good candidate for
future optical communication without compromising the size, power consumption,
and cost of the subsystem. The MIM waveguide geometry has an intriguing feature
of sub-wavelength confinement. Therefore, MIM-based SPPs devices support many
applications in optical/biosensors [14], nanolasers [15] and photovoltaic cells [16],
filters, and buffers [17].

Thegrowing interest in optical logical gates has attracted the interest of researchers
to explore its efficiency. Pan et al. have investigated Y-shaped all-optical XOR, OR,
and NOT gate. Younis et al. have also reported the combination of the ring cavities
and Y-shaped line defect coupler placed between twowaveguides of all-optical AND
gate and observed a contrast ratio of 6 dB. Rani et al. reported three input Y shaped
of NAND gate in two-dimensional photonic crystal and using the combination of
three universal optical logic NAND gates is investigated to XNOR gate and observed
a contrast ratio of 6.50 dB. So, in this paper, we have used metal–insulator–metal
(MIM) waveguide because of its inherent characteristics of sub-wavelength confine-
ment. All the simulation results are examined of the finite-difference time-domain
(FDTD)method [18]. TheMIMwaveguide geometry is best suited to confine optical
signal beyond diffraction limit [19, 20]. A Gaussian-modulated continuous wave is
being usedwhich is transversemagnetic (TM) polarized. The proposedOR andNOR
optical gates operate at E band. We reported that the contrast ratio is 12.36 dB. The
device offers a simple and effective solution to realize this is an all-optical gate.
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2 All-Optical Plasmonic OR Gate

(A) Waveguide Geometry

In this paper, we simulated and suggested design for OR and NOR logic gates based
on plasmonics. In this proposed design, we useMIMwaveguide where the insulating
material is air which is sandwiched on the silver substrate. Silver is known as noble
metal. The dielectric function of metal is characterized by Drude model [21]

ε(ω) � ε∞ − ω2
p/

(
ω2 + iωγ

)
(1)

In simulation, the corresponding plasma frequency
(
ωp

)
of silver is 1.38 ×

1016 rad/s and collision frequency (γ) of silver is 2.73 × 1013 rad/s and permittivity
at infinite frequency of silver (ε∞) is 3.7. Width of all linear waveguides is taken as
50 nm. In this design, we used linear waveguide of length l which is 500 nm and
vertical linear cavities are resonantly coupled of length L which is 1000 nm, and
separation (w′) of vertical cavities is 25 nm. Output is observed at observation point
A (Figs. 1 and 2).

Observation point A

Input signal B

Input signal A

Linear waveguide

W

l

L

Fig. 1 Schematic of proposed OR gate with following parameters; w � 50 nm, l � 500 nm, w′ �
25 nm, and L � 1000 nm

(a) (b) (c) (d)

1

0

Fig. 2 Magnetic field profile of two input signals at different conditions of OR gate a A � “Low”
and B � “High” state. b A � “High” and B � “Low” state. c A � “High” and B � “High” states.
d Normalized figure palette. In all the cases, output intensity is above the threshold boundary
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Table 1 Truth table of OR
gate

Input signal
A

Input signal
B

Logic output Transmission
efficiency

0 0 0 0

0 1 1 0.55

1 0 1 0.43

1 1 1 0.62
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Fig. 3 Transmission spectrum of two input signals at different conditions of OR gate a A� “Low”
and B � “High” state. b A � “High” and B � “Low” state. c A � “High” and B � “High” states

(B) Result Analysis of OR Gate

The input power at portA andBare set to be equal. The input “High” and “Low” states
correspond to “1” and “0”, respectively. The output of Boolean value is calculated by
the threshold value. Two signals are transmitted from the input ports to the junction
and the output is measured at the observation point. If output amplitude is greater
than threshold value then the output value is “1”. If output amplitude is less than
threshold value then the output value is “0”. The logical operation of OR gate is
illustrated in Table 1 and outputs for different input conditions are shown in Fig. 3.

3 All-Optical Plasmonic NOR Gate

(A) Waveguide Geometry

In this design, we composed that the combination of OR and NOT gate is NOR
logic gate. The parameters of the NOR gate is similar to previously defined OR gate.
NOT gate is described with the one linear cavities which is used to control signal
and vertical linear cavities which is used to create interference. Separation of two
vertical cavities is 25 nm. Width of all linear waveguides is taken as 50 nm (Figs. 4
and 5).
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Control signal

Observation point

Input signal B

Input signal A

′

L
l

w

OR gate NOT gate

Fig. 4 Schematic of proposed NOR gate with following parameters; w � 50 nm, l � 514 nm, w′
� 25 nm, and L � 1000 nm

(a) (b) (c)  (d) (e) 1

0

Fig. 5 Magnetic field profile of two input signals at different conditions of NOR gate a A� “Low”
and B � “Low” state. b A � “Low” and B � “High” state. c A � “High” and B � “Low” state.
d A � “High” and B � “High” states. e Normalized figure palette

(B) Result Analysis of NOR Gate

The NOR logic gate is proposed by one OR gate and NOT gate. NOT gate is as
controlled by control signal. The input power at port A, B, and C is selected to be
equal. The inputs “High” and “Low” states correspond to “1” and “0”, respectively.
The output of the Boolean value is calculated by the threshold value. If output of
OR gate is “1” and control signal C is “1”, then we get output signal of NOR gate
as “0” because of destructive interference. If output of OR gate is “0” and control
signal C is “1”, then we get output signal of NOR gate as “1”. Two signals and one
control signal are transmitted from the input ports to the junction and the output is
measured at the observation point. In this device, the threshold amplitude value is
0.30. If output amplitude is greater than threshold value, then the output value is “1”.
If output amplitude is less than threshold value, then the output value is “0”. The
logic operations of NOR gate are illustrated in Table 2 and Fig. 6. Now, contrast ratio
can be defined as

Contrast Ratio (C.R) � 10 log10(PH/PL ),

where

PH Optical power level is HIGH � 0.69,
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Fig. 6 Transmission spectrum of two input signals at different conditions of NOR gate a A �
“Low” and “Low” state. b A � “Low” and B � “High” state. c A � “High” and B � “Low” state.
d A � “High” and B � “High” states

Table 2 Truth table of NOR
gate

Input signal
A

Input signal
B

Logic output Transmission
efficiency

0 0 1 0.69

0 1 0 0.04

1 0 0 0.05

1 1 0 0.06

PL Optical power level is LOW � 0.04.

Now, contrast ratio for NOR gate � 12.36 dB.
So, C.R is about 12.36 dB for NOR optical logic gate.
The metals are assumed to suffer from large amount of losses. Silver is selected

in this paper as it has large optical gain but still propagation losses increase with
increasing propagation distance. The noble metals may be replaced by transparent
conducting oxides as it offers a comparable performance as metals.
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4 Conclusion

In this paper, we have designed the optical logic gates (OR and NOR) operating at
1.4μm. The waveguide is designed using plasmonics MIMwaveguide which is base
for sub-wavelength confinement. The geometry is simulated using FDTD method
and its performance is measured using contrast ratio. The device offers a large value
of contrast ratio (24.76 dB). Therefore, the proposed optical logic gates are very
useful to apply on ultrafast optical logic operations and future optical computing
components because of its high speed and high contrast ratio for the output states
“1” and “0”.
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Defected Ground Structure Microstrip
Antenna for WiMAX

Ajay Thatere and Prasanna L. Zade

Abstract This paper proposed themicrostrip antennawhich enhances the bandwidth
with the use of defected ground structure (DGS). The study and implementation of
proposed antenna are discussed in this paper. With the use of DGS, the bandwidth is
increased efficiently to 35.87% as compared to the normal rectangular patch antenna.
The proposed antenna is designed for Wi-Fi/WiMAX application at the resonant fre-
quency of 5.5 GHz. The I-shaped defected ground structure (DGS) antenna improves
bandwidth of antenna. The simulated and fabricated antenna results are compared.

Keywords Microstrips patch antenna · Simulation software · VNA · Defected
ground structure (DGS) · FR4 substrate · Bandwidth enhancement

1 Introduction

Nowadays,microstrip patch antenna is used inmuch type of applications and achieves
great advancement in recent years. Microstrip patch antenna is so much used antenna
because of its reliable characteristics and properties which are like light in weight,
having low cost, conformable to planer and non-planer surfaces, simple to manufac-
ture and can be integrated with circuit and simple arrays. It is used in application
such as high-performance aircrafts, spacecrafts, and wireless communication sys-
tem. Possessing such good characteristics microstrip patch antennas still suffered
from high surface wave, narrow bandwidth, and low gain.
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2 Defected Ground Structure (DGS)

A defected ground structure (DGS) is an etched lattice shape that is located on the
ground plane. DGS can be done by making defect on the backside of the metallic
ground plane. The name given to this technique is because we make a defect on
the ground plane which is typically considered to be an approximation of an infinite,
perfectly conducting current sink.Defected ground structure is developing to improve
the characteristics of many microwave devices. This theory develops us to enhance
the bandwidth with the use of defected ground structure to improve the antenna
characteristics in application like Wi-Fi/WiMax, Bluetooth, and many more. There
are several approaches that can be used to achieve better improvement in bandwidth.
The enhancements of bandwidth with the previous approaches are discussed in this
section. The primary approach towards the improvement of bandwidth through the
I-Shaped antennawith the help of defected ground structure (DGS)which exhibits an
enhancement of 118% bandwidth. The antenna was designed for S-band application
at the frequency of 2.5–4.5 GHz which improves the gain and return loss of the
antenna [1]. In [2], comparison of different shaped microstrip patch antenna was
discussed with the use of metamaterial. The proposed work compares the frequency
of different shaped antennas along with the DGS which can be used for Wi-fi and
Bluetooth application. In [4], proposedwork entitles the enhancement of efficiency of
microstrip patch antenna and improvement of characteristics with defected ground
structure. It effectively increases the efficiency of the antenna. There are various
approaches to increase the Bandwidth of microstrip patch antenna including single
slot patch structure, rectangular structure, and eight-shaped slot alongwithmicrostrip
line [5–7]. The DGS is stretched with cyclic or non-cyclic cascaded configuration
defects on the ground of a planar transmission line that disturbs the shield current
allocation. This disturbance will modify the characteristics of the capacitance and
inductance. It suggests that any defect on the ground plane increases the effective
capacitance and inductance on the whole electrical circuits [13]. In [8–12], the paper
reports to the improvement of bandwidth, antenna gain, and the area of radiating patch
using metamaterial. This method introduced I-shaped metamaterial DGS antenna
which enhances the bandwidth. A combination of the rectangular patch antenna and
the I-shaped DGS exhibits negative permittivity, , and permeability,μ, in the targeted
frequency ranges which exhibits metamaterial or left-handed material (LHM) yields
the negative refractive index. DGS has various shaped slots like E-shaped slots, U-
shaped slot, L-shaped slot, I-shaped slot, etc. which helps to improve the resonant
bandwidth (Fig. 1).

3 Proposed Work

This paper proposed microstrip patch antenna with the use of defected ground struc-
ture which effectively increases the bandwidth and reduces the return loss. The



Defected Ground Structure Microstrip Antenna for WiMAX 335

Fig. 1 Equivalent circuit of
DGS

antenna design and the detailed specification are discussed in Section A and Section
B, respectively.

A. Antenna Design

The proposed antenna, which is designed having fundamental structure, is shown in
Fig. 2. In the most basic form, microstrip patch consist of radiating patch is on one
side of the dielectric substrate and has a ground plane on other side.

The substrate ismade up of FR4material. The dielectric constant of FR4 is 4.4 and
height is of 1.5 mm. Dielectric substrate has microstrip patch on the upper surface
which is in rectangular shape. The patch has length of 11.65 mm and the width
of 18.25 mm which occupies the median of the substrate. Ground is situated at the
lower side of substrate which possesses ground plane. It covers the substrate which is
formed in rectangular shape having the dimension of 22× 28mm. The patch is added
by feed line and should be impedance matched at the resonance and can sustain with
50w impedance. Using the simulation software, the design is developed. The result
is taken for the frequency between 5 and 6 GHz. For this, all the adjustments are done
on the patch. The adjustment is done so that the operating frequency is at 5.5 GHz.
After that defect is given to the ground so that the cutoff frequency becomes constant
at the 5.5 GHz. The I-shaped defect is given to the ground so that the characteristics
of the proposed antenna get improved. The dimension of each parameter of the DGS

Fig. 2 Geometric of
microstrip patch antenna

Patch

W
L

h Dielectric (εr) 

Ground
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Fig. 3 I-shaped defected ground structure

Table 1 Dimension of DGS
design structure

Parameters Dimension (mm)

a 7

b 6.5

structure is shown in Fig. 3. The cuts in the ground plane are “a” and “b” having
7 mm and 6.5 mm in dimensions, respectively, (Table 1).

B. Mathematical Analysis

Step 1: Width calculation (W)
The width of proposed patch is calculated as

W � C

2 f0
√

εr+1
2

,

where c is speed of the light, f0 is resonant frequency, εr is the dielectric constant
obviously different widthmight be picked, however, for width littler than those chose
conquering width equations radiator productivity is lower for the bigger widths. The
productivity is more prominent for higher modes, bringing on field contortion. By
substituting the values of C � 3.0 × 1011 mm/s, εr � 4.4 and f0 � 5.5 GHz, we get:
W � 18.257 mm.
Step 2: Length calculation (L)

• Effective dielectric constant (εeff)

The method for the length calculation includes different steps. As we know the
width, we have to first calculate powerful dielectric constant. The substrate is much
more prominent than solidarity. The powerful dielectric constant is additionally a
component recurrence. The dielectric constant of substrate is given by

εe f f � εr + 1

2
+

εr − 1

2

[(
1 +

12h

W

) −1
2

]
.
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The dielectric constant of the given proposed antenna is observed to be 3.88.

• Effective length (Leff)

The effective length observed is as

Lef f � C

2 f0
√

εe f f
.

The effective length (Leff) � 15.217 mm.

• Length extension (�L)

For the standard E-plane where the measurement of the way along its length have
stretched out each by a separation of �L which is an element of the successful
dielectric constant and width to the height proportion (W/h). The length extension is

�L � 0.412h

(
εe f f + 0.3

)
(
εe f f − 0.258

)
[

W
h + 0.264
W
h + 0.8

]
.

Substituting eff � 4.4,W� 18.257mm, and h� 1.5mm,we get�L� 0.7273mm.

• Calculation of actual length (L)

The length is a basic parameter. All the values which are calculated are used to find
out the actual length of the patch. The length is given by

Lef f � L + 2�L .

SubstitutingLeff � 15.217mmand�L� 0.7273mm,we get theL� 13.7624mm.

4 Designing of Patch

The proposed antenna having rectangular patch incorporated with the I-shaped DGS
is designed. It has the cutoff frequency of 5.5 GHz. The design is made using sim-
ulation software. The design of patch is shown in Fig. 4. The simulation software
design having patch is fabricated as hardware design shown in Fig. 5. After that the
I-shaped DGS is designed in the software. This is shown in Fig. 6. The design is then
converted to the hardware and gets fabricated as shown in Fig. 7.

Figures 4 and 5 show software simulated and fabricated rectangular patch antenna
without DGS.

Figures 6 and 7 show software simulated and fabricated rectangular patch antenna
with DGS.
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Fig. 4 Designing of patch with software

Fig. 5 Fabrication of rectangular patch antenna

5 Results

Thedesign of antennawas simulated by software and the fabricated hardware is tested
using vector network analyzer device (VNA) having cutoff frequency of 5.5 GHz.
The simulated result shows the return loss of −23.7078 dB without DGS and return
loss of −19.6768 dB with DGS shown in Figs. 8 and 9, respectively. The simulated
result of VSWR without DGS is 1.1396 and VSWR with DGS is 1.231 which is
shown in Figs. 10 and 11, respectively. The Smith chart showing the results with
DGS and without DGS is given in Figs. 12 and 13, respectively. The bandwidth of
the antenna is enhanced by 35.87% to that of antenna without DGS, and we get
increment in the bandwidth. The hardware which is fabricated is tested under VNA
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Fig. 6 Antenna having DGS with software

Fig. 7 Fabrication of rectangular patch antenna with DGS

device. The results of VNA for the various parameters with DGS and without DGS
are shown in figures.

The simulated result shows the return loss of−23.707 dBwithout DGS and return
loss of −19.6768 dB with DGS at resonance frequency as shown in Figs. 8 and 9,
respectively.

The simulated result of VSWR without DGS is 1.1396 and VSWR with DGS is
1.231 at resonance frequency as shown in Figs. 10 and 11, respectively.

The simulated result of impedance without DGS and with DGS at resonance
frequency is as shown in Figs. 12 and 13, respectively.



340 A. Thatere and P. L. Zade

Fig. 8 Simulation result of return loss without DGS

Fig. 9 Simulation result of return loss with DGS

The measured result shows the return loss of −21.80 dB at 5.516 GHz without
DGS and return loss of −24.63 dB at 5.527 GHz with DGS as shown in Figs. 14 and
15, respectively.

The simulated result of impedance without DGS and with DGS at resonance
frequency is as shown in Figs. 16 and 17, respectively.

The measured result of VSWR without DGS and with DGS is very closer to 1.0
as shown in Figs. 18 and 19, respectively.
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Fig. 10 Simulation result of VSWR without DGS

Fig. 11 Simulation result of VSWR with DGS
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Fig. 12 Simulation result of Smith chart without DGS

Fig. 13 Simulation result of Smith chart with DGS
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Fig. 14 VNA result of return loss without DGS

Fig. 15 VNA result of return loss with DGS
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Fig. 16 VNA result of Smith chart without DGS

Fig. 17 VNA result of Smith chart with DGS
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Fig. 18 VNA result of VSWR without DGS

Fig. 19 VNA result of VSWR with DGS
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6 Conclusion

This paper results in the enhancement of the bandwidth. The rectangular patch with
DGS shows the improvement in the bandwidth than that of without DGS in both
simulation and VNA result. The resulted frequency has good return loss and can be
used for Wi-Fi and WiMax.
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Fractal MIMO Antenna for Wireless
Application

Sachin S. Khade and Pallavi D. Bire

Abstract A compact two-element fractal MIMO antenna with dimension of 20 ×
32 mm2 is proposed. A T-shaped reflecting stub is placed between two antenna ele-
ments to reduce mutual coupling, and hence to improve isolation. The ring resonator
is used on backside antenna which increased the number of resonances. The reflec-
tion coefficient of antenna is found to be below −10 dB at 2.4 and 3.5–7.1 GHz. The
mutual coupling between antenna element is found less than −10 dB. The perfor-
mance of antenna is evaluated in terms of mutual coupling, radiation pattern, peak
gain, directivity, and VSWR. The maximum combined gain of antenna is found to
be 3.01 dB.

Keywords Multiple-input multiple-outputs (MIMO) · Gain · Fractal monopole ·
Wireless local area network (WLAN) · Mutual coupling · S-parameter

1 Introduction

The rapid evolution ofwireless communication technology has enabled the electronic
industries to regularly upgrade their products to meet the unabated demand. How-
ever, the existing multipath propagation problem has reduced the communication
data rate and weakened the signal reception for many mobile devices which oper-
ate in urban and suburban environments [1]. Recently, MIMO is a new technology
used in multiple transmit and multiple receive antennas for a single user. It provides
higher data rates, improved reliability, and coverage [2]. The MIMO antenna system
also improves the communication quality and increases the system capacity. MIMO
wireless technology is able to enhance the capacity of a given channel and reduces
interference. MIMO technologies are widely used to overcome the effects of multi-
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path fading. MIMO is used in wireless communication standard like IEEE802.11n
(Wi-Fi), IEEE802.11ac (Wi-Fi), WLAN, WiMAX, and long-term evolution (4G).

In the present work, a MIMO fractal monopole antenna is used as the radiating
element. A fractal antenna is used a self-similar design to increase the perimeter
or, maximize the length, of material that can receive or transmit electromagnetic
radiation within a given total surface area. Fractal is self-loading so no antenna parts,
such as inductor and capacitors, are needed to resonant it [3].

In addition, they often do not require anymatching circuitry for their multiband or
broadband capabilities. However, MIMO antenna integrated in space-limited device,
such as mobile terminal and wireless router. Therefore, there is challenge in term
of antenna size and mutual coupling between adjacent radiating elements that affect
the overall diversity performance of the MIMO system. Limited distance between
antenna elements will lead to strong mutual coupling, which results in critical degra-
dation to antenna radiation characteristics. Therefore, disposing of the problem of
mutual coupling is still a hot issue in MIMO systems [4–6].

Recently, several techniques have been studied and used to reduce the mutual
coupling of MIMO antennas. In, a T-shaped reflecting stub is placed between two
antenna elements to improve the isolation and to improve the impedance matching
[7]. The ring resonator increased the number of resonances which makes antenna
multiband.

2 Antenna Design
Figures 1 and 2 show the geometry of the proposed MIMO antenna system, with
two identical and symmetrical antenna elements. These elements are etched on one
side of an FR-4 substrate having size of 20 mm × 32 mm × 1.6 mm. The geometry
of radiator is of fractal shaped which effectively utilize the surface area, and thus to
reduce the size of the antenna. The radiator is fed by 50 � microstrip-fed line. A

Fig. 1 Front view of
proposed antenna
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Fig. 2 Back view of
proposed antenna

Table 1 Dimensions of the
proposed antenna, in mm

L L1 L2 L3 W

20 20 5 8 32

W1 W2 W3 W4 A

2 3 3 4 11

S G1 g k h

2.5 1 0.5 6 2

b d L4 A1 A2

3 5 18 6 8

A3 A4 B1 B2 S1

10 12 15 3 4

T-shaped reflecting stub is placed in between the two antenna elements for improving
the isolation. The T-shaped reflecting stub consists of two parts—a vertical stub and
a horizontal stub. The vertical stub having dimension of L4 × W4 and horizontal
stub having the dimension of L1 × W1. Through simulation, it is observed that the
horizontal stub affects isolation, and the vertical stub affects matching. These two
effects have been combined to produce an optimum result. The ring resonator is used
to increase the number of resonance which makes antenna multiband. Table 1 gives
the dimensions of various parameters of proposed antenna.

3 Result and Discussion

The proposed MIMO antenna operates in two bands of frequency ranges
2.44–2.49 GHz with resonance frequencies of 2.47 GHz and 3.5–7.2 GHz with
resonance frequencies of 3.87, 5.09 GHz. Figure 3 shows the simulated S-parameter
of fractal MIMO antenna system. Due to symmetrical nature of structure, S22 and
S12 are same as S11 and S21. From the figures, it is observed that the MIMO antenna
system has S11 < −10 dB at 2.4, 3.7, 4.9, 5.15, 5.725, 5.825, and 5.875 GHz. A good
isolation is observed within the operating bandwidth due to the introduction of the
reflecting stub.
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Fig. 3 Simulated S-parameter of fractal MIMO antennas

Figure 4 shows the 3-D radiation pattern of antenna at various frequencies. The
gain of MIMO antenna is found to be 1.21 dB at frequency 3.7 GHz, 2.69 dB
at frequency 4.9 GHz, 2.66 dB at frequency 5.15 GHz, 2.93 dB at frequency of
5.725 GHz, 2.99 dB at frequency of 5.825 GHz, and 3.01 dB at frequency 5.875
GHz. Figure 5 shows the 2-D radiation pattern of gain of MIMO antenna system at
respective frequencies.

The value of VSWR at resonances 3.8 GHz and 5.09 GHz is obtained as 1.1797
and 1.077, respectively. This is very close to 1 indicating maximum power is trans-
ferred by antenna. The surface current plays an important role in developing radiation
pattern of the antenna. Figure 6 shows the current density when port 1 is excited pro-
vided port 2 is terminated with matched load. It clearly shows that there is negligible
current induced on the other elements of an antenna. The T stub interrupts the sig-
nal diverted from antenna element 1 to antenna element 2 and vice versa. Due to T
stub, the coupled element shows very small surface current, and hence the isolation
is increased. When both ports are excited, the current across T stub increases due
to radiation by both patches. The current at the edges of the patch increases with
increase in frequency, and hence results in improvement in gain.

The power pattern of the antenna is presented in Fig. 7. The constant power is
applied to theMIMO antenna during the simulation. The antenna starts accepting the
power from 2 GHz onwards, out of which some of the power radiates and remaining
lost. The radiation of antenna is affected by losses across the FR4 material. The
power accepted by an antenna is continuously varying with respect to frequency.
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(a) 3.7 GHz (b) 4.9 GHz

(c) 5.15 GHz (d) 5.725 GHz

(e) 5.825 GHz (f) 5.875 GHz

Fig. 4 3-D radiation pattern of antenna
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(a) 3.8GHz                          (b) 4.9GHz (c) 5.15GHz                        (d) 5.725 GHz 

(f) 5.875 GHz (e) 5.825GHz                                    

Fig. 5 2-D radiation pattern of antenna

(b) 4.9 GHz

(c) 5.09 GHz

(a) 3.8 GHz 

Fig. 6 Current distribution when port 1 excited and both ports excited
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Fig. 7 Simulated power level across fractal MIMO antenna

4 Envelope Correlation Coefficient

Envelope correlation coefficient considers the antennas radiation pattern shape, polar-
ization, and even the relative phase of the fields between the two antennas. The
approximated value of this coefficient is calculated using simple closed-form equa-
tion and that varies from 0–1. The envelope correlation can be defined by a simple
equation that relates the scattering parameters of the elements in an antenna array
configuration. For two antenna elements, this equation using the scattering parame-
ters is given below (Fig. 8):

ECC � S11 ∗ S12 + S21 ∗ S22
(
1 − |S11|2 − |S21|2)(1 − |S22|2 − |S12|2) .

The experimental values of envelope correlation coefficient are calculatedwith the
help of above formula and measured S-parameters. The simulated ECCs are 0.004,
6.1571e−005 at desired resonance frequencies.
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Fig. 8 Simulated envelope correlation coefficient of proposed MIMO antenna

5 Prototype and Measured Results

The prototype is fabricated on FR4 substrate with thickness of 1.6 mm (Fig. 9).
The measured S-parameter results are represented by Fig. 10, which indicates that
the measured results are found to be very close to simulated one. The resonances are
slightly deviated due to the losses developed across FR4 material. The resonances
are found at 2.64, 3.64, and 4.9 GHz.

(a) Front view (b) Back view

Fig. 9 Structure of prototype
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Fig. 10 Measured S-parameter of prototype

6 Conclusion

A compact fractal MIMO antenna system of size 20 × 32 mm2 is designed for
wireless communications. A T-shaped reflecting stub is placed within the antenna
elements to improve matching and isolation. The ring resonator is used on backside
of substrate to improve the performance of antenna. The proposed MIMO antenna
has very less mutual coupling, i.e., below −10 dB over the band. The gain of the
proposed MIMO antenna is 1.21 dB at frequency 3.7 GHz, 2.69 dB at frequency
4.9 GHz, 2.66 dB at frequency 5.15 GHz, 2.93 dB at frequency of 5.725 GHz,
2.99 dB at frequency of 5.825 GHz, and 3.01 dB at frequency 5.875 GHz, which is a
good value for MIMO antennas. The analysis of MIMO antenna’s characteristics in
terms of diversity gain, mutual coupling, radiation pattern, and bandwidth is done.
From the result, we conclude that antenna is good for wireless applications.
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Microstrip Patch Antenna Array
for UWB Application

Rajat Yadav and Rajan Mishra

Abstract In this paper, an antenna is designed for ultra-wideband application as
UWB is licence free band. In order to enhance the impedance bandwidth of the
antenna, a number of parasitic elements as well as modified ground plane are also
introduced in the design. The proposed antenna has also compactness as we are
using substrate material FR4 epoxy of dimension 65× 42 mm2. Ansoft HFSS 2013
software is used to simulate the impedance bandwidth and radiation characteristics
of the proposed antenna.

Keywords Antenna array · Parasitic elements · Step size rectangle · Impedance
bandwidth

1 Introduction

The range 3.1–10.6 GHz is used for radio technology that works on low energy for
short-range and gives high bandwidth over a large range of radio spectrum [1, 2].
The various benefits like low energy transmission and higher bandwidth and prone to
interference make the UWB more attractive that can be used for ground penetrating
system, wireless local area network (WLAN), body area network (BAN), and multi-
media transmission [1–3]. Ultra-wideband is the technology used in frequency band
of system and many other different systems. UWB is used in short distance commu-
nications only; due to short distance and short duration, it is easier to enhance the
data speed.

UWB antenna is the core of UWB application system. Basically, UWB anten-
nas are simple in structure and wideband impedance. UWB antennas are simply
microstrip patch antenna that provides ease in fabrication, compact size, lower cost
and better omnidirectional pattern [4]. Themajor disadvantage of themicrostrip patch

R. Yadav (B) · R. Mishra
Electronics and Communication Engineering, Madan Mohan Malaviya University of Technology,
Gorakhpur, Uttar Pradesh, India
e-mail: yadavrajat96@gmail.com

© Springer Nature Singapore Pte Ltd. 2020
V. Janyani et al. (eds.), Optical and Wireless Technologies,
Lecture Notes in Electrical Engineering 546,
https://doi.org/10.1007/978-981-13-6159-3_38

357

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6159-3_38&domain=pdf
mailto:yadavrajat96@gmail.com
https://doi.org/10.1007/978-981-13-6159-3_38


358 R. Yadav and R. Mishra

antenna is confinedbandwidth and impedancemismatching over the frequency range.
To overcome these disadvantages, several different techniques have been bought up.
These techniques consist of by varying the gap between feed, by varying the size and
shape of the ground, i.e. defected ground or multiple feeds [5]. This antenna con-
sists of defected ground with half-circular step sized microstrip patch antenna. The
ground is defected by introducing a number of slits at the corner of the antenna. This
antenna design consists of three elements in the array, in which two elements of the
array are parasitic elements which lead to great improvement in antenna parameters
like gain, impedance bandwidth and radiation pattern [6]. A 50 � microstrip feed is
given to centre element in the antenna array. This antenna consists of a half-circle and
a number of steps. This antenna also consists of three parasitic strips. To enhance the
bandwidth of the antenna, parasitic elements are used. This improves the impedance
bandwidth, gain, VSWR of the antenna [6].

2 Antenna Design

In this part, the design of the proposed antenna is described with conventional and
modifiedgroundplane aswell as antenna array usingparasitic elementswithmodified
ground plane.

2.1 Single Element Antenna with Modified Ground Plane

The substrate material used in this antenna is FR4 EPOXY of thickness 1.59 mm and
relative permittivity 4.4 that is commercially available. The radius of half-circular
patch is 5.5 mm while the length of each step is 2 mm and width varies accordingly.
The antenna feed is given by 50 � microstrip line of length Lf 11.5 mm and width
Wf 2.8 mm. The dimensions of partial ground planes are of width 40 mm and length
10 mm. The ground plane is modified by introducing five slits on the ground, which
enhance the antenna properties. Step size is introduced to enhance the matching of
device. In this proposed structure, microstrip strip line feed is introduced due to its
advantage of easier fabrication (Figs. 1 and 2).

Single element antennawith conventional ground offers a very narrow bandwidth.
It offers a bandwidth of nearly 200 MHz whereas using parasitic array with conven-
tional ground plane. This proposed antenna covers the bandwidth lies between the
frequency ranges of 5.6–9.2 GHz. This structure describes a significant improvement
in bandwidth.
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Fig. 1 Single element antenna with modified ground

Fig. 2 Reflection coefficient of single monopole
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2.2 Antenna with Two Parasitic Elements and with Modified
Ground Plane

As further modification, we introduce an array element on the modified ground.
First, we were using a single monopole radiator, and now, we are using an array
of three elements where first and third elements are parasitic elements which are
used to improve the impedance bandwidth of the antenna. The spacing between two
successive elements is D 20 mm. Ametallic strip is introduced at the centre position.
The length of each rectangle step size is 2 mm and the width is varying accordingly.
Along with those parasitic elements, we are using two metallic strips also in order
to improve antenna performance. These parasitic elements are used to improve the
matching of the device in order to improve impedance bandwidth (Figs. 3 and 4)

3 Result and Discussion

In this section, the simulation result of proposed antenna is presented. In order to
get optimum result, parametric analysis is done by changing the dimension. By
extracting the optimum value of each and every parameter, we have designed the
proposed antenna.

Fig. 3 Antenna array with parasitic element
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Fig. 4 Reflection coefficient
of proposed antenna

Table 1 Optimized value of
proposed antenna

Parameters Values (mm) Parameters Values (mm)

Lsub 65 Wsub 42

Lf 11.5 Wf 2.8

ml 4 mw 24

sl 3 sw 4

Aw 8 Bw 12

Cw 16 Rad 5.5

D 18 L 2

Lg 11 Wg 40

3.1 Parametric Study

In order to get better results, parametric analysis is done. The aim of the antenna is
to improve the impedance bandwidth of the antenna. A parametric study has been
done on the main parameters of the antenna. Simulation is performed using Ansoft
HFSS 13.0. The figure shows the different values of return losses for different values
of interspacing. Further antenna performance is studied by changing the distance
between the arrays. By changing the length of the ground and width of the ground,
the parametric study has been done but no remarkable change is observed.

In Fig. 5, parametric analysis is done by varying the value of D where D is the
spacing between the array elements. By varying the value of D, antenna perfor-
mance can be improved. The change in varying the radius is not so much significant.
Parametric study is done to improve the antenna characteristics (Table 1).

3.2 Optimized Antenna Array Performance

In this part, the result of the antennawith optimumdimension is comparedwith single
elementmodified groundwith single element conventional ground plane and antenna
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array with modified ground plane. The height of the dielectric substrate plays a vital
role in designing the antenna. The antenna with single element modified ground
offers the bandwidth between 5.6 and 9.2 GHz whereas the bandwidth of the single
element with conventional ground is 8.2–9.2 GHz. The bandwidth of antenna array
lies between 2.0 and 13.2 GHz. The bandwidth of the antenna array is four times
than the single element with modified ground. The VSWR of the given antenna lies
below 5.5 dB for the frequency band of 2.0–13.2 GHz. The impedance bandwidth of
antenna array is 3.11 times the impedance bandwidth of single element antenna. In
this antenna, radiation pattern is calculated at two resonant frequencies, i.e. 5.2 and
7.75 GHz. At both the frequencies, the radiation pattern is bidirectional for E-plane
and for H-plane. The gain of the proposed antenna is good at resonant frequency.
It can be easily observed by using parasitic elements, we can shift the resonance
frequency very easily (Fig. 6).

4 Conclusion

In this paper, step sized half-circular microstrip patch antenna has been successfully
studied. The proposed antenna is basically designed for ultra-wideband application.
The small size of substrate makes the antenna compact. This antenna covers the
frequency bands for Wi-Max and Wi-Fi application. Antenna array enhances the
antenna properties of the antenna as compared to single radiator antenna. It is seen
that the proposed antenna with five slits on the ground gives an improved bandwidth.

Fig. 5 Reflection coefficient of the antenna at different values of D
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Fig. 6 Radiation pattern of the proposed antenna at 5.2 and 7.75 GHz

The performance of the antenna is optimized by using parametric analysis. The
frequency range achieved for S11 < 2 10 dB is 2–13.2 GHz.
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Review for Capacity and Coverage
Improvement in Aerially Controlled
Heterogeneous Network

Akshita Gupta, Shriya Sundhan, S. H. Alsamhi and Sachin Kumar Gupta

Abstract As a result of vast growth in wireless networks, there is an abrupt hike
in user demands, constantly demanding surplus data as well as services. This abrupt
demand creates a lot of burden on backbone-based macro-cellular networks because
of inability and incapability in handling these high traffic demands. The possible
solutions to handle these inefficiencies are to control the ground level data plane
network from aerially such as Tethered balloon, loon technology, unmanned aerial
vehicle (UAV) concept, etc. This one is a survey paper inwhich a network is proposed
to enhance the capacity and to extend the coverage of heterogeneous network assisted
by UAVs (i.e., handling of traffic demand inefficiency of traditional infrastructure-
based macro-cellular networks is done through UAVs as intermediate aerial nodes
in heterogeneous network). The paper investigates the problem related to high user
demands-based UAVs-assisted heterogeneous network. A MIMO-OFDM approach
is set to serve the higher data rates to the ground users. Multiple UAVs have been
used to provide long distance connectivity and enhance the load balancing and traffic
offload. This review paper hopes for the betterment in spectral efficiency, transmis-
sion range, and transmission delays.

Keywords UAVs · HETNET · Capacity enhancement · Coverage expansion ·
MIMO
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1 Introduction

With the annual increase in the mobile data traffic, small cell deployments are play-
ing a vital role in extending the wireless network capacity. A small cell has an area
starting from 10 m to several hundred meters. It can also be helpful to fill the dead
gaps in a macro-cell and thereby enhancing the coverage. Furthermore, it strongly
provides flexibility and intensive quality of service capabilities at an attractive cost.
The main focus of small cell networks is to increase the overall capacity by bringing
users nearer to serving base stations [1]. A small cell deployment with macro-cell
provides a backhaul connection that helps in enhancing the capacity and coverage.
Efficient deployment of UAVs with directional antennas provides a large coverage
[2]. The recent developments in UAV, handled by Google and Facebook, consid-
ered the idea of the use of UAVs in order to extend coverage as well as capacity.
UAVs may be deployed as aerial control nodes which are playing as the central
point between macro-cell and small cell networks. UAVs have a tendency to provide
reliable connectivity in the high link failures prone area [3]. UAVs act as relays or
intermediate aerial nodes used to provide vast coverage and enhanced capacity. UAV
as a relay offers some attractive benefits such as line of sight (LoS), low propagation
delay, repaid deployment, and easy to deploy and maintain [4–6]. Therefore, the use
of UAVs as relay nodes provides better propagation channels to both the serving
mobile base station and the selected users. For the low coverage range, we use low
altitude relay, but for the high coverage range, we use high altitude relay which is
nearly 21 km and covers the large area [7]. The macro-nodes are generally used in
the network to assure broad coverage, and low-power nodes may be located near
places with high requirement or demand for data [8]. A smart combination of this
network covers a wide range of applications in the field of military and commercial
areas such as border surveillance, inland security, and formation of guidance units
[9]. A significant major issue faced by this network is on-fly or on-demand capacity
provision. Capacity refers to the rate at which the information can be reliably trans-
mitted toward the ground users and delay means the latency in data transmission.
Most of the time, small drone cells are used to provide an aerial control to an exist-
ing cellular network which can help to handle dense traffic in a network more cost
effectively. Deploying a single UAV is easy with respect to demand, and deploying a
number of UAVs in coordination with each other is very challenging and difficult due
to high chances of interference from various another aerial nodes [10]. An effective
approach is required to set for extending coverage and to enhance capacity. However,
various heterogeneous algorithms have already been used to resolves the problem of
capacity, delay, and vertical handover in order to expand coverage in a different kind
of heterogeneous network, namely, context-aware decision-based algorithms, delay
timer algorithms, load balancing algorithms, neural cost-based algorithms, neural
fuzzy-based algorithms, etc. [11, 12].

Researchers have worked in many ways to enhance capacity and extend coverage.
There are many techniques for increasing the capacity and coverage of wireless net-
work such as public spectrumband, 700MHzband,white space ultrahigh frequencies
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CNPC link (control and non-payload 
communication) 

                    Data link

Fig. 1 Basic architecture of UAVs-aided wireless communication

(UHF) spectrum, MIMO antenna technologies, carrier aggregation and offload via
femtocells [13]. The basic architecture ofUAVs-assistedwireless communication has
been shown in Fig. 1, where control and non-payload communication (CNPC) link
serves a safety-critical communication link and provides a communications between
the remote pilot control system and the aircraft.

2 Network Model

UAVs play a vital role in intermediate node which helps to enhance the balance load
while transmission of data from aerial nodes to ground users by forming multiple
links as shown in Fig. 2. UAVs as intermediate nodes are efficiently established in
a network to cover large geographical area and to provide better capacity at cell
edges. These small sizes and low-powered base stations act as repeaters to extend
the strength and quality of the signal and rebroadcast it. The quality of the signal
is predicted from different altitudes and different distances by using neural network
[14]. These aerial nodes are optimally placed with the help of optimal placement
algorithms. Communication is taking place in small cell HETNETs. The small HET-
NETs are being chosen to cover the maximum area. Dead spots are covered using
this network which ultimately leads to capacity and coverage increment. For com-
munication purpose, we have deployed a mobile base station (MBS), i.e., MBS is
used to communicate with UAVs. Communication can be done by installing antennas
in UAVs. There is a formation of communication links between UAVs-user equip-
ment and MBS-UAVs. Communication between aerial nodes and ground users can
be effected by environmental conditions and many more factors that degrade the
strength of signal and further lead to the path loss of the network. The path loss is
mainly caused by diffraction of signal, terrain contours, environmental factors such
as urban or rural, air medium (dry or moist air), obstructed by obstacles between
transmitter and receiver (free space loss), and due to the height and position of
antennas. To mitigate these factors, path loss model is used to calculate the path loss
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UEs

Small cell

Line of Sight

UAVs

Fig. 2 Proposed UAVs control heterogeneous network

of the network such as Hata model [15]. Hata model is the most widely used radio
frequency propagation that extends the model for predicting the behavior of path
loss of cellular transmissions in exterior environments covers frequencies from 150
to 1500 MHz.

2.1 Mathematical Model

The mathematical model used for coverage extension and capacity enhancement
consists of Okumura–Hatamodel. It is based on extensivemeasurements of graphical
path loss and valid for microwave frequencies from 150 to 1920MHz. Hata model is
widely used for urban area loss prediction along with correction factors for various
applications in other situations such as suburban and rural area. It calculates the path
loss of the network in dBs. In general, Path loss (in dB) is described as

Path Loss(PL) � PLfreespace + Aexc + Hcb + Hcm (1)

where

PLfreespace � Free space path loss.
Aexc � Excess path loss (measured as a function of distance, frequency, and

antenna height) for a BS height hb and a MS height hm in meters.
Hcb,Hcm � Antenna height correction factors.

The implementation of path loss can be written as

PL � α + β log(d) + γ (2)
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Table 1 Parameters of Hata model

Type of area a(hm) C

Rural 0.8 − 1.56 log10 (f) + (1.1
log10 (f) − 0.7) hm

−4.78 [log10 (f)]2 + 18.33
log10 (f) − 40.98

Suburban 5.4 + 2 [log 10 (f/28)]2

Medium-small city 0

Metropolitan (f ≤ 200) MHz −1.1 + 8.29 (log10 (1.54
hm)2

0

Metropolitan (f ≥ 400) MHz −4.97 + 3.2 (log10 (11.75
hm)2

0

where α, β, and γ are the frequency and antenna height-dependent factors, and fre-
quency (f) is given in MHz and distance (d) in KM.

α � 69.55 + 26.16 log(f) − 13.82 log(hb) − a(hm) (3)

β � 44.9 − 6.55 log(hb) (4)

where function a(hm) and correction factor (C) are environment-dependent factors:

• For urban areas such as small and medium-sized cities:

a(hm) � (1.1 log10(f) − 0.7)hm − (1.56 log10(f) − 0.8)
C � 0

(5)

• For metropolitan areas like large cities:

a(hm) �
{
8.29(log10(1.54hm)

2 − 1.1 atf ≤ 200MHz
3.2(log10(11.75hm)

2 − 4.97atf ≥ 400MHz
C � 0

(6)

• For suburban areas:

γ � 5.4 + 2
[
log10(f/28)

]2
(7)

• For rural area:

γ � −4.78
[
log10(f)

]2
+ 18.33 log10(f) − 40.98 (8)

The function a(hm) in rural and suburban areas is all most same as the urban areas
[16, 17]. The various parameters of the Hata model are given in Table 1.
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Fig. 3 MIMO-OFDM system

3 Key Aspect of Network Model

The critical aspect of capacity enhancement usingMIMO orthogonal frequency divi-
sionmultiplexing (MIMO-OFDM) concept, it is an effective way to achieve the high-
est spectral efficiency and also provides better quality of service (QoS) like capacity,
data throughput, and bit error rate (BER). One of the most significant biggest chal-
lenges in the wireless network is to provide uniform connectivity throughout the
geographical area. MIMO-OFDM generally break up a radio channel into multiple
numbers of equally spaced sub-channels to deliver more reliable and good commu-
nication at higher data transfer rates as shown in Fig. 3.

3.1 Advantages, Applications, and Challenges of Network
Model

The possible advantages, applications, and challenges of the proposed networkmodel
are listed out in Table 2. Due to these various key aspects, this kind of UAVs-assisted
network has mainly attracted the researchers’ attention and becomes one of the
demanding areas of research among the academic and industrial people.

4 Background and Related Work

There has been lots of research going on in order to increase capacity and extend
coverage to a great level. In this context, various fields have been pointed out where
researchers are working in different ways to enhance capacity and coverage.

OFDM technique is a very promising scheme that is used for digital carrier mod-
ulation for achieving the data transfer at higher rates for wireless communication
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Table 2 Various possible advantages, applications, and challenges of UAVs-assisted network

Sl. no. Advantages Applications Challenges

1 Cost-effective:
Heterogeneous network
is the most efficient and
low-cost solution to
improve the capacity by
deploying small cells
combination with
macro-cell

Military area:
• Live video remote
communications to
ground troops, aerial
reconnaissance of
unknown
areas/buildings, enemy
tracking, and force
protection

• Security and control
• Searching and rescue
operations

• Strike missions

A non-payload
communication link such
as control and
non-payload
communication links
(CNPC) with more
security requirements is
necessary in UAVs for
safety-critical tasks like
real-time control,
decision-making, crash
avoidance and collision,
etc. [18]

2 Boosting capacity and
uniform coverage:
Heterogeneous network
assisted by UAVs is the
cost-efficient way that
helps in boosting
capacity and provides
uniform coverage in
remaining dead zones

Commercial area:
• Surveying and
mapping

• Agriculture
• Environmental and
Natural disaster
monitoring

• Mining [19]

In wireless networks,
high mobility
environment of the
network is usually a
reason for link failures; it
results in highly dynamic
network topologies,
which are usually
sparsely and sporadically
connected [18]

3 Reliable network: This
network can be deployed
in congested areas where
it is difficult to build
infrastructure

Civilian area:
• Infrastructure
• Transport
• Emergencies
• Aquaculture

One of the biggest
challenges in this
network is SWAP
constraints of UAVs, i.e.,
size, weight, and power,
because it could limit
computation,
communication, and
persistence capabilities
[18]

4 Good communication:
With the use of high
gained antennas in
UAVs, it is possible to
gain good
communication between
aerial nodes and ground
users

Public safety
operations: In wireless
network, communication
technologies completely
rely on the infrastructure
network; in any worst
failure of base stations
makes communication
more difficult for
emergency
communications and
public safety, but with
the use of UAVs-assisted
HetNets gained lot of
attention in public safety
communication [13]

Interference
coordination from the
neighboring cells is more
challenging [20]

(continued)
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Table 2 (continued)

Sl. no. Advantages Applications Challenges

5 Rapid service recovery:
Service failure is a big
issue in wireless
networks but this
network ensures
restoration of services
rapidly in any case of
whether partial or
complete infrastructure
loss due to calamities,
natural disasters, and
base station offloading in
densely crowded areas,
e.g., live music concert
or a sports event
stadium, etc.

Aerial images and
photography:
• Real estate
photography

• Inspection areas
• Landscapes

UAV-based
communication is the
high signal processing
complexity, as well as
the costs of hardware
and power consumption,
make it often costly to
deploy multiple antennas

6 Prolonged connectivity:
This network ensures
long term connectivity
with quality in
comparison to existing
traditional ground-based
wireless network

Vehicular ad hoc
networks:
UAVs-assisted HetNets
could be one of the best
options to provide the
connectivity among
high-speed moveable
vehicles, like VANETs,
Drive-thru Internet, etc.

Impact limited at cell
edge due to low signal
quality [20]

standards [21]. In orthogonal frequency division multiplexing, the entire available
channel is split intomanynarrowband closely spaced orthogonal sub-channels,which
are further transmitted in parallel and thereby increase in the spectral efficiency and
reduction in the intersymbol interference (ISI). Therefore, OFDM is a tremendous
technique for reducing multipath fading and favoring data transfers at high bitrates
over mobile wireless channels. The transmitter diversity using space-time coding
for OFDM systems can be used to improve the performance for data transmission
over mobile wireless channels. There are various techniques described for increas-
ing the capacities like spectrum, technology, and topologies [22]. The complete
model framework includes the demand of area, spectrum efficiency, offload, and
cost-efficient deployment. The overall study defines the lower frequency and higher
frequency spectrum will pay a great role in future mobile capacity. Wireless relays
utilize small unmanned aerial vehicles (SUAVs) for increasing cellular network per-
formance [23]. It is a low-cost effective solution to use SUAVs for emergency cov-
erage. In this paper, the author analyzed the output taken from an SUAV test bed
in both small-medium cities and suburban environment. Trough to peak throughput
and ping time improvements have been seen as a result [24]. They described the
two scenarios: a static-UAV and dynamic-UAV-enabled wireless networks. In the
static-UAVs, an average signal-to-interference-plus-noise ratio (SINR) based cover-



Review for Capacity and Coverage Improvement in Aerially … 373

age probability versus system sum rate expressions for the users in the given area is
obtained as an outcome of the UAV altitude and the number of D2D users. Now those
in second case, the UAV examines in order to cover the maximum area by using the
disk covering problem and the minimum number of stop points. The result showed
that a maximum coverage and system sum rate can be attained, if the UAV altitude
is suitably positioned based on the density of D2D [18]. This article has provided an
overview of UAV-aided wireless communication with three important cases: UAV-
aided mobile relaying, UAV-aided ubiquitous coverage, and UAV-aided data dissem-
ination. They highlighted only two essential performance enhancing techniques by
employing the UAV controlled mobility, exploit both UAV-enabled mobile relaying
and D2D enhanced communication. UAV-enabled mobile relaying is a technique,
where the relay nodes are mounted on UAVs in terrestrial communication systems.
Hence, this technique is capable to provide high throughput/reliability in the net-
work. D2D communication is a promising technique for extending cellular coverage
mostly in dense deployment scenario, and it has an advantage of an offloading traffic
to the BS by allowing direct communications between nearby mobile terminals. Fur-
thermore, the authors of [25] focused on demanded area to enhance the data capacity.
They divided the geographical area into subzones with the help of zone guidelines
and deployed UAVs in higher demand zone. Density and cost function are employed
to evaluate areas with high demands, whereby, deployment of UAVs is cost-based
function. To obtain network stability, the cost function isminimized for demand areas
and deployed UAVs. A delay threshold has been set to observe the network perfor-
mance. Defined as the network state with less delay to provide capacity coverage in
high request areas, mapping UAVs with minimum errors in the particular demand
area, and highly reliable in case of data delivery rate. The author at last achieves
refinement in terms of 5th percentile spectral efficiency up to 38% and minimized
delays up to 37.5% [26]. The authors have shown that simultaneous communication
between multiple single antenna UAVs and ground station (GS) furnished with a
large number of antennas. The researchers focused on the achievable uplink (UAV to
GS) capacity performance in the both cases: LoS and non-LoS conditions. By spher-
ically and uniformly distribution of UAVs around the GS, the erodic rate per UAV is
increased for an antenna space equal to an integer multiple of one-half wavelength
[27]. An ambient network has been proposed for ground and flying network coordi-
nation. G-FANET relies on accurate connections between ground and aerial nodes.
The proposed system comprises the feedback network formation, neural derivative,
decision support system based on fuzzy, and a genetic modeler which handles the
traffic flow like neural cost function. This approach attains a 73.1%average efficiency
to successful mapping of UAVs to the ground level users. Also, the authors of [28]
proposed optimal placement algorithms to efficiently position the UAVs. Because
of the positioning of UAVs as relay nodes, switching of services from the regular
nodes to aerial nodes uses a lot of time which leads to transition delays. Therefore,
the positioning of the UAVs in such type of heterogeneous wireless networks is a key
task, which affects the delay during enhancing the existing cellular networks cov-
erage. This positioning issue had been resolved with the support of entropy nets by
an optimal placement algorithm formation, which reduces the delays without effect-
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ing its capacity and coverage. Entropy nets are basically a neural network based
decision trees, which is used to provide accurate decisions of correct mapping of
UAVs. The result shows that the presented method was proficient to optimize the
heterogeneous networks allocation delay without affecting its capacity and coverage
[29]. Showed a smart solution for the accurate and efficient UAVs mapping with
respect to the demand areas resulting in the minimum improvement in the capac-
ity as well as coverage. By applying the priority-wise dominance and the entropy
approach, somehow macro-base station decision and cooperative UAV allocation
problem were solved [17]. They analyze the capacity of aerial small cells. In this
paper, a stochastic propagation model for A to G aerial channels is developed. This
model is basically designed on the offered data from the existing field experiments
on A to G aerial channels and by taking into accounts the wave propagation effect,
gaseous absorption, Doppler spread, multipath fading, and attitude-dependent shad-
owing. By exploiting this kind of model, they find out the SISO and MIMO capacity
of the aerial cells that reveal the essential relationship among the area capacity, cell
coverage, and UAV altitude. At the end, they observed that MIMO small cell can
have much high capacity than single-input multiple-output (SISO) small cell [12].
The discussed vertical handover algorithms are advantageous in heterogeneous net-
work. Handover may impose the impact on the continuity and connectivity of the
heterogeneous network during the communication. Therefore, various algorithms
are used in heterogeneous network to solve this issue such as bandwidth, RSS, cost
function, authentication, and security-based algorithms.

5 Conclusions

An increase in demand with high data rates from heterogeneous network assisted
UAVs; the MIMO can be an efficient way to enhance the capacity and coverage.
Also, many researchers have chosen this vibrant area and work is still going on, to
extend coverage and capacity. As discussed above in the background and reported
work section, many techniques and topologies are used by researchers to enhance
the wireless network capacity and coverage like public spectrum band, 700 MHz
band, white space UHF spectrum carrier aggregation, and offload via femtocells.
The various approaches like neural cost function and fuzzy approach are used to
find the cost and assignment of UAVs. Till now no such work has been done in this
heterogeneous network assistedwithUAVs usingMIMO-OFDM technique andHata
3467815 model. Through this survey paper, it is expected that using this technique,
the expected outcome will be increased in capacity and coverage to a great level.
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Modified µ-Law Companding Transform
for PAPR Reduction in SC-FDMA
Systems

K. Shri Ramtej and S. Anuradha

Abstract Lowpeak-to-average power ratio (PAPR) enabled single carrier frequency
division multiple access (SC-FDMA) to be implemented in long-term evolution
uplink communications. But there is a need to lessen PAPR as SC-FDMA sys-
tems when used in localized subcarrier mapping exhibit high PAPR for higher order
modulations. Companding is a simple technique to minimize PAPR without side
information. It has very low implementation complexity.µ-Law companding, which
is one of the most popularly used companding transforms, provides significant PAPR
reduction but increases the average signal power. In this paper, we come up with a
modified µ-law companding transform without any decompanding operation at the
receiver side, which do not increase the average signal power after companding.
Simulation results demonstrate that the PAPR reduction achieved by modifiedµ-law
companding technique is same as that of conventional µ-law technique. Modified
µ-law companding provides similar bit error rate (BER) performance as that of con-
ventional µ-law companding technique when AWGN channel is considered while it
surpasses the conventional technique when Veh-A channel is considered. The pro-
posed technique also has better power spectral density (PSD) performance when
compared to conventional technique.
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1 Introduction

Low peak-to-average power ratio (PAPR) enabled single carrier frequency divi-
sion multiple access (SC-FDMA) to be implemented in long-term evolution uplink
communications. SC-FDMA has lower signal envelope fluctuations resulting in low
PAPR than that of OFDMA [1]. But there is a need to lessen PAPR as SC-FDMA
systems when used in localized subcarrier mapping exhibit high PAPR for higher
order modulations. When PAPR is high, the power amplifier goes into saturation
region, which reduces the efficiency of power amplifier [2].

There are numerous methods to lessen PAPR in SC-FDMA systems. Clipping is
one of the most widely used techniques, but it deteriorates the system performance
due to clipping noise [3]. Pulse-shaping method requires excess bandwidth or addi-
tional complexity [4]. Selectedmapping and partial transmit sequence schemes [5–8]
need transmission of side information and are highly complex. Nonlinear compand-
ing techniques are used in OFDM systems to reduce PAPR and provide better BER
performance. They are less complex and do not require any side information. In [9],
the use ofµ-law companding lessened PAPR in SC-FDMA systems. But it increases
the average signal power. In this paper, wemodifyµ-law compandingwhile retaining
average signal power unaltered. Themodifiedµ-law companding technique provides
similar BER performance as that of conventional technique over AWGN channel and
outperforms it over multipath Rayleigh fading Vehicular-A outdoor channel.

The rest of this paper is formed as follows. Proposed system model with com-
panding is introduced in Sect. 2. Section 3 presents PAPR and BER results of the
proposed system. Few conclusions are drawn in Sect. 4.

2 Proposed SC-FDMA System with Companding

Proposed SC-FDMA system model with companding is shown in Fig. 1. QPSK or
QAM techniques are used to modulate the encoded data. Then the modulated data
is grouped into N symbols and passed through N-point DFT to give the resulting
signal Xk .

Xk �
N−1∑

n�0

xne
− j 2πN nk, k � 0, 1, . . . , N − 1 (1)

TheseN symbols are thenmapped toM subcarriers (N <M,M �QN). In localized
FDMA (LFDMA), the symbols are transmitted over adjacent subcarriers. If localized
subcarrier mapping is used, then X̄l is given by
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Fig. 1 Proposed single carrier FDMA system with companding

X̄l �
{
Xk(l), (0 ≤ l ≤ N − 1)
0, (N ≤ l ≤ M − 1)

0 ≤ l ≤ M − 1 (2)

After subcarrier mapping, X̄l is passed through M-point IDFT, and the resulting
time-domain complex signal x̄m is given by

x̄m � 1

M

M−1∑

l�0

X̄le
j 2πM ml,m � 0, . . . , M − 1 (3)

Now data x̄m is passed through compander, and a cyclic prefix is added to it and
transmitted through the channel. The PAPR of x̄m is given by
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PAPR(x̄m) � max
∣∣x̄2m

∣∣

E
{∣∣x̄2m

∣∣} (4)

In [10], the authors proposed to omit the decompanding operation at receiver,
as it amplifies the channel noise. So at the receiver side, we do not perform any
decompanding operation. So the CP removed resulting signal rm is passed through
M-point DFT without any decompanding operation. Then subcarrier de-mapping,
frequency domain equalization, and remaining inverse operations are carried out to
detect the transmitted data.

2.1 Modified µ-Law Companding

The conventional µ-law companding is given by [10]

ym � Vmax
ln

[
1 + μ|x̄m |

Vmax

]

ln[1 + μ]
sgn(x̄m) (5)

where Vmax � max(|x̄m |) and μ is companding coefficient. In order to keep the
average signal power unaltered, we modify it as

ym � A × Vmax
ln

[
1 + μ|x̄m |

Vmax

]

ln[1 + μ]
sgn(x̄m) (6)

As average signal power of companded and original signals is same

E
[|x̄m |2] � E

[|ym |2]

� E

⎡

⎢⎣

⎡

⎣A × Vmax
ln

[
1 + μ|x̄m |

Vmax

]

ln[1 + μ]

⎤

⎦
2⎤

⎥⎦ (7)
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Table 1 Simulation
parameters

Parameter Description

Simulation method Monte Carlo

Modulation type 16-QAM

Channel coding 1/2 rate convolutional code

N 128

M 512

System bandwidth 5 MHz

Subcarriers spacing 9.765625 kHz

Subcarrier mapping Localized

µ 4

CP length 20 samples

Channel model AWGN, Vehicular-A outdoor

Channel estimation Perfect

Equalization MMSE

Now A is chosen such that

A �
√√√√√√√

E
[|x̄m |2]

E

⎡

⎣
[∣∣∣∣∣Vmax

ln
[
1+ μ|x̄m |

Vmax
]

ln[1+μ]

∣∣∣∣∣

]2
⎤

⎦

(8)

So by simply multiplying the conventional companding function with A, we can
make sure that the average power of companded signal is unaltered.

3 Results and Discussion

To verify the performance of proposed companding technique, we considered the
systemas shown inFig. 1 and set the parameters as listed inTable 1.AsPAPRproblem
is severe for higher order modulations, we considered 16-QAM as the modulation
technique over QPSK.

The complementary cumulative distribution function (CCDF) curves of com-
panded and original signals have been presented in Fig. 2. We can observe that
both conventional and modified μ-law companding techniques have similar PAPR
performance.
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Fig. 2 CCDF curves of companded and original signals

To make sure that modified μ-law companding did not increase average sig-
nal power, we plotted waveforms of the companded and original signals in Fig. 3.
From the figure, we can observe that μ-law companding increases the average sig-
nal power but modified μ-law companding technique does not increase the average
signal power.

The power spectral density (PSD) curves of companded and original signals are
shown in Fig. 4. We can observe that PSD of modified μ-law companding technique
is closer to the original system without companding.

The BER curves of companded and original systems over AWGN channel are
shown in Fig. 5. We can observe that the modified μ-law companding has similar
BER performance as that of conventional μ-law companding.

The BER curves of companded and original systems over multipath Rayleigh
fading Vehicular-A outdoor channel are shown in Fig. 6. We can observe that BER
performance of modified μ-law companding outperforms the conventional μ-law
companding. Comparison of BER values of companded and original systems at
SNR � 16 dB is given in Table 2.
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Table 2 Comparison of BER values

BER values at SNR � 16 dB

Original μ law Modified μ

AWGN 0.000016 0.000248 0.000324

Veh-A 0.01238 0.08892 0.02242

4 Conclusions

Conventionalμ-law companding technique provides good PAPR reduction but at the
cost of increase in average signal power. In this paper,wemodifiedμ-lawcompanding
transform to keep the average signal power unaltered. While there is no change
in PAPR reduction when compared to conventional μ-law companding, the BER
performance ofmodifiedμ-law companding outperforms the conventional technique
when multipath Rayleigh fading channel is considered. Also, the modified μ-law
companding technique has better PSD performance than the conventional technique.
So themodifiedμ-law companding scheme is suitable tominimize PAPR in localized
SC-FDMA systems for higher order modulations.
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Performance Analysis of Free Space
Optical Communication System Using
Different Modulation Schemes
over Weak to Strong Atmospheric
Turbulence Channels

Suman Malik and Prasant Kumar Sahu

Abstract In this paper, we have investigated the performance of an optical wire-
less communication system and reported the achievable BER and average channel
capacity using different modulation schemes such as on-off keying (OOK), quadra-
ture phase shift keying (QPSK), and pulse positionmodulation (PPM).Acomparative
study based on these three schemes has been studied for free space optics (FSO) sys-
tem. The atmospheric channel ismodeled for weak to strong atmospheric turbulences
with combined effect of turbulence and pointing errors. Here, the FSO link is mod-
eled as gamma–gamma (G–G) distribution and lognormal (LN) distribution channel
models. A closed-formmathematical expression for average bit error rate (BER) and
average channel capacity for various modulation schemes, viz., OOK, QPSK, and
PPM, are presented, in order to analyze the performance of the FSO system. The
simulated results for BER and channel capacity for different modulation techniques
over gamma–gamma and lognormal distribution channel model are reported in this
paper.

Keywords Atmospheric turbulence · Optical wireless communication (OWC) ·
Quadrature phase shift keying (QPSK) · Pulse position modulation (PPM) ·
Gamma–gamma distribution (G–G) · Lognormal distribution (LN)

1 Introduction

Over the last few years, free space optical communication (FSOC) has attracted
attention due to its considerable advantages over radio frequency communication
for variety of application such as license-free frequency spectrum, fast and ease of
deployment, flexible transceiver architecture, highly secure sensitive data transfer,
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fiber backup, immune to electromagnetic interference, and cost-effectiveness [1].
Large bandwidth and very high bit rate FSO system has been investigated for last
mile access network, for metropolitan area network (MAN), and for local area net-
work (LAN) [2]. However, a major challenge for FSO links-based communication is
the atmospheric turbulence; a phenomenon occurs when the links undergo random
change of air refractive index due to the variations in light intensity [3], temperature
and pressure of the atmosphere. These inhomogeneities can cause random fluctua-
tions in the intensity, phase, and amplitude of the received signal. These impairments
can lead to increase the bit error probability in the link and reduce the channel capacity
which limits the performance of the FSO system [4].

Many statistical distribution models have been proposed and studied to describe
the intensity fluctuation caused by scintillation effect [5]. For weak turbulence
strength scenarios, the lognormal distribution channel model is suitable [6], while
gamma–gamma distribution channel model has been usually modeled as perfect dis-
tributions for weak to strong turbulence conditions [7]. Furthermore, KI, the negative
exponential (NE), andK-distributionmodels are used for weak, moderate, and strong
turbulence condition, respectively [8].

Various modulation formats significantly affect the performance of the FSO links
with respect to the BER and channel capacity. There aremanymodulation schemes in
FSOsystem like amplitudemodulation, frequencymodulation, andphasemodulation
[9]. Direct detection-based intensity modulation technique, that is, on-off-keying
(OOK) [10] and pulse position modulation (PPM) [11] scheme, is widely used in
optical applications due to design simplicity and inexpensiveness; however, it suffers
due to poor bandwidth efficiency as both PPM and OOK techniques are extremely
sensitive to atmospheric turbulence. Furthermore, another widely used system in
communication is the quadrature phase shift keying (QPSK) [12]. QPSK has higher
sensitivity and better ability to suppressed atmospheric turbulence.

In this work, the performance of FSO system has been studied by investigat-
ing the average bit error rate (BER) and channel capacity [13]. Various modulation
schemes including on-off-keying (OOK), quadrature phase shift keying (QPSK),
and pulse position modulation (PPM) are portrayed in the presence of atmospheric
turbulence effect over a gamma–gamma and lognormal distribution channel. The
closed-form mathematical expression for each modulation format and statistical dis-
tribution model is presented, and the simulated results are also reported in this paper.
The FSO system is investigated for finding out a suitable modulation technique that
is best fit for free space optical communication system for a particular distribution
channel model.

The paper is organized as follows: Sect. 2 discusses the system and channel
model used. In Sect. 3, basic modulation techniques are presented, while in Sect. 4,
the expression for BER and channel capacity of the system is derived and presented.
Section 5 describes the numerical results with simulation outcomes. Finally, the
conclusion is presented in Sect. 6.
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2 System and Channel Model

2.1 System Model

A source produces information waveforms which are then superposed onto an opti-
cal carrier following the process of modulation. The resultant optical signal is trans-
mitted through air. After undergoing the influence of time-dispersive channel and
ambient light, optical signal is directly converted into photocurrent at the detector.
The receiver processes the detected electrical current to recover the original transmit-
ted information from which we can obtain the BER, Q-factor of the received signal
(Fig. 1).

The received electrical signal at the receiver is given by [9]

Y � h γ Pt x + n (1)

where h represents the channel state that distributed by gamma–gamma or lognormal
model, γ is the detector responsivity, Pt is the transmitted power, x is the transmitted
signal, and n is additive white Gaussian noise with zero mean and No/2 variance.
Optical intensity fluctuations resulting from atmospheric loss, turbulence, and fading
are related to the channel state h model

h � hl hshp (2)

where hl is the attenuation due to path loss, hs due to scintillation effect and h p due
to geometric and pointing errors.

Source
Data

Electrical 
signal driver Modulator

Optical 
Amplifier

Laser/LED FSO

Atmospheric

Channel

BER 
Observer

Filter Photo Detector

Fig. 1 Block diagram of FSO system
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2.2 Gamma–Gamma Distribution Channel Model

The attenuation that an optical signal experiences traveling through air is due to the
atmospheric turbulence effect. Based on the refractive index structure parameter C2

n ,
the turbulence level is classified as weak

(
C2
n � 10−16

)
, moderate

(
C2
n � 10−14

)
and

strong
(
C2
n � 10−13

)
. Various distribution functions aremodeled forweak,moderate,

and strong turbulence channels.
Gamma–gamma (G–G) distribution model is an appropriate fading model over

a wide range and for moderate to strong turbulence conditions. G–G distribution is
the product of two random variables of large-scale and small-scale eddies. The PDF
can be expressed as [14]

f(I) � 2(α β)
α+β

2

�(α)�(β)
I
(

α+β

2 −1
)

Kα−β

(
2
√

α βI
)

(3)

where I is the light signal intensity, Γ (.) is the Gamma function, and Kα−β(.) is the
α−β order modified Bessel function of second kind. α and β are parameters related
to the large-scale and small-scale optical signal intensity fluctuation, which are given
as

α �
⎡

⎢
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(4)

where σ 2
R represents Rytov variance parameter related to scintillation index. For

terrestrial application, it is given by [15]

σ2
R � 1.23 C2

nK
7/6L11/6 (5)

where K � 2π/λ is the wave number, λ is wavelength, L is the link range, and C2
n

is the refractive index structure parameter that is depend on wind speed and altitude
of a particular location.

2.3 Lognormal Distribution Channel Model

Lognormal distribution is adopted for weak to moderate atmospheric turbulence
conditions over short distance FSO links. It is a continuous probability distribution
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of a random variable whose logarithm is normally distributed. The PDF of lognormal
distribution is given by [16]

P(I) � 1
√
2πσ2

R

1

I
exp

{

−
(
ln(I/Io) + σ2

R/2
)2

2σ2
R

}

(6)

where Io is the irradiance in the absence of turbulence, and σ 2
R is scintillation index

parameter.

3 Basic Modulation Techniques

There are different kinds of modulation techniques, which are suitable for FSO
communication system. In this section, we will discuss the SNR and BER under
various modulation schemes without considering the atmospheric turbulence effect.

3.1 OOK Modulation

On-off keying (OOK) technique is the simplest modulation scheme employed in
commercial terrestrial FSO communication system as it is insusceptible to non-
linearities of the laser and external modulator. OOK modulation can use either
NRZ or RZ pulse format. For NRZ-OOK, the signal is defined as Sook(t) �
A

[∑∝
n�−∝ angt (t − nTb)

]
coswct . Here, the value of an is 0 or 1, gt represents

nonreturn-to-zero pulse, and Tb is the symbol interval. The probability of error or
BER for NRZ-OOK coded optical data can be expressed as a function of the signal-
to-noise ratio (SNR) as follows [17]:

BERNRZ-OOK or PeNRZ-OOK � 1

2
erfc

(
1

2
√
2

√
SNR

)
� Q

(
1

2

√
SNR

)
(7)

In RZ-OOK, the required SNR is equal to half of “−3 dB” of required SNR
of regular NRZ-OOK to achieve the same BER performance with the expense of
doubling bandwidth. The BER for RZ-OOK can be expressed as a function of the
SNR as follows:

BERRZ-OOK or Pe RZ-OOK � 1

2
erfc

(
1

2

√
SNR

)
(8)
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3.2 QPSK Modulation

QPSK is the best modulation scheme compare to other phase modulation schemes.
In QPSK technique, two bits are grouped together to form signal and four particular
phases of signals are transmitted and carrier is phase modulated. The spectral effi-
ciency can be further improved by QPSK modulation. The BER for QPSK can be
expressed as [12]:

BERQPSK or Pe QPSK � erfc
(√

SNR
)

(9)

3.3 PPM Modulation (M-PPM)

In this modulation technique, each pulse of laser can be used to represent one or
more bits of information by its position in time relative to start of a symbol whose
duration is identical to that of information bits it contains. Bits in block encoding are
transmitted in blocks instead of one at a time. Optical block encoding is achieved by
converting eachword of “b” bits into one of “M � 2b” optical fields for transmission.
Since “M” is the possible pulse positions code for “b” bits of information in PPM
scheme. The symbol intervals, Tw, are divided into M time disjoint time slot, and
the optical pulse is sent in one of these M time slots while remaining M − 1 time
slots are empty. For bit rate Rb bit per second, the symbol interval having a duration
of Tw � b/Rb, and time slot Ts � Tw/M . The BER of the system can be derived as
[18]

BERPPM � 1

2
erfc

(
1

2
√
2

√
SNR ∗ (M/2)log2M

)
(10)

4 BER and Average Channel Capacity Under Atmospheric
Turbulence

4.1 BER Comparison of Various Modulation Techniques

BERperformance is severely affected due to intensity fluctuation in the FSO channel.
Therefore, taking detector noise and channel turbulence into account, the average bit
error rate (BER) on the receiving terminal can be described as [19]

Pe �
∝∫

0

BER f(I)dI (11)
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For combination of OOK modulation technique and gamma–gamma channel
model, average BER can be computed by using Eqs. (3) and (7)
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For QPSK modulation schemes average BER can be expressed by using Eqs. (3)
and (9)

Pe QPSK(I) �
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For PPM modulation schemes average BER can be expressed by using Eqs. (3)
and (10)
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Similarly, average BER for lognormal channel model with different modulation
techniques by using Eqs. (6), (7), (9) and (10)
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4.2 Average Channel Capacity Comparison of Various
Modulation Techniques

The channel capacity is themost commonparameter used to evaluate the performance
of FSO communication over weak to strong atmospheric channels. It is the one
that decides the information rate as well as the probability of error. For a different
modulation schemes OOK, QPSK, and PPM over gamma–gamma and lognormal
channel model, it can be estimated as per Eqs. (18) and (19) [20]:
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5 Simulated Results and Discussion

We have presented comprehensive results based on mathematical expressions of
threemodulation schemes andweak to strong turbulence channelmodel. Considering
intensity scintillation when talk about the BER and capacity performance of FSO
system. The FSO system parameters considered in the numerical evaluations and for
MATLAB based simulation are shown in Table 1.

Simulated results of BER performance for NRZ-OOK, QPSK, and PPM with
gamma–gamma and lognormal distributed channel model is presented in Figs. 2 and
3. It is clearly depicted that the BER for all the consideredmodulation schemes shows
an improvement with increased SNR. Under gamma–gamma distribution channel
model, among the different modulation techniques considered, the best performance
is obtained from QPSK. When SNR is 50 dB achieved, the BER performance of
QPSK modulation is better than PPM and OOK modulation as it exhibits a BER of
10−22, 10−8 and 10−6 for the mentioned modulation schemes, respectively. In other
words, QPSK requires less SNR than other schemes for attaining a particular BER.

Under lognormal distribution channel model, it is clear that the performance of
the three modulation schemes offers an improved BER. From Fig. 3, we can see
that the BER values are 10−23 for QPSK, 10−9 for OOK while 10−8 for PPM at
50 dB SNR. Although under weak turbulence channel, i.e., lognormal channel, the
performance of QPSK still appears to be better than other schemes

Table 1 Simulation parameters

Parameter Value

Modulation mode NRZ-OOK, QPSK, PPM

Channel model Gamma–gamma, lognormal

Wavelength λ 1550 nm

Maximum optical power 10 mW

Link range 2 km

Efficiency 0.8

Responsivity of PIN 1A/W

Attenuation of FSO link 23 dB/km

Modulation bandwidth 200 MHz

Refractive index structure parameter C2
n 1.7 × 10−14 m−2/3
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Fig. 2 BER versus average SNR with gamma–gamma channel model and L � 2 km for OOK,
QPSK, and PPM modulation technique

Fig. 3 BER versus average SNR with lognormal channel model and L � 2 km for OOK, QPSK,
and PPM modulation technique

The average channel capacity under moderate to strong turbulence channel, i.e.,
gamma–gamma channel model and weak turbulence, i.e., lognormal channel model
for various modulation schemes is shown in Figs. 4 and 5, respectively. From the
figure, it is inferred that the average capacity increases along with average SNR. It
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Fig. 4 Channel capacity versus average SNR with gamma–gamma channel model and L � 2 km
for OOK, QPSK, and PPM modulation technique

Fig. 5 Channel capacity versus average SNR with lognormal channel model and L � 2 km for
OOK, QPSK, and PPM modulation technique

is observed that QPSK provides the higher spectral efficiency or channel capacity of
6 bits/s/Hz compared to other two modulation techniques, OOK and PPM for both
the considered atmospheric channel model.
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6 Conclusion

In this paper, the system performance for an FSO communication system over weak
to strong turbulence channel is being investigated. The different modulation formats
used in FSO system were studied. The closed-form expression for the BER and
average channel capacity of the different modulation techniques such as NRZ-OOK,
QPSK, and PPM were derived. The average channel capacity and BER of the FSO
system using various modulation schemes were analyzed and compared. From the
simulation results, it was observed that in weak and strong turbulent, the OOK and
PPM formats still have more or less same BER performance and average channel
capacity. However, for weak to strong turbulence conditions, QPSK modulation
shows higher resistance to turbulence and provides the best performance and highest
average channel capacity compared to other modulation formats.
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Investigation of Nonlinear Effects
in Electronically Pattern Reconfigurable
Hexagon-Shaped Loop Antenna

Arun Pant, Lalit Kumar and Manoj Singh Parihar

Abstract Antenna characteristics reconfiguration techniques utilizing solid-state
devices such as PIN diodes suffer from nonlinear effects and are susceptible to
performance degradation at higher power levels producing harmonic and intermodu-
lation distortion products. This research work studies effects of the nonlinear nature
diodes used for switching in the proposed pattern reconfigurable antenna. A study
has been done to identify the maximum power level up to which the device can
efficiently work in the linear region. Simulated results present the strength of the
harmonic and intermodulation products under different input power levels for the
antenna. The antenna is found to work efficiently up to 25 dBm input power level
where the intermodulation and harmonic signals strengths are within the permissible
level.

Keywords Pattern reconfigurable antenna · Intermodulation distortion ·
Harmonic distortion · Gain compression point · Third-order input intercepts ·
Nonlinearity · PIN diodes

1 Introduction

Pattern reconfigurable antennas in modern communication scenario have become
attractive because of their ability to overcome interferences by flexibly rotating their
radiation pattern in the desired direction, thereby minimizing noise and achieving
higher SNR. They are highly energy efficient compared to traditional antennas as
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Fig. 1 Reconfigurable antenna geometry where parameters are Ws � 60 mm, Ls � 60 mm, L1
� 18.41 mm, L2 � 15.795 mm, W1 � 3.54 mm, W2 � 2.76 mm, B1 � 11.88 mm with biasing
network highlighted in inset

they transmit power only in the desired direction. Pattern reconfigurable antennas
have become advantageous in beam steering, direction finding, and pattern diversity
applications [1]. The surface current flow on the radiator is intentionally modified
to achieve radiation pattern reconfigurability. RF antenna’s switching is being done
by techniques based on optical switches using photodiodes, electrical switches using
PIN and varactor diodes, or RFmicroelectromechanical switches (MEMS). Recently
reported pattern reconfigurable antennas in literature have used parasitic elements in
addition to driven element to redirect radiation known as parasitic array radiator [2],
orthogonally placed crossed dipoles to switch beam [3], patch ring slot combination
[4], Yagi Uda structures [5], monopole loop combinations [6], dual-feed structures,
etc.

Out of these techniques using the PIN or varactor diodes is popular because of its
ease in implementation and fast switching time (ns), compared to optical switches
which additionally require a laser source to excite the photodiode [1]. Also, they are
reliable, stable compared toMEMSwhich are prone to mechanical fatigue. The non-
linear effects of the solid-state device contrast the realization of PIN diode switches
in reconfigurable antennas. When the antenna is functioning in the real communica-
tion environment, many nonlinear effects, e.g., harmonic distortion, intermodulation
distortion, and gain compression, are introduced. Also, these devices require addi-
tional DC biasing network which may interfere with RF supply and cause losses in
the system. Inductor and capacitor elements are also needed in the antenna to ensure
proper isolation; this leads to overall complication in the design of antenna and all
these aspects need to be considered carefully.

Nonlinear effects aggravate with increasing power levels. Nonlinear effects are
more significant at transmitter end, since the power supplied is higher than the receiver
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end [1, 7]. Hence, a proper study of these nonlinear effects in reconfigurable anten-
nas become extremely important because these distortions may hamper the proper
functioning of the antenna. Many research papers concerning these nonlinear aspects
of reconfigurable antennas [1, 7–9] and EBG-based antenna have been published in
the literature [10]. Here, in this work, the nonlinear effects of PIN diodes used for
switching in a pattern reconfigurable antenna were studied. Linear region operation
power levels for the diode, harmonic, and intermodulation signal strengths and 1 dB
gain compression point for a receiver placed in the far-field region are simulated.

2 Antenna Geometry and Operation

A square-shaped FR-4 epoxy substrate with side 60 mm, height (h� 1.5 mm), thick-
ness (t � 0.035 mm), dielectric constant (εr � 4.3), and loss tangent (δd � 0.025) is
used for the microstrip antenna realization. Three dipoles of length (L2) 15.795 mm,
which is approximately (0.24λef), have been arranged to make an Alford-type loop
shape. The antenna is fed coaxially at the center, three (0.27λef) length transmis-
sion lines feed the dipoles. For impedance matching, a tapered balun is designed at
the bottom surface, dimensions of which have been achieved by optimization. For
switching, Skyworks SMP1340 series PIN diodes [11] with ON state impedance
0.85 � and OFF state capacitance 0.21 pF, parasitic inductance 0.7 nH have been
used in the reconfigurable antenna. The antenna structure is shown in Fig. 1.

Appropriate bias lines have been designed for DC biasing. In this work, a 10 V
supply is connected across each diode termed V1, V2, and V3. 8 nH inductors and
3.75 pF capacitors have been used to ensure isolation of DC feed line from RF feed
and vice versa. Depending upon which PIN diode is ON, the antenna operates in six
different modes. Modes 1, 3, and 5 correspond to the case when only one switch is
active, i.e., D1, D2, and D3, respectively, and modes 2, 4, and 6 correspond to the
case when any of the two switches are active, i.e., D1&D2, D2&D3, and D3&D1,
respectively.

Depending uponwhich switch is active, current flow in antenna radiators is varied,
and as a result, electromagnetic fields around the antenna are changed, consequen-
tially leading to rotation of radiation beam of the antenna. For simulations, CST
microwave studio package 2014 was used. Simulated VSWR and radiation pattern
are given in Figs. 2 and 3. The proposed reconfigurable antenna successfully rotates
the radiation beam at 60° intervals in entire azimuth plane of the antenna, i.e., XY
plane. A maximum gain of 3.1 dB is achieved in cases when a single diode is ON at
2.5 GHz, and a good impedance bandwidth from 2.33 to 2.58 GHz is obtained. Gain
pattern is in Fig. 3g. When any two diodes are ON, the gain gets lowered to 1.63 dB
at 2.35 GHz as radiation pattern covers larger angular bandwidth between the two
dipoles.
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Fig. 2 VSWR of antenna when a single diode is turned ON, b any two diodes are turned ONwhere
solid and dotted lines present EM simulation and circuit simulation results, respectively

Fig. 3 Radiation pattern of antenna in azimuth plane XY (θ � 90°) when diode a D1 is ON, b D1
and D2 are ON, c D2 is ON, d D2 and D3 are ON, e D3 is ON, f D3 and D1 are ON, g plot showing
gain pattern and reflection coefficient of antenna
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3 Behavior at Higher Input Power Levels

This simulation was done in ADS circuit simulator 2014 [12] along with CST
microwave studio package 2014. As power across the diode increases, the non-
linear behavior of the diode starts varying with power, i.e., the impedance of the
diode starts varying with power. As a result, the matching degrades and reflection
coefficient moves above the 10 dBm level. At lower power levels, the S-parameters
of the device are stable but become highly susceptible to increasing power levels.
The simulated results are in Figs. 4 and 5.

When only one diode is ON, and the RF power supplied to the antenna is increased
above 20 dBm, due to diode nonlinearity and impedance mismatch, the antenna
performance degrades. However, the antenna functions linearly up to 20 dBm, i.e.,
0.1 W. But when any two diodes are ON, here diodes D2 and D3 are ON, the RF
power supplied gets divided between the two parallel placed diodes. Hence, effective
power across each diode is halved, and it lets the antenna operate linearly up to 30

Fig. 4 Variation in reflection coefficient when a any two diodes are ON, b single diode is turned
ON at different input power levels

Fig. 5 Plot showing
variation in reflection
coefficient with input power
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dBm power level, above which a slight degradation happens in reflection coefficient.
Ideally, twice the power is needed in the case when two diodes are ON compared to
the case when a single diode is ON, which is higher by 3 dBm than the power level
at which single diode operation degraded significantly. Simulation yielded similar
results.

4 Harmonic Simulations

4.1 Two-Tone Simulation Setup

Figure 6 shows the simulation setup. For the two-tone simulation, two excitation
signals at frequencies of 2.35 and 2.5 GHz were combined by a power combiner
(Wilkinson Power Divider) and then fed to the transmitter antenna. A dipole antenna
placed in the far-field region of the transmitter antenna, such that its polarization is
same as of transmitter antenna, received the radiated fields.

4.2 Simulation Results

The results presented in this paper are only for the case when D1 is turned ON and
are shown in Fig. 7a, b for different input power levels. The bias voltages for this
are V1 � +10 V, V2 � –10 V, and V3 � –10 V. All these simulations were done in
Agilent ADS circuit simulator 2014 [11].

Case 1. When at the transmitter end, an input power of 10 dBm (0.01 W) was sup-
plied, and at the receiver antenna, highest signal power detected was −12 dBm.
Therefore, the received power did not generate significant harmonic and intermod-

Fig. 6 Block diagram showing two-tone simulation setup
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Fig. 7 Received spectrum of pattern reconfigurable antenna at the receiver at a 10 dBm, b 30 dBm
input power levels

Table 1 Power received at fundamentals, secondharmonics, and third-order intermodulation points
on the receiver end

Signal generator
power (dBm)

Received
power at
funda-
mental f1
(dBm)

Received
power at
funda-
mental f2
(dBm)

Received
power at
first
harmonic
2f1
(dBm)

Received
power at
second
harmonic
2f2
(dBm)

Received
power at
third
inter-
modula-
tion point
2f1 – f2
(dBm)

Received
power at
third
inter-
modula-
tion point
2f2 – f1
(dBm)

10 −14.34 −12.94 −198 −195 −259 −258

15 −9.3 −7.9 −188 −185 −238 −237

20 −4.3 −2.9 −178 −175 −223 −222

25 2.061 0.683 −168 −165 −208 −207

30 5.0 5.876 −24.9 −23.89 −19.86 −19.22

ulation distortion frequency components, as their strength was well below the ideal
noise level of −60 dBm.

Case 2. When input power supplied to transmitter antenna was increased to 30
dBm (1 W), the highest signal received level was of the fundamental frequency
at 2.5 GHz, i.e., 6 dBm. This PIN diode can generate significant harmonic and
intermodulation signals above power levels of 30 dBm. The strongest harmonic
component observed was (f1 + f2) at 4.85 GHz, 26 dBm lower than strongest detected
power level. Other considerable spurious frequency components are 2f2 and 2f1,
31 dBm below fundamental frequency signal. Received power levels of third-order
intermodulation products, 2f2 – f1 and 2f1 – f2, were −19.86 dBm and −19.22 dBm,
respectively. Corresponding third-order input intercepts (IIP3) were 16.818 dBm
and 18.424 dBm, respectively. Table 1 summarizes received strengths of various
frequency components.
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Fig. 8 a Gain compression point simulation setup, b plot showing 1 dB gain compression point

4.3 Gain Compression Point Simulation

Setup for gain compression point is shown in Fig. 8a. Here, a signal generator was
used to provide excitation frequency of 2.5 GHz to pattern reconfigurable antenna
where the bias voltages were set to turn diode D1 ON and the radiated signal was
received by a dipole antenna placed in far-field. A decay in gain occurs at higher
input power, specifically 1 dB decrease from ideal linear behavior at 30dBm of input
power. Gain compression point plot is in Fig. 8b.

5 Conclusion

This work investigates the nonlinear behavior of semiconductor-based PIN diodes
by considering their performance at higher power levels in a newly designed pattern
reconfigurable antenna. The proposed reconfigurable antenna is successfully able to
rotate its beam at angles of 60°, covering the entire azimuthal plane by using just
three PIN diodes compared to the other reported works. It gives a good impedance
bandwidth from 2.33 to 2.58 GHz making it suitable for use in WLAN, WiMAX,
ZigBee, etc. networks. Large signal S-parameters, DC biasing, harmonic, and inter-
modulation distortion all these aspects of electrically reconfigurable antenna design
are considered. The simulated results provide a proof that proposed antenna can
operate efficiently up to 25 dBm power level in a real-world scenario. Further, the
intermodulation and other spurious harmonic component’s strength are found to be
considerably low till input power levels of 27 dBm which makes proposed antenna
suitable for wireless applications. This study suggests the designed reconfigurable
antenna could work properly in space diversity applications in the 2.4 GHz band.
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An Offset CPW-Fed Dual-Band
Circularly Polarized Printed Antenna
for Multiband Wireless Applications

Venuka Sankhla and Ashok Kumar

Abstract An offset CPW-fed dual-band circularly polarized printed antenna con-
sists of a tilted asymmetrical U-shaped patch and a deformed ground plane
is presented. The antenna could generate dual circular polarization radiation at
3.7/5.9 GHz due to tilted asymmetrical U-shaped patch, offset CPW feeding,
and deformed ground plane which generates identical amplitudes and 90° phase
between them. The 3-dB axial ratio bandwidth (ARBW) of antenna about 3.51%
(3.64–3.77 GHz) and 14.9% (5.51–6.40 GHz) is achieved. The antenna resonates
at about 3.58/7.28 GHz frequencies and provides impedance bandwidths (IBWs) of
370 MHz (3.40–3.77 GHz)/2850 MHz (5.15–8.00 GHz), respectively. The antenna
shows good RHCP/LHCP radiation characteristics and acceptable gains in the dual
operating bands.

Keywords Circular polarization · U-shaped patch · Offset feed · Wireless
communication frequencies

1 Introduction

In modern wireless systems, circular polarization is desired to prevent the issue of
displacement and multipath propagation loss of the antenna. Mostly, CP antenna
allows for more adjustable in the orientation of transmitter and receiver than that for
a linearly polarized (LP) antenna. They can be used in wireless local area networks
(WLANs), worldwide interoperability for microwave access (WiMAX), intelligent
transport system (ITS), radio frequency identification (RFID), a global positioning
system (GPS), and global navigation satellite system (GNSS). A circularly polarized
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antenna with asymmetric feed and deformed ground plane for broadband operation
[1], a broadband CP antenna with rectangular slot and asymmetric feed line for
S-band, Wi-Fi, and LTE systems [2], a C-shaped patch and modified ground plane
antenna for various wireless systems [3], and a L-shaped radiating element and
truncated ground plane wideband CP antenna for WLAN, WiMAX, RFID reader,
and IRNSS applications [4] are demonstrated. A multi-polarized planar antenna
with parasitic multistubs [5] and a new dual-frequency and dual-sense circularly
polarized modified annular slot antenna [6] are presented for multiband applications.
For WLAN/WiMAX applications, a dual-band antenna having rectangular patch
surrounded by a circular ground plane with additional two circles [7] is reported. In
[8], dual-band operations are realized by using two parallel monopoles, one curved
monopole and one fork-shaped monopole. A dual-band dual-sense CP monopole
antenna with two rectangular parasitic elements and I-shaped grounded stub [9] is
presented for Bluetooth/WLAN and 2.5/3.5 GHz WiMAX applications.

In this paper, an offset CPW-fed dual-band circularly polarized printed antenna is
presented for multiband wireless applications. By considering offset CPW feeding,
deformed ground plane, and tilted asymmetricalU-shaped patch, a dual-band circular
polarization is achieved. The dual operating bands are achieved due to embedding
half-wavelength-long stub resonators. The antenna configuration, design approach,
surface current distributions, radiation patterns, and gain are presented in Sect. 2.

2 Antenna Configuration

The front and side view configuration of the proposed offset CPW-fed tilted asym-
metrical U-shaped patch-printed antenna is shown in Fig. 1a and b, respectively.
To design antenna, a low-cost glass epoxy FR-4 dielectric substrate material having
εr � 4.3, thickness of 1.6 mm, and loss tangent tanδ � 0.025 is used.

A 50 � CPW line with a width of Wf and length of Lf , two identical gaps with
width of 0.3 mm, is used to feed the tilted asymmetrical U-shaped patch. A modified
feedlinewith awidth ofWf1 and a length ofLf1 is used for impedancematching of the
radiator. The antenna consists of a tilted asymmetrical U-shaped patch, offset CPW
feed line, and deformed ground plane to excite the dual CP modes. The deformed
ground plane is formed due to implementing two rectangular slots (Ls1 × Ws1 and
Ls2 × Ws2) at different places on the asymmetric CPW ground planes (Lg1 × Wg1
and Lg2 × Wg2). By tuning the dimensions of rectangular slots and the lengths of
asymmetric CPW ground planes, two adjacent CPmodes could be obtained for dual-
band operation. The antenna has an overall size of L × W . Computer Simulation
Technology (CST)MicrowaveStudio is used for full-wave simulation. The optimized
labeled parameter values are mentioned in caption of Fig. 1.
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Fig. 1 Configuration of the proposed offset CPW-fed tilted asymmetrical U-shaped patch-printed
antenna. The detailed dimensions of the antenna are L � 33,W � 34,W1 � 2.5, L1 � 11.5,W2 �
11.9, L2 � 4.2, W3 � 2.4, L3 � 9.4, Lg1 � 11, Lg2 � 12, Wg1 � 17.65, Wg2 � 12.65, Ls1 � 4,
Ws1 � 5, Ls2 � 2,Ws2 � 4.65, Lf � 3,Wf � 3, Lf1 � 9.4,Wf1 � 1.5, t � 1.6 (all dimensions are
in mm)

2.1 Design Approach and Analysis

To know the operating principle of the designed antenna, four prototypes (Ant. I–Ant.
IV) are depicted in Fig. 2. Initially, a conventional offset CPW-fed tilted rectangular-
shaped patch-printed antenna as shown in Fig. 2a consists of a 50 � impedance
transformer, and asymmetrical CPW ground planes (named as Ant. I) is designed to
generate the fundamental resonance mode at 5.79 GHz in the range 5.6–6.39 GHz.
Subsequently, an asymmetric L-shaped stub is embedded on the Ant. I at angle 45°
and structure named as Ant. II as shown in Fig. 2b. It is resonating at 3.50 GHz
(3.28–3.71 GHz) and 6.16 GHz (5.33–7.19 GHz) frequencies. In addition, it is also
possible to generate two orthogonal components of identical amplitudes and 90°
phase difference (PD) to provide dual-band circular polarization radiation. Ant. II
provides 3.64–3.79 GHz CP radiation but second CP band has poor axial ratio and
out of desired operating band. Further to improve CP radiation, a rectangular slot is
inserted in the CPW ground plane of Ant. II and structure named as Ant. III as shown
in Fig. 2c. It gives first operating resonance mode at 3.52 GHz (3.29–3.73 GHz) with
3-dB axial ratio bandwidth (ARBW) of 3.64–3.78 GHz. It is also observed that
the second band axial ratio is shifted toward lower frequency side but again AR is
poor and gives impedance bandwidth 5.02–8.07 GHz. Finally, another rectangular
slot on the left upper corner of the second ground plane is inserted as shown in
Fig. 2d to obtain second band circular polarization radiation and wide impedance
bandwidth. This structure named asAnt. IV gives dual-bandCP radiation at 3.73GHz
(3.64–3.77 GHz)/5.90 GHz (5.51–6.40 GHz) along with dual operating bands at
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Fig. 2 Four prototypes of the proposed offset CPW-fed tilted U-shaped patch-printed antenna
a Ant. I, b Ant. II, c Ant. III, d Ant. IV

Fig. 3 Comparisons of different configurations Ant. I–IV, a |S11|, and b AR

3.58 GHz (3.40–3.77 GHz)/7.28 GHz (5.15–8 GHz) frequencies. The |S11| and AR
performance of Ant. I–IV are depicted in Fig. 3a and b, respectively.

The design approach for the excitation of dual resonance modes, the resonant
frequency fri , and effective dielectric constant εe f f can be calculated by (1) and (2)
as

fri � c

2Lri
√

εe f f
; i � 1, 2 (1)

εe f f ≈ εr + 1

2
(2)

where c � speed of light in vacuum (3 × 108 m/s), εr � dielectric constant of
the substrate, λg � the guided wavelength, and Lri � the total length of the stub
resonator.

In order to satisfy the dual resonance frequencies of Ant. IV, the first resonance
mode frequency (i.e., 3.58 GHz) is excited due to tilted asymmetric L-shaped stub.
For i � 1, the total length of it can be calculated as Lr1 � W2 + L2 + L3 � 25.5 mm
which is about a half of the guidedwavelengthλg and calculated theoretical resonance
frequency fr1 by (1) and (2) is 3.60 GHz. Correspondingly, the second resonance
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Fig. 4 Surface current distributions at two resonance frequencies a 3.58 GHz, and b 7.28 GHz

mode frequency (i.e., 7.28 GHz) is excited due to the lower tilted rectangular stub of
U-shaped patch. For i � 2, the total length of it can be calculated as Lr2 � L1+W1 �
14mm, which is about half of the guided wavelength λg and calculated theoretical
resonance frequency fr2 by (1) and (2) is 7.0 GHz. Therefore, we can say that the
simulated dual-band frequencies are very close to calculated resonance frequencies.
Hence, the proposed antenna structure is verified with the design concept.

2.2 Surface Current Distributions

It can be seen in Fig. 4a that at 3.58 GHz, the current distribution is more on tilted
asymmetric L-shaped stub of U-shaped patch. This current is responsible for the
radiation, and the path traversed by the currents determines the first resonance mode.
Conversely, at 7.28 GHz, it can be observed that lower tilted rectangular stub of
U-shaped patch as shown in Fig. 4b is responsible for radiation and determines the
second resonance mode.

Figure 5a and b depicts the surface current distributions with four phase angles
0°, 90°, 180°, and 270° of the proposed antenna at two CP frequencies 3.73 and
5.90 GHz, respectively. It is observed that CP radiation at 3.73 GHz generated due
to tilted asymmetrical U-shaped patch. Conversely, the CP radiation at 5.90 GHz is
due to lower tilted rectangular stub and rectangular slots on deformed ground plane.
FromFig. 5a, it can be observed that the resultant current vector rotates anticlockwise
direction as phase changes from 0° to 270° leads to right-handed circular polarization
(RHCP) radiation in direction of θ � 0° (upper hemisphere). Similarly, it can be
seen from Fig. 5b that the resultant current vector rotating in clockwise direction
leads to left-handed circular polarization (LHCP) in the direction of θ � 0° (upper
hemisphere). Therefore, it may be concluded that the antenna gives RHCP radiation
at 3.73 GHz while LHCP radiation is at 5.90 GHz.
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Fig. 5 Surface current distributions at two CP frequencies a 3.73 GHz, and b 5.90 GHz

Fig. 6 Radiation patterns at two CP frequencies a 3.73 GHz, and b 5.90 GHz

2.3 Radiation Patterns and Gain

Radiation patterns of the proposed antenna at two CP frequencies 3.73 and 5.90 GHz
are shown in Fig. 6a and b, respectively. It can be seen from Fig. 6a that the radiation
pattern at 3.73 GHz frequency, antenna gives RHCP wave in the direction of θ �
0° and LHCP wave in the direction of θ � 180°, whereas at 5.90 GHz frequency,
antenna gives LHCPwave in direction of θ � 0° and RHCPwave in the direction of θ
� 180° in both xz- and yz-planes. The comparisons of gain curves against frequency
for configuration of Ant. I–IV are shown in Fig. 7. Simulated gain varies ~1–3 dBi
in the first resonance band while ~1–4 dBi in the second resonance band.
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Fig. 7 Gain comparisons of
different configurations Ant.
I–IV

3 Conclusion

Adual-band circularly polarized tilted asymmetrical U-shaped patch-printed antenna
with an offset CPW feeding, and the deformed ground plane is proposed. Dual-band
circular polarization is achieved in the broadside direction due to tilted asymmet-
rical U-shaped patch, offset CPW feeding, and rectangular slots in the deformed
ground plane. The simulated impedance bandwidths of the proposed antenna are
370 MHz (3.40–3.77 GHz) and 2850 MHz (5.15–8.00 GHz), while 3-dB axial ratio
bandwidths are 3.51% (3.64–3.77 GHz) and 14.9% (5.51–6.40 GHz). The antenna
will be an attractive candidate for WLAN/WiMAX/ITS bands and other broadband
communication applications due to its simple structure, relatively small size, wide
dual operating functionality, dual circular polarization capability, and good radiation
patterns.
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Comparative Study of Interferometer
and Ring Resonator Based Biosensors:
A Review

Nitesh Mudgal, Ankit Agarwal, Ankur Saharia, Sourabh Sahu,
Ashish Kumar Ghunawat and Ghanshyam Singh

Abstract Optical biosensors are one of the most emerging devices due to high
sensitivity and their compact size. In the past 10 years, optical biosensors based on
interferometer and ring resonator structure canmostly be seen in the literature.During
this decade, several biosensors families have been seen, which have advantageous
combinations of properties. These lead to label-free biosensing, high quality factor
and transmissivity, better limit of detection and sensitivity, cost-effective production,
miniaturization, and the ability of lab on chip integration. This review paper compiles
the most relevant research of the past years categorizing them into the group of
interferometer-based biosensors and ring resonator based biosensors.

Keywords Refractive index ·Waveguide · Interferometer · Ring resonator ·
Optical biosensor

1 Introduction

In a last one decade, technological advancements in the field of photonics enabled
the development of devices for various applications. For a biosensing application,
integrated photonics provides advantages such as compact size, immune to EMI
(electromagnetic interference), familiar fabrication technology, etc. Clark and Lyons
introduced the first biosensor, which is enzyme electrode based and they have also
demonstrated its application in the field of biotechnology [1]. Since then, many
researchers have continued to improve the performance characteristics of biosens-
ing devices. They have significantly contributed to decreasing cost and size, but the
better limit of detection and sensitivity is still a challenge for today’s researchers
and scientists. Optical biosensors are the tools for detection in medical diagnostics,
environmental monitoring, and scientific research, etc. [2]. Generally, optical biosen-
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sor works on two different mechanisms which are fluorescence base detection and
label-free detection. Labeling of sampling molecules is done with fluorescent tags to
detect or sense targeted molecules in fluorescence base detection while in label-free
detection, an immobilized biorecognition layer is placed on a surface of the biosensor
that causes to bind only intended biomolecules hence sampling molecules are free
not to be labeled [3]. Various materials are utilized for photonic devices but Silicon
On Insulator (SOI) platform is mostly used for optical biosensors due to high refrac-
tive index between cladding and core that significantly reduces propagation losses
and compatibility to Complementary-Metal-Oxide-Semiconductor (CMOS) process
which facilitates an easier integration of photonics devices [4, 5]. For detection of the
presence of biomolecules, optical biosensor uses the presence of evanescent wave on
waveguide surface [6]. Waveguide structure with grating creates periodic modula-
tion of the effective refractive index. Bragg grating waveguide structure utilizes the
periodic modulation of the effective index of the waveguide, which are obtained with
changing the waveguide dimensions [7, 8]. Optical biosensors can be modeled by
using different structures of waveguide, i.e., rib, strip, slot, etc. Rib and strip waveg-
uide structures detect biomolecules presence on waveguide surface by observing
the alteration in the evanescent field of the guided wave. However, slot waveguide
causes to confine field in low refractive index slot region that provides an added
advantage of higher light and biomaterial interaction. In this review paper, we have
considered interferometer and ring resonator based biosensor, the advancements in
the configuration, and performance parameters are compared extensively. This paper
is organized as follows: Sect. 2 gives study regarding various interferometric config-
uration for biosensing applications, ring resonator is discussed in Sect. 3 followed
by conclusion and references at the last.

2 Interferometer-Based Optical Biosensors

In this section, some basic structures of interferometer-based optical biosensors have
been introduced. These structures include Hartman interferometer, silicon nitride
slot waveguide based Mach-Zehnder interferometer, Ring Assisted Mach-Zehnder
interferometer with directional coupler and multimode coupler etc.

2.1 Hartman Interferometer

Hartman interferometer-based optical biosensor introduced a label-free biosensing
in the biomedical application for nucleic acids, proteins, and virus detection. In this
structure, a pattern of sampled molecules is created on the upper surface of a planar
waveguide in the form of strips, as shown below in Fig. 1. Coupling of light is accom-
plished by using two grating couplers each at input and output of planar waveguide.
To create interference, integrated optics is located between pairs of functionalized
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(a) Top view (b) Side view

Fig. 1 Schematic view of the Hartman interferometer. Reproduced from Ref. [9]

strips. Through this technique, detection of human chorionic gonadotropin had been
evaluated to concentrations of 5 ng/mL and detection limit of influenza virus was
107 PFU/L Also, 4 ng/mL of a 44 base pair oligonucleotide was obtained [9, 10].

2.2 Silicon Nitride Slot Waveguide Based Mach–Zehnder
Interferometer

Operating principle of slotwaveguide basedMach–Zehnder interferometer is demon-
strated in Fig. 2. In this structure, a vertical grating coupler is used to split light into
two arms with a junction and traveling some distance and this light again recombines
[11]. Strip waveguide is used in reference arm while slot waveguide section is used
in sensing arm. This slot waveguide section is used as a sensing waveguide. Length
of this sensing arm is 7 mm. The purpose of using slot waveguide is to increase a
light matter interaction that increases detection sensitivity. In this structure, a mode
converter was used, and this converter converts light from strip waveguide section
to slot waveguide section in the sensing arm. The bulk effective index sensitivity of
this sensor was 1864 π/RIU [12, 13].

2.3 Ring-Assisted Mach–Zehnder Interferometer

Ring-assisted Mach–Zehnder interferometer is illustrated below in Fig. 3 where the
light coupling is accomplished by using directional couplers or multimode inter-
ferometer couplers. The sensitivity of ring-assisted Mach–Zehnder interferometer
was 203.3 ± 15.3 nm/RIU with a directional coupler and 177.2 ± 12.0 nm/RIU
with multimode interferometer couplers. This biosensor has potential applications
in biochemical gas [14–16].
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Fig. 2 Schematic view of
Mach–Zehnder
interferometer based on slot
waveguide. Reproduced
from Ref. [13]

Fig. 3 Ring assisted
Mach–Zehnder
interferometer track.
Reproduced from Ref. [16]

Based on the study of the above interferometer structures, a comparison of the
detection limit of various interferometer structures is shown in Table 1.

3 Ring Resonator Based Optical Biosensors

Optical biosensors based on ring resonator structure have been studied in this section.
These structures include polymer microring resonators, ring resonator with slot
waveguide, ring resonator with double slot waveguide, and a hybrid optical sen-
sor. A brief study of each ring resonator based optical sensor is described in below
sections.

3.1 Polymer Microring Resonators

Polymer microring resonators with single coupled and double coupled structures
are shown below in Fig. 4a, b correspondingly. An oxide layer over silicon sub-
strate was used to fabricate polymer microring resonators [17]. These structures are
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Table 1 Limit of detection of interferometer-based biosensors

Optical biosensor
structure

Analyte Limit of detection References

Hartman interferometer Deoxyribonucleic acid 4 ng/mL [9]

Protein 5 ng/mL [9]

Virus 107 PFU/L [9]

Si3N4 slot waveguide
based Mach–Zehnder
interferometer

Bulk solution 1864 π/RIU [13]

Ring-assisted
Mach–Zehnder
interferometer with
directional coupler

Bulk solution 203.3 ±15.3 nm/RIU [16]

Ring-assisted
Mach–Zehnder
interferometer with
MMI coupler

Bulk solution 177.2 ± 12.0 nm/RIU [16]

Fig. 4 Schematic view of microring resonator configuration a single coupled microring resonator,
b double coupled microring resonator. Reproduced from Ref. [20]

capable potential for label-free biosensing. Designed polymer microring resonators
have a quality factor of 20,000 and detection limit of 10−7 RIU. The device found
biomolecules binding detection limit of 250 pg/mm2 [18–20].
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Fig. 5 Slot waveguide structure with ‘S’ slot width and ‘W’ rib width. Reproduced from Ref. [24]

3.2 Slot Waveguide Ring Resonator

In this structure, (SOI) Silicon On Insulator slot waveguide is used to form a ring
resonator [21]. The structure is designed with rib width of 268 nm and a slot width of
104 nm. Optical lithography with 193 nm was used to fabricate this device structure.
By using this structure, limit of detection was 4.2 × 10−5 RIU for refractive index
changes and sensitivity of 298 nm/RIU was obtained [22–24] (Fig. 5).

3.3 Double Slot Waveguide Ring Resonator

A ring resonator with double slot waveguide is shown in Fig. 6. In this structure, ring
resonator is designedwith two narrow slots. One input and one output waveguides are
used with a single slot etched in the middle of each waveguide [25]. If the condition
of resonance is satisfied, then light entering from port 1 will couple out to port 4
through micro-ring resonator while dropped out from port 2 if resonance condition
is not satisfied. Area of this structure is about 25 μm × 15 μm. Radius of ring
resonator is 5 μm. With this radius, the sensitivity of 708 nm/RIU was found by
using this structure [26–28].

3.4 Hybrid Optical Sensor

In order to further optimize optical biosensor performance, a ring resonator biosensor
with Bragg grating was designed. Grating used in this structure was SiO2 grating
with a period of 2.7 μm [29]. Schematic diagram of this structure is shown in Fig. 7.

The detection limit of each ring resonator based biosensor described in the above
sections has been illustrated in Table 2.
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Fig. 6 Three dimensional
structure view of double slot
waveguide ring resonator.
Reproduced from Ref. [28]

Fig. 7 Schematic view of
the hybrid optical sensor.
Reproduced from Ref. [29]

4 Conclusion

In this paper, we have reviewed a study of ongoing progress in different types of
optical biosensor structures based on interferometer and ring resonator. Some of the
structures in this review introduce label-free biosensing that provides better sensing
performance with high sensitivity and low cost. Waveguide with a single slot, double
slot is also introduced in this review study to enhance the performance of biosensors.
A detection limit comparison for different structures of interferometer-based biosen-
sors and ring resonator based biosensors have been illustrated in the table. A hybrid
combination of a ring resonator with Bragg grating gives the better sensitivity and
has application in the field of chemical science.
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Table 2 Limit of detection of
ring resonator based
biosensors

Optical
biosensor
structure

Analyte Limit of
detection

References

Polymer
microring
resonator

Bulk
solution

10−7 RIU [20]

Slot
waveguide
base ring
resonator

Protein 4.2 × 10−5

RIU
[24]

Double slot
waveguide
based ring
resonator

Bulk
solution

708 nm/RIU [28]

Hybrid
optical
sensor

Bulk
solution

4.97 nm/μe [29]
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A Comparative Study of Various
All-Optical Logic Gates

Ankur Saharia, Nitesh Mudgal, Ankit Agarwal, Sourabh Sahu,
Sanjeev Jain, Ashish Kumar Ghunawat and Ghanshyam Singh

Abstract This article reviews the design of various optical logic gates. As we know,
speed in electrical circuits is a matter of concern in high-speed communication. To
avoid such limitations photonic components can be used instead of electrical com-
ponents. The switching characteristic of optical communication is used to construct
logical device using electro-optic effect in a Mach–Zehnder interferometer (MZI).
The interferometer has shown great way to transport signal from one port to other.
Hence, it is now possible to design various logical structures in digital devices using
the electro-optic (EO) and interferometer as a basic constructing unit. This paper
reviews various methods to design logic gate or logic operations. The design of gate
has been demonstrated using finite-difference time-domain approach.

Keywords MZI · FDTD · Coupler · LiNbO modulator · XPM · XGM · FWM

1 Introduction

These days one of the biggest challenges in the field of latest technology is to achieve
great speed and higher capacity at the minimum cost. Optical communication is one
of the futuristic ways to achieve higher transmission speed over long distances [1,
2]. The optical communication technologies provide much improved way to process
the data along with high data rate. It also paved the way for various applications of
digital communication like encoding–decoding, switching, and many other complex
digital circuits [3, 4]. Optical communication has been used for various purposes
and applications in recent years due to characteristics like high bandwidth, less
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distortion in signal transmission, and less RF interferences [5–7]. Among the vari-
ous applications, optical gates are one of the important components for all circuits
and communication-related applications, these gates have been successfully imple-
mented using optical fiber and semiconductor optical amplifiers (SOAs), photonic
crystals, ring resonators, and multimode interference (MMI) coupler [6–8]. Linear
and curved directional couplers various shaped waveguides are the most essential
part of integrated photonics. We have to evaluate the propagation characteristics of
the waveguides while considering the light coupling in front and rear of the waveg-
uides [3]. The higher data rate can be achieved using optical domain transmission
and in this interferometric design have significant role in achieving the required rate.
The AND/NAND, OR/NOR gates [9–11] are the primary construction units of any
circuit. Any digital logic circuit can be implemented by their use as a basic build-
ing unit, but it may not be optimum efficient. Because, various factors like power
consumption, speed of response, cost of the structure, and energy losses also attract
attention. Many researchers have demonstrated basic logic gates with the help of
optics to enhance the working performance of digital circuits. All-optical logic units
are basic structure to implement various switching circuits and combinational and
sequential structures. Designing of digital circuits can be implemented by nonlinear
structure like photonic crystal [12], waveguide [13], semiconductor optical amplifier
[14–16,] ring resonators [17], etc. That is why a lot of researches are still in progress
to realize complex combinational and sequential digital circuits, this paper shows
basic blocks of design process of various gates using the electro-optic (EO) effect
[18] of Mach–Zehnder interferometer [2].

2 All-Optical Gate

All-optical gates can be designed using the nonlinear effect, there are various ways
through which all-optical gate can be constructed, i.e., with SOA using length of
the fiber, waveguides, photonic crystal circulator, filters, using MZI, and changing
the refractive index of the optical waveguide [7]. All-optical gates [19, 20] can be
designed in abovemethods, such as four-wavemixing (FWM), cross-gainmodulation
(XGM), cross-phase modulation (XPM), or by combining any of the process.

2.1 Four-Wave Mixing

The concept of FWMconsists of a phenomenon in whichmore than twowavelengths
interact with each other to construct new wavelengths. In case of four-wave mixing,
the photons which were generated conserved their energy. The efficiency of this
nonlinear process is dependent on phase matching conditions, and therefore it is very
much phase sensitive. The amplitude of the generated signal by FWM depends upon
the amplitude of the signals interacted and its phase and frequency is also combination
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of interacted signals and which ultimately preserved the signal parameters. We can
generate more than one required signal through FWM because signal generated
through FWM contains properties of interacting signals. It is one of the nonlinear
processes widely used for frequency conversion in optical fiber communication [2].

2.2 Cross-Gain Modulation

It is the process of wavelength conversion in semiconductor optical amplifier. It is
a process in which a pump signal creates variation in density of carrier signal in
SOA and produces inverted gain modulation. A continuous wave signal called probe
signal whose frequency is different from pump signal is used in this and wavelength
conversion is achieved when the input data shift from pump to probe frequency. This
pump signal modulates SOA gain and imprints on probe at different wavelengths [2].

2.3 Cross-Phase Modulation

It is one of the processes associated with cross-gain modulation, during the varia-
tion of carrier density in SOA in XGM variation of refractive index also occurs in
comparison to amplitude of input signal. When a probe frequency coupled into semi-
conductor optical amplifier this variation in refractive index forms phasemodulation.
When with the help of interferometer, phase modulation is converted to amplitude
modulation, it is called XPM wavelength conversion. The cross-phase modulation
becomes more stronger when the spacing between channels is small and number of
channels are larger [2]. There is no energy transfer in XPM as compared to other
techniques in which there is transfer of energy from one channel to other.

3 Electro-optic Effect

It is one of the concepts responsible for working of electro-optic switches and modu-
lator, as per this concept the change in refractive index occurs while applying electric
field, it contains both linear and nonlinear components [21, 22]. In case of solid crys-
tals, with materials like lithium niobate, lithium tantalum, gallium arsenide, and
gallium phosphate many low loss waveguides can be formed by the electro-optic
effect. In case of electro-optic effect, variation in refraction index varies according
to the strength of applied potential. The nonlinear optical Kerr effect used for the
generation of logic gates is also one of the types of electro-optic effect in which
variation of refractive index is directly proportional to square of electric field.
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4 Mach–Zehnder Interferometer

The Mach–Zehnder interferometer [23] applies electro-optic property, it contains
two Y-shaped junction through input power which is equally divided in both arms
as shown in Fig. 2. When electric field is not applied at the electrodes of the inter-
ferometer, the input signal splits in both arms of interferometer and appears at the
second Y-junction with maximum intensity and in-phase component at the waveg-
uide output. This mode is known as ON state of interferometer. In second case, when
potential is applied at the electrodes of the interferometer it creates a phase change
between the arms of interferometer, this interference creates constructive or destruc-
tive signals at the output of the waveguide. When the phase difference is 180, the
interferometer is in OFF state, in this way this method converts phase modulation
into amplitude modulation (Fig. 1).

As theMZIworks on electro-optic effect, it found its application in various switch-
ing operations, for the construction of switching device like logic gate, we have to
create waveguide from the material like lithium niobate, lithium tantalum, gallium
arsenide, and gallium phosphate. As we can see from the structure of MZI shown
in Fig. 2, it contains two input and output ports and two arms, and therefore we can
create change in index of refraction in any of the arm of interferometer by applying
voltage across any of the electrodes. The input can be provided in any of the input
ports of interferometer and the signal propagates through arms of the device which
reached the output ports, we can create phase difference in the input by applying
voltage at the electrodes [8]. The electrodes associated with the MZI act as control
electrode and by varying the input voltages at the electrodes, we can vary the input
logic by varying the electrode voltage signal coupling which is also shifted from one
interferometric arm to other arm (Table 1).

Fig. 1 AY-junction interferometric modulator based on theMach–Zehnder interferometer. Repro-
duced from [2]
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Fig. 2 Schematic representation of MZI. Reproduced from [10]

Table 1 MZI control
electrode inputs

Input voltage (V) Logic value

6.75 1

0 0

5 Implementation Design of Logic Gates

The logic gates andmany combinational and sequential circuits can be represented as
a combination of interferometers [24–28].We are here reviewing available designs of
basic gate using interferometric techniques. K. Santosh et al., Kumar A. et al., S.K.
Raghuwanshi, S. Kumar, and Nan-Kuang Chen have discussed design of various
logic gates and circuits. The demonstrated structures of all-optical logic units are
made up of nonlinear structure as MZI with multiple input ports and this nonlinear
structure has been cascaded for designing of all logic gates [10, 13, 29].

5.1 AND Gate

The design shown in Fig. 3 represents AND gate, we have shown interferometric
structure for its demonstration. We have to use two MZIs for the generation of AND
logic. In the structure, the output of first MZI is connected as an input to secondMZI.
By the application of potential at second electrode (control electrode) of each MZI
signal can be shift to other of the interferometer [8]. The port(second) at the output
of first MZI is kept open while first output port is joined to input of next MZI, then
finally one of the output port (first port) of second MZI will give our desired AND
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Fig. 3 Implementation blocks of AND gate. Reproduced from [3]

logic of the inputs [11]. The inputs of the gate are varied according to the control
electrode voltage, when both inputs are logic high (6.75 V) the output will appear at
output 1 of second MZI and for rest of the other cases the output will be zero [8].

5.2 NAND Gate

The basic structure of NAND gate has been displayed in Fig. 4, and for the designing
of universal NAND gate [16], we need three MZIs, and for NAND implementation
we have to invert the AND logic, and therefore we need cascading of MZI. In this,
input has been provided at the first MZI and its output has been connected to the
input of third interferometer at the first port, simultaneously second output of second
interferometer has been connected as an input to third MZI second input, the second
output port of third interferometer will giveNAND logic of the inputs [4]. The optical
input signals of the MZI can be varied by the variation of input voltages of the input
electrodes. In the described design, electrode 2 is the control electrode forMZI and by
varying the input voltages at control electrodes, the outputs can be varied (Table 2).

Table 2 Truth table of
NAND gate

Sl. no. Input (X) (V) Input (Y) (V) Output
NAND (V)

1 6.75
(high-level
logic)

6.75
(high-level
logic)

0

2 0 (low-level
logic)

0 (low-level
logic)

6.75

3 6.75
(high-level
logic)

0 (low-level
logic)

6.75

4 0 (low-level
logic)

6.75
(high-level
logic)

6.75
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Fig. 4 Implementation blocks of NAND. Reproduced from [5]

5.3 NOR Gate

The universal logic gate (NOR) finds its application in various systems and in the
synthesis of other gates also, Fig. 5 shows interferometric representation of NOR
gate. In this structure, for the designing of NOR gate [15, 30], we have two MZIs
and the input optical signal is provided as an input to the first input of first MZI, the
second output of MZI (first) acts as input for second MZI, first output port of second
MZI gives our desired NOR output which is port 2, and other outputs are kept open
[5]. The input has been provided at the first MZI and control electrode voltages are
used to vary the inputs of the logic gate. The voltage level of 6.75 V is considered as
high logic and 0 V is considered as low logic; in this case, electrode 2 of first MZI
is control electrode.

Fig. 5 Implementation blocks of NOR. Reproduced from [7]
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6 Conclusion

In this paper, we have discussed basic concepts like XGM, XPM, FWM, and electro-
optic effect associated with the designing of all-optical logic gates with the help
of interferometric techniques. We have also discussed the working of MZI and its
application in the switching of logic circuit. We have discussed various gate (viz.
AND, NAND, and NOR) designs and their working when designed and operated
through MZI. We know NAND and NOR are the universal logic gates and mainly
all gates and logic circuits can be demonstrated by the cascading of logic gates,
and therefore these designs can be implemented through simulation tools for the
construction of high-speed and high-order switching applications.
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Supercontinuum Generation at 3100 nm
in Dispersion-Engineered
As38.8Se61.2-Based Chalcogenide
Photonic Crystal Fibers

Shruti Kalra, Sandeep Vyas, Edris Faizabadi, Manish Tiwari
and Ghanshyam Singh

Abstract The presented paper numerically investigates the mid-infrared supercon-
tinuum generation of 3800 nm broad spectra spanning from 2000 to 5800 nm with
nonlinear As38.8Se61.2 chalcogenide solid core photonic crystal fiber. The photonic
crystal fiber is tailored to generate dispersion in anomalous region, resulting in zero-
dispersion wavelengths. Pumping the engineered fiber with 1 kW power at 3100 nm
near lower zero-dispersion wavelength a broad spectrum is observed.

Keywords Photonic crystal fiber (PCF) · Chromatic dispersion · Effective mode
area (Aeff) · Nonlinear coefficient · Supercontinuum generation (SCG)

1 Introduction

The rapid growth in optical fiber since its advent has revolutionized the communi-
cations field and in addition significantly contributed to the other associated fields.
Further, the rapid growth in technology has helped in translating the research, new
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invention and development of optical devices like silicon and non-silica waveguides,
microstructured optical fibers (MOFs), integrated optical devices on chips, andmany
others in labs to commercial applications [1–3].

Among all optical light guides, the microstructured optical fiber, widely known
as photonic crystal fibers (PCFs), is a distinctive guiding medium with special and
versatile technology. During the last few decades, PCFs have emerged as one of
the favorite interest areas of research for scientists and researchers globally [4]. The
PCFs continue to be one of the active research areas due to the flexibility offered in
geometry design and numerous applications in different areas. The solid or hollow
core surrounded by microscopic air-hole structure running along the entire length of
the core, forming cladding, is the simple structure of photonic crystal fiber. Photonic
crystal fibers’ distinguished characteristics can be tailored with its design geometry
making them attractive and demanding. PCFs have distinguished properties like
large mode area, endlessly single mode, controlled dispersion, and low to highly
nonlinear fibers as compared to conventional fibers [5, 6]. Further, the nonlinearity
offered byPCF leads tomanyprocesses like self-phasemodulation (SPM), stimulated
Raman scattering (SRS), cross-phasemodulation (XPM), four-wavemixing (FWM),
supercontinuum generation, and many more [7].

Supercontinuumhas immense number of applications in optical coherence tomog-
raphy (OCT), wavelength-division multiplexing (WDM), spectroscopy, biomedical
imaging, metrology, low coherence interferometry, optical frequency combs, and
many others [8–14]. Supercontinuum generation is a nonlinear process, where an
intense laser pulse gets broadened as it travels through length of a nonlinear medium
in the light guiding channel [15].

In this paper, we present a design of the chalcogenide-based PCF tailored to
obtain broad dispersion profile in the anomalous region with lower zero-dispersion
wavelength near pumpwavelength 3100nm inmid-infrared region.The chalcogenide
glasses have good transparency window in the mid-infrared region making them
suitable for designing guiding medium for optical signals. The chalcogenide glasses
with different compositions can be explored; among the available, As2S3 and As2Se3
are widely used [16, 17]. It has been reported by Oh et al. that the As38.8Se61.2
chalcogenide material depicts much flatter and broader transparency than As2Se3 in
the window spreading from 2 to 12 μm [18]. In the year 2016, Diouf and his team
reported supercontinuum generation spreading in mid-infrared region from 2900 to
4575 nm, by pumping optical pulses at 3.7μmwavelength with 0.88 kW peak power
in a 5-cm-long all-normal dispersion-engineered PCF [19]. Here, in this paper, we
present a design of a PCF, tailored to obtain the anomalous dispersion profile. The
designed PCF was optimized and then numerically simulated to find its suitability
to generate supercontinuum. The optimized PCF was pumped with 1 kW power
at 3100 nm, and spectra spanning from 2000 to 5800 nm were observed from the
numerical simulation.

The paper is organized in the following sequence. Section 2 gives brief overview
of the study of modal properties of chalcogenide PCF designed with As38.8Se61.2.
The section discusses the refractive index values and other vital parameters of the
fiber, an overview of full modal analysis method along with the solutions of second-
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order Sellmeier equation used. The PCF design and analysis is presented in Sect. 3.
In the second last section, generation of supercontinuum with the tailored and opti-
mized photonic crystal fiber is discussed. The analysis of supercontinuum generation
using Generalized Nonlinear Schrödinger Equation (GNLSE) is also presented in the
section. Finally, Sect. 5 concludes the paper.

2 Method of Analysis

It is essential to determine the few optical properties of the fiber before designing
its specific application. The few vital properties analyzed for generation of super-
continuum are presented underlined. The method employed for the analysis is finite-
difference time-domain (FDTD). The linear parameter included refractive index of
the As38.8Se61.2. The refractive index as a function of wavelength is usually studied
with Sellmeier equation; however, theCauchy equationswere used for the transparent
region which is expressed as [19]

n(λ) �
√
7.65 +

0.73

λ2
+
0.87

λ4
(1)

Another important parameter which is vital for generation of supercontinuum is
chromatic dispersion. The chromatic dispersion (DC) is related to group velocity
dispersion as per solution of Maxwell equations, which is due to material (DM)
and waveguide dispersion (DW). The equations below were used to calculate the
dispersion of the fiber [20].

DC(λ) � DM(λ) + DW(λ) (2)

D(λ) � −λ

c

d2

dλ2
Re[neff(λ)] � −2πc

λ2
β2(λ) (3)

In the above equation, c represents the light velocity in a vacuum and neff(λ) is
the effective index of the fiber. The two vital nonlinear parameters which play a
significant role in supercontinuum generation are nonlinear coefficient and effective
area of the fundamental mode of PCF.

The equation below denotes the relation of nonlinear coefficient with effective
area [20]:

γ � 2πn2
λAeff

(4)

In the above relation, n2 denotes the nonlinear Kerr index of As38.8Se61.2 used as
the background material to design the fiber, and the value is 4.89 × 10−18 (m2.W−1)
[19], effective cross-sectional area of the fiber and centre wavelength is represented
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as Aeff and λ respectively. The expression of effective cross-sectional area of the
fiber can be expressed as

Aeff �
(˜ ∞

−∞|E|2dxdy)2
˜ ∞

−∞|E|4dxdy (5)

where E is the electric field distribution [20].
To study the generation of supercontinuum, we used the underlined General-

ized Nonlinear Schrödinger Equation (GNLSE), which numerically relates the pulse
propagation in the photonic crystal fiber. The equation takes into consideration both
linear and nonlinear effects as represented on either sides of Eq. 6 [20].
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z, t − t ′
)∣∣2dt ′ (6)

In the above equation, A(z, nt) is the electric field envelope which has been cal-
culated using the split-step Fourier method. βn is nth derivative of the propagation
constant β, t represents time, γ represents the nonlinear coefficient, z denotes dis-
tance, and τ is the retarded time traveling at the envelope group velocity. The Raman
response function R(t) in the above equation is expressed as [20]

R(t) � (1 − fr )δ(t) + fr
τ 2
1 + τ 2

2

τ1τ
2
2

exp

(
− t

τ2

)
sin

(
t

τ1

)
(7)

including the Raman contributions of instantaneous electronic and vibrations. It can
be observed that τ 1 relates to the inverse of the phonon oscillation frequency and
τ 2 is the bandwidth of the Raman gain spectrum of the material. In our work, we
have taken τ 1� 23.38 fs, τ 2 � 60.31 fs for As38.8Se61.2 chalcogenide glass and f r �
0.031, representing fractional contribution of the delayed Raman response [19].

3 Proposed PCFs Design and Analysis

In the work carried out, we designed two PCFs to have a comparative study of impact
of design parameter pitch on the dispersion, effective area, and nonlinear coefficient.
In both the PCF designs, the number of rings, lattice type, and diameter of air holes
in cladding region is kept identical. Figure 1 depicts the schematic view of PCF
design with three rings in hexagonal lattice with fixed diameter of air holes (black
color) in cladding region with As38.8Se61.2 as background material. The value of
identical diameter of air holes used for the two PCF designs was 1.2 μm, and the
different pitch (�) values for the two designs were 1.8 μm and 2 μm, respectively.
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Fig. 1 Schematic view of the designed PCF

Both the PCF designs resulted in the dispersion in anomalous region as depicted
in Fig. 2. The PCF design with pitch value 2 μm resulted in broader and more flat
dispersion profile as compared to the design with pitch value of 1.8 μm. The two
zero-dispersion wavelengths obtained for the PCF design with pitch value 1.8 μm
was 2.9 and 5.61 μm. It can also be observed that on changing the pitch value on
the higher side, the dispersion plot shifted toward the higher wavelength and was
also broader spanning from 2.95 to 5.82 μm. The comparative dispersion plot of the
two designs is depicted in Fig. 2. The lower zero-dispersion wavelength obtained
was 2.95 μm and was closer to the pump wavelength 3.1 μm to be employed for
generation of supercontinuum.

The two designs of the PCF were numerically simulated for investigating the
parameters nonlinear coefficients and effective area. The comparative plot of effective
area is presented in Fig. 3. Figure 4 represents the comparative plot of nonlinear
coefficient. It can be inferred from the plot that the fiber designwith higher pitch value
resulted in higher values of effective area and lower values of nonlinear coefficient
[15]. The PCF design with pitch value 1.8 μm resulted in lower values of effective
area and higher values of nonlinear coefficient as compared to other PCF design with
pitch value 2 μm. As the design with pitch value 2 μm resulted in a dispersion plot
which was broader and flat with zero-dispersion wavelength much closer to pump,
wavelength was further simulated for supercontinuum generation.

At the pumpwavelength of 3.1μm, the value of effective area (Aeff) and nonlinear
coefficient (γ) recorded for the fiber design with lower pitch value were 3.44266μm2

and 2884 W−1 km−1, respectively. The values of effective area and nonlinear coef-
ficient for the PCF design with pitch value 2 μm at the same pump wavelength
were 4.61909 μm2 and 2149 W−1 km−1, respectively. The pump wavelength to be



444 S. Kalra et al.

Fig. 2 The dispersion plot of the fiber with different pitch values

Fig. 3 The comparative plot
of effective area

used was 3.1 μm for generation of supercontinuum, so the fiber design with pitch
value 2 μm was preferred as this design generated a broader dispersion plot and
zero-dispersion wavelength closer to the pump wavelength.

4 Supercontinuum Generation in Proposed PCF

The fiber design with air-hole diameter 1.2 μm and pitch 2 μm was numerically
simulated to generate supercontiuum. The solutions of GNLSE were obtained by
split-step Fourier method [20]. The designed PCF of length 100 mm was pumped
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Fig. 4 Plot of nonlinear
coefficients

with optical pulses near the zero-dispersion wavelength at 3.1 μm with peak power
of 1 kW and duration of 80 fs.

The values of effective area (Aeff) and nonlinear coefficient (γ) used for the sim-
ulation were 4.61909 μm2 and 2149 W−1 km−1, respectively, to generate super-
continuum in anomalous regime. In anomalous region due to solitons fission and
Raman soliton self-frequency shift, the spectral broadening is toward the longer
wavelength side. In the starting phase, the pulse broadening is primarily due to
self-phase modulation (SPM) and after the initial spectral broadening the nonlinear
processes like four-wave mixing (FWM), stimulated Raman scattering (SRS), and
dispersion actively contribute forming a broadband supercontinuum. After few mil-
limeters of transverse, the spectrum splits into two major peaks, and the number of
sub-peaks increases continuously, between split major peaks after moving outward
from the original pump wavelength resulting in generation of spectra [4]. Figure 5
portrays spectral broadening of SCG in the designed PCF.

5 Conclusion

The paper presents the design of an As38.8Se61.2-based chalcogenide solid core pho-
tonic crystal fiber. Impacts of variation of the pitch on parameters like dispersion
profile, effective area, and nonlinear coefficients were investigated in the initial work.
Further, the design was engineered to obtain broad dispersion in anomalous regime,
and the optimized design was investigated and numerically simulated for supercon-
tinuum generation. The designed PCF of length 100 mm was pumped with optical
hyperbolic secant pulses of 80 fs duration and 1 kW peak power at pump wavelength
of 3.1 μm. The estimated values of effective area and nonlinear coefficients at the
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Fig. 5 Spectral escalation of SC in the designed PCF

pump wavelengths were 4.61909 μm2 and 2149W−1 km−1, respectively, suitable to
generate the supercontinuum. Simulations resulted in spectra spanning from 2000 to
5800 nm.
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Gap Coupled Swastika-Shaped Patch
Antenna for X and Ku Band Applications

Brijesh Mishra, Vivek Singh and Rajeev Singh

Abstract A compact (20× 20) mm2 swastika-shaped patch antenna with and with-
out gap coupling for single band applications (X/Ku band) is proposed. Three designs
are presented: the Design-1 is a simple swastika-shaped patch antenna without any
gap coupling, whereas Design-2 and Design-3 are provided with vertical and hori-
zontal gap coupling, respectively. The Design-1, Design-2, and Design-3 operate in
the frequency range of (10.25–12.4) GHz, (11.74–13.52) GHz, and (10.74–13.63)
GHz with resonating frequencies of 11.3 GHz, 12.6 GHz, and 12 GHz; peak gains
of 3 dBi, 5 dBi, and 5.13 dBi; and maximum radiation efficiencies of 88.4%, 89.2%,
and 87.2%, respectively.

Keywords Patch antenna · Gap coupling · Notches · Impedance bandwidth ·
X/Ku band

1 Introduction

Every passing day we encounter with a new dimension of research in the field of
wireless communication. Advancement in wireless technology has compelled the
researchers and technologists to develop more efficient and compact antennas for
better communication. Thus, micro-strip patch antenna is garnering the attention
because [1, 2], first, it is light weighted, second, there is no requirement of cavity
backing, third, ease of fabrication, fourth, ease of printing an array of patches on a
single substrate, etc. However, there is a limitation of micro-strip patch antennas, in
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the form of its narrow bandwidth and poor antenna gain. Several techniques such
as stacking substrate [3], thick substrate [4], parasitic element [5], shorting pin [6],
shorting wall [7], and introducing slot on the patch [8] have been reported by authors
to improve bandwidth and gain of micro-strip patch antenna.

In this paper, we have proposed a design of swastika-shaped patch antenna with
and without gap coupling technique. The gap coupled micro-strip antennas give a
large bandwidth as compared to conventional micro-strip antennas [9], although the
bandwidth can be increased by increasing the thickness of substrate as by doing so
will reduce the stored energy, thereby decreasing quality factor, which is inversely
proportional to bandwidth [9, 10]. However, doing sowill also result in poor radiation
efficiency and this is the reason we switched to gap coupling.

In the present work, we present three different designs. Design-1 is a simple
swastika-shaped patch antenna without any gap coupling. A horizontal and vertical
gap coupling is introduced between parasitic and fed patch in Design-2 and Design-
3, respectively. Figure 1a, b and c represents the front view geometry of Design-1,
Design-2, and Design-3, respectively. Figure 1d represents the side view geometry
of proposed swastika shape antennas. The HFSS software is used to design antenna
structures and analyze the antenna results in terms of surface current distribution,
return loss, VSWR, antenna gain, radiation efficiency, group delay, and radiation
pattern.

A comparative overview of different antenna structures is presented in terms of
antenna size, resonating frequency, impedance bandwidth, gain of the antenna, and
applications in Table 1.

Table 1 Comparison between proposed design and existing different patch antennas

References Patch
area
(mm2)

Resonating
frequency
(GHz)

Impedance
bandwidth
(%)

Antenna
gain (dBi)

Applications

Antennas
having
different
shape

[11] 1089 9.5 17.89 4.6 X band

[12] 772.84 2.4 5.25 6.1 WLAN,
WiFi

[13] 440 5.25 5.76 2.64 WLAN

[14] 4900 1.6 23 2.45 GPS

Antennas in
Ku-band
range

[15] 960 14.1 11.45 7.8 Ku band

[16] 900 15 13.36 6.3 Ku band

[17] 225 12.2 7.77 7.6 Ku band

Proposed
design

Design-1 400 11.3 19 3 X and Ku
bandsDesign-2 400 12.6 14.13 5

Design-3 400 12 24 5.13
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Fig. 1 Front view geometry of proposed structures: aDesign-1, bDesign-2, cDesign-3, and d side
view geometry of proposed designs

2 Antenna Design and Configuration

The structure of the Design-1, Design-2, and Design-3 consists of a conducting
square ground plane of length 20 mm and width 20 mm. The FR4 epoxy is used
as substrate (relative permittivity εr � 4.4, thickness H � 3 mm, and length and
width of the substrate are 20 mm). The swastika shape patch structure is obtained
by removing four rectangular notches of length (L � 6 mm) and width (W � 4 mm)
from a square patch of dimension 20 × 20 mm2 which is printed on substrate. The
coaxial probe feed SMA connecter of 50 � with position coordinate of (−8, −8)
mm (i.e., at the bottom left of the patch and substrate) and radius of 1 mm is used
for the excitation of patch. The structure of proposed swastika shape antenna (cf.
Fig. 1a) is further modified (cf. Fig. 1b) by introducing the rectangular slot of length
of 20mm and gap (g� 1mm) along y-axis, and this design can be called as vertically
gap coupled swastika shape antenna. Similarly, a horizontal rectangular slot of same
dimension is introduced along the x-axis, which divides the design of Fig. 1a into two
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equal parts and this modified structure is named as horizontally gap coupled swastika
shape antenna and is shown in Fig. 1c. Analysis of antenna parameters determines
the performance of the proposed antenna for X and Ku band applications, which is
presented in the foregoing section.

3 Result and Discussion

The surface current distributions of the proposed antennas (Design-1, Design-2, and
Design-3) are shown in Fig. 2a, b and c, respectively. From perusal of Fig. 2a, it is
clear that for Design-1, most of the current density is around the center and the lower
part of the patch, and a maximum current density of 44.18 A/m is observed, which
makes the antenna to resonate at 11.3 GHz. However, for the proposed gap coupled
patch antennas (cf. Fig. 2b, c), the maximum current distributions are observed at the
fed patch having the values as 48.92 A/m and 53.61 A/m for Design-2 and Design-3,
respectively. Surface current distribution (cf. Fig. 2b, c) is responsible to make the
antennas resonate at 12.5 and 12 GHz for both the designs.

Return loss and VSWR response of proposed swastika shape antennas are pre-
sented in Fig. 3a and b, respectively. Impedance bandwidth (at −10 dB) for Design-
1, Design-2, and Design-3 of swastika shape antenna is 19%, 14.13%, and 24%,
respectively. It fairly covers the band of (10.25–12.4) GHz, (11.74–13.52) GHz, and
(10.74–13.63) GHz, respectively. From Table 1, it is observed that the impedance
bandwidth of Design-1 is greater than the work reported in [11–13, 15–17] and less
than the work reported in [14], whereas impedance bandwidth of Design-2 is greater
than the work reported in [12, 13, 15–17] and less than the work reported in [11, 14].
Proposed Design-3 has maximum bandwidth as compared to all reported values of
bandwidth in Table 1. A perfect impedance matching between the input impedance
and characteristic impedance of the proposed antennas is observed in Fig. 3b. VSWR

Fig. 2 Surface current distribution of the proposed antennas: a Design-1 at 11.3 GHz, b Design-2
at 12.6 GHz, and c Design-3 at 12 GHz
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Fig. 3 a Return loss versus frequency plot b VSWR versus frequency plot

Fig. 4 a Antenna gain versus frequency plot b radiation efficiency versus frequency plot

of Design-1, Design-2, and Design-3 of swastika shape antennas are observed to be
1.4, 1.1, and 1.01, respectively (cf. Fig. 3b).

The peak gains of Design-1, Design-2, and Design-3 of swastika shape antennas
are 3 dBi, 5 dBi, and 5.13 dBi as observed in Fig. 4a. For Design-1, a larger value of
peak gain is observed from the values reported in [13, 14], and lesser value of peak
gain is observed as compared to the values reported in [11, 12, 15–17]. For Design-2
and Design-3, a higher peak gain is observed as compared to the peak gain reported
in [11, 13, 14] but lesser peak gain is reported as compared to the peak gain reported
in [12, 15–17]. From Fig. 4b, a maximum radiation efficiency of 88.4% for Design-1,
89.2% for Design-2, and 87.2% for Design-3 is observed.

Group delay is used to measure the degree of distortion in the pulse transmission,
and it should be less than 0.8 ns for the effective communication of the pulses [3].
Figure 5a illustrates the plot between group delay (ns) and frequency (GHz) for the
proposed antennas, and it is clear that the group delay is less than 0.8 ns in the
operating frequency range.
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Fig. 5 a Group delay response and b radiation pattern response

Figure 5b represents the radiation patterns of the proposed patch antennas. The (�
� 0°, θ variable) plane determines the electric field radiation pattern, and (� � 90°, θ
variable) plane determines the magnetic field radiation pattern of the proposed patch
structures. In the front side of the patch (i.e., 90°–270°), broader radiation pattern
(main lobe) is observed while in the back side of the patch, the strength of electric
field and magnetic field is comparatively small (minor lobe).

4 Conclusions

A compact (20 × 20) mm2 swastika-shaped patch antenna with different config-
urations (gap coupling and without gap coupling) is presented for the X/Ku band
applications. Design-1 is obtained by introducing notches. Design-2 and Design-3
are obtained by providing the gap coupling on the patch of Design-1, in vertical and
horizontal direction, respectively. Area of the proposed design is small as compare
to the reported [11–16] designs by factor of 2.72, 1.93, 1.1, 12.25, 2.4, and 2.25,
respectively, and large as compare to [17] by factor of 1.7. The proposed antennas
are more suitable and compact for the satellite and radar wireless applications as
compared to other reported antennas.
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Highly Sensitive Octagonal Photonic
Crystal Fiber for Ethanol Detection

Ashish Kumar Ghunawat, Sharad Sharma, Sourabh Sahu
and Ghanshyam Singh

Abstract In this article, an octagonal photonic crystal fiber for ethanol detection
is suggested. Birefringence, confinement loss, and relative sensitivity have been
explored theoretically. The numerical investigation is done utilizing the finite ele-
ment method (FEM). It is discovered that the existence of elliptical holes in the
center region leads to high values of birefringence along with low confinement loss
and high sensitivity. Our study shows that at a wavelength of 1.33 μm, the birefrin-
gence, relative sensitivity, and confinement loss of the suggested PCF are 0.0016,
57.91%, and 1.6 × 10−3 dB per m, respectively.

Keywords Photonic crystal fiber · Birefringence · Relative sensitivity ·
Confinement loss · Finite element method

1 Introduction

Photonic crystals (PC) are composed of periodic alignment of the dielectric mate-
rial that causes to alter the propagation characteristics of the optical modes [1–5].
Specifically, lots of applications are presented based on PC waveguides and fibers,
which are focused on its 1D and 2D structures. 1D PC structure is suitable for sens-
ing application that causes to detect the change in wavelength for alteration of the
refractive index of the sample present on the upper cladding of the structure [6–9].
However, in photonic crystal fiber (PCF) the detection is performed by filling holes
with an intended material.

PCF has been one of the most growing research areas related to fiber optics.
PCFs or microstructured fibers have been gathering large attention in recent time
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due to their applications in numerous fields. In comparison to the conventional fiber,
photonic crystal fibers have various excellent features some of them being endless
single-mode characteristics [1, 2], large birefringence [3], better nonlinear effects
[4], improved sensitivity [5], ultra-flattened dispersion [10], and so on. Since optical
properties of the PCFs are inherently dependent on the dimensions of holes that
provide an added advantage to modify its characteristics according to applications.
For example, PCFs-based sensors detect the modulation in optical characteristics
because of the interaction of the propagating field component with the biomaterial
filled in holes [11–13].

Photonic crystal fiber (PCF) exhibits great abilities that can be explored in the
fields of biosensors [14], chemical sensors [15], and so on. It can utilize two distinct
guiding principles: first being index guiding and second being photonic bandgap. In
index guiding mechanism, the PCF follows a conventional method of propagation,
whereas photonic bandgap PCF allows the propagation in low refractive index region.
Several researchers harnessed the capabilities of index guiding PCF for sensing
applications. Monro et al. [16] proposed a PCF design having both core and cladding
in the order of microstructured optical fibers. In articles [17–22], the authors focused
on improving the relative sensitivity along with better confinement of light. Further,
the effect of high birefringence for propagating light to a longer distance without
affecting its dispersion is considered in [23–28].

In [24], PCF with hexagonal lattice and elliptical holes is presented for liquid
sensing application. But the attained sensitivity is relatively low that led to the devel-
opment of PCFs having enhanced sensitivity, improved birefringence, as well as
reduced confinement loss. Here, a PCF design is investigated for ethanol detection.
The numerical investigations of this design are performed, and key factors like bire-
fringence, relative sensitivity, confinement loss, and effective area have been studied.
At an end, the effect of presence of elliptical holes in the core region has also been
studied.

2 Design of PCF

The geometric formation of suggested PCF along with an enlarged view of
the core is displayed in Fig. 1. Here for a background material, pure sil-
ica is considered and core holes are filled with target material ethanol. Holes
present in cladding region have a circular nature, and their diameter is set as
d � 1.75 μm. The center-to-center spacing between two neighboring air holes
which is called as pitch (�) is set as 2.4 μm. Core region has elliptical holes, and
their semimajor axis (a) and semiminor axis (b) are fixed as 0.44 μm and 0.24 μm,
respectively. Hence, the ellipticity constant e (e� b/a) is calculated as 0.54. The core
holes are loaded with the target sample, here being ethanol.



Highly Sensitive Octagonal Photonic Crystal Fiber … 459

Fig. 1 Geometry of the suggested PCF along with enlarged view of the core

2.1 Principle of Operations

In order to perform numerical investigations, a finite element method (FEM) using
COMSOL Multiphysics 5.1 is employed. For consideration of the material disper-
sion, Sellmeier relation has been utilized.

n(λ) �
√
1 +

X1λ2

λ2 − Y1
+

X2λ2

λ2 − Y2
+

X3λ2

λ2 − Y3
(1)

where n denotes the refractive index variation according to operating wavelength λ

(μm); X1, X2, X3 and Y1, Y2, Y3 represent the Sellmeier coefficients of a material.
The Sellmeier coefficients of pure silica are given by X1 � 0.696166300, X2 �

0.407942600, X3 � 0.897479400, Y1 � 4.67914826 × 10−3 μm2, Y2 �
1.35120631 × 10−2 μm2, Y3 � 97.9340025μm2.

The Sellmeier coefficient of ethanol is given by A1 � 0.75831, A2 �
0.08495, B1 � 0.01007μm2, B2 � 8.91377μm2.

The propagation of wave in fiber is articulated by using Maxwell’s equation that
is represented as [23]

∇ × (
ε−1
r ∇ × H

) − k20μr H � 0 (2)

where εr and μr are relative permittivity and permeability of the material, and k0
represents the vacuum wave number at operating wavelength (k0 � 2π/λ). Through
an evaluation of a propagation constant, an effective index of the propagating mode
is obtained. Since birefringence is one of the fundamental characteristics of the PCF,
it is evaluated using [23, 24]
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B � ∣∣nx − ny

∣∣ (3)

where nx and ny represent the effective indices of x polarized and y polarized mode
of PCF. As the wavelength increases, the amount of evanescent field also increases,
which leads to rise in effective area (Aeff) of the PCF. Since there are many frequency
components in an optical pulse and the refractive index depends on the wavelength,
every component travels with different speeds, which leads to increase in the area
[4]. Aeff can be calculated by using the equation mentioned as follows:

Aef f �
(˜ |E |2dxdy)2
˜ |E |4dxdy (4)

where E is the transverse electric field. Since there are limited air holes, mode has
tendency tomove out from core to outer part of the fiber, which results in confinement
loss. With the help of imaginary part of the complex effective index of fundamental
mode, confinement loss of fiber is determined from [29].

Lc � 40π

ln(10)λ
Imag

(
nef f

) × 106(dB/m) (5)

where Imag (neff) represents the imaginary part of complex effective index of guided
mode.

Efficiency or performance of PCF as a sensor depends on relative sensitivity
coefficient (r) which tells about the interaction between traveling mode and target
sample. Beer–Lambert law states that the sensitivity coefficient may be described as
follows [29]:

r � n

Re
[
nef f

] f (6)

where n denotes the refractive index values of target material present in core holes,
Re

[
nef f

]
denotes real part of the complex effective refractive index, and f represents

amount of power present in core region. f can be mathematically written using
Poynting’s theorem as [29]:

f � (core) ∫ Re
(
Ex Hy − EyHx

)
dxdy

(total) ∫ Re
(
Ex Hy − EyHx

)
dxdy

× 100 (7)

where Ex and Ey represent the transverse electric field, and Hx and Hy represent the
transverse magnetic field of the traveling mode.
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3 Results and Analysis

The designed PCF is considered to operate for fundamental mode for a wavelength
range varying from 1.3 to 2.3 μm. The change in the real part of the effective index
of the fundamental mode with respect to wavelength is represented in Fig. 2. It was
observed that the index values are decreasing with an increase in wavelength. As the
wavelength increases, more power leaks out of the core to the cladding area which
results in a decrease in effective index.

The well-confined mode at 1.33 μm is shown in Fig. 3. This confinement leads to
high interaction between light and sample filled inside core holes. The wavelength
of operation is chosen as 1.33 μm because there is a peak in the absorption spectrum
of ethanol near 1.33 μm. Hence, achieving high sensitivity near 1.33 μm will result
in better detection of ethanol.

Thebirefringenceof the suggesteddesigndependinguponoperatingwavelength is
shown inFig. 4.Higher values of birefringencehavebeen founddue to a consideration
of elliptical air holes at a core region.

For the PCF structure to be feasible, evaluation of confinement loss is needed
which can be controlled by alteration of parameters of PCF [29]. Figure 5 depicts the
change of confinement loss depending upon operatingwavelength, and it is found that
the confinement loss attains low values at high wavelength because of the elliptical
holes present in the core.

Achieving high sensitivity is the most important parameter for sensing applica-
tion; Fig. 6 illustrates the change of relative sensitivity depending upon operating
wavelength. It was noticed that the relative sensitivity improves as the wavelength
increases since the effective index decreases.

From the complete discussion, it is found that the proposed PCF design possesses
improved characteristics in terms of sensitivity than the structure proposed in [27,
28, 30]. Table 1 displays the comparison among previous designs and suggested

Fig. 2 Effective index versus operating wavelength plot of the fundamental mode
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Fig. 3 Mode field profile of fundamental mode at λ � 1.33μm: a y-polarization and
b x-polarization

Fig. 4 Birefringence versus operating wavelength plot

Fig. 5 Confinement loss versus operating wavelength plot
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Fig. 6 Relative sensitivity versus operating wavelength plot

Table 1 Comparison among
previous designs and
suggested PCF structure

References Birefringence Confinement
loss (dB/m)

Sensitivity
(%)

Ref. [27] 0.001900 2.10 × 10−2 23

Ref. [28] 0.000610 2.01 × 10−1 8.5

Ref. [30] 0.002825 2.07 × 10−6 43.84

PCF 0.0016 1.62 × 10−3 57.91

PCF. Further, the size of holes in the cladding is chosen in such a manner that the
effective index of the cladding region becomes less than core region. This creates a
refractive index difference between core and cladding which will lead to strong field
confinement in the core region.

From the above discussion, it is determined that the suggested PCF shows better
performance in regard to relative sensitivity and birefringence. It can be said that
the elliptical holes are accountable for the improvement of sensitivity. Therefore,
the parameter sweep for variation of ellipticity at λ � 1.33 μm has been performed.
Figure 7 illustrates the impact of ellipticity constant on the birefringence, relative
sensitivity, and confinement loss. It was evidently concluded that mentioned charac-
teristics degrade with an increase in ellipticity constant.

Lastly, it is necessary to consider the manufacturing possibility of the suggested
structure. It is adequate to mention that the suggested design may be difficult to
realize. In order to conserve the integrity of fiber, holes must be loaded carefully
with ethanol. However, due to continuous progress in the fabrication technology,
it is achievable that the suggested design can be realized with available techniques
[21]. Huang et al. [31] and Gerosa et al. [32] demonstrated methods to fabricate PCF
designs with core holes which are filled with liquid. Bise et al. [33] evolved a sol–gel
method for realization of PCF. Sol–gel method yields the design freedom of PCF, as
well as complex designs may be modeled with the help of this method.
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Fig. 7 (1) Birefringence, (2) confinement loss, and (3) relative sensitivity versus ellipticity plots
keeping the wavelength fixed to 1.33 μm
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4 Conclusion

In conclusion, an octagonal structure of PCF is suggested in this article. Circular
holes are present in the cladding area while elliptical holes are present in core area.
The impact of ellipticity of holes is studied. Our results show that high birefringence
and high sensitivity along with low confinement loss can be attained at same time.
Moreover, our study illustrates that the characteristics of the proposed PCF are better
than previously reported architectures of PCFs. The proposed configuration is uti-
lized for ethanol detection. The relative sensitivity is found out to be 57.91% with
moderately high birefringence.
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Design and Studies of Bandstop Filters
Using Modified CSRR DGS for WLAN
Applications

Arjun Kumar, Ashok Kumar, Ashok Kumar and M. V. Kartikeyan

Abstract In this paper, various dumbbell-shaped defected ground structure (DB-
DGS) are compared with complementary split ring resonator DB-DGS which has
sharp roll-off factor; as compared to otherDB-DGSandaonepole bandstopfilterwith
modified complementary split ring resonator (CSRR), DB-DGS has been proposed
with compact size 0.12λ × 0.28λ and low return loss in passband at 2.4 GHz. The
proposed filter is fabricated and measured with insertion loss of−28 dB in stopband
and −0.8 dB return loss.

Keywords DGS (Defected ground structure) ·Modified CSRR · Band stop ·
HFSS (High-frequency structure simulator)

1 Introduction

The last few decades have experienced many developments in the field of microwave
filter design triggered largely by parallel developments in communication technol-
ogy. Microwave systems often need to remove unwanted signals or separate signal
frequencies in the process of achieving various design goals. These functions are per-
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formed by filters. They are usually classified as low pass, band pass, high pass, and
band stop depending upon their frequency response. Filters are used in radar systems
to classify various signals by frequency. Further, mobile communications require
filters that can handle enormous amounts of power for the base stations and the low
cost, low size, low power handlers on the mobile station side [1]. One way to reduce
the size of microwave filters is by introducing defects in the ground plane of the filter
structure [2]. When a part of the metal is etched from the ground plane beneath the
metallic strip, the shield current distribution in the ground plane gets affected. The
path length gets increased thus changing the line properties such as line capacitance
and inductance by introducing slow wave effects which ultimately lead to band stop
properties [3, 4]. The band stop filter obtained using the defected ground structure
(DGS) circuit has many advantages such as reduced filter structure complexity, low
insertion loss, and size reduction. Optimization of microwave component parame-
ters within a specified frequency range is a major step in the design of microwave
devices. In this paper, a modified CSRRDB-DGS is proposed which shows the sharp
cutoff and a resonance frequency of 2.4 GHz. Further, with other filter dimensions
remaining same, the responses of spiral, square, and U-shaped dumbbell DGS con-
figurations are optimized and studied for the same resonance frequency of 2.4 GHz.
The distinctive design variations in these configurations are studied to enable the
scaling of these structures for frequencies desired by the designer.

2 Design Goals and Specifications

The design goals and the specification are shown in Table 1; these specifications are
used for designing various DB-DGS in this paper. In Table 1, the target resonance
frequency is 2.4GHz and the cutoff frequency is 2GHz. For all DB-DGS, dimensions
are kept for comparison at 2.4 GHz. 50�,λ/4microstrip line is used for all DB-DGS.
The overall size of this DB-DGS is 32 mm × 34.3 mm which is kept the same for
all the DB-DGS.

Table 1 Design goals
specified for various
DB-DGS filter configurations

Resonance frequency 2.4 GHz

Cutoff frequency 2 GHz

Permittivity of substrate, εr (FR4_epoxy) 4.4

Dielectric loss tangent 0.024

Height of substrate 1.524 mm

Thickness of metal 0.07 mm
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3 Comparisons of Various DB-DGS

Different geometries are proposed by the researchers, few of them are very popu-
lar for enhancing the performance of the filters. The DB-DGS configurations are
square-shaped, U-shaped, spiral, and CSRR-shaped which are shown as in Fig. 1.
The square dumbbell DGS geometry was the first geometry to be proposed. Since
then, it has been the basis for most of the research work on dumbbell DGS [5–12].
The U-shaped dumbbell DGS combines the characteristics of H-shaped dumbbell
DGS [13] with square-headed one. It consists of two U-shaped dumbbells connected
through their backs by a thin connecting slot. Metamaterials are known for their
negative permeability and permittivity and have been a burning area of interest for
the researchers since they were originally proposed by Pendry et al. [14, 15].

In Fig. 1e, CSRRDB-DGShas been usedwhich is the dual of Split RingResonator
(SRR) filter. They are mainly applied in filters for size reduction because CSRRs
etched in the ground plane give rise to a narrow stop band around their resonance
frequency [15–17]. The spiral dumbbell DGS was introduced by Kim et al. [16, 17]
for a steep rejection while maintaining the compactness of the filter design with a
single unit.

The frequency response of the various optimized DB-DGS configurations used
in this paper are shown in Fig. 2. The 3-dB frequency is closest to resonance
frequency which increase the sharpness of the filter. The return loss for square-
shaped, U-shaped, CSRR-shaped, and spiral DB-DGS is−40 dB,−37 dB,−27 dB,
and −26 dB, respectively. It can be seen in Fig. 2, sharpness of spiral DB-DGS is
better than CSRR DB-DGS but the structure is more complex. So, the focus of this
research work is to design filter with simple configuration with better performance.
Here CSRR DB-DGS has less complex than the spiral DB-DGS.

4 Proposed CSRR DGS Filter, Fabrication
and Measurement

In this section, some topologies of CSRR DB-DGS are compared in terms of their
frequency response.

Further, equivalent L and C values are calculated for these configurations corre-
sponding to the equivalent circuit shown in Fig. 4.

From Table 2, it can be clearly observed that Fig. 3a has sharper than the other
two CSRR DB-DGS. When the 3-dB cutoff frequency will be closer to resonance
frequency then filter selectivity will increase. So here Fig. 3a is used as proposed
CSRR DB-DGS (Fig. 4).
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Fig. 1 DGS geometries a square dumbbell bU-shaped dumbbell c CSRR dumbbell d spiral dumb-
bell e CSRR DGS [8]
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Fig. 2 Frequency response of the optimized design configurations

Table 2 Cutoff frequencies, resonance frequencies, and LC equivalents for various CSRR design
configurations

Configuration no. fc (GHz) f0 (GHz) C1 (pF) L1 (nH) C2 (pF) L2 (nH)

1 (Fig. 3a) 1.93 2.4 2.41 1.9 0.44 10.34

2 (Fig. 3b) 2.03 2.54 2.24 1.83 0.43 9.6

3 (Fig. 3c) 2.28 3.175 27 2.14 0.5 5.45

4.1 Design Parameters

In this subsection, the dimensions of the proposed design in Fig. 5 have been given
in Table 3.

4.2 Fabrication and Measurement

In this subsection, the fabricated layout of proposed modified CSRR bandstop filter
has been shown in Fig. 6.
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Fig. 3 Comparison of various CSRR DB-DGS and its S-parameter
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Fig. 4 LC equivalent circuit
for CSRR dumbbell DGS [8]

Fig. 5 Proposed modified
CSRR DB-DGS bandstop
filter

Table 3 Dimensions of proposed modified CSRR DB-DGS bandstop filter

Width 32 mm

Length 34.25 mm

Strip width 2.914 mm

Port width 11 mm

Port height 3 mm

Slot length 6 mm

Slot width 0.5 mm

Connecting strip width (cwidth) 0.5 mm

Dimensions of vacuum box used in HFSS 34.25 mm × 52 mm × 35 mm
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Fig. 6 Fabricated modified CSRR DB-DGS bandstop filter—a bottom view b top view

Fig. 7 S-Parameters results
of measured and simulated
of proposed filter

5 Results and Discussion

In Figs. 6 and 7, the fabricated layout of proposed bandstop filter with its measured
results in terms of S-parameters is shown. In Fig. 7, it can be observed that the
measured results and simulated results are in good agreement. The measured results
show the insertion loss in stopband is −19 dB at 2.4 GHz which is acceptable
according to available research work. The return loss in the stopband is around
−0.8 dB. These measured results are very close to simulated results.

6 Conclusions

Various topologies of DB-DGS are compared and analyzed. Based on comparative
analysis, a bandstop filter has been proposed with modified CSRR DB-DGS. The
proposed bandstop filter with modified CSRR DB-DGS has been validated with
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measurement results. Measured results are in good agreement with simulated results.
All the proposed design has been fabricated on 50 �, λ/4 microstrip line. There are
no stubs, and Hi-Lo impedance line is used.

References

1. Hunter IC, Billonet L, Jarry B,Guillon P (2002)Microwave filters-applications and technology.
IEEE Trans Microw Theory Tech 50(3):794–805

2. Ahn D, Park JS, Kim CS, Kim J, Qian Y, Itoh T (2001) A design of the low-pass filter using
the novel microstrip defected ground structure. IEEE Trans Microw Theory Tech 49(1):86–93

3. OskoueiD,RezaH,Khalilpour J (2011)Neuralmodel formodeling of dumbbell shape defected
ground structure. In: PIERS proceedings, pp 390–397

4. Kim JP, Park WS (2001) Microstrip low pass filter with multislots on ground plane. Electron
Lett 37(25):1525–1526

5. Tarot AC, Collardey S, Mahdjoubi K (2003) Numerical studies of metallic PBG structures.
Prog Electromagn Res PIER 41:133–157

6. Guida G, de Lustrac A, Priou A (2003) An introduction to photonic band gap (PBG) materials.
Prog Electromagn Res PIER 41:1–20

7. Velazquez-Ahumada MC, Martel J, Medina F (2004) Parallel coupled microstrip filters with
ground-plane aperture for spurious band suppression and enhanced coupling. IEEE Trans
Microw Theory Tech 52:1082–1086

8. Weng LH, Guo YC, Shi XW, Chen XQ (2008) An overview on defected ground structure. Prog
Electromagn Res B 7:173–189

9. Lim JS, Kim CS, Ahn D, Jeong YC, Nam S (2005) Design of low-pass filters using defected
ground structure. IEEE Trans Microw Theory Tech 53(8):2539–2545

10. Abdel-Rahman AB, Verma AK, Boutejdar A, Omar AS (2004) Control of bandstop response
of Hi-Lo microstrip low-pass filter using slot in ground plane. IEEE Trans Microw Theory
Tech 52(3):1008–1013

11. Kim CS, Park JS, Ahn D, Lim JB (2000) A novel 1-D periodic defected ground structure for
planar circuits. IEEE Microw Wirel Compon Lett 10(4):131–133

12. Lim JS, Kim CS, Lee YT, Ahn D, Nam S (2002) A new type of low pass filter with defected
ground structure. In: Proceedings of 32nd European microwave conference, pp 32–36

13. Huang SY, Lee YH (2009) A compact E-shaped patterned ground structure and its applications
to tunable band stop resonator. IEEE Trans Microw Theory Tech 57(3):657–666

14. Pendry JB, Stewart WJ, Youngs I (1996) Extremely low frequency plasmons in metallic
mesostructures. Phys Rev Lett 76:4773–4776

15. Pendry JB, Holden AJ, Robbins DJ, Stewart WJ (1999) Magnetism from conductors and
enhanced nonlinear phenomena. IEEE Trans Microw Theory Tech 47:2075–2084

16. KimCS, Lim JS, NamS, KangKY, Park JI, KimGY,AhnD (2002) The equivalent circuit mod-
eling of defected ground structure with spiral shape. In: IEEE MTT-S international microwave
symposium digest, vol 3, pp 2125–2128

17. Lim JS, Kim CS, Lee YT, Ahn D, Nam S (2002) A spiral-shaped defected ground structure for
coplanar waveguide. IEEE Microw Wirel Compon Lett 12(9):330–332



Novel Security Enhancement Technique
for OCDMA and SAC OCDMA Against
Eavesdropping Using Multi-diagonal
Code and Gating Scheme

Teena Sharma and M. Ravi Kumar

Abstract Optical networks play a vital role in meeting demands like high data rates,
high speed, and reliability in terms of security of user data. An enhanced security
mechanism has been proposed to protect optical code division multiple access net-
works (OCDMA) against eavesdropping. In this paper, we have presented a novel
technique for SAC (Spectral Amplitude Coding) OCDMA systems for enhancing
data security and to exploit the capacity of an optical system. The novelty in our
approach is that we have done layering of simple matrix-basedMulti-Diagonal codes
with low cost and less complex optical Ex-OR gates.We have incorporated data secu-
rity using Multi-Diagonal (MD) code which can be simply constructed using matrix
manipulation. In addition, network is protected from eavesdroppers by introducing
optical Ex-oring between coded data with random key sequences. Combination of
MD code with optical gate structure maintains data security to a very high extent
compared to only codes used in optical system. The system design is simulated on
OptiSystem-15 and Simulation work estimates the performance of proposed system
in terms of bit error rate and Q factor with and without eavesdropping.

Keywords OCDMA · SAC OCDMA · Multi-diagonal code · Optical gate · Key
sequence · Eavesdropping

1 Introduction

Optical CodeDivisionMultipleAccess (OCDMA) system is being used for the trans-
mission of data using unipolar codes which provides Multiple Access Interference
cancellation as well as reduction of various noises. In OCDMA, system coded data
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is transmitted over a single fiber cable asynchronously [1]. It is a promising future
technology for optical network which supports higher bandwidth with high-security
level [2]. It permits to attribute a specific sequence code for each user. It leads to
many benefits such as authentic data transmission, large bandwidth, high data rates,
dynamic user allocation, additional security features, etc. [1, 3]. There is noMultiple
Access Interference in system if zero cross-correlation codes are used [4]. Few codes
used in SAC OCDMA system are Random Diagonal (RD code), Optical Orthogonal
Code (OOC), Prime code,Multi-Service code design for fixedweight code,Modified
Quadratic Congruence (MQC) code for prime weights, Doubleweight (DW) code,
Multi-Diagonal (MD) code, etc. [5]. Here, we have used Multi-diagonal code which
is a zero cross-correlation code [6].

The research work presented in this paper is directed toward enhancing security
of optical systems. In this work, we have used MD code with Ex-OR gate structure.
A random key sequence is mixed with coded sequence and transmitted over the fiber.
This process provides randomness in coded sequence, and thus it will be strenuous
for eavesdropper to extract original data.

It is cost-effective and reliable approach for SAC OCDMA systems which yields
zero Multiple Access Interference (MAI) and reduction in system noises due to use
ofMD code, and hence improves BER and also come upwith additional security fea-
tures. The proposed system can be an attractive solution for brust and asynchronous
environments.

2 Code Construction

In an OCDMA system, the signature sequence or the code sequence C consists of
unipolar (0, 1) sequence. Generally, a code is denoted as (N, W, la, lc), where N
is the code length, W is the code weight, la is the autocorrelation, and λc is the
in-phase cross-correlation. Codes have to be designed with zero or ideal in-phase
crosscorrelation so that it results in reduced Multiple User Interferences (MUI) and
there should be efficient data transmission while maintaining low latency time and
high degree of security.

While designing the unipolar codes for SAC system, care has been taken to ensure
the following points[5]:

• The code length should be as small as possible and it should not vary with the
number of active users.

• The cross-correlation should be zero to minimize MAI and the effect of PIIN.
• The code design procedure should be simple.
• The proposed codes should support large number of active users and high data
rate, while achieving the minimum BER.
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To improve security in the network, the systemdesign shouldminimize the amount
of energy that an eavesdropper can receive by tapping fiber signals. So signals trans-
mitted over the network should contain minimum amount of power [6]. This will
affect the BER performance of the system. An authorized receiver’s BER perfor-
mance is the function of the received SNR which is given by [7]

Eu

Nou
� Eu

NOM + NOr
, (1)

where NOM is total noise spectral density due to multiple user interference and NOr

represents the spectral density of the receiver noise. NOM depends on number of
active users as well as on energy contained by each transmitted user data while NOr

value is constant for individual receiver.
If NOr is negligible compared to NOM, the resulting SNR at an authorized user’s

receiver will be sufficient to maintain the specified BER. Confidentiality can be
enhanced by reducing power lever of each transmitted signal bit but this results in
reduced NOM , and NOr becomes significant compared to NOM . Further Bit error
rate depends on Eu/Nou ratio. By decreasing power level of each user and NOM, this
ratio can be reduced while compromising with BER performance. Thus, the only
way to reduce transmitted power while maintaining confidentiality is to use zero
cross-correlation codes. The MD codes are zero cross-correlation codes and their
construction includes the following terms:

• L (L is the code length (number of total chips)),W (code weight, i.e., (chips having
value 1)) and

• λc (in-phase cross correlation).

MD codes can be constructed by the following steps:

Step 1: Fix any value of number of users (K) and code weight (W) which is no. of
1’s contained by a code.

Step 2: According to the K and W, the i, j is defined where i � 1, 2, 3, …, K and j
� 1, 2, 3, …, W.

Step 3: The position matrix is defined as

Pi,j �
{
(in + 1 − i), when j � even number
i, when j � odd number

(2)
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(3)

Pi,j Matrix each element denotes the value of 1 in Qi,j matrices with K × K
dimensions.
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Step 4: K × K dimensions Qi,j matrices are represented as

Qi,1 �
⎡
⎢⎣
1 · · · 0
...
. . .

...
0 · · · 1

⎤
⎥⎦

K×K

, Qi,2 �
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⎢⎣
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...
. . .

...
1 · · · 0
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K×K

, Qi,W �
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⎢⎣
1 · · · 0
...
. . .

...
0 · · · 1

⎤
⎥⎦

K×K

(4)

Step 5: The total combination of diagonal matrices (given in Eq. 4) gives the MD
code a matrix of power K × L [6].

MD � [
Qi,1 Qi,2 . . . Qi,W

]
K×L

(5)

i.e.MD �
⎡
⎢⎣
a1,1 · · · a1,L
...

. . .
...

ain,1 · · · ain,L

⎤
⎥⎦ (6)

HenceMDcode for two users is given by �
[
1 0 0 1
0 1 1 0

]
(7)

It is cleared that the MD code design is constructed with zero cross-correlation
properties, hence no MAI.

3 System Design with Eavesdropper

Basic system design for the proposed system is shown in Fig. 1. For a sequence
length of 128 bits, word length of 7 bits is chosen as user data using user-defined bit
sequence generator. This data is modulated using Mach–Zehnder modulator. Ex-OR
operation is performed between a random key sequence consisting of 1’s and 0’s
and user data. This approach is further providing a way of coding data to enhance
security. It is clear from the block diagram shown in Fig. 1, that if some eavesdropper
tries to trap original data from the fiber then it will not be possible. At the receiver,
PIN Diode detector is used to convert the optical signal to the electrical domain and
same MD code and key sequence is used to retrieve the original data, i.e., received
data from fiber is Ex-ORed with key sequence used at transmitter side to retrieve
original information. Thus, a high degree of security can be achieved by proposed
method using combination of MD code, optical EX-Or gate and random key used
for encoding and decoding user data.
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Fig. 1 SAC OCDMA system with MD code and X-OR gate

4 System Design Description

The simulation setup for proposed system is shown in Figs. 2 and 3. It is simulated
in OptiSystem-15. Here, we have used an array of CW laser having linewidth of
10 MHz; CW laser output spectrum is sliced into four wavelengths. The chosen
wavelengths are 1550, 1550.8, 1551.6 and 1552.4 nm. The standard channel spacing
for SAC OCDMA system is 0.8 nm so we have selected 0.8 nm as the chip spacing
and thus there will be no overlapping between wavelengths, and thus MAI and beat
noise is minimized to a larger extent.

The first and third wavelengths, i.e., 1550 nm and 1551.6 nm are passed to upper
2 * 1 wavelength division multiplexer (WDM) and second and fourth wavelengths
(1550.8 and 1552.4 nm) are passed to lower WDMMux 2 * 1. Wavelength division
multiplexer actually generates the SACOCDMA code which is MD code in our case
[4]. The code has zero cross-correlation property and hence no MAI.

Figure 2 shows transmitter section consisting ofMDcode and key sequencewhich
is a randomly generated 0’s and 1’s sequence. Mach–Zehnder modulator is used to
modulate user data with the coded sequence and this coded sequence is further
Ex-Ored with key sequence which is 1001101. The optical X-or gate outputs are
combined using power combiner and transmitted over a fiber cable of length 100 km.

Figure 3 shows receiver side in which at a distance of 50 km of fiber cable eaves-
dropper tries to decode original data using same MD code used at transmitter side.
WDM demultiplexer is used to generate same MD code. Eye diagram analyser 2
shows Q factor 0 and BER 1 at the eavesdropping end. After a distance of 100 km
sameMDcode and key sequence is used. 1 * 4WDMDemultiplexer is used to decode
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Fig. 2 Transmitter simulation model for proposed system withMD code, key sequence, and X-OR
gate

Fig. 3 Receiver simulation model for proposed system in presence of Eavesdroppers
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Table 1 Simulation parameters [6]

Simulation
parameters

Value Simulation
parameters

Value

Laser wavelengths
(nm)

1550, 1550.8,
1551.6, 1552.4

Modulator extinction
ratio

30 dB

Data rate 1 GBPS Fiber dispersion 16.75 ps/nm km

Photodiode
responsivity

0.6 A/W Fiber dispersion
slope

0.075 ps/nm2 km

CW laser line width 10 MHz Dark current 5 nA

Laser input power 0.2 mW Thermal noise
coefficient

100 * 10−24

Signal data sequence 128 bits Number of users 2

Signal format NRZ Attenuation in fiber 0.25 dB/km

Rx. electrical B.W.
(Be)

311 MHz Optical bandwidth
(Bo)

3.75 THz

coded sequence and Ex-or gate 2 and Ex-or gate 3, with key sequence 1001101 is
used to extract original user data.

Signals are transmitted over optical fiber after power accumulation. After 50 km,
eavesdropper stealth the signal by breaking fiber of 100 km from middle. Tried to
decode signal as if he knows that we are usingwhich coding (but not aware of random
key and XOR operation). Thus, even after all possible attempts to decode signal, he
got fruitless results and obtained no EYE, i.e., Q factor 0 and BER 1.

For authorized users, after traveling more 100Kms, Signals are decoded with the
help of Key XOR Data (for 1 and 2 user). Decoded signals are same as original data
sequences as can be seen from Figs. 2 and 3. Simulation parameters are given in
Table 1.

5 Results and Discussion

The data sequence for first code is 1100110 and for second code 0011000 and their
power spectrum is shown in Fig. 4.

The key sequence chosen is any random data and we have fixed this random key,
i.e., 1001101 for whole project. We have Ex-ORed MD coded data sequence with
key sequence and resultant sequences are 0101011 and 101011 The optical power
spectrum of Ex-OR gate output sequences are shown in Fig. 5.

The eye diagrams for user 1 and user 2 outputs are shown in Fig. 6. A wide eye
height can be seen from the diagram which shows absence of MAI due to use of MD
code.

The min BER and Q factor for first user and second user is given in Table 2.
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Fig. 4 Optical power spectrum of data sequence of first and second code

Fig. 5 Optical power spectrum of Ex-Or gate outputs at the transmitter end

6 Conclusion

OCDMAsystem is highly preferred technique for data transmissionwith higher secu-
rity. The presentedworkwhich is having combination ofMD codewith gate structure
can prove an efficient functional technique for enhancing security of OCDMA and
its type SACOCDMA system. It is reliable in terms of high degree of security owing
to encoding and decoding and layering of code with key sequence. There is no MAI
due to use of ZCC code. The proposed system is cost-effective due to the use of
simple gates and system complexity is low.
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Fig. 6 Eye diagrams for decoded first user and second user

Table 2 Simulation results No. of users Min. BER Q factor

User 1 2.50 * 10−25 10.29

User 2 7.11 * 10−16 7.95

7 Future Work

The proposed work can further be extended with other types of unipolar codes and
their performance can be compared. Key sequences can be designed following some
mathematics in place of choosing it random in order to enhance security to a much
higher extent. By using highly sensitive and faster speed Notch filter and APD diode
detectors, system performance can be improved in terms of signal to noise ratio and
hence BER.
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Photonic Integration Based on Liquid
Crystals for Low Driving Voltage Optical
Switches

Antonio d’Alessandro, Luca Civita and Rita Asquini

Abstract This paper reports on optical waveguides using liquid crystals (LC) as
core. Such optical waveguides have the advantage to be controlled by a low volt-
age electric field or by using an optical beam by exploiting the highly efficient
electro-optic or nonlinear optical effects, respectively. Optical switches based on LC
embedded in silicon grooves have been reported with on–off contrast over 40 dB by
applying about 8 V. Recently, a novel technology based on LC embedded in poly-
dimethysiloxane (LC:PDMS) have been also developed to make photonic devices
based on electro-optic waveguides on flexible substrates for telecom and sensor
applications. An interesting feature of this guiding structure is that propagation is
polarization independent. This technology has been employed to design a 2 × 2
optical switch based on a zero-gap electro-optical controlled directional coupler able
to switch light from one output port to another by applying less than 1.8 V with an
extinction ratio better than 16 dB.

Keywords Photonic devices · Liquid crystals · Optical switches

1 Introduction

Liquid crystals (LC) are interesting materials for many physical and chemical prop-
erties. LC used for most applications are thermotropic made of rod-like molecules
which in a large temperature range are in the so-called nematic mesophase, therefore,
they are referred simply as nematic LC (NLC) oriented in a preferential direction by
using treated aligning surfaces. Such surfaces are the inner faces of glass substrates
between which LC are confined. LC behave optically as anisotropic uniaxial optical
materials with the optical axis oriented along the director, which represents the unit
vector along the average molecular orientation. LC developed mainly to make large
area flat panel displays are also interesting for many other photonic applications such
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as image processing using LC-based spatial light modulators, reconfigurable diffrac-
tive optics, and more recently integrated optics for fiber-optic communications and
sensors.

LC are in fact transparent to visible and near infrared light with low optical
losses since scattering losses scale with λ−2.34 [1]. LC are particularly attractive for
their highly efficient electro-optic effect which allows to reorient the molecules and
then the optical axis according to the applied electric field direction at low voltage
with negligible current absorption then with very low power consumption. High
birefringence of LC up to 0.4 allows the modulation of the refractive index seen by
light propagating in the LC. Low loss passive integrated optic devices based on either
glass [2, 3] or silica on silicon [4] or SOI waveguides can be combined with LC to
include active control of light [5].

In this paper, two technological approaches are shown to demonstrate how LC can
be embedded tomake integrated optic devices. In Sect. 2, switchable optical channels
consisting of a NLC core infiltrated in SiO2/Si V-grooves are described to allow
both optical and electronic integration on silicon. In Sect. 3, LC-based waveguides
infiltrated in Polydimethylsiloxane (PDMS) channels (LC: PDMS) for a new low
cost and flexible type of integrated optic devices are shown. Section 4 shows the
preliminary results of electro-optical switches based on zero-gap directional couplers
made of LC:PDMS waveguides driven by low voltage control signals.

2 Liquid Crystal Waveguide Switches on Silicon

Liquid crystals can be embedded in silicon to obtain optical waveguides which can
be integrated with driving electronic circuits. The upper part of Fig. 1 sketches a
channel waveguide whose core is made of a NLC infiltrated in a SiO2/Si V-groove.
Fabrication of the V-groove is based on anisotropic wet-etching of Si [6]. Thermal
grown SiO2 is necessary as low refractive index substrate. A ITO (indium tin oxide)-
coated Corning glass is used as cover whose inner surface includes a spinned layer
of Nylon 6 rubbed along the groove direction to obtain LC alignment along the
propagation direction. LC is infiltrated in the V-groove in their isotropic phase by
capillarity in vacuum at about 80 °C and then cooled down at room temperature. LC
electro-optic control is obtained by applying square wave voltages between silicon
and the transparent ITO layer [7].

When no voltage is applied any light polarization senses the ordinary refractive
index of the LC which is lower than the refractive index of the surrounding layers,
therefore, the LC optical waveguides is in cut-off propagation condition. When an
external voltage is applied, the LC molecules align along the electric field mainly
in the vertical direction along which the extraordinary refractive index of the LC
dominates determining an increase of the refractive index seen by a quasi-TM polar-
ized light beam. The waveguide can transmit confined light since the extraordinary
refractive index of the LC is higher than the refractive index of glass and SiO2. The
lower part of Fig. 1 shows a possible application of the LC on SiO2/Si waveguide as
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Fig. 1 Sketch of LC waveguide in SiO2/Si V-groove. Upper side: an arbitrary waveform generator
is used to apply a square wave voltage to control LC orientation and propagation of light. Lower
side: LC waveguide on SiO2/Si V-groove is butt-coupled to single-mode fibers

an optical switch which is butt-coupled to single mode optical fibers. An extinction
ratio between cut-off and signal transmission of more than 40 dB has been measured
for 10μmwidewaveguide with the commercial NLCE7 as a core, by applying about
8 V at 1 kHz with losses about 6 dB/cm which can be further reduced by improving
the alignment technique [8].

3 Liquid Crystal Waveguides Embedded in PDMS

An alternative technology can be used to make low cost and low driving voltage LC
waveguides by infiltrating LC in PDMS channels (LC:PDMS waveguides) with a
rectangular square section [9]. PDMS is an interesting material used for lab-on-chip,
microfluidic, and optical interconnection applications with many interesting proper-
ties such as high optical transparency, low surface energy, low dielectric constant,
and biocompatibility.

Effective, reliable, and cheap microfluidic and micro-optical devices can be
obtained by using PDMS. In particular, cast and molding technique can be used
in combination with SU8 to make a photolithographically processed mold and then
empty PDMS channels can be produced. Reliable LC:PDMS optical waveguides can
be made by using the standard LC filling procedure by capillarity inside the PDMS
channels. Left-hand side of Fig. 2 shows a set of LC:PDMS waveguides.

In this case, no alignment layer is required since LC molecules align sponta-
neously perpendicularly to all the four inner surfaces of the PDMS channel, as shown
in right-hand side of Fig. 2, providing an average constant refractive index seen by
any polarization orientation of a light beam confined in the LC core [10]. In a channel
with square section, LC are oriented mainly vertically in the bulk and horizontally
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Fig. 2 Left-hand side picture shows an LC:PDMS waveguide set taken under a polarized micro-
scope. A sketch describing how NLC molecules are aligned in a PDMS channel is reported in the
right-hand side

Fig. 3 Red light fiber
butt-coupled to LC:PDMS
waveguides. A microscope
objective is used to collect
output light

at the vertical surfaces of PDMS as shown in the right-hand side of Fig. 2. Such LC
orientation is demonstrated by looking at the LC:PDMSwaveguides under polarized
microscope using crossed polarizers. The left-hand side picture shows light trans-
mission of the microscope through the edges of the waveguides since the optically
anisotropic LC molecules are parallel the PDMS substrates producing phase retar-
dation of light. No transmission of light through the central part of the waveguides
is due to vertical alignment of the LC with respect to the PDMS sample. In this
case, the LC molecules, in fact, are not able to produce any phase retardation of
light. Such spontaneous alignment of the LC molecule is due to the hydrophobicity
of PDMS and has been also simulated by using Monte Carlo technique [11]. When
a laser beam is fiber butt-coupled to a LC:PDMS waveguide, as shown in Fig. 3,
optical transmission is polarization independent. A transmission intensity variation
as low as 0.35 dB has been measured as light polarization changes at both visible at
632.8 nm and near-infrared light at 1550 nm wavelength.
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4 A Zero-Gap Coupler Photonic Switch Made
of LC:PDMS Waveguides

An advantage in using LC:PDMSwaveguides with respect to silicon is that lightwave
circuits can be patterned with any geometry including also bends which cannot be
obtained in anisotropically etched silicon grooves.

A zero-gap optical directional coupler has been designed to make a 2× 2 optical
switch by using coplanar electrodes to control the status of the coupler output as
sketched in Fig. 4 not in scale. The optimized bimodal section is 3 μm high, 3 μm
wide, and 500 μm long. Two incoming single mode waveguides, whose height is
3μmandwidth is 1.5μm.Avoltage applied to coplanar electrodes induces an electric
field which controls the alignment of the LC molecules and changes the refractive
index of the LC [12]. A Monte Carlo simulation technique has been used also in
this case to study orientation of the LC molecules which align along the applied
electric field [13]. The interference of the two modes in the bimodal section is then
controlled by the LC refractive index determining in which output port constructive
interference of the twomodes of light occurs. Extinction ratio of the switch defined as
10Log(Pout2/Pout1) in dB versus refractive index value of the NLC E7 of the designed
zero-gap directional coupler is plotted in Fig. 5 for light beam signals at a wavelength
of 1550 nm.

An extinction ratio of 16 dB has been observed for a LC refractive index equal
to 1.6 corresponding to an applied voltage of 1.62 V calculated by minimizing the
Oseen–Frank equation for coplanar electrodes [14]. In this case, a light signal exits
from the lower output waveguide corresponding to the cross-state of the switch. An
extinction ratio of about −18 dB is obtained for a refractive index equal to 1.627
corresponding to an applied voltage of 1.76V. In this case, a light signal exits from the
upper output waveguide corresponding to the bar-state of the switch. Switch status
from bar-state to cross-state and vice versa can be obtained by applying a voltage
change of 140 mV.

Fig. 4 Sketch of a zero-gap
directional coupler with
coplanar electrodes
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Fig. 5 Extinction ratio of
the output of a zero-gap
directional coupler switch
versus E7 NLC refractive
index

5 Conclusions

LC can be embedded in both inorganic and organic substrate materials to make
compact low cost and low driving power photonic integrated circuits based on optical
waveguides whose core is made of LC-oriented molecules.

In this paper, it has been shown how to obtain optical switches based on LC
infiltrated in Si/SiO2 V-grooves. On–off extinction ratio over 45 dB by applying
square wave voltages with amplitude of about 8 V. LC waveguides on Si have also
the advantage to allow full integration of both electrical and photonic functions on the
same chip. Organic materials can be also used to make functional photonic devices
based on the electro-optical properties of LC. Another result reported in this paper is
the possibility to infiltrate LC in PDMS channel to obtain flexible photonic integrated
circuits. Photonic switches based on zero-gap direction couplers driven by coplanar
electrodes are feasible with output extinction ratio better than 16 dB by applying
voltages lower than 1.76 V and the switch status can be controlled by varying the
applied voltage of just 0.14 V. The device including chromium electrodes is under
fabrication.

References

1. Khoo I-C (2007) Liquid crystals, 2nd edn. Wiley, New York
2. Asquini R, d’Alessandro A (2000) A bistable optical waveguided switch using a ferroelectric

liquid crystal layer. In: Proceedings of 13th annual meeting. IEEE lasers and electro-optics
Society 2000. IEEE Annual Meeting, pp 119–120, Rio Grande-Puerto Rico, USA

3. d’Alessandro A, Asquini R, Menichella F, Ciminelli C (2001) Realisation and characterisation
of a ferroelectric liquid crystal bistable optical switch. Mol Cryst Liq Cryst 372:353–363

4. Gizzi C, Asquini R, d’Alessandro A (2004) A polarization independent liquid crystal assisted
vertical coupler switch. Mol Cryst Liq Cryst 421(1):95–105

5. De Cort W, Beeckman J, Claes T, Neyts K, Baets R (2011) Wide tuning of silicon-on-insulator
ring resonators with a liquid crystal cladding. Opt Expr 36(19):3876–3878



Photonic Integration Based on Liquid Crystals … 493

6. Bellini B, Larchanché J-F, Vilcot J-P, Decoster D, Beccherelli R, d’Alessandro A (2005) Pho-
tonic devices based on preferential etching. Appl Opt 44(33):7181–7186

7. d’Alessandro A, Bellini B, Donisi D, Beccherelli R, Asquini R (2006) Nematic liquid crystal
optical channel waveguides on silicon. IEEE J Quant Elect 42(10):1084–1090

8. Donisi D, Bellini B, Beccherelli R, Asquini A, Gilardi G, Trotta M, d’Alessandro A (2010)
A switchable liquid-crystal optical channel waveguide on silicon. IEEE J Quant Elect
46(5):762–768

9. Asquini R, Martini L, d’Alessandro A (2015) Fabrication and characterization of liquid crystal
waveguides in PDMS channels for optofluidic applications. Mol Cryst Liq Cryst 614:11–19

10. d’Alessandro A, Martini L, Gilardi G, Beccherelli R, Asquini R (2015) Polarization-
independent nematic liquid crystal waveguides for optofluidic applications. IEEE Photon Tech-
nol Lett 27(15):1709–1712

11. d’Alessandro A, Asquini R, Chiccoli C, Martini L, Pasini P, Zannoni C (2015) Liquid crys-
tal channel waveguides: a monte carlo investigation of the ordering. Mol Cryst Liq Cryst
619(1):42–48

12. Asquini R, Fratalocchi A, d’Alessandro A, Assanto G (2005) Electro-optic routing in a nematic
liquid-crystal waveguide. Appl Opt 44(19):4136–4143

13. d’Alessandro A, Asquini R, Chiccoli C, Pasini P, Zannoni C (2017) Liquid crystal channel
waveguides: a computer simulation of the application of transversal external fields. Mol Cryst
Liq Cryst 649(1):79–85

14. Yeh P, Gu C (2010) Optics of liquid crystal displays, 2nd edn. Wiley, New York



Design and Analysis of Decagonal
Photonic Crystal Fiber for Liquid
Sensing

Kuntal Panwar and Ritu Sharma

Abstract In this paper, the design of a microstructured decagonal Photonic Crystal
Fiber (D-PCF) has been proposed for liquid sensing application. The proposed fiber
has been analyzed using full vector Finite Element Method (FEM). The core of the
decagonal fiber is filled with two different liquid analytes, ethanol, and water and
variation of sensitivity and confinement loss are investigated over a wide range of
wavelength. The proposed D-PCF structure gives sensitivity 30.2% for ethanol and
27.05% for water and confinement loss achieved is 2.89 × 10−6 dB/m for ethanol
and 3.67 × 10−6 dB/m for water, measured at a 1.33 μm wavelength.

Keywords Photonic crystal fiber (PCF) · Finite element method (FEM) ·
Sensitivity · Confinement loss

1 Introduction

Photonic crystal fiber has a geometry which is composed of a microstructure air-hole
cladding running along the entire length of thefiber and the core can be solid or hollow
[1, 2]. On the basis of guiding mechanism, PCFs can be divided into two different
categories: (1) index-guided PCF and (2) photonic bandgap fiber. The index-guiding
PCF follows the principle of total internal reflection [3, 4]. The photonic bandgap
PCF has periodically distributed air holes in the cladding which produces photonic
bandgap. The core of the fiber is created by a defect at the center [5, 6].

Various properties of PCFs have been explored in the literature which includes
endlessly single mode operation [3, 7], effective mode area [8, 9], tailorable dis-
persion [10, 11], and high birefringence [12, 13]. The light is guided due to the
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presence of air holes and this guidance can further be enhanced by inserting liq-
uid/gases into the air hole of the core. This new material insertion makes it useful in
sensing applications as there is the high interaction of material and air holes in the
fiber. Optical-fibers-based sensors have high sensitivity, small size, robustness, and
flexibility which makes them low cost and efficient solutions for several industries.
Optical-fiber-based sensors are also resistive to the presence of unfavorable environ-
mental conditions such as noise, strong electromagnetic fields, high voltages, nuclear
radiation, in explosive or chemically corrosive media, at high temperatures [14].

In this paper, decagonal 6 ring PCF fiber is designed with a radius of air holes
0.75 μm and pitch 1.23 μm and the core is filled with liquid analytes, ethanol, and
water and its guiding properties are analyzed. The sensitivity of proposed D-PCF in
this paper gets increased to 30.2% as compared to prior O-PCF sensitivity of 21.05%
at 1.33 μm reported in [15]. The confinement loss measured for the proposed fiber
is 2.89 × 10−6 dB/m. The values of sensitivity and confinement loss are taken at
1.33 μm wavelength since the results obtained at this value of wavelength are much
greater than at any other value. In the literature work earlier, the confinement loss had
been calculated at 1.55μmwavelength for the decagonal geometry [16, 17] whereas
in this paper 1.33 μm wavelength has been observed and the geometry of decagonal
fiber is taken in such a manner to support high sensitivity and low confinement loss
at this wavelength which also supports the low absorption window of Silica.

2 Geometry of Proposed D-PCF

A decagonal microstructured PCF has been proposed in this paper, where air holes
which constitute the cladding, are arranged in a decagonal pattern with pitch (hole
to hole space, represented by 2) is 1.23 μm and radius of each hole (represented by
r) is 0.75 μm. For decagonal geometry, vertices of adjoining air holes contain 36˚
angles. There are a total of six rings in the geometry. The cross-sectional view of
designed decagonal fiber is shown in Fig. 1.

The background material in the fiber is of silica which is filled by varying its
refractive index using Sellemeier’s Eq. 1 [18]:

n2(λ) � 1 +
B1λ

2

λ2 − C1
+

B2λ
2

λ2 − C2
+

B3λ
2

λ2 − C3
(1)

where n(λ) is the refractive index of the material at the wavelength, B1, B2, B3, C1,
C2, C3 are sellemeier’s constants given in Table 1.

The modal intensity distribution of proposed fiber is shown in Fig. 2a, b.
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Fig. 1 Geometry of
decagonal PCF with filled
material configuration shown

Table 1 B1, B2, B3, C1, C2, C3 are sellemeier’s constants given as

Material B1 B2 B3 C1 (μm2) C2 (μm2) C3 (μm2)

Silica 0.696166300 0.00467914826 0.407942600 0.0135120631 0.897479400 97.9340025

3 Results and Numerical Analysis

The periodic arrangement of a finite number of air holes causes a reduction in optical
confinement, hence light penetrates into the cladding region. This confinement loss
is dependent on the structure and arrangement of air holes in the fiber. It can be
analyzed by applying PML (Perfectly Matched Layer) to the fiber. It is derived from
the formula as given in Eq. 2 [19]:

αloss � 40π

λln10
Im(neff) × 106

(
dB

m

)
(2)

Im (neff) represents the imaginary part of the effectivemode index andλ represents
the wavelength of light.

Relative sensitivity coefficient which is a measure of interaction between light
and analyte is given by the Eq. 2 [20]:

r � nr
nef f

∗ f (3)
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(a)

(b)

Fig. 2 a Snapshot of the modal intensity distribution of fundamental mode at 1.33 μm when the
core is filled with ethanol (1.354). b Snapshot of modal intensity distribution of fundamental mode
at 1.33 μm when core is filled with water (1.33)
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nr is the refractive index of liquid analyte present in the core, neff is the effective
mode index and f is the percentage of the ratio of core power and total power in the
fiber and is given by the Eq. 3:

f �
∫
sample Re

(
Ex Hy − EyHx

)
dxdy∫

total Re
(
Ex Hy − EyHx

)
dxdy

*100 (4)

where Ex, Ey are transverse and longitudinal electric field and Hx, Hy are transverse
and longitudinal magnetic field, respectively.

The mode field pattern Ex Ey Hx Hy and effective mode index are obtained by
applying finite element method (FEM). A PML layer of thickness 10% of the radius
of fiber is applied to the geometry [21]. Fine mesh size is used for computation.
The D-PCF supports fundamental as well as some higher modes but for further
investigation, only the fundamental is considered. The sensitivity and confinement
loss of D-PCF fiber is calculated using the abovementioned formulas over a range
of wavelength (1.15–2 μm). The variation of sensitivity and confinement loss with
wavelength using two different analytes, ethanol, andwater, as shown in Figs. 3 and 4.

It can be seen from Fig. 3, the core filled with ethanol gives high sensitivity as
compared towater because the refractive index of ethanol is higher thanwater leading
to more absorption of light giving higher sensitivity.

The confinement loss is decreasing with the wavelength as more light is being
confined to the core, and it has lesser value for ethanol as compared to water because
of high ability to absorb light.

The D-PCF structure has a sensitivity of 30.2% when ethanol is filled in the core
and 27.05%whenwater is filled in the core, at 1.33μmwavelength. The confinement
loss measured at the 1.33 μm wavelength is 2.89 × 10−6 dB/m and 3.67 × 10−6

dB/m for core filled with analytes ethanol and water, respectively.

Fig. 3 variation of sensitivity (%) with wavelength (μm) when core is filled with ethanol and water
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Fig. 4 Variation of confinement loss (dB/m) with wavelength (μm)when core is filled with ethanol
and water

The fabrication of the proposed fiber can be done using the latest technologies
which include Sol-gel technique for fabrication and selective filling technique for
filling liquids in the core [22].

4 Conclusion

This paper investigates two most important guiding properties of proposed D-PCF
using finite element method. It has high sensitivity of 30.2% and 27.05% and low
confinement loss of 2.89× 10−6 dB/mand 3.67× 10−6 dB/mwith analytes as ethanol
and water, respectively, at 1.33 μm. Hence, this structure opens a new field of PCF-
based sensing with further scope of enhancing sensitivity by varying geometry of
core. It is optimal for different liquid sensing applications.
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Design and Implementation of Multiband
Planar Antenna with DGS for Wireless
Applications

Pravin Tajane and Prasanna L. Zade

Abstract A presented multiband planar antenna consists of asymmetrically C-
shaped slots on patch side and defected structure on ground plane for wireless appli-
cations. The modified ground construction and asymmetrically C-shaped resonates
3.5 GHz, resonates 2.5 and 5.3 GHz covering WLAN, Bluetooth, Zigbee, WiMAX
and HYPERLAN. The dimensions of the proposed antenna are 40 × 26 × 1.6 mm3.
The presented designed and fabricated antenna shows good results which are appli-
cable for different useful frequency bands.

Keywords Multiband · C-Slot · Zigbee · WiMAX · WLAN and bluetooth

1 Introduction

In communication, wireless portable devices became very popular due to small
size, low weight, different band operation of patch antenna. The various portable
device consists of wireless local area network (WLAN) standards in the 2.4 GHz
(2400–2480 MHz), 5.2 GHz (5150–5350 MHz), 5.8 GHz (5725–5825 MHz), Blue-
tooth (2400–2483.5 MHz) and Zigbee (2.405–2.480 GHz) for wireless communi-
cation network. In mobile sets and smartphones use of planar antenna for different
frequency operation to multiple applications like WLAN, Wi-Fi, Zigbee, Bluetooth,
etc. Instead of using single antenna for single band which reduces size as well as
applicable of different band in single antenna. The microwave system like WLAN,
Zigbee,WiMAX, and Bluetooth requires high speed with reasonable price in a single
unit.
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There are various techniques available for designing multiband planar monopole
antenna.Amultiple bandobtainedby few researchers are as follows: three rectangular
tuning strips are used to cover the desired bands [1]. The two F-shaped slots of the
same size are etched on a rectangular patch to achieve multiband operation [2]. The
inverted U-shaped and L-shaped strips provide the wideband nature to cover the
WLAN with WiMAX frequency band [3]. The symmetrical L-and U-shaped slots
were cut out within patch to provide desired resonance frequencies [4]. The proposed
antenna consists of an F-shaped with an inverted L-shaped strip-sleeve shorted at the
ground plane [5]. The projected antenna consists of U- and T-shaped stub resonator to
obtain dual band [6]. It consists of two symmetrical twisted arms with each arm two
bended strips with same width and lengths and partial ground plane [7]. U-shape get
by connecting two short line and added two square shapes at the upper side of each
line which they give good response at two operating frequencies 2.4 and 3.5 GHz [8].
In this antenna was added aU-shaped branchwhich resonates at the lowest frequency
of 900 MHz. Similarly, other L-shaped branches were added to achieve resonance at
other desired frequencies [9]. There are two L-shaped slots scratch out of the ground
and one U-shaped slot out of the E-shaped patch [10]. The L-shaped slot cut out of
the ground and patch produced multiband operation [11].

In all the above-cited papers efforts are made to develop and design the multiband
with reasonable gain which is suitable for wireless application likeWLAN,WiMAX,
HYPERLAN, Zigbee and Bluetooth. Initially, antenna is designed by using basic
formulae to get single band and to achieve multiband, modification is done in ground
plane as well as patch of antenna. By using defected ground structure one can easily
create multiband antenna instead of different fractal shape. In the future, designers
can use various techniques to obtain different bands for the specific bandwidth for
the different type of single resonance frequency of patch antenna. The proposed
antenna will coverWLAN,WiMAX, HYPERLAN, Bluetooth and Zigbee frequency
bands with suitable gain. In the present work, a antenna is designed with compact
size, multiple band, low weight easy of fabricate, etc. The antenna is designed with
asymmetrically C-shaped slots and modified ground plane to achieve multiband for
wireless application.

2 Antenna Design with Simulation Result

Figure 1 shows the real physical construction of the antenna with back side and front
side using Computer Simulation Technology (CST software) Microwave studio. The
FR4 substrate is used with relative dielectric constant 4.3 and height 1.6 mm. The,
in particular, volume of antenna is 40 × 26 × 1.6 mm3. The parametric analysis is
optimized for good impedancematching and to generate for multiple band operation.
When the matching of impedance with source through SMA connector and antenna
to deliver more amount of power at output side. In multiband antenna, capacitor
and inductor are responsible for generate complex network due to the frequency-
dependent component which is having quality factor.
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Fig. 1 Front and back view of the proposed antenna

Table 1 Antenna parameters (units in mm)

Designing parameters Dimensions (mm) Designing parameters Dimensions (mm)

Wl 3 Wgl 3

W2 1.5 Wg2 4

W3 6 Wg3 4

W4 2 Wg4 2

LI 12.5 Wg5 3

L2 23.5 Wg6 1

L3 12 Ls 40

L4 17.75 Ws 26

From Fig. 1, light black is used as a copper layer on front and back side. White
portion is used as substrate of planar antenna which height is 1.6 mm.

Table 1 shows dimensions of patch and ground of proposed antenna. The
microstrip line is connected to the patch of front side of antenna which is taken as
3 mm to produce 50 � for resonant frequency so, the radiating patch and microstrip
line is on same side.
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3 Simulation Results

The entire simulations of the projected antenna are achieved using the Computer
Simulation Technology (CST software) Microwave studio. The simulated return
loss is offered in Fig. 2 where it is observed that C-shaped slot is responsible for
generating different resonant frequencies 3.5 GHz and defected ground structure
for creating 2.5 and 5.5 GHz. The lower frequency band is from 2.32 to 2.76 GHz
with bandwidth of 440 MHz covering Zigbee, Bluetooth and WLAN. The second
frequency band is beginning 3.37 to 3.67 GHz with bandwidth of 300 MHz covering
WiMAX. The third frequency band is from 5.14 to 5.54 GHz with bandwidth of
400 MHz covering HYPER LAN1.

From Fig. 2, it is observed that the reflection coefficient for useful resonance
frequency is less than −10 dB so it is acceptable by comparing standard parameter
(Fig. 3).

Fig. 2 Return loss characteristics of the proposed antenna

Fig. 3 VSWR for the proposed antenna
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It radiated more than 90% power when the VSWR changes from 1 to 2. For every
resonance frequency, VSWR lies between 1 and 2 such as 1.294 for 2.5 GHz, 1.160
for 3.5 GHz, and 1.394 for 5.34 GHz.

Its E-far field polar plot is given in Fig. 4. The basic patch covered with omnidi-
rectional because sidelobe level is small. The orientation of patch plays important
role that whether antenna is suitable for cellular devices or not so proposed planar
antenna shows vertical or horizontal polarization. The polar-type radiation patterns
of the antenna and gain at different frequencies are shown in Fig. 4. The simulated
gain for 2.54 GHz, 3.54 GHz and 5.3 GHz resonance frequencies is 2.11 dB, 3.35 dB
and 4.88 dB, respectively.

In Fig. 5a, surface current has maximum at the bottom side defected ground
structure. In Fig. 5b, maximum current is distributed over C-shaped patch. In Fig. 5c,
maximum current is distributed over ground plane. From the Fig. 5, it is cleared that
those part of antenna has more current it is indicated by red colour so that part
is responsible generating resonance frequencies. There is scope to reduced size of
antenna by removing another portion because those part does not take part in any
activity for result.

Fig. 4 Polar Radiation patterns of antenna at a 2.52 GHz b 3.5 GHz c 5.4 GHz
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Fig. 5 Surface current distribution at a 2.52 GHz b 3.54 GHz c 5.44 GHz

4 Experimental Results

This proposed antenna is fabricated using PCB Prototype machine which results are
tested by Vector Network Analyser (VNA). The VNA is calibrated by calibration
trainer kit which minimizes the error due and connectors. The photo of fabricated
multiband planar monopole is as shown in Fig. 6.

Fig. 6 Photos of the proposed planar antenna
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Fig. 7 Measured characteristics of S11

Fig. 8 Measured of VSWR
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Figure 6a shows the fabricated front side of patch antenna with all necessary
dimensions including SMA connector. Bottom side of patch antenna is shown in
Fig. 6b with all corresponding simulation dimensions by SMA connector soldering.
In Fig. 6c, the actual size of patch antenna is measured by using the centimetre scale.
The SMA connector is connected with vector network analyser for measurement
purpose (Fig. 7).

Above figure shows that proposed antenna is suitable for the multiband operation.
The measured and simulated results of S11 quite match by comparing to each other.
From the above analysis, it is clear that most of electromagnetic waves radiate to the
outward direction. From the above observation, it is concluded that antenna delivers
more than 90% power to the surrounding areas.

InFig. 8, it is clear thatVSWRlies between1 and2 for all corresponding resonance
frequency. Measured and simulated VSWR are in proper range, i.e. 1 and 2 so very
less amount of electromagnetic wave stands inside the antenna.

Figure 9 shows that measured impedance is nearly matched with reference
impedance which is 50 � for resonating frequencies like 2.54 GHz, 3.53 GHz and
5.25 GHz (Table 2).

Fig. 9 Measured impedance of proposed antenna
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Table 2 Measured S11 and VSWR

Frequency (GHz) S11 (dB) Bandwidth (GHz) VSWR

2.5 −13.04 2.50-2.38 � 0.12 1.9

3.5 −16.02 3.76-3.35 � 0.41 1.52

5.35 −17.68 5.52-5.01 � 0.51 1.54

5 Conclusions

In this paper, design and analysis of asymmetrical C slots on patch and defected
ground structure on the ground plane. The asymmetrical C-shaped slots are respon-
sible for generating 3.5 GHz resonance frequency. The defected ground structure is
responsible for producing 2.5 and 5.3 GHz resonance frequency. The surface cur-
rent distribution plays an important role to which portions of antenna is suitable for
obtaining the result. Defected ground structure play an important role to enhance the
bandwidth to decrease quality factor due to adding different slots. Both fabricated
and simulated results have quite same by measuring Vector Network Analyser. For
different resonating frequencies (2.54, 3.53 and 5.25 GHz) the return loss is very low.
The fabricated antenna can be used for various applications such as WLAN, Blue-
tooth, Zigbee, WiMAX, and HYPERLAN. It provides well for wireless applications
to different frequency.
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Performance of QPSK Modulation
for FSO Under Different Atmospheric
Turbulence

Dimpal Janu and Vijay Janyani

Abstract Free space optical (FSO) communication link provides high-speed data
transmission rate within line of sight range for indoor as well as outdoor applications.
FSO comes with high sensitivity for variation in weather condition as it reflects in the
form of change of dielectric properties of medium. The uniqueness of the presented
model in this paper is that it achieves 125 GBPS of data rate with QPSK modulation
scheme and that too at 1550 nm of wavelength which is compatible with existing
optical backbone network. In this paper, authors analyzed the performance of a FSO
linkwith 0.6 km length andmodulation schemeQPSK for different atmospheric con-
ditions. Gamma–Gamma distribution model is employed to model the FSO channel
link. Performance comparisons are recorded as bit error rate (BER) and signal to
noise ratio (SNR) with help of simulation tool Optisystem13.

Keywords FSO · QPSK · Atmospheric turbulence · Gamma–Gamma distribution
model

1 Introduction

Free space optical link that works in license-free frequency spectrum can set up
a wireless communication link between two nodes from 100 m to few km apart
within line of sight range. Light source works in either infrared or visible light
range that can transmit data at very high speed more than 1.25 GBPS that is quite
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sufficient for duplex transmission of data, voice and video signals. FSO link when
implemented in indoor zone can set up a flexible network in desired building with
very less installation cost and it also works as low power transmission scheme while
in outdoor setup it can work as a bridge between two LAN networks situated in two
different buildings. Compared with radio frequency (RF) link, FSO link provides a
higher data transmission rate, larger optical bandwidth, higher security, and requires
low transmission power. When information in optical domain is propagated through
optical fiber, it allows transmission over long haul distanceswithout getting distortion
because of change in atmospheric condition and high security [1]. However, FSO
can transmit data in free space without the use of waveguide structure, provides data
rate comparable to optical fiber communication but at a fragment of deployment cost
of fiber technology. FSO systems have attracted attention as an efficient solution for
the “last mile” internet access problem [1, 2].

As users demand for high speed for different mobile and internet services like
digital TV, video conferencing, high-speed gaming, etc., we require a communica-
tion link which can provide the data rate comparable to optical fiber. When light
propagates through air, it can be scattered and absorbed depending on small and
large eddies. FSO systems are greatly affected by fog and atmospheric turbulence.
In FSO, laser light is carrier of data through atmosphere, so wavelength selection
should be such that it coexists with the low absorption atmospheric window [3].
Mie scattering is caused due to fog, haze, and aerosol can cause optical attenuation
especially in a terrestrial system. Scattering normally occurs when light beam comes
into collision with particles smaller in size than the laser wavelength. These particles
are the dominant source of irradiance attenuation degrades the performance of FSO
link [2]. In a clear atmosphere, FSO systems face a challenge on link performance
is the effect of turbulence-induced irradiance fluctuations [4, 5]. Influence of differ-
ent weather conditions over a FSO link performance is analyzed in this paper. As
low BER and high spectral efficiency are the major factor for selecting appropriate
modulation scheme, we have selected the QPSK for our simulation work. This paper
is arranged as follows: Sect. 2 describes system description. Numerical results and
discussion are presented in Sect. 3. Concluding remarks will be addressed in Sect. 4.

2 System Description

2.1 Transmitter

2.1.1 QPSK Modulation

To compress as much data as possible into minimum spectrum is the main purpose of
modulation. Bandwidth efficiency is defined as transmission of maximum data rate
over an assigned bandwidth. The QPSK signal is generated by using external optical
modulator that modulates the phase of optical carrier. To represent data bits, four
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Table 1 Parameters of
designed FSO system

Length of the channel 0.6 km

Diameter of transmitter aperture 9 cm

Diameter of receiver aperture 15 cm

Divergence angle 2 m rad

Laser wavelength 1550 nm

Laser power −4–8 dBm

Bit rate 125 GBPS

Table 2 Total attenuation in
different atmospheric
conditions

Hazy days 16 dB/km

Rainy days
(1) Light rain
(2) Heavy rain

12.1 dB/km
12.6 dB/km

Fig. 1 Schematic diagram of designed FSO system

different points equally located around a circle on constellation diagram are used.
Two bits are represented by a single symbol each having 90-degree phase shifts
one another [6, 7]. Parameters of the designed FSO system are defined in Table 1.
The attenuation parameter for the channel for different weather conditions such as
rainy days (heavy rain and light rain) and hazy days is 12.6 dB/km, 12.1 dB/km, and
16 dB/km, respectively and Table 2 defines these values [8] (Fig. 1).
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Fig. 2 Simulation layout of FSO system with QPSK modulation scheme

2.2 Atmospheric Turbulence

When light ray propagates in the free space, it experiences amplitude and phase
variations due to disruption of atmosphere. Intensity fluctuations are caused because
of inhomogeneities existing in the temperature and pressure variations, causes varia-
tions in refractive indices of the atmosphere will result into diffraction of light from
its original path and diffraction of light causes variations in intensity level and phase
of received signal [9]. Scintillation index parameter defines the power of turbulence
in the atmosphere. Scintillation index is defined as ratio of the log intensity variance
σ 2
l to square of average signal intensity of light. S.I. will increase as the turbulence

changes from weak to strong region [9, 10]. On the basis of values of scintillation
index, turbulence is divided into three parts like weak, ordinary, and strong. The
log-normal model is valid to describe behavior of weak turbulence. To study the per-
formance of FSO channel, Gamma–Gamma distribution model is used in medium
to strong turbulence conditions [3, 11] (Fig. 2).

2.2.1 Gamma–Gamma Model

The gamma–gamma turbulence model is employed to model the free space channel
when the light beam is scattered and refracted from its original path traveling through
atmosphere [10]. The optical intensity “I”consists of large-scale effects and small-
scale effects. The PDF of irradiance fluctuation is given by the Eq. (1).
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p(I ) � 2(αβ)(α+β)/2

�(α)�(β)
I (

α+β

2 )−1Kα−β(2
√

αβ I ) I > 0 (1)

where Bessel function of the second kind of order n is Kn(.), and �(n) represents
gamma function.

The parameters α andβ characterize the intensity variation pdf are associated to
environmental conditions by [3]
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where σ 2
l � 1.23C2

nk
7/6L11/6 is the log intensity variance, L is the length of link,

k � 2π/λ, and parameter C2
n is index of refraction considered as constant for LOS

link. The value ofC2
n � 5. 10−14m−2/3 for weak turbulence conditions, andC2

n � 21.
10−14m−2/3 for strong turbulence conditions are considered in this work, adopted
from [3].

2.3 Receiver

Receiver optics is used to collect the beam of light traversed through the free space
channel and focuses the light on photo-detector. The photo-detector detects strength
of light irradiance then converts the optical signal to electrical signal.

3 Numerical Results and Discussions

The FSO system is analyzed with weak and strong turbulence conditions. We have
considered channel parameter such as channel range, diameter of transmitter aperture,
diameter of receiver aperture, and divergence angle of beam as designed values.
Channel is analyzed for different weather conditions.
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Fig. 3 LogofBERwithEVMrelation aBERperformance in heavy rainy days,bBERperformance
in light rainy days and c BER performance in hazy days

During the rainy season, the channel parameters are designed with attenuation
values of 12.1 dB/km for light rain and 12.6 dB/km for heavy rain. Response of
the system is analyzed with the parameters BER, Error vector magnitude (EVM),
and SNR. As the laser power is increased EVM and BER both get decreased. At
EVM value of 27%, log of BER is −3.61 under weak turbulence, and −3.31 under
strong turbulence conditions. In hazy days, channel parameters are designed with
attenuation values of 18 dB/km and fromFig. 3c at the EVMvalue of 31%we achieve
the log of BER −3.61 under weak turbulence and −3.31 under strong turbulence
conditions.

The results show that as the input power increases BER decreases and EVM also
decreases.

Figure 4 shows the graph for recorded log of BER and SNR levels at receiver
side. As the level of atmospheric turbulence increases, we need high SNR to achieve
the target value of minimum BER. Table 3 summarizes the EVM and log of BER for
weak and strong atmospheric turbulence in different weather conditions.
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Fig. 4 Log of BERwith SNR relation aBERperformance in heavy rainy days, bBERperformance
in light rainy days and c BER performance in hazy days

Table 3 Simulation results
for different weather
conditions

Season EVM (%) Log of BER
(weak
turbulence)

Log of BER
(strong
turbulence)

Light rainy
days

27 −3.61 −3.31

Heavy rainy
days

28 −3.61 −2.82

Hazy days 31 −3.61 −2.61

4 Conclusion

Performance of QPSK modulated signal is recorded in different weather conditions
like rainy days and hazy days. Simulation results also confirm the effects of atmo-
spheric turbulence in a FSO link. Strong atmospheric turbulence degrades the BER
performance up to 1 dB in hazy days. For desired value of log of BER −3.3, SNR
required inweak turbulence condition on a heavy rainy day is 9 dBwhereas for strong
turbulence in same day required SNR has increased by 2 dB. Advanced modulation
technique M-ary QAM can be explored to improve BER performance and spectral
efficiency to provide better mode of transmission in weather conditions.
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Multi-junction Solar Cell Based
on Efficient III–V InGaP/GaAs
with GaInAsP as BSF Layers

Priya Pandey, Abhinav Bhatnagar and Vijay Janyani

Abstract In a multi-junction solar cell, due to the existence of multiple junctions,
generation of photo-generated minority charge carrier increases that improves the
efficiency of the device with reference to reduction in recombination current. In
this paper, authors have analyzed the performance improvement in a multi-junction
solar cell with simulation results in R-soft. Simulation results show maximum effi-
ciency 27.59% for multi-junction solar cell whereas for single junction solar cell it is
11.0259%. In the multi-junction solar cell, open circuit voltage Voc and short circuit
current Isc are also compared to a single junction solar cell.

Keywords Multi-junction solar cell · Short circuit current density · Open circuit
voltage · BSF layer · Quantum efficiency · Two diode equivalent circuit

1 Introduction

With the rising cost of fossil fuels and increasing concerns about climate change, a
significant amount of effort is beingmade to use renewable energy sources for energy
generation [1]. In today’s world, solar energy is an alternative to fossil fuel. The
expedition of solar cell begun from single junctions and then expand towards multi-
crystalline, multi-junction solar cells and still move forward [2]. Above all these PV
technologies, multi-junction solar cell technology has the highest efficiency. Multi-
junction technology utilizes a broader spectrum of solar energy conversion and has
shown immense efficiency improvement [3]. Majority of solar energy conversion is
being done by using photovoltaic technology that is a solar cell which allows unin-
terrupted change of sunlight to electricity. In the solar cell, the performance analysis
is done by efficiencies. Thus, to boost the efficiency, designing and optimization of
solar cell coatings are important, and that’s the reason here we use back surface layer,
the buffer layer and many more layers in a multi-junction solar cell thus to boost the
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Fig. 1 Spectral irradiance
w.r.t. wavelength shows
maximum irradiance in the
visible region and their
surrounding regions [4]

efficiency [5]. To comprehend the working of the solar cell, it is necessary to under-
stand the cosmic resources. Two important parameters are irradiance (i.e. amount of
incident power) and spectral characteristics of sunlight. Solar irradiance value in the
outer space of the earth’s atmosphere is 1365 W/m2 known as solar constant. This
value reduces to 1000 W/m2 after being filtered through the atmosphere. Air mass
(AM) is a relation between solar irradiance and solar spectrum, where AM is the
amount of air, a beam of sunlight must pass through atmosphere before reaching the
PV devices. AM can be calculated by using this equation:

AM � 1

cosθ
(1)

where 8 is angle which sun makes with normal to the earth.
Solar spectrum determines the number of photons which can contribute to pho-

tocurrent in a solar cell. By using the following relationship, wavelength dependent
range can be converted into photon energy.

Eg � hc/λ � 1.24/(λ(nm))eV (2)

where Eg is photon energy in eV, is wavelength of incident light in nm
h is Planck’s constant � 6.626 × 10−34 J and c is speed of light � 3 × 108m/s2

(Fig. 1).

2 Working of Solar Cell

In a solar cell p-n junction made up of semiconductor materials of particular
bandgaps. Generation and recombination are the two main mechanics of solar cell’s
operation.
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Generation refers to the generation of photocurrent in the solar cell which consists
of the following two main processes:

(a) Absorption of photons and
(b) Collection of charge carriers.

Photon energy above the bandgap get absorbed and cause the generation of an
electron–hole pair, which is separated by the electric field across the PN junction.
Due to this charge carrier separation, photocurrent flows. If electron–hole pair gen-
erated close to the surface, recombines quickly and does not devote towards the
photocurrent.

In a solar cell, recombination at the back end decreases the efficiency, and hence
to reduce this recombination, an extremely doped layer at the back surface is applied,
which repels the minority charge carriers and attracts the majority charge carriers.
This layer is none other than BSF layer which not only reduces charge carriers from
recombination but also enhances the efficiency of solar cell. So, the existence of BSF
layer is one of the important layers to enhance the performance of the solar cell [6].
In this, we have calculated the Voc and Jsc aspects of the photovoltaic cell and the
change of the effectiveness of the multi-junction solar cell and single junction solar
cell.

3 Materials Used in Solar Cell

The different semiconductor materials which we are using in a multi-junction solar
cell because of their optical properties are GaInP, InGaAsP, GaAs andmany optically
sound semiconductor material which gives better efficiency in the multi-junction
solar cell than in a single junction solar cell.

3.1 GaInP (Gallium Indium Phosphide)

GaInP is used in themulti-junction solar cell as one of thematerial because of its high
electronmobility (μn) 3500 cm2/Vs it increases collection probability at the depletion
and hence gives high efficiency. GaInP is lattice matched to GaAs. Therefore, it is
used as high energy junction on the multi-junction solar cell.

3.2 InGaAsP (Aluminium Gallium Arsenide Phosphide)

InGaAsP is a semiconductor material having a nearly same lattice constant as of
GaAs and its bandgap is large which absorb lower wavelength solar radiations. In
GaAs multi-junction solar cell, InGaAsP acts as barrier material because it confines
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electrons to a GaAs region. The most commonly used region is from red to near-
infrared region. The bandgap of InGaAsP is 1.08 eV at room temperature.

3.3 GaAs (Gallium Arsenide)

It is a direct bandgap semiconductor material having wider energy bandgap, and due
to its high saturated electron mobility of 8500 cm2/Vs it gives higher efficiency as
compared to silicon. GaAs’s stiffness and robustness make it an excellent selection
where dirt or coarse-grained particles tend to accumulate or attack the optical surface.

4 Solar Cell Modelling

4.1 Device Structure

The device structure consists of the top cell, tunnel junction and bottom cell [6].
Window layer and back surface layer are present on the top and bottom cell at their
top and bottom resp. The window layer is a fragile and transparent layer with high
bandgap material which is made from several metal oxides [7]. The characteristics
of window layer are to absorb maximum solar emission to enter into the device.

Multi-junction solar cell consists of three junctions of emitter-base and also com-
prises different layers, e.g. window layer, a tunnel junction, back surface field, front
surface field, buffer layer, etc. which is simulated through RSoft tool. In multi-
junction solar cell due to the presence of different semiconductor materials, they are
arranged in such a manner, so that most significant band gap material come closest
to the incident light and then next most considerable bandgap material comes and
then smallest bandgap material [8]. By doing so, the solar cell arrangement allows
larger bandgap materials to pass lower energy photons and soaked up by the last
material. In the multi-junction solar cell, distant bandgap semiconductor materials
are present which enables them to incorporate various parts of the solar spectrum,
smaller bandgapmaterials absorb lower energy photon, and larger bandgapmaterials
absorb higher energy photon of the solar spectrum. Due to this thermalization losses
decreases in the multi-junction solar cell in contrast to single junction solar cell [9].
In multi-junction, solar cell tunnel junction is also present which is highly doped
and of wide bandgap by which it is transparent to wavelengths absorbed by later
photovoltaic cell and is even having low electrical resistance and provides low loss
optical connections within the cells, due to which efficiency of solar cell increases.
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4.2 Different Layers Present in Solar Cell

There are few more layers which are a buffer layer, BSF layer and much more which
we discussed here one by one.
BSF Layer
In the multi-junction solar cell, BSF layer is an intermediate dielectric layer which
not only enhances back reflection but also contributes to further irregularity of light
and hence increases light trapping inside the solar cell [10]. BSF layer also prohibits
the charge carriers to recombine by driven them off back to PN junction (Fig. 2).

4.3 Importance of GaAs as Tunnel Junction

Tunnel junction should be optically transparent, highly doped, minimum electrical
resistance with high peak current density and they also provide alignment of Fermi
levels. That is why GaAs is used as tunnel junction because it has minimum optical
absorption and minimum series resistance which reduces the length of the depletion
region so that electrons can easily tunnel through it.

Fig. 2 Multi-junction solar cell with GaAs as tunnel junction and GaInAsP as BSF and Window
layer
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4.4 Importance of GaInAsP as BSF and Window Layer

GaInAsP is a wideband gap material, which is excellently preferred for both window
layer andBSF layer for efficiency enhancement of solar cell.Window layer and buffer
layer with heavily doped region cause potential barrier between the base region to
enclose the minority carriers in the lightly doped region. BSF layer having limited
recombination velocity [11].

4.5 Electrical Modelling of Multi-Junction Solar Cell

Modeling is the initial step and followed by simulation, evaluation and analysis
of photovoltaic cell operation. A schematic diagram represents the photovoltaic cell
performance in various environmental conditions and the variations in its output elec-
trical characteristics are observed over several design specifications (Figs. 3 and 4).

Fig. 3 Proposed equivalent circuit for multi-junction solar cell modeling [12]

Fig. 4 Internal quantum efficiency of multi-junction solar cell
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Jcell � Jph − Jd1 − Jd2 − Vcell + RsJcell
Rp

(3)

Jph(T,G) � G

G0
Jph T0G0(1 + CT

Jph (T − T0)) (4)

Jd1 � Jsat1 (T)(exp
q(Vcell + RsJcell)

?1kT
− 1) (5)

Jsat1 (T) � Jsat1 (T0)

(
T

T0

) 3
n1

exp?(
q

n1k

Eg(T0)

T0
− EgT

T
) (6)

EgT � Eg(T0) − αT2

T + β
(7)

Jcell � JBSC � JTSC (8)

Vcell � VT
SC − VTB

D + VB
SC (9)

EGaInP
g � 1

2
EGaP
g + EInP

g + Cg (10)

Vcell � VT
sc − VTB

D + VB
sc

where

Jcell cell current density
Vcell cell voltage
Jdl dark current density due to diffusion of minority carriers and recombination

in depletion region
Rs Rp cell’s series and shunt resistance
Jsatl reverse saturation current density
n diode ideality factor
T cell surface temperature
G received solar irradiance energy

To calculate the energy band gap for GaInP it is possible to use Eq. 10 with the
approximation x � 0.5, where Cg is the correction term that can vary proportional
to the parameter x. Each subcell absorbs a definite part of overall range of solar
irradiance spectrum according to its energy band gap and internal quantum efficiency.

5 Parameters

There are few parameters of solar cell which we considered here as short circuit
current, quantum efficiency, Voc, fill factor, and efficiency.
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5.1 Quantum Efficiency (QE)

Quantum efficiency of a photovoltaic cell is the probability of collection of the charge
carrier when a photon of a given energy is incident on it. If all minority charge carriers
generated by photons of specific energy are collected, then the quantum efficiency
at that is 1, and it is reduced due to the presence of recombination losses which
reduces the collection probability and if photonswith energy belowbandgap than also
quantum efficiency decreases to 0.When reflection and transmission losses are taken
into account, then this is called external quantum efficiency, andwhen these losses are
not considered, then this is known as internal quantum efficiency, which is superior
to the external quantum efficiency of the photovoltaic cell. The relation between
internal quantum efficiency and external quantum efficiency is written below:

IQE � EQE

1 − R − T
(13)

where IQE is internal quantum efficiency, EQE is external quantum efficiency
R is reflection losses and T is transmission losses.

5.2 Short Circuit Current (Isc)

When the ends of the photovoltaic cell are shorted in the presence of solar energy,
then due to the generation and accumulation of light generated carriers it causes
photocurrent which is known as short circuit current.

Short circuit current can be calculated as

Isc � qG(Ln + L p)A (14)

where G is generation rate, Ln is electron diffusion length and L p is hole diffusion
length,

or it can also be calculated by

Jsc � q
∫

φ(λ).EQE(λ)dλ (15)

where q is electronic charge, F() is incident photon flux, is wavelength (nm).
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5.3 Open Circuit Voltage (Voc)

It is the maximum voltage accessible from a photovoltaic cell when current is zero.
Open circuit voltage is the amount of forward bias on the photovoltaic cell due to
the bias of solar cell junction with light generated current. Voc can be calculated by

Voc � ηKT

q
ln

(
Il
I0

+ 1

)
(16)

where

Il is light-generated current
I0 is dark saturation current
T is temperature
Voc is open circuit voltage.

5.4 Fill Factor (FF)

Fill factor defines the quality of the photovoltaic cell. It is a ratio of the highest power
to the hypothetical (theoretical) power PT that would be output at the open circuit
voltage and short circuit current. Large fill factor is chosen, and its value lies between
0.5 and 0.82.

FF � Pmax

PT
� ImpVmp

IscVoc
(17)

From the graph also we can compute the fill factor of photovoltaic cell (Fig. 5).

Fig. 5 Fill factor of solar cell [13]
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5.5 Efficiency

It is a ratio of electrical output power to the input photovoltaic power Pin of the
photovoltaic cell.

η � Pout
Pin

(18)

ηmax � Pmax

Pin
(19)

6 Simulation and Results

Here, we simulate multi-junction solar cell having multiple lattice-matched emitter-
base junction and single junction solar cell to compare their efficiencies by using
computational software R-Soft. In the multi-junction solar cell, outer material has
the largest band gap and as we go inside band gap decreases which decreases the
thermalization losses, reflection losses, and many other losses. In the multi-junction
solar cell, multiple junctions are present to absorb the solar spectrum while in single
junction solar cell only single junction is present for absorption hence it affects
the efficiency of the solar cell [12]. Here some graphs are shown which shows the
efficiency of the multi-junction solar cell and single junction solar cell (Figs. 6, 7
and 8).

Fig. 6 Reflection and transmission efficiency of the single junction solar cell
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Fig. 7 Efficiency of single junction solar cell

Fig. 8 Solar cell efficiency of the multi-junction solar cell

As it is clear from the graph that the single junction solar cell gives efficiency of
11.0259% and short circuit current density of 173.238 A/m2. From the above graph,
we can say that efficiency of the multi-junction solar cell is more than that of a single
junction solar cell which is 27.59% and gives short circuit current density of 419.282
A/m2.

7 Conclusion

Different optical properties of a multi-junction photovoltaic cell are analyzed. Per-
formance of multi-junction photovoltaic cell is better as compared to single junction
photovoltaic cell because of the presence of window layer, a tunnel junction, BSF
layer and buffer layer. All these coatings reduce recombination losses and increase
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the collection efficiency of photo-generated minority charge carriers. In single junc-
tion photovoltaic cell short circuit current is 173.238 A/m2, and open circuit voltage
is 0.68 V while in multi-junction photovoltaic cell short circuit current is 419.282
A/m2, and open circuit voltage is 0.7 V. The overall efficiency recorded in simulation
results for a single junction photovoltaic cell is 11.03%while for multi-junction pho-
tovoltaic cell it is 27.59%. Implementing different junction structures with nanowires
or quantum dots we can further improve the efficiency in a multi-junction device.
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A Brief Review on Microwave Breast
Imaging Technique

Kajal and Monika Mathur

Abstract This paper is a brief review of the microwave breast imaging technique.
This technique is basically used for the detection of breast cancer. There are many
techniques which are available in the medical field for scanning purpose, but this
technique is more suitable. Implantable antenna may be designed for this purpose
so that wireless diagnosis at every time may be possible. This paper provides the
familiarization of the microwave imaging techniques available in the market.

Keywords Microwave imaging · Breast cancer · Implantable antenna

1 Introduction

Nowadays, breast cancer is a serious disease found in women. According to ACS
(American Cancer Society), this year’s data shows that 255,180 women are affected
by this compared to other types of cancer. Also out of this calculation, 41,070 end in
death. It is noticed that for women, death by the breast cancer, is the second largest
cause. Unlike lung cancer, the actual causes of breast cancer cannot be defined in the
same way.

There are several methods of screening like mammography, ultrasound, MRI,
CT scan, etc. In all of these techniques, X-ray mammography is the main successful
process for identifying breast cancer. In this method, imaging processing for the
breast part has been done. It is a technique that detects the tumor by finding the
densities difference in tissues. It is the 2D image of the breast density. There are
some drawbacks of this method [1] which are as follows:
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• At the early stage of breast tumors, detection is complicated.
• In the case of women with impenetrable breasts, it has decreased efficiency.
• The ionizing X-rays may be harmful to the tissue where they penetrate.
• The patients are not restful because of breast compression, and also due to the
costly treatment.

Ultrasound uses acoustical impedance differences to create images. Injury to the
tissue has been successfully determined by ultrasound. Ultrasound finds that a lesion
is in or below the skin. One more application of ultrasound is guided aspiration and
biopsy; nowadays, this ultrasound is not preferred as screening technology.Magnetic
resonance imaging technique is another technique used for breast imaging but it
requires two distinct media which are taken up by good and malignant lacerations.
The limitations of medical imaging techniques have provided the significance of the
advancement for novel methods of imaging for diagnostic of cancer in breast.

Microwave breast imaging techniques are developed for safe and more accurate
results. Microwave imaging is used for biomedical application. It is advantageous
over mammography due to its good penetration property, noninvasive nature and
potential to detect the tumor in earlier stage. The key features of the diagnosis of
the breast cancer based on the microwave would be: (i) safe from health, (ii) any
crucial stage capability to detect breast cancer, (iii) susceptible to the tumors and the
other malignancies, and (iv) comfortable for the patients in terms of minimal lesion
tolerability [2].

2 Electrical Properties of the Breast Tissues

There is some difference in electrical properties of healthy breast tissues and breast
tumors. The permittivity (ε) and conductivity (σ) are the important electrical and
dielectric properties of the tissues. The water is the main parameter to define the
tissue permittivity. The tissues containing lowwater have high permittivity compared
to the tissues containing high water. The higher water content tissues like muscles
experiences greater attenuations as the power absorbed by them is more as compared
to the lost in muscles. The main points are: (i) power absorption by the tissues is
limited (ii) lower conductive healthy tissues permit more incursions of microwaves
[3, 4].

The breast tissues measurements aim is to create a complete record of electric
properties of specific healthy and unhealthy tissues over a wide range of frequency.
The breast consists of skin, main tissues, connective tissues, blood, and nipple. It is
mandatory to evaluate the properties of each type of tissues, as well as properties of
particular types of good and malicious tumor [3].

Another parameter to consider while discussing the electromagnetic properties of
tumor tissues is temperature. The electrical properties of tissues change according
to the change in temperature. In the microwave region, the object temperature is
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in direct proportion with the thermal radiation. It is expected that due to increased
vascularization, tumors have more temperature compared to normal tissues [3].

3 Microwave Breast Imaging Technique

Microwave breast imaging purely depends upon the electrical property of breast
tissues. The electrical property is found out by comparing the healthy tissue and
malignancies. The microwave imaging process for tumor detection uses the range of
microwave frequency from 300 MHz to 300 GHz (in wavelength free space ranging
from 1 m to 1 mm) [4]. It shows different dielectric constant of glandular and malig-
nant breast tissues. The electromagnetic signals are more efficient to couple with the
GHz signal frequencies and this is considerable because of the significant absorption
and scattering that occur during the EM exposures to the breast. The purpose of this
is to make a high benefit of maximum penetration of microwave imaging with mini-
mum side effects to healthy tissues. There are basically three methods to microwave
breast imaging, they are: active imaging technique, passive imaging technique and
hybrid technique [3–5].

3.1 Active Microwave Imaging

Activemicrowave imaging technique involves illumination of the breast with the help
of the microwaves. It includes the detection of the reflected wave from the breast and
then the formation of images [4]. This method is further classified into two classes:
radar-based and tomography.

3.1.1 Microwave Tomography

This techniquemakes use of algorithms in order to provide complete spatial mapping
of electrical properties. Most of the algorithms do the comparisons of scattered
microwave signals sent to the breast and results computed with a model. In this
approach, numbers of antennas are surrounding the region and one antenna is used
as transmitter and another one is used as receiver. Scattered signal will alter as the
tumor is present which results in the increased areas of conductivity and permittivity
on images.

Microwave tomography has been studied by Prof. Paulsen and Prof. Meaney from
Darthmouth College in US is one of the representatives of the research groups. They
proposed that the dielectric properties in a lossy 2D medium may be measured by
a reconstruction. To obtain a clinical prototype exam, the Darthmouth group has
developed a 32 channel data acquisition system. Its operating frequency range is
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500 MHz to 3GHz. For monitoring the treatment during the neoadjuvant chemother-
apy, they develop a 3D microwave breast imaging technique [6].

3.1.2 Radar-Based Approach

This approach was developed in the late 1990s by Hagness in Wisconsin University
and Benjamin in Bristol University. This approach reconstructed the image with the
reflected wave [6]. In this approach, the creation of mapping is not necessary. In the
radar-based approaches, the concept is the same as the ground penetrations radar
system for detection. Whenever transmission of wave is done with internal breast
with tumor due to the difference between electric dielectric properties of normal
and malignant breast tissues, the wave is reflected back. Radar-based techniques
use UWB signals. This technique implying a wider bandwidth, with appropriate
signal penetration. This is due to increase in tissues conductivity. This technique is
efficient as it makes use of single antenna as transreceiver unlike tomography and it
transmits ultra-wideband pulse which is propagated and reflected back at electrical
discontinuities and received at the same antenna. This method is also known as
confocal microwave imaging (CMI) [4, 5].

3.2 Passive Microwave Imaging

In this approach, the change in temperature of breast tissues is measured. This tem-
perature change is due to the increase in vascularization. To improve the imaging
algorithms, there are many techniques that increase the physical temperature up to
the measured temperature on the object surface [3, 4]. These techniques are called
passive microwave imaging.

3.3 Hybrid Microwave Imaging

This approach combines the benefits of both the ultrasound and microwave imaging.
The breasts are illuminated bymicrowaves and for providing sensitivity to tumors and
high-resolution images and ultrasound transducers are being used. In this approach,
the tissues are expandeddue tomicrowaveheating. It creates pressurewaves and these
are sensed with ultrasound transducers. For the detection purpose, two approaches
are basically used named as TAT and TACT [3].
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3.3.1 TACT (Thermo Acoustic-Computed Tomography)

In this system, the breast was positioned in the system having a water bath. A pulse
of 5 μs and 434 MHz signals was illuminated to the breast. This signal is provided
by the helical antenna or waveguide. 64 numbers of ultrasound transducers were
placed on a hemisphere recorded signals. This set up is moved in 360° rotation for
adequate data. From this arrangement, images may be captured and may be used for
the further clinical purpose [3].

3.3.2 TAT (Thermo Acoustic Tomography)

It is another scanning technique in which the signals were detected using focused
ultrasound transducers. Lateral resolution is adjusted by the pulse width of the
microwave signal and axial resolution is provided by bandwidth of the microwave
signal. The resulting data in time domain were stacked together to form the image. To
improve the resolution of the image, reshaping and smoothing filters were applied to
data. The major works are devoted now on the development of the equations relating
the time derivative of the pressure to the distribution of heat absorption. The algo-
rithms of imaging are developing for reducing the pulse width of microwave signal
and the size of the detector [3].

4 Conclusion

This paper concludes that microwave breast imaging technique is the complementary
imaging technique which has several additional advantages. The methods or tech-
niques are more comfortable, accurate, and safe for patients as compared to other
scanning techniques. As microwave imaging does not involve the ionizing radiation
due to this reason it is safer than other methods. Microwave imaging technique uses
low power and has negligible tissue heating in imaging as well as energy absorption.
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Design of Planar Triple-Band Electrically
Small Asymmetrical Antenna for ISM,
WLAN, and X-Band Applications

Payal Bhardwaj and Ritesh Kumar Badhai

Abstract In this paper, we proposed a novel printed monopole antenna with the
asymmetric meandered structure on the two sides of coplanar waveguide (CPW)
feed line. The proposed antenna has the compact size of 0.095 λ × 0.095 λ ×
0.005 λ, where λ corresponds to the wavelength in free space at the lowest operat-
ing frequency. The proposed antenna exhibits three resonances around 2.38, 5.52,
and 7.72 GHz. The proposed antenna shows the good impedance matching, wide
bandwidth, good radiation efficiencies, and radiation pattern at the resonating bands.
The proposed antenna is fabricated on FR-4 substrate and found the good agreement
between simulated and experimental results. The proposed triple-band antenna with
a relatively low profile and compact size is useful for various biomedical applica-
tions covering the ISM (Industrial, Scientific, and Medical) band ranging from 2.4
to 2.48 GHz and 5.15 to 5.82 GHz, WLAN, Wi-Fi, and Wi-Max. It also covers the
X-band downlink frequency range from 7.25 to 7.75 GHz and uplink 7.9 to 8.4 GHz
frequency ranges.

Keywords Asymmetrical antenna · Biomedical applications · Coplanar
waveguide (CPW) feed · ISM band · Multifrequency antenna
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1 Introduction

Earlier, much of the development of microstrip antenna was subject to military
and aerospace applications, increasing its span to communication applications like
WLANandWi-Fi. In the recent era, there has been a gradual improvement inwireless
communication systems related to biomedical fields and therefore antennas intended
for biomedical applications have achieved considerable attention. The antenna sys-
tems designed for biomedical applications are either implanted in-body or worn on-
body and off-body. The wireless links remove the need for cables making the com-
munication simple and cost-effective [1]. On-body communication is established
between wearable electronic sensors attached to the human body, while off-body
communication establishes the link between sensors and external devices. The size
reduction or miniaturization, circular polarization, good impedance matching, and
efficiency are, therefore, essential requirements for antenna design.

The microstrip patch antenna is chosen for the design due to its advantages of
being low profile, conformal to planar structures, and simplicity of fabrication [2].
The patch antennas can sometimes be operated at more than one frequency, one
dominant mode frequency, and the other corresponding to higher order modes. The
radiations with same polarizations can be obtained at multiple frequencies if patches
are stacked and fed properly [3, 4]. Many multiple frequency antennas have been
studied for biomedical applications but have large volume [5] and complex structure
[6].

The size of an antenna is one of the main constraints in the design for biomed-
ical applications, a printed antenna with a size 12 × 12 × 0.65 mm3 and coplanar
waveguide feed (CPW) has been designed in this paper. The coplanar waveguide feed
structure is used to obtain high-frequency response [7] and good impedance match-
ing [8, 9], reducing back radiations and making it easier to integrate with microwave
circuits. Many CPW-fed antennas have been studied for their dual-band operation
[10–12] and wireless applications [13–16]. CPW feed simplifies the antenna struc-
ture along with providing good radiation properties and high-frequency response,
thereby increasing the system accuracy. The proposed antenna is based on the mean-
dered structure with an improvement in the gain, impedance matching, and radiation
characteristics. The structure resonates at multiple frequencies embodying the func-
tion of multiple antennas and can be used for transmission in ISM as well as in
X-band. Another major improvement in the structure is the ease of fabrication and it
is an extremely miniaturized size which is a challenge in most biomedical antenna
designs. The electrically small antenna may be defined as one whose largest dimen-
sion is not more than one-tenth of a wavelength (λ/10) [17]. The proposed antenna
exhibits electrically smaller size based on the fact that the size of the antenna is
inversely proportional to the number of meandered turns. In the proposed structure
the number of turns has been increased resulting in an electrically small antenna with
increased path length, thereby obtaining lower resonating frequency.
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2 Antenna Design

We propose a CPW feed asymmetrical antenna for triple frequency operations. The
proposed multifrequency antenna structure shown in Fig. 1 comprises of multiple
slotted conducting patches on one side of the CPW feed and a single-slot patch on
the other side; a CPW feed line. The proposed antenna structure has a compact size
of 12 × 12 mm2. The proposed structure is printed on a glass epoxy FR-4 substrate
with a height of 0.65 mm and relative permittivity of 4.4. Copper has been used as a
radiatingmaterial for both patches as well as the ground plane. The antenna resonates
at 2.38, 5.52, and 7.72 GHz and has a good impedance matching at all the bands. It
also exhibits good radiation patterns and antenna gains over the operating bands.

The coplanar waveguide feed structure can be analyzed by using the following
Eqs. (1)–(5):

εe f f � 1 +
εr − 1

2

K (k2)

K (k ′
2)

K (k ′
1)

K (k1)
(1)

k1 � Ws

Ws + 2d
(2)

k ′
1 �

√
1 − k21 (3)

k2 � sinh
(
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4 h

)
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(

πWs+2 d
4 h
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Fig. 1 Proposed asymmetric
patch monopole antenna
geometry
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In the above equations, K(k1),K(k2),K
(
k′
1

)
andK

(
k′
2

)
are the first complete ellip-

tic integral of the first kind and its complement, εe f f ,Ws, d, and h are the effective
dielectric constant, the width of the CPW feed, the gap between the CPW feed and
the ground and the substrate thickness, respectively.

The width and length of the meandered patch responsible for the three resonating
frequencies are approximated and computed using the following Eqs. (6)–(11):

WM � 0.042λg (6)

L2 � 0.054λg (7)

W1 � 0.021λg (8)

W2 � 0.012λg (9)

W3 � 0.009λg (10)

where λg is the guided wavelength given by

λg � λ√
εe f f

(11)

The structure of the proposed antenna has been developed in the progressive
manner shown in Fig. 2. The process begins by designing the symmetric planar
structure on both sides of the feed line with conventional inset feed antenna as
shown in Fig. 2a. The distance between the patch and the ground is taken to be
1 mm and the feed gap between the feed line and the ground is 0.3 mm. As shown
in Fig. 3, the antenna resonates at a single frequency of 3.4 GHz. It deviates from
the desired frequency of operation in ISM band and makes the antenna suitable for
only single-band operation. It is seen that no resonance occurs at ISM band. In the
next step, for the antenna to resonate at multiple frequencies the conducting patch
is meandered with strip on both sides of the feed line. The gap between the patch
and the ground is reduced to 0.5 mm, while the gap between the feedline and the
ground is reduced to 0.2 mm Fig. 2b. Reduction in the gap between the patch and
the ground lowers the resonant frequency and frequency corresponding to other high
order mode is obtained.
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Fig. 2 The three structures of on-body monopole antenna: a Case 1: plane symmetric structure,
b Case 2: meandered symmetric structure, and c Case 3: proposed antenna

Fig. 3 Comparison of the
reflection coefficient of Case
1: plane symmetric structure,
Case 2: meandered
symmetric structure, and
Case 3: proposed antenna

When the patch antenna with the meandered structure on both sides of the feed-
line is used, it is observed that antenna resonates at dual frequencies 2.26 GHz and
5.18 GHz. Out of the two bands, only one lies in the ISM band with −15.8 dB return
loss. In order to include higher order bands and frequencies close to ISM band, the
asymmetric structure with meandering on one side of the patch and planar patch on
the other side is used Fig. 2c. From the comparison of the simulated return loss S11 of
the three antenna structures Fig. 3, it is observed that the proposed antenna demon-
strates sharp and well-defined curves at desired frequencies. Further, by selecting a
proper distance between the ground and CPW feed, a good impedance matching and
resonating frequencies have been obtained. The detailed dimensions of the proposed
antenna are presented in Table 1.
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Table 1 Dimensions of the proposed antenna

Parameter Dimension
(mm)

Parameter Dimension
(mm)

Parameter Dimension
(mm)

Lp 7.5 W1 1.75 W7 0.7

Wp 10 W2 1 W8 0.5

Lg 3 W3 0.75 L1 1.25

Wg 5 W4 3 L2 4.5

Ws 1.55 W5 0.75 L 0.5

d 0.2 W6 1.25 S 0.25

3 Parametric Study

3.1 Effect of the Distance Between the Patch and the Ground
(L)

By changing the distance between the patch and the ground, while keeping the dis-
tance between the feedline and the ground fixed. The gap “L” has a significant effect
on impedance matching and bandwidth. As depicted in Fig. 4, it can be observed that
with increasing value of “L”; impedance matching improves for the lower resonant
band but decreases at higher bands. The large separation between ground and patch
(L) also reduces the resonance frequency of higher order modes. The reflection coef-
ficient and bandwidth for three different value of “L” are given in Table 2. From these
analysis, optimum value of L � 0.5 mm is considered for the proposed antenna.

Fig. 4 Comparison of
reflection coefficients for
varying distance “L”
between patch and ground at
L � 0.5 mm, L � 1 mm, and
L � 1.5 mm
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Table 2 Antenna characteristics for various values of “L”

Varying component
(mm)

Resonant
frequencies (GHz)

Reflection
coefficient |S11| (dB)

Bandwidth (MHz)

L � 0.5 (a) 2.38 −13.79 280

(b) 5.52 −30.84 860

(c) 7.72 −18.05 960

L � 1.0 (a) 2.42 −25.43 370

(b) 5.5 −20.46 1060

(c) 7.5 −13.11 740

L � 1.5 (a) 2.44 −27.19 360

(b) 5.4 −16.97 1140

Fig. 5 Comparison of
reflection coefficients for
varying distance “d”
between feed and the ground
at d � 0.2 mm, d � 0.4 mm,
and d � 0.6 mm

3.2 Effect of the Feedgap (D)

By changing the distance between the feedline and the ground keeping the distance
between the patch and the ground fixed. The feedgap “d” has a significant effect on
capacitive coupling between the feed line and the ground plane. From Fig. 5, it is
observed that for d � 0.4 mm antenna resonates at 5.4 GHz and 7.4 GHz and for d
� 0.6 mm the antenna becomes wideband operating within 4.88 GHz to 7.64 GHz
band, while for d � 0.2mm antenna gives the better impedancematching for all three
resonating bands and covers the desired operating bands. The reflection coefficient
and bandwidth for three different values of feedgap “d” are given in Table 3.
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Table 3 Antenna characteristics for various values of “d”

Varying component Resonant
frequencies (GHz)

Reflection
coefficient |S11| (dB)

Bandwidth

d � 0.2 mm (a) 2.38 −13.79 280 MHz

(b) 5.52 −30.84 860 MHz

(c) 7.72 −18.05 960 MHz

d � 0.4 mm (a) 2.38 −10.378 1100 MHz

(b) 5.42 −20 1420 MHz

(c) 7.39 −16.413

d � 0.6 mm (a) 2.699
Wideband frequency
range
4.88–7.64 GHz

−14.78
(<−10)

120 MHz
2.76 GHz or
2760 MHz

4 Results and Discussions

The proposed antenna is fabricated on glass epoxy FR-4 substrate. To estimate the
performance of the proposed antenna, the fabricated antenna is connected to the
vector network analyzer (VNA). Figure 6 illustrates the result of the simulated and
measured reflection coefficient S11 for the proposed planar asymmetric antenna struc-
ture. It can be seen that the proposed antenna resonates at three different bands; the
first band operates at 2.4 GHz band with a bandwidth of 300 MHz (2.20–2.50 GHz)
which is useful for biomedical applications. The second band of antenna resonates
at 5.52 GHz band with a bandwidth of 870 MHz (5.05–5.92 GHz) which covers
all three bands (UNII 1, UNII 2, and UNII 3) of WLAN applications. The third
band of the proposed antenna resonates at 7.72 GHz with a bandwidth of 1.05 GHz

Fig. 6 Simulated and
measured reflection
coefficients |S11| of the
proposed antenna
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Fig. 7 Current distribution of the proposed antenna at a 2.38 GHz, b 5.52 GHz, and c 7.72 GHz

(7.10–8.15 GHz) covers C-band fixed satellite communication. The current distri-
butions of asymmetric patch monopole antenna are shown in Fig. 7 at 2.38, 5.52,
and 7.72 GHz. The surface current shows information about the effective electrical
length and resonating mode of the antenna. From Fig. 7a, it is seen that the surface
current distributed is dominated on the left side of the feed and having the longest
electrical length on the patch surface without any null point due to which it resonates
at the fundamental resonant frequency of 2.38 GHz. Similarly, in Fig. 7b, the strong
surface current flows near the second and fourth slot on the left side of the feed which
produces the second resonatingmode at 5.52GHz, while due to the shortest electrical
length, the right side of the patch having a large influence on the third resonating
mode at 7.72 GHz.

Figure 8 illustrates the plots for E-plane and H-plane radiation patterns of the
proposed antenna for frequencies 2.38, 5.52, and 7.72 GHz. The E-plane pattern has
the dual directional cone-shaped pattern and theH-plane pattern is an omnidirectional
pattern. It also shows the good co-relation between co and cross-polarizations.

5 Conclusions

A compact asymmetric antenna with CPW feed has been proposed with a simple
structure and small volume to be printed on an area of 12 mm × 12 mm. The
antenna resonates at three frequencies 2.38, 5.52, and 7.72 GHz. The comparison of
structures has demonstrated a considerable improvement in the reflection coefficient
of the asymmetric structure at higher resonating frequencies. The compact size and
multiple resonating frequencies of the antenna can effectively cover the applications
ranging from WLAN to portable medical diagnostic applications.
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Fig. 8 Normalized radiation patterns of the proposed antenna for E-plane and H-plane at
a 2.38 GHz, b 5.52 GHz, and c 7.72 GHz
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Design and Study of a Photonic Crystal
Fiber Biosensor Based on Surface
Plasmon Resonance

Charanjeet Kaur, Varshali Sharma and Ritu Sharma

Abstract In this paper, a photonic crystal fiber based biosensor using surface plas-
mon resonance (SPR) principle is analyzed for the sensing of refractive index in the
visible to near-infrared region. A thin layer of gold (Au) is coated inside the central
hole which serves the purpose of the plasmonic layer. The finite element method
(FEM) is used for analyzing the sensing performance and other characteristics. The
optical loss spectrum of this biosensor is observed by varying the structure parame-
ters. This paper analyses the amplitude sensitivity and wavelength sensitivity of the
designed PCF-SPR biosensor.

Keywords Photonic crystal fiber (PCF) · Surface plasmon resonance (SPR) ·
Finite element method (FEM)

1 Introduction

PCF-SPR based sensor has made a remarkable effort in many biochemicals, biotech-
nology fields over the past few decades, and thoroughly developed. The wide range
of application is chemical detection, food testing, water testing, gas detection, envi-
ronment monitoring, protein–protein detection, small molecule aggregation, medical
diagnostics, drug detection [1, 2], direct detection of virus particles, SPR imaging
[3, 4], etc. Along with the SPF techniques, there are other techniques also present
such as a micro-ring resonator, waveguides, and resonant mirror. The difficulties
associated with the conventional prism-based SPR sensors can be overcome using
PCFS [5]. In prism-based SPR sensor, the prism is coated with plasmonic materials
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(Ag, Au, Cu, etc.) [5] and the light is launched at a specific angle to the prism to
excite the free electrons on the metal surface. When the frequency of incident light
and the metal surface electrons get matched, the electrons resonate; and surface plas-
mon wave (SPW) is generated, which gets propagated along the metal–dielectric
interface [5]. The limitations of conventional SPR sensors are: (1) less flexibility in
geometry, more bulky and less sensitivity. (2) Several mechanical (moving) compo-
nents were required which lead to the cumbersome construction. (3) Limitations on
the remote sensing applications. This lead to the development of PCF-based SPR
sensors.

PCF-based SPR sensors are compact, portable, lightweight and metal can be
coated on either inside the air holes or outside of the fiber surface [5, 6]. Incident
light can be simply launched from one end of the fiber and response can be observed
from another fiber end. Moreover, propagating light can be controlled by managing
the PCF parameters such as air hole diameter, pitch size, pressurization, etc., during
the fabrication process [7]. By changing applied pressure on PCFs’ holes, the air hole
diameters, pitch size, and the glass wall thickness between adjacent air holes can be
changed, thereby, the light penetration from the core to the cladding region changes.
By controlling the light propagation, strong coupling between the core mode and
surface plasmon polaritons (SPP) mode can be achieved, which results in improving
the sensors performance [7–9]. In this paper, PCF-SPR sensors are investigated by
finite element method (FEM) [10, 11].

In this paper, a simple PCF-SPR biosensor is designed with multiple cores and
with a selective channel filled with the analyte (bio-sample). The channel has a gold
layer coating deposited inside. The designed structure has silica as cladding in the
background and microstructured air holes. The designed PCF geometry bears the
ability of enhanced evanescent field and it also exhibits efficient light–analyte inter-
actions. It provides refractive index resolution up to 10−5 RIU and exhibits an average
wavelength sensitivity of 4500 nm/RIU and amplitude sensitivity of 4470 dB/RIU
with analyte refractive index ranging from 1.39 to 1.42. The sensitivity and perfor-
mance can be optimized by managing the structure parameters such as metal layer
(Au) thickness, core radius, air holes radii, and pitch of air holes.

2 Basic Principle and Numerical Modeling of PCF-SPR
Sensor

2.1 Model

A PCF-SPR biosensor with multiple core structure having gold layer coating inside
the center hole is shown in Fig. 1. The structure consists of a central hole with a
thin gold layer coated inside it. The central hole acts as the analyte channel which is
surrounded by air holes arranged in a hexagonal lattice geometry. The air holes are
present in the cladding of silica.
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Fig. 1 Schematic diagram of the multicore PCF-SPR biosensor

To follow the principle of SPR the thin gold layer is present inside the surface of
this center hole. The approximate value of the dielectric constant of the gold layer
in the range of near IR the Drude model [5] is used and given by Eq. (1).

εAu(ω) � ε∞(ω) − ωp

ω2 + iωτ

(1)

where ε∞ � 9.75, ωp � 1.36 × 1016 rad/s, ωτ � 1.45 × 1014 rad/s. The value of
the refractive index of silica glass cladding is defined by the Sellmeier dispersion
equation [12].

n2(λ) � 1 +
B1λ

2

λ2 − C1
+

B2λ
2

λ2 − C2
+

B3λ
2

λ2 − C3
(2)

where the coefficients’ value in Eq. (2) are defined as

Material B1 B2 B3 C1 (μm2) C2 (μm2) C3 (μm2)

Silica 0.696166300 0.00467914826 0.407942600 0.013512063 0.897479400 97.9340025

For Fig. 1, the design parameters are: rc � 0.9 μm, ra � 0.4 μm, tAu � 30 nm
and � � 2 μm where rc, ra, tAu, � are the radius of the analyte channel, the radius of
the air holes, the gold layer thickness and the pitch of the air holes, respectively. The
refractive index of the analyte flowing through the channel varies from 1.39 to 1.42.
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The PCF-SPR sensor is subjected to a perfectly matched layer boundary conditions
at the numerical calculation zone edges to evaluate the SPR properties,

2.2 Principle

Surface plasmon resonance is a charge-density oscillation that may exist at the inter-
face of twomediawith dielectric constants of different signs, for instance, ametal and
a dielectric [7]. The charge-density wave is associated with electromagnetic waves,
the field vectors of which reach their maxima at the interface and decay evanescently
into both media. The surface plasma wave (SPW) is a TM-polarized wave (magnetic
vector is perpendicular to the direction of propagation of the SPW and parallel to
the plane of the interface). The propagation constant of the surface plasma wave
propagating at the interface between a semi-infinite dielectric and metal is given by
the following expression (Eq. 3) [7]:

β � k

√
εmn2s

εm + n2s
(3)

where k denotes the free space wave number, εm is the dielectric constant of the metal
(εm � εmr + iεmi), and ns is the refractive index of the dielectric.

Sensing criteria in PCF-SPR sensor is based on the mutual interaction between
the evanescent field and surface electron, which happens to take place in the interface
of metal–dielectric interface. At a resonant wavelength, real part of the core guided
effective refractive index and the surface plasmon effective refractive index are equal
[8, 9]. The core-cladding evanescent field excites the free electrons of the metal
surface; as a result, the surface plasmon wave is generated. Thus, the phenomenon
of the SPW may be supported by the structure providing that εm > n2s at optical
wavelengths. This condition is fulfilled by several metals of which gold and silver
are the most commonly used [7].

Thus the selection of plasmonic material plays a key role in the performance of
SPR sensors. Mostly gold, silver, copper, and aluminum are used as active plasmonic
materials [7]. Out of the three, silver material gives a sharp resonance peak which
increases sensing accuracy.However, silver is chemically unstable and has a high ten-
dency to oxidize, which reduces sensing performance [7]. Although a thin graphene
layer coating can solve the oxidization issue, this additional coating causes fabrica-
tion problems and overall manufacturing cost. On the other hand, gold is chemically
stable and does not easily oxidize. It also shows larger resonance peaks than other
available plasmonic materials. Hence gold is used as a metal coating in the channel
[12, 13].

A sharp loss peak appears at the resonant wavelength and the RI of the unknown
analyte can be detected via wavelength shift or amplitude variations of this peak.
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Fig. 2 Mode profile of the
designed sensor

3 Results

The optical distribution or mode analysis of the PCF-SPR sensor is shown in Fig. 2.
The basic parameters of geometry are rc � 0.9 μm, ra � 0.4 μm, na � 1.0 (air), nc
� 1.43 (analyte), λ � 850 nm, tAu � 30 nm, and � � 2 μm.

The real part of the effective refractive index is 1.43849 of the fundamental mode
by using the above parameters.

Figure 3a shows the graph between the real part of the effective refractive index
and wavelength. Thus, the real part of the refractive index decreases with increasing
wavelength justifying neff � β/λ. In Fig. 3b the loss spectrum shows the peak at
wavelength 770 nm which is the resonance wavelength.

αloss � 40π

λln10
Im

(
nef f

) × 106(dB/m) (4)

Equation (4) represents that the imaginary part of the effective refractive index is
directly proportional to the loss. The resonance peak can be used to sense any change
in temperature, pressure, pH, concentration, etc.

Figure 4a represents that with increasing wavelength the peak diminishes and also
a shift in the peak is observed as the thickness of the metal layer is increased from
30 to 40 nm.

Figure 4b, c shows that varying pitch value does not affect the amplitude of peak
but only gives a shift in resonance peak, whereas with increasing refractive indices
of the analyte from 1.40 to 1.42 peak as variation in amplitude as well as resonance
wavelength is achieved.

Now there are two kinds of sensitivity in terms of amplitude and in terms of
wavelength. Amplitude sensitivity is calculated as [5]

S(λ) � 1

α(λ, n)

∂α(λ, n)

∂n

10

ln10
(dB/RIU) (5)
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Fig. 3 a Distribution of effective refractive index over wavelength. b Loss spectrum of the funda-
mental mode. A Resonance peak at 770 nm is achieved
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Fig. 4 a Loss spectra at different thickness of the gold layer. b The loss spectra at different values
of pitch between air holes. c The loss spectra at different refractive indices of the analyte flowing
through the channel

α(λ, n) represents the transmission loss and ∂α(λ, n) is the loss difference between
two loss spectra.

The spectral sensitivity is given by [6]

S(λ) � 
λpeak


na
(nm/RIU). (6)

where 
λpeak represents peak wavelength shift and 
na is the variation of ana-
lyte RI. Using Fig. 4c and Eq. (6), the spectral sensitivity calculated analytically is
4470 dB/RIU.
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4 Conclusion

The proposed multicore PCF-SPR biosensor consists of the gold layer as plasmonic
metal.

After analyzing the structure, it has been observed that the parameters of the
structure affect the resonance peak and its intensity as well. The achieved spectral
sensitivity is 4000 nm/RIU and amplitude sensitivity is 4470 dB/RIU. However, the
sensing performance can be improved by optimizing the geometry.
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Abstract Holograms are created by recording the interference pattern obtained
between the object called object wave and a coherent reference wave. Computer-
Generated Holography (CGH) deals with the creation of holograms with the aid of
computers. CGH makes use of the wave theory of light to represent both the object
and reference waves. CGH does not require actual objects to create the hologram as
long as the light scattered or diffracted off the object could be represented mathemat-
ically. The proposed work describes a method for creating holograms with the help
of a computer along with the technique to reconstruct its image. Iterative Fourier
Transform algorithm is used to optimize computer-generated Fourier holograms.
Root mean square error is measured to evaluate the quality of the reconstructed
image.
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1 Introduction

Holography is amethod inwhich not only the amplitude but also the phase of the light
field can be recorded. The recordingmedium records the original complex amplitude,
i.e., both the amplitude and phase of the object wave to generate variable intensity
holograms. In this era of highly advanced digital image processing, it is difficult to
store the biometric details of a wanted criminal securely. Holographic data storage
is a solution for the safe storage of fingerprints of highly wanted criminals [1].

Holograms are applied to documents or products, and its presence is intended to
be a reliable indication that the material or product is valid [2]. In order to record the
hologram of an object, the laser beam is split into two—object beam and reference
beam. The object beam illuminates the object and the diffracted waves from the
object are allowed to fall on the holographic recording material. The reference beam
is allowed directly to fall on the same area of the film. With the help of diffraction
theory, each point of the complex object can be displayed as a point source of light,
each one interfering with the reference beam and creating a fringe pattern on the
film. The hologram obtained is a superposition of the interference patterns. The
hologram is dependent upon the intensity and phase of each point on the object. A
complete description of the light emitted from the object is obtained by recording the
interference pattern. Each point source diffraction grating found within the complex
hologram diffracts part of the laser beam such that it reconstructs the original point.
The wavefronts passing through the hologram combine to reconstruct the image of
the original object since the hologram is made up of the superposition of an infinite
number of point sources and their reference beam interference patterns.

CGH makes use of the wave theory of light to represent the object and reference
waves mathematically [3]. The interference pattern for the hologram is obtained
by the superposition of the object and reference waves. The physical process of
light propagation can be displayed and simulated on a computer, allowing for the
generation of computer-generated holograms [4]. A computer-generated hologram
is thus calculated by numerically simulating the physical phenomena of diffraction
and interference.

The holographic process is depicted mathematically as follows:

O(x, y) � o(x, y) exp(iφO(x, y)) (1)

Equation 1 defines the complex amplitude of the object wave with real amplitude
o and phase φO.

R(x, y) � r(x, y) exp(iφR(x, y)) (2)
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Equation 2 defines the complex amplitude of the reference wave with real ampli-
tude r and phase φR.

The object and reference waves interfere at the surface of the recording medium
resulting in an intensity distribution across the medium. The intensity is calculated
using the object and reference waves as given by Eq. 3.

I(x, y) � |O(x, y) + R(x, y)|2
� (O(x, y) + R(x, y))(O(x, y) + R(x, y))∗

� R(x, y)R∗(x, y) + O(x, y)O∗(x, y) + O(x, y)R∗(x, y) + R(x, y)O∗(x, y)
(3)

where * denotes the conjugate complex.
There are several methods available for recording and reconstructing holograms

optically. Some of the methods are Fourier hologram, Fraunhofer hologram, image
plane hologram, in-line hologram, off-axis hologram, rainbow hologram, double-
sided hologram, reflection hologram, cylindrical hologram, etc. Holograms are used
in applications where additional protection level is necessary, e.g., credit cards, pass-
ports, bank-notes, etc. [5].

2 Proposed Fourier Holographic Techniques

2.1 Fourier Hologram

The complex amplitudes of the waves that interfere at the Fourier hologram are the
Fourier transforms of the complex amplitudes of the object and reference waves. If
the object and the reference are within the same plane parallel to the hologram, then
Fourier holograms are generated. It is also necessary that the reference should be a
point source and the object is illuminated by a plane wave. The Fourier hologram is
a complex hologram as given by Eq. 4.

H (x, y) � a(x, y) exp[− jφ(x, y)] (4)

A random-phase mask is usually attached against the object pattern to spread the
energy across a broad spectrum. If the energy spread is uniform, the modulus a(x, y)
is relatively unimportant and can be ignored. So only the phase φ(x,y) needs to be
extracted and produce a gray-tone pattern, whose gray-level is proportional toφ(x,y).
The gray-tone pattern can be displayed on a spatial light modulator or printed on a
photographic film. If a gray-tone pattern is to be produced on a photographic film, the
film is bleached and the bleaching is a chemical process for converting an amplitude
hologram into a phase hologram. In this way, a Fourier hologram is generated as
given by Eq. 5.



562 G. Kanjana et al.

H (x, y) � exp[− jφ(x, y)] (5)

2.2 Iterative Fourier Transform Algorithm (IFTA)

IFTA is an iterative algorithm for retrieving the phase of light if their intensities at
the respective optical planes are known. The phase distribution on one of the planes
only needs to be known. The phase distribution on the other plane can be obtained
by performing Fourier transform on the plane whose phase is known.

An initial pattern is loaded as the amplitude distribution A(x, y) of the target
reconstructed field. If desired, a phase mask can also be applied to the input pat-
tern as the initial field. The initial field is then Fourier transformed to the spectrum
domain. The spectrum is modified according to a constraint, which is the spectrum
modulus must be uniform. So the spectrum modulus is set to unity without altering
its phase. The spectrum is then changed back to the spatial domain. Then a constraint
is applied to the resulting field in the spatial domain, thereby obtaining a new field.
The constraint in the spatial domain is the given modulus distribution, A(x, y). So
the modulus of the field is enforced to be A(x, y) without altering its phase. The
resulting field is then regarded as the initial field in the next iteration. Iterations are
repeated until the goal is achieved. Figure 1 shows a general flowchart of the IFTA
for generating optimized Fourier hologram [6].

2.3 Mathematical Verification

Root Mean Square Error (RMSE) is measured to monitor the quality of the resulting
reconstructed image of the hologram, which is defined as given by Eq. 6.

RMSE �
{

1

MN

∑
m,n

[|ϕ(m, n)| − A(m, n)]2
}0.5

(6)

where A(m, n) is the target image, ψ(m, n) is the evaluated field, (m, n) are the
sampling indices, and M and N are the sampling numbers along the x-axis and
y-axis, respectively.

3 Results

Figure 2 shows the results obtained using Fourier holographic techniques. There
is notable speckle noise in the reconstructed image and it is a consequence of the
nonuniform modulus of the spectrum.
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Fig. 1 Flowchart of IFTA
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Fig. 2 Simulation results obtained using Fourier hologram

Figure 3 shows the RMSE as a function of the iteration number. The resulting
reconstructed image is shown in Fig. 4.

The RMSE is plotted as a function of the number of iterations. Figure 3a shows
the RMSE as a function of 20 iterations, Fig. 3b shows the RMSE as a function of
50 iterations, Fig. 3c shows the RMSE as a function of 100 iterations. The quality of
the reconstructed image raises with the number of iterations as shown in Fig. 4a–c.

4 Conclusion and Future Scope

The work discussed the implementation and optimization of Computer-Generated
Fourier Holograms. An algorithm for simulation of Computer-Generated Fourier
Holograms is implemented. The reconstruction of the image from the Computer-
Generated Fourier Hologram is also obtained. The resulting image reconstructed
from the Fourier hologram is noisy. So an algorithm for optimization of Computer-
Generated Fourier Holograms is implemented. The error decreases gradually as the
number of iteration increases. As a future work, intelligent optimization techniques
can be used to improve the image quality.
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Fig. 3 a RMSE as a
function of 20 iterations.
b RMSE as a function of 50
iterations. c RMSE as a
function of 100 iterations
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Fig. 4 a Reconstructed
image after 20 iterations.
b Reconstructed image after
50 iterations.
c Reconstructed image after
100 iterations
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