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Preface

The Fifth International Conference on “Emerging Research in Computing,
Information, Communication and Applications,” ERCICA 2018, is an annual event
organized at the Nitte Meenakshi Institute of Technology (NMIT), Yelahanka,
Bangalore, India.

ERCICA aims to provide an interdisciplinary forum for discussion among
researchers, engineers and scientists to promote research and exchange of knowl-
edge in computing, information, communication and related applications. This
conference will provide a platform for networking of academicians, engineers and
scientists and also will enthuse the participants to undertake high-end research in
the above thrust areas.

ERCICA 2018 received more than 400 papers from all over the world, viz. from
China, UK, Africa, Saudi Arabia and India. The ERCICA Technical Review
Committee has followed all necessary steps to screen more than 400 papers by
going through six rounds of quality checks on each paper before selection for
presentation/publication in Springer proceedings.

The acceptance ratio is only 1:3.

Bangalore, India Prasad Naik Hamsavath
July 2018 N. Nalini
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About the Conference

ERCICA 2018

The Fifth International Conference on “Emerging Research in Computing,
Information, Communication and Applications,” ERCICA 2018, is an annual event
jointly organized by the Departments of CSE and MCA during July 27–28, 2018,
at the Nitte Meenakshi Institute of Technology (NMIT), Yelahanka, Bangalore,
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ERCICA aims to provide an interdisciplinary forum for discussion among
researchers, engineers and scientists to promote research and exchange of knowl-
edge in computing, information, communication and related applications. This
conference will provide a platform for networking of academicians, engineers and
scientists and also will enthuse the participants to undertake high-end research in
the above thrust areas.

For ERCICA 2019, authors are invited to submit the manuscripts of their
original and unpublished research contributions to ercica.chair@gmail.com
(ERCICA Web site: http://nmit.ac.in/ercica/ercica.html). All the submitted papers
will go through a peer review process, and the corresponding authors will be
notified about the outcome of the review process. There will be six rounds of
quality checks on each paper before selection for presentation/publication. Authors
of the selected papers may present their papers during the conference.
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Use of Blockchain for Smart T-Shirt
Design Ownership

Ashley Alexsius D’Souza and Okstynn Rodrigues

Abstract This study aims to provide a reliable solution for the T-shirt designer
to gain ownership of his design using the blockchain technology. As blockchain
is a decentralized technology, it will provide authentication for the ownership of
the artwork among various non-trusting members. In this research paper, we have
explained how to resolve this issue for the designer as well as the customer. Using
this method, a novel distributed application can be created.

Keywords Bitcoin · Blockchain · Smart contract · Supply chain

1 Introduction

On every online shopping site, it is a common behavior to download designs and use
them as your own. If the original designer does not get any credit for his design, he
is at loss and his business can be in trouble. The ability to manage the T-shirt design
ownership in an easy manner and streamline the process for maximum efficiency can
be achieved using blockchain. In this paper, we suggest how the owner of a design
can gain ownership of his design using the blockchain technology. In Sect. 1, we
introduce blockchain. In Sect. 2, we introduce smart contracts. In Sect. 3, we present
our problem statement. In Sect. 4, we discuss how this problem can be solved using
blockchain. In Sect. 5, we discuss how our solution will benefit the designers and
customers. In Sect. 6, we give the future scope. We conclude in Sect. 7.
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1.1 What Is Blockchain

A blockchain is a digital ledger which is distributed in nature [1]. All the transactions
carried out are recorded in a series of blocks. Multiple copies are made which are
spread over multiple nodes (computers). Each block is made up of a time-stamped
batch of transactions to be included in the ledger. Each blockchain block is uniquely
identified by a cryptographic signature.

All the blocks in the blockchain are back-linked to each other, so they refer to
the cryptographic signature of the previous block in the chain and that chain can be
traced all the way back to the very first block that it created at the start.

Blockchain is a distributed public general ledger thus making it a perfect match
for supply chain management.

1.2 History of Blockchain

Initially, blockchain is the original source code for Bitcoin, the first major blockchain
innovation. Bitcoin is a digital currency, invented in October 2008. The source code
was made open source in January 2009. Bitcoin really took off in 2013, as more and
more Web sites started accepting this virtual currency [1]. Satoshi Nakamoto [2],
the inventor of bitcoin (still his real identity remains unknown), coined the initial
bitcoins. The interest of banks, businesses, and governmental organization in bitcoin
has rapidly increased over years.

1.3 Advantages of Blockchain

Blockchain is a distributed database, which has multiple copies across multiple
computers forming a peer-to-peer network, wherein there is no single, centralized
database or server [3]. Rather the blockchain database exists across a network of
machines which is decentralized in nature. The transactions on the blockchain are
digitally signed, using the public key cryptography technique. This technique con-
sists of two keys, public and private. The public key is used to sign and encrypt
a message that is being sent. The recipient will use its private key to decrypt the
message. If any other person other than the recipient tries to decrypt the message, it
will be difficult for him to do so.

2 Smart Contracts in Blockchain

A smart contract is a computer program code that is capable of self-executing con-
tractswith the terms of an agreement between the buyer and seller across a blockchain
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network [4]. The transactions are transparent, traceable and irreversible. The agree-
ments are carried out amonganonymouspartieswithout the needof a central authority
or legal system. The agreements enforce themselves [5].

Smart contracts function as “Multi-Signature” accounts wherein funds are only
spent if a certain percentage of people agree. They help manage agreements between
users. Utility to other contracts is provided as well. They also store information about
an application such as membership records or domain registrations. Smart contracts
are autonomous and automatic [6].

3 Current Problem Statement

The designer designs a logo. He is the owner of his design. Another person uses
the design and prints T-shirts with that design. The owner of that design does not
receive any credit for his design. The royalty amount is, therefore, not credited to his
account. He is at loss not only from a monetary point of view but also because the
design which was designed by the owner is used by some other person for business
purpose.

4 Solution Using Blockchain

Using blockchain, we will provide solution not only for the designer of the design
but also for the customer.

4.1 Solution for the Designer

Using blockchain, we will provide individual owner with the ownership to his own
design. The blockchain technology ensures that all the participants in a decentralized
network share the identical view of the real world [7]. The owner can maintain his
account where his identity is authenticated. The owner can claim his own design
which cannot be copied by any other designer. If such a case arises, the original
owner of the design can file a claim request and the owner can either sue the copier
or ask for a royalty. Figure 1 shows the flow diagram for the designer.

4.2 Solution for the Customer

The customer will not be able to differentiate between an original design and a fake
design. As market conditions change, he can verify autonomous and instantaneous
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Fig. 1 Flow diagram for the designer

Fig. 2 Flow diagram for the customer

transactions across nodes [8]. So, using blockchain we are providing a solution to
the customer wherein he will be able to differentiate between an original design and
a fake design. Using identity verification, the customer can verify the origin of the
design as this system is verifiable. He can, therefore, ensure for himself that he is
purchasing an original product. Figure 2 shows the flow diagram for the customer.

5 Benefits

With the help of our blockchain technology, both the stakeholders will benefit the
designer as well as the customer.



Use of Blockchain for Smart T-Shirt Design Ownership 5

5.1 Benefits for Designer

The designer is the original designer of that design and he should get credit for
his design. We will provide him with credit for his design using the blockchain
technology. The blockchain application will track the origin of the design and the
owner of the design will receive a notification. Every time a sale takes place a royalty
amount is credited to his account. He will be able to track the number of sales his
design hasmade. He can see each and every delivery beingmade atmultiple locations
[9]. Each transaction is automatically recorded in the blockchain ledger therefore
making it possible for him to see every delivery made at different locations.

5.2 Benefits for Customer

The customer will now be able to differentiate between an original design and a fake
design. He will not be cheated for the amount he pays to purchase the product with
that design as he knows it is a genuine product and not a fake product. The customer
will get value for the amount he pays for the product. The customer can monitor the
transaction as well as see what is happening at every step [10]. This will give the
customer satisfaction which in turn will make him a happy customer.

6 Future Scope

We plan to incorporate and resolve the issue of copyright for the original designer.
Here the original owner of the design can copyright his design. If anybody else copies
his design, he can file a copyright case against that person.

7 Conclusion

Using blockchain, the original owner of the design will benefit from our technology.
He will be satisfied because his design has received recognition. He will receive the
royalty amount he deserves. Using our blockchain technology, the customer will be
happy because he has received value for the amount he has paid. He will be satisfied
that he has not been sold a fake product but an original product. Therefore, our system
is secure and reliable.
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A Feasibility Study and Simulation
of 450 kW Grid Connected Solar PV
System at NMIT, Bangalore

B. Smitha, N. Samanvita and H. M. Ravikumar

Abstract The consumption of energy can be reduced by efficiently using the avail-
able resources and effectively energy bill is reduced by considering photovoltaic
system, which is most promising nowadays. In this paper, a feasibility study and
simulation model on MATLAB/SIMULINK of 450-kW grid-connected solar PV
system is considered for NMIT campus. The energy consumption at the campus is
studied, and the number of billed units in kWh is considered for the last two years.
The modelling of PV array, their integration withMPPT in SIMULINK environment
are described. The deployment of available energy resources along with the incom-
ing PV system is studied for effective usage of electricity. The simulation results are
shown, the performance of the incoming PV system and its feasibility is described
as obtained.

Keywords Fossil fuel · Solar PV system · MPPT · SIMULINK

1 Introduction

The fast-expanding economy and growing economic activities demanding for quality
and quantity in energy sources. India is producing 66% of energy by using fossil
fuels [1]. Coal, natural gas and oil are fossil fuels which consisting of hydrocarbons,
produces carbon dioxide and other poisonous gases when they are burnt. These gases
are the main reason for global warming. By using energy sources which gives clean
energy or free from carbon dioxide or renewable energy sources, we can reduce our
dependence upon the fossil fuels. As the sun is the major source of renewable energy,
the generation of power from the solar PV system is fast developing in India.
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Nitte Meenakshi Institute of Technology (NMIT) an autonomous institute is
spread in 23 acre of land in Bengaluru. The college is well equipped with labo-
ratories and workshops, full-fledged central computation facility, a good library and
other facilities. The hostels for Boys and Girls, Stationary Shop, Bakery, Canteen,
Xerox shop, College Buses, Bank ATMS, Staff quarters, Temple, Open Air Theatre,
Auditorium, Coffee Shop, Maggy station are available in the college campus.

The population density at NMIT is increasing yearwise and demands for increase
in energy consumption. The college has consumed an average of 127,223 units per
month in the academic year 2016 and 2017 and spent an average of Rs. 1,233,946
per month to the BESCOM. In order to meet this demand, the institute has planned
to generate the power by installing the rooftop solar PV system to meet its energy
demands.

In this paper, the feasibility study of the existing power system is discussed. The
simulation model of 450 kW rooftop solar power plant usingMATLAB/SIMULINK
R17a is studied.

2 Related Work

Investigation at theMu’tah campus was consuming 96MWh/annum [2]. The authors
had designed solar on-grid PV system of capacity of 56.7 kW, which produces the
electricity of 97.02 MWh/annum to the grid, and they have evaluated the cost of the
plant installation and payback period [2].

The feasibility study of grid-connected PV system at BVUCOEP campus, which
consumes49,000units permonth from the sanctioned loadof 187kWp, had estimated
the payback period of the solar PV installation [3].

At MMUT, Gorakhpur the grid-connected solar PV system capacity of 100 kW
has been modelled and simulated onMATLAB, by usingMPPT technology to detect
the peak power [4].

The simulation model of 100-kW grid-connected PV system based on the math-
ematical model developed at BRCM college with different aspects such as module
temperature and shading done and found the simulated results which were very close
to practical result [5].

3 Existing Power Supply Arrangement at NMIT

3.1 Bengaluru Electricity Supply Company Limited
(BESCOM), Bangalore

BESCOM is supplying 11 kV to NMIT, which will be step down 415 V using a
high-tension (HT) 500 kVA transformer. The college has taken the contract demand



A Feasibility Study and Simulation of 450 kW Grid Connected … 9

Table 1 The monthly energy
consumed in 2016 at NMIT

Month No of billed units in
kWh (2016)

Energy bill amount in
Rs.

JAN 100,100 871,351

FEB 119,980 1,039,287

MAR 135,880 1,186,888

APR 149,360 1,387,372

MAY 108,920 1,011,537

JUN 86,860 695,269

JUL 84,180 784,741

AUG 90,520 843,646

SEPT 120,800 1,129,259

OCT 124,940 1,155,058

NOV 131,420 1,214,877

DEC 108,820 1,025,142

of 450 kVA from BESCOM. The billing is calculated based on 75% of the contract
demand or recorded demand, whichever is higher. The demand charges are charged at
Rs. 230/kVA of billing demand billed in BESCOM bill. The college has DG backup,
which operates during the power outages.

3.2 Emergency Power Supply

The college campus has two DG sets of 500 kVA and 320 kVA capacity, which
have been installed to provide the backup to the college. These DG sets have been
connected to the whole campus. Depending on the load, change over switch that
operate between 500 kVA and 320 kVA DG set. Currently, the college is using 500-
kVA DG during the working hours and 320-kVA DG is used during the evening time
and holidays.

3.3 Energy Consumption in the College

In this subsection, the monthly energy consumption in the academic years 2016
and 2017 is briefly discussed and corresponding monthly bills paid is presented in
Tables 1 and 2 and corresponding energy consumed is shown in Fig. 1. Figure 2
shows the bill amount paid during 2016 and 2017.
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Table 2 Monthly energy
consumed in 2017

Month No. of billed units in
kWh (2017)

Energy bill amount in
Rs.

JAN 109,440 1,016,551

FEB 110,300 1,025,826

MAR 153,020 1,417,800.86

APR 162,322 1,591,372

MAY 124,920 1,138,259

JUN 102,860 997,742

JUL 105,180 1,051,847

AUG 131,880 1,320,707

SEPT 143,580 1,436,865

OCT 133,840 1,338,440

NOV 125,400 1,234,806

DEC 123,936 1,237,141

Fig. 1 Graphical representation of electricity consumption (Units) in 2016 and 2017
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Table 3 Solar energy
generation

Month Solar radiation (kWh/m2/day) AC energy
(kWh)

JAN 5.25 54,143

FEB 5.59 52,113

MAR 6.08 61,745

APR 5.53 54,930

MAY 4.86 50,313

JUN 4.83 49,076

JUL 4.58 47,990

AUG 4.24 44,606

SEPT 4.64 46,920

OCT 4.57 47,826

NOV 5.18 51.578

DEC 5.2 53,729

Fig. 3 Graphical representation of solar energy generation

The college is planned to install the solar rooftop PV system of 450-kWp capacity.
The expected radiation and energy generation from PV Watts calculator by NREL
[6] at NMIT for capacity of 450 kW shown in Table 3. The graphical representation
of solar energy is shown in Fig. 3.

The monthly average consumption of energy (units) is 127,223.166 kWh.
The total amount paid to BESCOM, by considering actual energy consumed and 75%
of the contract demand or recorded demand, whichever higher is Rs. 1,153,714.91.
The monthly average energy generation from solar system is 51,247.41 kWh.
The amount for 51,247.41 kWh is Rs. 279,298.42 @ Rs. 5.45/kWh.
If we reduce the BESCOM contract demand from 450 kVA to 300 kVA, after solar
system installation, the amount for 225 kVA (75% of contract demand) is Rs. 51,750
per month has to pay.
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The monthly average of total units going to be consumed from the BESCOM after
the solar installation is 75,976 kWh.
The amount for 75,976 kWh is Rs. 641,997 @ Rs. 8.45/Month.
Therefore, the total amount paid to BESCOM after installation of solar system is Rs.
948.296/Month.
The amount saving by the solar installation will be Rs. 205,419/Month (Approxi-
mately).

4 Simulation Model

In this section, the dynamic and comprehensive simulation model is presented for
grid-associated photovoltaic production system [7, 8]. The created framework com-
prises of one 450 kW photovoltaic exhibit, DC-to-DC converter and insulated-gate
bipolar transistor (IGBT) inverter using the pulse-wave modulation (PWM) method
with a confined transformer, intended for accomplishing the most extreme power
tip, utility meter and a metering arrangement. The block diagram of Grid–Tied solar
electric system is depicted in Fig. 4.

4.1 Modelling of Photovoltaic Cell

The SIMULINK model of photovoltaic solar cell is depicted in Fig. 5. A solar cell
is the essential portion of photovoltaic module [9]. A sunlight-based cell is made
of semiconductor silicon P–N intersection. The doping is obtained by adding the
impurities on it. PV cluster changes over solar radiations into power, and in this
way creating vitality out of the sustainable power source asset and the sun-oriented
cell is its fundamental unit. The current versus power attributes and current versus
voltage attributes of a sun-powered cell is for themost part subject to the sun-oriented

Fig. 4 Grid–Tied solar electric system
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Fig. 5 Solar photovoltaic cell

Fig. 6 Solar cell power at varying conditions

radiations. Power varieties can be expected reasons like change in climate conditions
or because of load varieties. Figure 6 demonstrates the variation of power concerning
the temperature and Sun illumination.

Photovoltaic cells are delicate to heat. The bandwidth of semiconductor PN junc-
tion is reduced by increasing the temperature. As the temperature builds, the open-
circuit voltage reduces, subsequently reducing the fill factor lastly reducing the effi-
ciency of a solar cell. It is prescribed to work at 25 °C. The power yield for various
working temperatures is appeared in Fig. 6.

4.2 Irradiation Level at NMIT Campus in a Year

The average Sun irradiation received at NMIT is 5049 W/m2/year (refer to Table 3).
Figure 7 depicts the insulation levels of 12 months.
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Fig. 7 Insulation level

4.3 SIMULINK Module Description

In this work, 450 kW photovoltaic arrays are integrated with a DC-to-DC boost
converter and a 3-∅ voltage-source converter. The working principle of MPPT con-
troller (refer to Fig. 8) follows the ‘Incremental Conductance and Integral Regulator
strategy’ [10].

The 450-kW grid-connected solar PV array model is made with the following
components:

Fig. 8 Boost converter control (MPPT)
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Fig. 9 DC-to-DC boost converter

Fig. 10 Voltage-source converter main controller

Module Description

Photovoltaic cluster This cluster delivers a peak power of 450 kW
at an average sun irradiation of 5049 W/m2

DC-DC boost converter In order to increase the PV natural voltage to
500 V DC, boost converter with frequency of 5
KHz is utilized

3-level 3-∅ VSC The role of voltage-source converter is to
change the 500-V DC link voltage to 260-V
AC by maintaining the unity power factor

Variable capacitor bank (10 K) Capacitor filter bank removes the harmonics
released by VSC

Figure 9 shows the DC-to-DC boost converter. A 450-kW photovoltaic clus-
ter utilizes 330 Sun Power modules. This cluster comprises of 66 strings of five
series (66 × 5 × 4.5 × 305.2 W � 450 kW). Figure 10 depicts the voltage-source
converter main controller. PV exhibit is a point-by-point model of 450-kW cluster
associated with a 25-kV grid and after at last to the principle network by means of
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Fig. 11 Simulation of utility grid

Fig. 12 Output signal Pmean(kW), Vdc boost and duty cycle

Fig. 13 Output of Vdc boost

converting DC-to-DC and a 3-level 3-∅-insulated-gate bipolar transistor or semicon-
ductor inverter using the pulse-wave modulation strategy and connected transformer.
The pulse width of PWM is switched to obtain the regulated controlled voltage and
besides to decrease the consonant substance. Figure 11 shows the utility grid, which
is a very basic level distribution and transmission system. The average power in kW,
output of boost converter (Vdc) and duty cycle are depicted in Figs. 12, 13 and 14,
respectively. Table 4 shows the simulation parameters used.

With the association of the photovoltaic exhibit with the network, it will be
extremely useful for individuals to use the sunlight-based vitality which is created
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Fig. 14 Duty cycle

Table 4 Solar module specifications list

No. of photovoltaic cells configured in series 96

Voltage (open-circuited) Voc � 64.2 V

Current (short-circuited) Isc � 5.96 A

At peak power, the values of current and
voltages

Imp � 5.58 A and Vmp � 54.7 V

Fig. 15 Modulation index

at exceptionally far and henceforth individuals will not be denied of this vitality
regardless of how far they are from the plant gave that PV cluster is associated with
grid. The modulation index is shown in Fig. 15.

5 Conclusion

In this paper, the feasibility study on energy consumption at NMIT campus is briefly
discussed. The paper also presents the modelling of 450-kW PV power plant. The
simulation is done in the MATLAB–SIMULINK R17a.

The installationof solar power plant of capacity 450kWatNMITcampus expected
to generates 51,247.41 kWh per month and possible to save approximately Rs.
200,000 per month in the energy bill. We can improve the PF by installing the
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capacitor bank, and it is possible to save diesel fuel using solar batteries. We can
also supply the energy to the BESCOM, whenever it is not used by the college. The
implementation of solar PV project can solve the problems in energy crisis but also
helps in reducing the pollution.
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Prediction of a Dam’s Hazard Level

A Case Study from South Africa

Urna Kundu, Srabanti Ghosh and Satyakama Paul

Abstract South Africa has a vast infrastructure of dams. Since the country receives
very little rainfall, these dams assume prime importance in storing water and sus-
taining agriculture, industry, household, etc. Thus prediction of their multiple hazard
levels (in this case, three) is of prime importance. In addition, South Africa lacks
skilled personnels to classify these dam’s hazards. Under such a framework, this
work is an application of single and ensemble decision trees in a multi-class super-
vised learning framework to predict the hazard level of a dam. The result obtained
is highly promising and at is above 94%. With the implementation of the algorithm,
we expect to address the problem of paucity of skilled personnels.

Keywords Dam hazard-level prediction ·Multiclass classification · Imbalanced
classes · Decision trees · C5.0 · Tree bagging · Random forest · t-SNE · South
Africa

1 Introduction

South Africa (SA) has a extensive infrastructure of dams.1 Publications [2] from the
Water and SanitationDepartment of SA show that in 2016, therewere 5226 registered
dams in the country. Investment in such huge infrastructure is necessary as the country
receives one of the least rainfall in the world [3] andwith abundant sunshine, it is able

1As per the National Water Act (1998) [1] of SA, a dam is defined as an existing or proposed
structure that can be used for containing, storing, or impounding water.
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to hold very little water in its ground. Thus these dams are required for conserving
water that can be used for industry, agriculture, and domestic purposes.

Also as the larger dams are more than 30years old, infrastructural integrity of the
dams has to be ensured through adherence to a long list of safety regulations [4].
Safety regulation checks are done by approved professional persons (APPs). These
APPs are mostly professionally certified engineers, technologists, and technicians.
One of the primary functions of these individuals is to classify the hazard potential2

of the dams into low, significant, and high.
Given the present shortage of technical skill in SA, these APPS are very few in

number. One estimate [4] shows that currently there are less than 100 APPs in the
country. With such low number of APPs, safety inspection of dams is a challenge.
By another statistics [4], due to the less number of APPs, in 2014–2015, only 58%
of the targeted number of dams could be inspected.

This paper addresses the problem of low APPs by using single and ensemble
decision tree algorithms to predict the hazard potential of the dams. Our work feeds
the basic characteristics of the dams (such as its wall height, crest length, and surface
area) as inputs into the model. Using simple and ensemble decision trees, the models
can predict dam hazard to a very high degree of accuracy, over 93%. We believe
that the research can help in addressing the skill shortage problem in a dam’s hazard
prediction and overall in dam safety enforcement.

2 Literature Review

Much research in the area of dam hazard prediction are the models that consider
features which are measured over a considerable time period. Since our data are
cross-sectional in nature, review of researches based upon time series models is out
of our scope. Some of the notable guidelines and reports in the area of dam hazard
prediction/dam safety management are by the International Commission on Large
Dams [5], the Australian National Committee on Large Dams [6], and the Canadian
guidelines [7]. While these reports provide detailed instructions on various aspects
of dam safety, their objective is to provide generic guidelines rather than dealing
with a specific aspect of predicting a dam’s hazard in a supervised machine learning
framework.

To the best knowledge of the authors, not much work has been carried out in the
supervised learning framework to create models that predict the hazard potential of
dams. However in their work [8] Danso-Amoako et al. uses a single hidden layer,
artificial neural network, with back propagation of error to predict a dam’s risk (as a
continuous value feature) with 40 features and 5000 data points.

2Hazard potential of a dam is the same as it’s hazard level, and from here on they are used inter-
changeably to mean the same.
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Table 1 List of original features

S. no. Feature S. no. Feature

1 no.of.dam (Ca) 21 wall.type (Co)

2 warms.dam.id (Ca) 22 wall.height (Co)

3 name.of.dam (Ca) 23 crest.length..m. (Co)

4 water.management.area (Ca) 24 spillway.type (Ca)

5 quaternary.drainage.area (Ca) 25 capacity..1000.cub.m. (Co)

6 latitude.deg (Co) 26 surface.area..ha. (Co)

7 lat.min (Co) 27 catchment.area..sq.km. (Co)

8 lat.sec (Co) 28 purpose(Ca)

9 longitude.deg (Co) 29 owner.name (Ca)

10 long.min (Co) 30 designer (Ca)

11 long.sec (Co) 31 contractor (Ca)

12 town.nearest (Ca) 32 registration.date (Co)

13 distance.from.town (Co) 33 size (Ca)

14 name.of.farm (Ca) 34 hazard.potential (Ca)

15 municipal.district (Ca) 35 category (Ca)

16 province.code (Ca) 36 classification.date (Co)

17 region.code (Ca) 37 sector (Ca)

18 completion.date (Co) 38 date.last.dsi (Co)

19 completion.date.raised (Co) 39 number.last.dsi (Co)

20 river.or.watercourse (Ca) 40 target.date (Co)

All dates are year values and hence assumed continuous

3 Problem Statement

The original dataset is obtained from the Dept. of Water and Sanitation, SA [2].
The dataset consists of 5226 data instances (rows) and 40 features (columns).
Table1 shows the list of original features. They are a mixture of continuous (Co)
and categorical (Ca) types of data. Parenthesis beside each feature shows its type.
The hazard potential (feature 34) of a dam can be of three levels—high, significant,
and low. The objective of this work is to correctly predict the hazard potential of a
dam as a function of the rest of the relevant features.

4 Data Preprocessing and Experimental Set-Up

Data preprocessing consists of a number of steps. At first, we identify and remove
16 features that are names and hence have no statistical significance. They do not
explain any common intrinsic characteristics of the dams. Such features are num-
bered 1, 2, 3, 5, 12, 14, 15, 20, 29, 30, 31, 32, 36, 38, 39, and 40 in Table 1. Second,
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we discard all those features that have 30% or more missing values from the feature
space. In the process we drop two features— completion.date.raised and catch-
ment.area..sq.km. Third, we discard categorical features that have too many levels.
Features spillway.type and purpose that 302 and 247 levels, respectively, and hence
are discarded. Thus we are left with a feature space of 20 features (=40−16−2−2)
and 5161 rows. Next we remove all those rows of data (from the feature space) for
which at least one feature value (column data) is missing. This leaves our dataset
with 4535 rows. It may also be noted that the latitude and longitude features (feature
6–11) are in degrees, minutes, and seconds. Thus each of them are represented by
three columns of data. In order to reduce computational time and complexity without
loss of information, we transform latitude and longitude from their respective degree,
minutes, and seconds to decimal format—hence shrinking 6 columns of information
to 2 columns. Hence, our final feature set consists of 4535 rows and 16 (=20−6+2)
columns.

In continuation of the problem statement mentioned in Sect. 3, our response is
hazard.potential, and the predictors arewater.management.area, distance.from.town,
province.code, region.code, completion.date, wall.type, wall.height, crest.length.m,
capacity.1000.cub.m., surface.area.ha., size category, sector, latitude.dec, and lon-
gitude.dec.

5 Exploratory Data Analysis

This section is an EDA. Here we consider single feature(s) and their combinations
to find certain interesting patterns in the data. The topmost panel of Fig. 1 shows
that in the total population, 61.98% dams have low hazard potential followed by
significant 31.20% and high 6.81%. Thus, we are dealing with a imbalanced multi-
class classification problem. Themiddle panel shows that large size dams have higher
level of hazard than the medium or smaller dams. Lastly, the bottom panel shows that
Western Cape has more dams than the rest of the provinces and also proportionately
more high hazard dams than the rest of SA.

Figure2 is the density distribution of the continuous predictors that denote the
physical characteristics of the dams, with respect to each level of hazard.potential.
In the two right-hand panels, the distributions for various levels of hazards over-
lap one another for crest.length and capacity. Similarly in the left-hand panels, the
density distributions for each level of hazard considerably overlap each other for
surface.area.ha. and wall.height. This means that the physical characteristics of the
dams are not adequate features in separating one hazard potential from another.

Lastly, we visualize the spatial distribution of the hazard potential of 45353 dams
across 15 predictors, using t distributed Stochastic Neighborhood Embedding (t-
SNE) algorithm. While there are several techniques4 that can visualize the nonlinear

3After preprocessing, we have 4535 rows of data.
4Shannon map, Isomap, Curvilinear component analysis, Locally linear embedding, etc.
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Fig. 1 Bar plot showing various features of the dams
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Fig. 2 Density plot of the continuous variables for each hazard level

relationship between high dimensional data and lower dimensional spaces, these
techniques are unable to retain both the global and local proximity relationships
between the data points on a single map [9]. Hence, we choose t-SNE to visualize
how various hazard levels of the dams are distributed. In a realistic estimate, we
assume the perplexity parameter of t-SNE to take 3 values - 5, 10, and 15. Perplexity
is a measure of the number of neighbors that exist in the vicinity of a data point.
We rationally assume that for a particular dam, the number of dams in its vicinity
cannot exceed 15. Figure3 shows the spatial distribution of each dam in terms of its
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Fig. 3 t-SNE visualization for various perplexity values (High-Red, Significant-Green, Low-Blue)

hazard level. In the central part of all the three panels, we can find a considerable
overlap between the three hazard levels. Thus, our research problem is a nonlinear
multi-class classification problem, where one class cannot be separated from others
through linear separating hyperplanes.

6 Theoretical Considerations

6.1 Feature Subset Selection

In our classification problem, the predictor space consists of 15 features. Our objec-
tive is to find (and remove) if there are any predictors that are redundant, i.e., their
removal do not affect the overall classification accuracy. There are four major advan-
tages of doing the exercise: One, it reduces the computational time and complexity
of the final model; two, with reduction of the irrelevant features—the model is better
interpretable; three, curse of dimensionality can be avoided; and four: reduce over
fitting [10].

In our work, we compare the results of two feature subset selection algorithms
to select a common set of features. The first algorithm we use is Boruta. Boruta
is a wrapper around the random forest classifier, where inside the random forest
the algorithm compares each feature against a group of “shadow”5 features. During
comparison, each feature’s Z score is compared against the shadow feature which
has maximum Z score (among the shadow features). For any feature whose Z score is
bigger than the maximum Z score of the shadow feature, its accepted as an important
feature. Correspondingly, if the feature’s Z score is less than the maximum Z score
of a shadow feature, it is considered unimportant [11]. The second feature subset
selection algorithm used is Recursive Feature Elimination (RFE). Let us assume a
n-fold cross validation setting. In each fold, a RFE does the following: (1) it trains a

5A shadow feature is created by shuffling the values of an original feature.
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classifier on 1 tom predictors by creating mmodels and recursively eliminates those
predictors that do not contribute to the classification accuracy on the test set. (2) Step
1 is repeated for n times, and then the average classification accuracy is shown [12].

6.2 Decision Trees

In this sub subsection, we will discuss our choice of model and their theoretical
basis. Decision trees are supervised algorithms suitable for both classification and
regression. It is an inverted-tree-like structure where the root nodes are at the top
and leaves at the bottom. Depending on feature importance, split takes place on the
feature which has got the highest importance, followed by the other features whose
importance is less compared to the former. Each split on the feature is carried with
the objective to create more homogeneous classes, and the splitting criterion stops
when we achieve purer classes. The nodes in which all the purer classes are stored
are called leaves from where no further split takes place. Here, we use three decision
tree algorithms: C5.0, Tree bagging, and Random Forest.

C5.0 algorithm is a modified form of C4.5 algorithm and is more memory effi-
cient, faster and creates simpler trees. C5.0 permits models which are rule based in
nature and helps in evaluating variable importance and involves pessimistic pruning
which evaluates every subtree specifically to determinewhether the entire tree should
be simplified or not. The algorithm prunes the model by utilizing independent con-
ditional statements which further helps in evaluating specific rules. Mathematically,
the process of evaluation and elimination is formulated as:

p(xk |x1, x2, . . . , xN ), p(xk |x2, x2, . . . , xN ), . . . , p(xk |x1, x2, . . . , xN )

where p = error rate and x1, x2, . . . , xk are the independent conditional statements.
The entire process involves removal of the worst rule by comparing the error rate to
the pessimistic error rate that has already been predetermined. The recalculation of
the pessimistic error is performed iteratively on further smaller trees, so long all the
conditions have reached the threshold of baseline error rate or gets totally removed.

Random Forest is a bootstrap aggregating (bagging) technique which creates trees
in parallel in order to reduce the model complexity. It takes random samples (with
replacement) and random number of features,6 aggregate the learning of each (weak
learning) decision tree together and using the principle of voting strategy outputs the
final result in classification settings. By doing so, it reduces the model complexity by
bringing the variance downwithout compromising on bias. Tree bagging is similar to
Random forest with the only difference being that in Treebag models, all predictors
(and not a random subset of predictors) are passed into the model.

6In general, in the case of regression we take one-third of total number of predictors; and in
classification, square root of the total number of predictors.
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Table 2 Feature importance ranking

Feature importance using Boruta MFI Feature importance using
RFE

Accuracy

category 137.357 category 0.9435

capacity 28.760 capacity 0.9418

surface.area 22.466 wall.height 0.9416

wall.height 21.704 surface.area 0.9413

sector 21.662 size 0.9411

size 21.144 sector 0.9409

latitude.dec 13.953 latitude.dec 0.9407

longitude.dec 13.900 longitude.dec 0.9398

crest.length 12.113 province.code 0.9391

distance.from.town 10.996 region.code 0.9327

region.code 10.966 distance.from.town 0.9312

province.code 10.706 water.management.area 0.9310

completion.date 8.731 crest.length 0.9310

wall.type 8.720 completion.date 0.9288

water.management.area 8.511

MFI Mean of feature importance

7 Results and Discussions

In this section, we discuss the results of the carried experiments. To reiterate, the
objective of our work is to predict the hazard.potential based on the 15 predictors (as
referred to in Sect. 4). For benefits enumerated in Sect. 6.1, we first carry out feature
subset selection to identify whether there are any redundant features. Table2 shows
the results of feature importance on 15 predictors (and 4535 data points) carried
through two algorithms—Boruta and RFE.

While Boruta confirms all features as important, RFE confirms 14 as important—
leaving wall.type as the only non-important feature. It might also be noted that
Boruta predicts wall.type as the second least important feature. In addition, though
not exactly in the same order, yet both algorithms show similar ranking of feature
importance for the first eight predictors. Thus to keep parity in the suggested list of
important feature, we consider all features except wall.type for our final modeling
exercise.

Next, we randomly shuffle the dataset (to remove any sampling bias) and split
it into training set and test set in 3:1 ratio. Thus, the training set consists of 3403
data points and the test set remaining 1132 points. Also, in order to increase the
generalization performance of our models, we use a 10-fold cross validation with
5 repeats. Table3 shows the results from three implemented decision trees—single
C5.0, ensemble - Tree bagging and Random forest on the test set.
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Table 3 Results of various performance metrics on the test data

Performance Algorithms

C5.0 Tree bagging Random forest

Overall accuracy 0.934 0.944 0.94

Cohen’s kappa 0.871 0.893 0.884

No. information rate 0.620 0.620 0.620

p value[Acc > NIR] <2e−16 <2.2e−16 <2.2e−16

Sensitivity

High 0.857 0.870 0.857

Significant 0.898 0.938 0.935

Low 0.960 0.956 0.952

Specificity

High 0.993 0.992 0.993

Significant 0.951 0.947 0.942

Low 0.930 0.967 0.963

As expected, the ensemble Tree bagging and Random forest algorithms combine
the single weak learner decision trees to provide a strong learner that in turn give
better overall predictive accuracy than the single C5.0 tree. The overall predictive
accuracy of the three models is above 93%. In addition, since our classes are highly
imbalanced (refer the top panel of Fig. 1),we do not solely depend on overall accuracy
but further consider the Cohen’s kappa metrics for the three models. A high value
of kappa (above 0.87 for all the three models) show that there is a very high level of
agreement between the accuracies predicted by the models and that due to models
based on random chances. Also the very low p value shows that the models are
statistically significant at 95% confidence interval. Upon consideration of values of
overall accuracy, kappa, sensitivity7 and specificity,8 we see that tree bagging model
is best suited for prediction of a dam’s hazard potential.

8 Conclusions

This research uses a multi-class-supervised machine learning approach (using single
and ensemble decision trees) to predict the hazard potential of SA dams. Our results
from EDA show complex interactions between the multiple predictors and the re-
sponse and there is no one hyperplane that separates the three levels of the dams from
one another. Under such a framework, we use single and ensemble decision trees to

7Sensitivity refers to the metric that evaluates when there is an actual event and how often does the
classification model predict it as an actual event.
8Specificity evaluates when there is an actual non-event and how often does the classification model
predict it as a non-event.
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predict the three levels of hazards of the dams. The results are highly promising at
94% for the best model. Once deployed in a server with interactive user interfaces
(to input new values of the predictors), we expect the model to do highly accurate
predictions and hence decrease dependence on APPs who have to physically visit
dam sites and classify its hazard level. As a future direction in research, we wish to
implement Gradient Boosting Algorithm and Stacked Ensemble and expect further
improvement in predictive accuracy.
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Elemental Racing

Lingala Siva Karthik Reddy, Karthik Koka, Amiya Kumar Dash
and Manjusha Pandey

Abstract This paper presents a 3D motion sensor racing game for Android/iOS
devices called Elemental Racing, in which players can race a car against opponent
racers connected through local area network. There are many popular racing games
formobile phones likeAsphalt 8, RealRacing 3, andNFS et al. These have dominated
the Android racing gamemarket with their extensive graphics and detail, but they are
lacking when it comes to newer gameplay mechanisms, the objective of this game is
to provide a fun yet intelligent experience to the player. To guarantee these objectives,
we have consolidated multiple strategic upgrading mechanisms in the game which
makes use of the concepts of elemental powers like Fire, Water, Wind, Lighting, and
Earth.

Keywords 3D android motion sensor racing game · Online/offline multiplayer ·
Strategic combative gameplay · Fire · Water · Wind · Lightning and Earth

1 Introduction

Video games give people the chance to experience a wide variety of things, more
closely than any other media. To some people, they are just a way to pass time, but
to some, they provide an escape from reality. Video games allow people to explore
and express themselves. Video games have the ability to make people’s fantasies
come true. Scientifically, it has been proved that after playing video games people
show an increase in their cognitive function, strategic planning skills, and deductive
reasoning skills. They have also shown an increase in gray matter in areas allied
with memory and motor functioning of hands. Many games are also being used as a
means of education.
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The 3D racing games genre haswitnessed an evolution from classics such as Super
Mario Kart and Road Rash to contemporary PC, Console, Android, and IOS games
such as Asphalt, Need for speed, and Forza. Games like Asphalt 8, Real Racing 3,
and NFS et al. all have intuitive controls and high graphical detail which makes the
racing environment attractive but are lacking when it comes to making players think
strategically.

Elemental Racing is a 3D racing game with multiple facilities, and the core values
of the game are to offer players an exciting, challenging, thought-provoking, enjoy-
able, and entertaining experience through his/her communication with the game.
Unlike all the other Android racing games, here players will think strategically and
use the “elemental system” accordingly to win the race. It is not just a racing game
with good graphics but it also provides facilities like online/offlinemultiplayer game-
play, car upgrading system, “elemental system,” and community interactions through
social media so that player can continuously engage and retain to the game.

Elemental system is a keyword used in the gameplay, nowwhat does it mean? Like
I saidwe have implemented the powerup systemwith upgrades. In this game,we used
the term elemental system as the terminology to define the powerups so that players
can play strategically by thinking how to defend themselves and Counterattack on
others to win the race.

2 Related Work

Author/year Paper title Proposal Advantages Tools/software

Marvin et al.
2016

Development of
a cognitive
vehicle system
for simulation of
driving behavior
[1]

A car racing simulator
where the players race a
car against AI bots in a 3D
atmosphere by effectively
using the waypoint and
trigger system for AI cars
and conditional monitoring
system for the efficient
calculation of the nonlinear
relationship between the
input and the output
vectors so that the steering
and breaking output levels
are enhanced [1]

The objective of this
game is to provide a
challenging experience
to the player while
competing with the AI
bots neck to neck in a
racing combat

Unity,
MonoDevelop,
C# Programming
language

Yoppy et al.
2017

Path-finding car
racing game
using dynamic
path-finding
algorithm and
algorithm A* [2]

The method used by
non-player character for
path-finding in this game is
AI*A algorithm to find the
shortest path

The arrangement of
both methods can be
executed well in racing
car games with
unhindered track
conditions as well as
track conditions with
static obstacles

Heuristic
algorithm,
games,
automobiles,
algorithm design
and analysis,
search problems,
and 3D display

(continued)
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(continued)

Author/year Paper title Proposal Advantages Tools/software

Kazuma et al.
2017

A collusion-
resilient hybrid
P2P framework
for massively
multiplayer
online games [3]

Most of the MMOGs work
based on client/server
(C/S) model whereas it
lacks in scalability since
the capacity of storage and
performance of the server
depends on the increase in
the proportion of the users

A collision-resilient
hybrid P2P framework
for MMORPG

Games, servers,
resistance, data
models,
scalability,
cryptography,
and Internet

3 Game System Design

The design of the elemental racing game involved designing of these main compo-
nents [1].

3.1 The Car Movement

Themovement of the car was implemented using the accelerometer values calculated
by the mobile device based on its position in 3D space. The accelerometer values are
then converted to force values which are applied to the game object which is used
as a car as torque, while the car accelerates forward automatically until it gets to its
maximum allowed velocity. A sideways friction is always applied to the car object
to make it from skidding sideways.

When drifting is activated using the UI give, the sideways friction is disabled,
meanwhile, a constant brake force is applied on the car object, to decrease its speed,
and when the car is turned while drifting, it turns on its wheels, the way real cars do.

All the above forces are applied on the game object using Unity’s physics system.

3.2 The Car Follows the Camera

Acamera is placed behind and above the car and ismade to follow the car. This camera
is used to display the main game view to the user. The camera rotates according to
the car rotation to prevent in such a way to give the user better gameplay experience.
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3.3 The Wall Colliders

Invisible walls are placed all along the track to prevent the car from going off track.

3.4 The Positioning System

Waypoints are placed all along the track to calculate the positions, as well as the
approximate distance between cars and the race endpoint. The waypoints are also
used to respawn the car if, the car topples over, gets stuck, or goes in the wrong direc-
tion. These waypoints are also used to calculate the number of laps. The waypoint
system implemented in the game is shown in Fig. 1 all the invisible mesh renderer
walls place on the track and it is identified whether the car is present within the
definite distance from the present waypoint.

To change the position of the car toward the present waypoint, the game engine
performs a sequence of vector calculations, these calculations are based upon the
initial vector created by both the position of the current waypoint as well as the
current car position itself which gives the steering and breaking outputs levels of the
car [1].

3.5 The Power System

In the game along with the conventional gaming mechanics, a powerup system has
been implemented. In this game, the cars can collect five main types of elemental
fuels, namely fire, water, wind, lightning, and earth. These fuels in combination with

Fig. 1 Waypoints system implementation
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each other can be used by the car to activate certain powerups. These powerups can
be used to attack, or defend from other cars. Various amounts of fuels can give rise
to various types of powerups. Whenever a powerup hits a car, the car can be affected
in ways such as losing velocity, losing balance, getting its movement frozen, and
losing its ability to activate or block powerups et al.

Each car object is attached with its own power control script which calculates
the elemental fuel value it contains. The fuels can be increased when the car object
passes through certain game objects placed throughout the racetrack and are used as
elemental fuel containers. Each powerup requires certain fuel values, and when the
fuel requirements are met the player can use that powerup.

3.6 LAN System

Currently, the game supports LANmultiplayer. Players can connect to a locally setup
server and play the game among each other. The LAN system has been implemented
using UNET, a networking module provided by Unity.

3.7 Powerup Effects

The visual look of the powerups has been implemented usingUnity’s particle systems
(Figs. 2, 3, 4, 5, 6, 7, 8 and 9).

These were only a few powerups which we have implemented, there are a total
of 14 unique powerups in the Gameplay.

Fig. 2 Water + Earth � Water splash
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Fig. 3 Fire + Water + Lighting � Lighting bolt

Fig. 4 Fire � Fire ball

3.8 AI

Triggers are attached to the AI cars (Fig. 10) so that they knew when to break,
slow down, use powerups, and also steer. All these are done by placing large trigger
colliders in front, back, and either side to the cars (Fig. 10) so that any other car
enters to the perimeter of AI car (Fig. 11) all triggers gets activated and behavior
according to the AI code written for the car.
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Fig. 5 Lighting � Nitro

Fig. 6 Water + Wind + Lighting � Machine Gun

3.9 UML Design

For the purpose of visual representation and a better understanding of the system,
we used the use case and activity diagram so that main actions and artifacts could
portray crystal clear information about the project.

3.9.1 Use Case Diagram

The following use case diagram represents the graphic depiction of the interactions
(Fig. 12) among the different elements of the system.
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Fig. 7 Fire + Lighting � Meteor

Fig. 8 Water + Lightning � Thunder

3.9.2 Activity Diagram

To represent the series of actions (Figs. 13 and 14) and flow control of the system,
we used activity diagram.
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Fig. 9 Water � Ice ball

Fig. 10 Triggers attached to the car

4 Implementation of the Game System

The software used to create this game were mentioned here briefly.

4.1 Unity Game Engine

Unity is a game engine, used for the creation of 2D and 3D games (Fig. 15) and
interactive content [4]. Unitymakesmultiplatformdevelopment smooth and effective
by allowing you to create your games and interactive content in Unity and then
seamlessly deploy to PC, MAC, Windows, and mobile platforms et al.
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Fig. 11 Trigger and waypoint system

Fig. 12 The designed interaction between the elements using use case diagram
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Fig. 13 Activity diagram main menu

4.2 MonoDevelop

MonoDevelop is a tool used for scripting (Fig. 16). It is an open source Integrated
Development Environment (IDE) [5]. It is primarily used for the development using
C#, but also supports development in JavaScript and Boo.

4.3 Unity Remote

Unity remote (Fig. 17), is an application for the Smartphones, developed by Unity.
It is used to test and debug the games made for mobile devices in the Unity, rather
than build the entire project and running it on the mobile you can use Unity Remote,
with the help of a data cable connected with PC to Mobile, It works as a simulator
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Fig. 14 Activity diagram gameplay

Fig. 15 Unity game engine
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Fig. 16 MonoDevelop for coding

Fig. 17 Unity Remote for testing

for the project by running on the mobile so that we can know where to debug and
all, despite building the entire project.

4.4 Autodesk Maya

Maya is a 3D modeling (Fig. 18), rendering, animation, and simulation software
which provides the user a powerful toolset which can be used for character creation,
motion graphics, virtual reality, environment modeling, and animation [6].
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Fig. 18 Autodesk Maya

5 Sample User Run of Elemental Racing Game System

The game takes both touch and motion as input. In the racing part of the game, the
main camera showing the view of the track will be placed behind and above the car.
In the main HUD, details such as speed of the car in KMPH, lap count, elapsed time
of the race, and position of the car will be shown. A small GPS showing only the
racetrack will also be present. The amounts of the elemental fuels the car contains
will also be shown. The car will accelerate on its own. The car can be maneuvered
by turning the phone on the axis perpendicular to the screen. Brakes on the car can
be applied by touching the half of the mobile screen on your left. The buttons to fire
powerups will be displayed on the half of the screen on your right, and the players
can activate them by touching them. The game can only be played in the landscape
view mode of a mobile phone.

6 Conclusion and Future Work

Implementing the creature system. According to this system, the cars used in this
game are not actually machines but creatures of a frictional universe. Thus, all the
models of cars used in the game will have features of animals like a mouth, eyes, etc.
This system has been inspired by the movie Cars. A frictional world will also be set
for these creatures. The following is being done to make sense of the various fuels
and abilities these cars use.

The players can customize the car, better implementation of the powerup sys-
tem, Implementation of damage system, Implementation of cards system, and points
system each race a player plays he will be rewarded certain amount points, multi-
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ple game modes. Game modes other than conventional racing mode will be added,
such as deathmatch, racing in teams, and tournaments. More racing car models and
racetracks will be added. Other than LAN, online multiplayer will also be added.
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A Survey on Existing Convolutional
Neural Networks and Waste
Management Techniques
and an Approach to Solve Waste
Classification Problem Using Neural
Networks

Tejashwini Hiremath and S. Rajarajeswari

Abstract In India, waste management has become one of the major crises with
population explosion, coupled with improved lifestyle of people, results in increased
generation of solid wastes in urban as well as rural areas of the country. It is well
known that waste management policies, as they exist now, are not sustainable in
the long term. Thus, waste management is undergoing drastic change to offer more
options that are more sustainable. Most of the landfills are becoming full of waste
in which most part is reusable and leading to spreading of disease damaging human
body and leading to unpleasant air and only 5% of whole waste is actual waste. The
government of Karnataka mandated system of 2 BIN 1 BAG to be adapted at every
households in Bangalore, and 2 BIN 1 BAG is a color-coded system consisting of
green binwhich holds gardenwaste, and thewastes that are compostable, reject waste
can be thrown in red bin, and finally a big category called as reusable bagwhich holds
recyclable waste. Segregation of waste at source is best solution and should be done
properly. Types of waste need to be remembered by members of home in order to put
them to proper bins, and this may lead to human error. So our solution can answer
this in good way, what if you just click picture of waste material and application says
to which category it belongs. A convolutional neural network is trained with images
of waste materials, and model can be inferred by giving waste-material image as
input and get the perfect category of waste material in a second. This helps society
in dealing with prime problem of segregating waste materials at source.

Keywords Solid waste management (SWM) · 2 BIN 1 BAG system ·
Convolution neural networks (CNN) · Stochastic gradient descent (SGD) · Neural
networks (NN)
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1 Introduction

In India, waste management is a boastful problem, waste is generated in abundance,
it is generated by industries, and economic growth is also a factor in waste produc-
tion. Urbanization and the above factors increase per person solid waste generation.
Managing waste is not challenge, but managing in efficient way has ample impor-
tance in cities with heavy population. The world is now experiencing population
with rapid increase in number and its standards of living especially in developing
country. Despite all this growth carries huge significance in socioeconomical and
areas of environment, but no change in waste management and strategies followed,
it is relatively same.

Anything that is of no value is termed as waste, isn’t it? But most of the waste
produced according to the research is actually not waste, most part of it can be reused,
eventually leading to minimal waste production. Most of the landfills are becoming
full of waste in which most part is reusable and leading to spreading of disease
damaging human body and leading to unpleasant air.

There is a need for segregation of actual waste and reusable. The waste segre-
gation at the landfill is vast time-consuming task, what if this is segregated at the
source? Isn’t this idea logically simple? But segregation should be done according
to what research says. Waste can be segregated as degradable and waste that is non-
degradable, organic, and the other one that is inorganic. Lot many research has been
made and system has arose which effectively solves the segregation of waste, this
system called as 2 BIN 1 BAG helps waste to be classified into three categories
where compostable kind of waste and waste from garden falls in one category, recy-
clable waste in one category, and reject waste which is actually the waste falls in last
category. The system of 2 BIN 1 BAG is a color-coded system consisting of green
bin which holds garden waste and the wastes that are compostable, reject waste can
be thrown in red bin, and finally a big category called as reusable bag which holds
recyclable waste. After this segregation, it is revealed that rejected waste gathered
was is only 5–10% rest can be used in some ways.

In all states of India, system is not yet implemented and is anticipated only in three
languages among many languages. Not everyone at home will acclimate to system,
because needs think time about waste-type. And human errors will lead in wrong
categorization of waste. But taking a picture of image and application says category.
Isn’t this good idea? And is idea of this project. Here comes neural network ideology.
Neural network is constructed to classify images to one class among three classes of
2 BIN 1 BAG. Finally, when waste-material image is given trained neural network
classifies outputs the category to which it belongs. In following discussion, system
design and tools used and construction of neural network a clear insight is given.
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2 Literature Survey

This literature survey visualizeswastemanagement (WM) problems faced and strate-
gies followed solving WM problems in India and how far the results approached the
waste management aim. Also survey talks about artificial neural networks (ANN),
GoogleNet (InceptionV3), AlexNet, VGGNet, ZFNet, and SENet currently available
and their accuracy in terms of error rate, so it will be helpful in deciding number of
layer needed and operations to be carried out at each layer to design our ANN.

Currently developing nations like India are fronting environmental hitches mainly
solidwastemanagement (SWM).With population density of 382/km2 approximately
population reached 1.32 billion in India, July 2016, with an economic growth of 7%
compared to last two decades approximately. These increases lead in increasing
surplus by users and instantaneously foremost to hazard for health and cleanliness.
Waste production is 0.143 million tones approximately and only 23% of this waste
processed daily, as reported byCentral PollutionControlBoard (CPCB) onmunicipal
solid waste (MSW) [1].

According to Laura Michelle et al. [1] serves to prerequisite in effectual way,
with enormous research and determination, proposed a structured waste manage-
ment scheme and realized successfully in public in Alappad panchayat in Kollam,
Kerala. The system scrutinized at each phase of enactment for effective assessment.
System used colored containers with definite tags, this ease course of sorting for user.
Following is the methodology.

Waste segregation at source by waste-receiving stations: For waste deposition,
designed location of waste based on environment prerequisites are expediently
located around civic. Different color bins utilize for organic matter, waste paper,
or sanitary. Steadiness create practice pattern safeguarding correct split-up to bins
deprived of trusting merely on marks. Like garden shrubbery waste and waste food,
designated by green containers and picture marks, paper is signposted by blue bins,
soft plastics indicated by orange bins, solid items fluctuating frommetal waste, waste
plastic, and broken goblet fit in red for reprocessing containers. Lavender color bas-
kets for cloth bounces opportunity to utilize fabric many ways beyond burning,
sanitary in pink bins, needles sharp perilous and wrecked glass to yellow containers,
hair and dirt and soil in beige baskets.

Waste sorting: Steps for sorting waste are extrication organic materials and nonor-
ganic materials, nonorganic section pre-sorting, recyclable material refined sorting.

Introduction of labels and color for bins posed quantifiable impact on growing
level of sorting at source. On linking weight of waste from “source” and “after
processing” perceived efficiency of source waste sorting amplified to 76% due to
the color and labeling. Mistakes were only accounted to 24% of that to the model
without color and label coding.

The claim for SWM in today’s civilization is emerging as days passes. Essen-
tial dispute linked to environment is managing material waste, because of its global
impact. Requirement of diverse practices are vital in managing and dealing fresh
facilities and to adopt fresh processing means [2]. Mangesh J. Khandare et al. carried
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investigation on source and administration and waste materials control in construc-
tion, mechanical designing, and electronic disciplines. Expanded economic devel-
opment and suburbanization created in expansion of civil industry will yield more
waste. Mechanical post-customer is slight sponsor to waste incineration compris-
ing remnant carbon produced by GHG outflow, methane landfill, water and oxides
of nitrous. Electronic waste is presently prevalent developing stream in domain is
delivered to developing nations like India for reusing.

1. Material Waste from Civil industry: Enormous waste after demolition work is
generated, same with construction work. It is estimated by quantity surveyor
that from entire waste 15–30% is of civil industry. The research objectives say,
first objective, investigation will be done on reduce, reuse, recycle, and recovery
technique used in the waste management system onsite to identify most used 4R
techniques. Second objective, can seewhether or notminimize 4R technique used
provides an important impact on accumulative waste manufacture on website.
Third objective, to spot variations among minimize, 4R technique used, confirm
that of techniques are economical or not in manufacturing less waste.

2. Controlling Solid Waste: Solid waste management (SWM) is done by many
techniques like composting,waste to energy, and biomethanation thermal process
to extract energies of consumer post-waste are used like biogas plant. Output can
be organic acid, soil fertility manure, gas when burnt blue flame generated and
cooking need this heat.

3. Electronics Waste: It bags largest waste and hazardous throughout globe. Its
management is pricey and complex. Parts of computer, institutional laboratories,
PVC, etc., are e-waste examples, if disposed not correctly, harm human life.

4. ConversionWaste–Energy: Green project, separately collecting waste and recov-
ering for reuse is prominent solution. Biogas plant for SWM organic manure by
green waste, generate energy by reuse techniques and recovery techniques from
e-waste.

Salman Nizarudin et al. mainly focused on reusing plastic waste as fuel or lubri-
cant [3]. Least-expensive routine is burning plastic wastes, no petroleum required for
burning since plastic itself solid fuel. The equipment consists of an electric heater,
a stainless-steel reactor, a condenser, and an output collection tank. Electric heater
as muffle furnace comprises heating facility for setup. Leak proof reactor fabricated
with stainless steel SS316 grade. The temperature is controlled by a PID controller.
Thermal degradation converted plastic waste to three components: Condensed liq-
uid/waxy oil, uncondensed gas, and carbonaceous solid residue. Catalyst was uti-
lized to increase reaction rate, thereby reduce temperature provided and reaction time
which had a direct relation to the energy consumption.

Thermo-catalytic deprivation or pyrolysis by catalyst of household unit plastic
waste exposed to heat of 550–700 °C at specific catalyst extent in sealed compart-
ment kept up to atmospheric pressure. The ideal monetary and compelling yield
was accomplished at 551 °C for specific proportion with particular catalyst. The
preparatory tests propose that the slick/waxy yield could be castoff as grease or
petroleum. Kerala is mainly fretted over issue of plastic. The operation is reputable in
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user-friendly way and hassle-free. Hence, disposal of plastic waste is linked to erup-
tion of new resource, thereby enhancing productivity and economic value of process.
Economy deciding subtleties are equipment cost, consumable items cost likewashers
and the fasteners, heater power, capacity of reactor volume, reaction time, catalyst
used, catalyst used quantity, personnel cost of labor managing operational apparatus,
maintenance and maintenance frequency cost, output storage method, shipping cost.

Suchitra Ramesh et al. reflected survey of incident readings accompanied by Reva
college, Bangalore on government SWM in some capitals across India is revised to
advantage perception into SWM[4]. Numerous records regarding SWMhas gathered
for considerate hitches being tackled by Bangaloreans. Fertilizing soil with oxygen-
treating soil and vermi-treating soil and waste to energy (WTE) by incineration or
by biomethanation, are two driving waste disposal systems being embraced in India.
Moderately, new idea in India is WTE component for MSW disposal. Biodegra-
dation, method for reusing squanders organically where microorganisms, parasites,
bugs, worms, and different living beings complete rotting process consume passed on
material and reuse as newstructures, quickenedwith fertilizing soil. This is completed
with natural waste 76% of aggregate waste. Computerizing SWM is mind boggling
and includes part many variables, such as engineering, hazard examination, innova-
tion appraisal, expenses, and client visualization. Security and medical problems are
unintended components. Incineration is squandermanagement process combusts nat-
ural surplus materials and translates the surplus into ash, vent gas, and warmth. The
heat produced by incineration utilized to create electric energy. Burning is squander
to vitality innovations, for example, gasification, gasification of plasma arc, pyrol-
ysis, and processing anaerobically. Inconvenience is Plant’s Expenses. Recycling is
procedure of changing over materials of squander into new items to deter misuse of
valuable materials, decrease use of crisp crude materials, vitality utilization, dimin-
ish air contamination from burning and the water contamination from landfilling
by diminishing prerequisite for “regular” waste disposal, and lower ozone-depleting
substance emissions.

Mini plants of biogas in urban/provincial muncipal territory: these biogas plants
of 200 L anticipated by bio-grounded energy research laboratory. The microscopic
organisms separate organic surplus in anaerobic conditions. The slurry hard matter
of 5% is obligatory for observance plant in exertion and gas stored over digester. The
gas delivered is exchanged over gaslight closure mounted on barrier exterior kitchen.
Normal blending will build gas production. Cost is primary favorable position of
digester contrasted with ordinary digester. The small bio-digester has fiber boiler
dissimilar to ordinary bio-digesters two boilers and thus is economical. Its cost is
around 60 $ and quite reasonable.

Discovering effectual technology for resolving encounters faced by SWM is
what Government in all countries is currently focusing. Radha R C et al. in paper
[5], present an appraisal on tools for isolation and SWM. The transformation in
life flair of societies and innovative technologies with accumulative population
with urbanization waste creation increased including post-consumer materials. If
unmanaged then will be harmful to lives. To solve problem, active functioning
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SWM is mandatory. In early days, waste is coped by consuming four rudimentary
means. They are dumping/land fill, scorching, the recycling and waste reduction.

Technologies for segregating solid waste:
Solid waste incorporates several belongings like metal waste; plastics and so forth

the significant number of reusability is open and goes about as contribution to other
frameworks. By MSW fertilizing soil strategy initially squander is isolated by con-
sidering size by utilizing trammel and each sized waste independently processed.
For all, paper recommends a mechanical framework. Another sort of separator by
Eddy current: The detachment procedure occurs two phases, first firmly conducting
elements are isolated on upper portion of drum, and afterward staying unresolved
and ineffectively conducting elements get isolated at magnetic drum’s lower portion.
Indirect arranging technique been anticipated to the category solid waste utilizing
sensor that is optical and mechanical isolating framework. The shading, shape, and
waste dimension are utilized by waste separation. The mechanical gadget for sorting
comprises of pressed air nozzle managed by computer; target particles perceived
by radar were smothered of waste stream. Electrostatic isolation sorts gritty blend
because of powers of electricity following on roughly 5.0-mm-size elements. X-ray
fluorescence strategy distinguishes basic piece of materials in X-ray box fluores-
cent and accordance with examination materials are distinguished and isolated from
material stream. Controller by programmable logic is utilized to isolate metal from
squander materials. Squander is fed to belt of conveyor line with sensor clipped for
detecting metal will identify metals and automated arm will separate metal from
waste and store in canister.

Framework ready to oversee and isolate strong waste adequately desires GIS
framework viably to gather data identified with solid waste and GPRS for suc-
cessful transportation and solid waste general accumulation procedure. At last, to
direct labors’ simple prearrangement is camera. For isolation, utilize sensor to rec-
ognize and isolate perilous components like batteries and isolated waste accordance
to dimensions and operate them autonomously. Magnetic/separator by eddy cur-
rent/metallic sensor is utilized to isolate conductors. FT-IR spectroscopy and imag-
ing with hyper-spectroscopy/NIR spectroscopy and multivariate investigation/X-ray
fluorescence technique is utilized to isolate plastic, filaments and glass. This bounces
advance road to innovative work of appropriate advances for SWM and isolation.

According to Predrag Milić et al. [6] optimization in vehicle routing for com-
munal waste assembling has noteworthy role in transport cost fall. Hitches occur
through optimization are primarily connected to weaknesses in contribution data.
Most algorithms to route, undertake that expanse of waste at assortment spaces is
known advance is deterministic value which in most cases is not. They established
system of observing and lively direction-finding of automobiles for waste gathering
in city. By smearing modern expertise better awareness in vehicle state on pitch with
variations in waste extent on gathering places are attained. This framework appor-
tioned into three segments. The principal speaks to apparatus introduced in RCV.
It comprises of GPS-GPRS gadget, which advances evidence of vehicle position
and information of weight plate position. The second part is product for information
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gathering and database on server. The third segment presents named routing singular
host solicitations on workstations.

While taking vehicle-routing issue, various confinements occur and point is gained
by fixing at least one target function. The target of vehicle-direction-finding proce-
dure can be: minimization of aggregate transport expenses, depend on course length
or principle travel time and settled expenses of vehicle and driver use, total of vehi-
cles minimization or motorists with objective servicing all clients lastly, modifying
courses relying upon way time and vehicle stack.

Dynamic routingwith stochastic demands (DRSD): Routing vehicle issue dynam-
ically (DVRP) implies that all data not pertinent to vehicle-directing procedure orga-
nizer of route starting to routing procedure and data identified with routes arrange-
ment be altered after underlying expansion of primary route. Because of deviations in
numerous algorithms are joined with conventional procedures, and hybrid procedure
obtained with better execution. To accomplish DRSD in nodes of graphical forms
squander sum, important to decide conveyance of alterations in measure of surplus
on premise of recorded information on database server. By smearing technique for
dynamic routing, vehicle path changes are accomplished amid procedure of accumu-
lation. This guarantees ideal solutions subsequently shrinkage in absolute expenses
and utilizing modem gives ideal arrangement continuously.

Business credible that narrates on waste flow management (WFM) is enormous
globally but deprived of conceptualizing ecosystem to fine level, business latent
might not be exposed fully [7]. Study by Tero Peltola et al. tailed existent percep-
tions in works and smeared business ecosystem thoughts into BrazilianWFM. Struc-
ture, problematic innovation players are eminent in squander stream administration
and possibilities they empower, uncovered. An edge work for perceiving innovation
accomplishment artists is shapedwhere partners in environment can be portrayed, for
example, providers, central firm, complimenters, and clients. This edge effort needs
in satisfactory solidness; thus, new system is raised in paper presented. Distinguish-
ing proof of innovation performers among actors in squander stream administration
environment is built on esteem blue pattern attitude toward biological community.
It makes tremendous part of government and manages laws and also regulations
as dynamic actors in squander biological system. In system administrative charac-
ter is available through municipality and investor. Four primary innovation actors
been recognized. Providers, in particular house and municipality, are not innova-
tion actors; also, they source material through waste holders, squander pickers, and
reusing distributer.

Squander is transported by various sorts of vehicles among actors and lastly it
meets landfill or reusing facilitator. The fascinating finding in study is the absence of
core innovationmeasurement in waste flow environment. Themarket measure, mate-
rial bulks, and business openings are enormous, however, those have not produced
core developments that are spread to different parts. Innovation performers be infa-
mous reason being conceptualized squander stream business biological community
yet their characters are numerous. Testing surplus business biological community
show is intriguing and essential research route for future. Model be confirmed by
concentrating on performer in biological system, using contextual analysis attitude,
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and recognizing esteem chain and plan of action of actor. The tremendous experience
to catch worth in squander environment in creating nations involves helper readings
with chief perspectives.

Developments in strategies and protocols for e-waste and evaluation in India,
Amit Jain et al. in [8] presents scrutiny of prevailing policy and conventions and
appearance of future tendencies been approved out for Indian e-waste management.
Further, major carters that projected to accustom rudimentary features for expansion,
institutionalization, and employment of future governing interpolation also identi-
fied.

At primary place, appraisal of reusing engineering in India been done trailed by
assessments of e-squander arrangement and administrative condition and expected
forthcoming patterns. Methods like Indian piece and e-surplus reusing commerce
mapping utilizing “tracer procedure” took after arrangement and administrative con-
dition survey been utilized to assess current business condition. “Tracer procedure”
been utilized for outlining whole material flow since phase of accumulation, trans-
portation, disassembling, reusing, and dumping. Further, standard vital assessment
strategy of SWOT, i.e., Strength, the Weakness, the Opportunities, and the Threat
investigation been connected with regard to prevailing business condition to recog-
nize future procedure drivers.

At present, around 400 little to average waste-paper reusing units occupied with
produce of paper. Around 47% of plastic waste produced in India is reused. 40,000
units and more occupied with plastic item fabricate of which 13% are in official
part and rest 87% are little scale unofficial segment. Notwithstanding these units,
30,000 and more polymer processors exist in India. The formal and casual reusing
areas are self-possessed at three stages of chain of expertise. (i) level 1 preparatory
e-squander generators, (ii) level 2 optional e-squander producers, and (iii) level 3
tertiary e-squander producers. The contribution to prime level originates from formal
market like makers, shippers, workplaces, and formal markets, where e-surplus from
residential purchasers comes either return plots or disposed of things. Hence, real
stakeholders are scuffle merchants/dismantlers who buy e-squander from primary
level at bulk amounts. They have restricted limit of disassembling and are linked
with exchanging of e-squander with higher level of dismantler/scrap merchants.

SWOT investigation of e-squander stock in India demonstrates that PCs, phones’
information and communication innovations, TVs, i.e., brown products, fridges, and
clothes washers, i.e., white merchandise are required to drive future development
of e-squander reusing commerce in India. The consequences of scrap against e-
squander reusing planning and strategy and control mapping unmistakably show
without item particular regulation, casual reusing is contending formal reusing divi-
sion in e-squander administration.

Alex Krizhevsky et al. in [9], proposed AlexNet, ImageNet classifier with deep
convolution network of totally five convolutions with pooling layer with max oper-
ator, layer dropout, and three-layer fully connected. Mainly, network designed for
grouping with 1000 categories. Training on, ImageNet input of 15 million marked
images, over 23,000 categories, used nonlinearity operator RELU and augmentation
technique of data, tactics that alter training information order to array representation
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change while protecting label same are data augmentation procedures. They are
approach to artificially grow your image database with image interpretation by
translation, reflecting horizontally and extraction of patch. Dropout layer, weights
of system are adjusted to given preparing cases that system does not perform well
when given new cases. Layer “drops out” an arbitrary arrangement of initiations to
layer by fixing values zero. Exercising with gradient descent with batch stochastic
used two GPU’s GTX 580 for six days and fault rate 15.4% detected.

Matthew Zeiler with Fergus in [10], proposed ZFNET, ImageNet 2013 Challenge
victor, and fine tuning for previous victor AlexNet with improved presentation. Used
1.3 million images for exercising network and AlexNet utilized 11*11 convolution
filter at primary AlexNet layer hopped lots of evidence, so 7*7 convolution filter
is utilized by ZFNet and recollects more evidence from original pixel. ReLUs for
stimulation function layer raises nonlinear possessions of neural network and overall
neural network without upsetting receptive pitches of layer convolution and cross-
entropy as fault rectification method. Prepared for almost 12 days utilizing faster
GTX-580 GPU. Methodology adopted was Deconvnet, i.e., De-convolution plotting
of features to intensities with series of no pooling, rectify, and non-filter operations
executed with error rate 11.2%.

Karen Simonyan et al. in [11], proposed VGGNet, not winners of ILSVRC 2014
but runners with 7.3% error rate in categorizing with 19 layers’ neural network
consisting of 3-by-3 convolution filter, max 2-by-2 pooling with stride2 were stride
handles convolution of filter through input volume, filter may convolve everywhere
on input bulk by shifting one unit. The volume of shifts by filter is stride. Advantage,
volume of input does not shrink sharply at once unlike 7-by-7 convolution filter and
deepness of volume also proliferates at lower neural network levels. With two convo-
lutional levels, two ReLU layers utilized instead of one. Three layers of convolution
of 3-by-3 have effectiveness more than one convolution with 7-by-7 convolution
filter. One downside of VGGNet is large network and contains parameters around
160 M.

Christian Szegedy et al. in [12], proposed GoogLeNet, 22 layer CNN and was
victor of ILSVRC2014with error rate among top 5 of 6.7%. ILSVRC2014 challenge
comprises task of categorizing image to one group of 1000 leaf-node categories in
ImageNet hierarchy. About 1.2 million pictures for preparing neural network, 50,000
was for validation purpose and remaining 100,000 images testing. Each picture is
connectedwith reference class, and execution ismeasured in light of themost elevated
scoring classifier forecasts. Utilizations of 12 times less parameters equated with
complexity to AlexNet. Amid testing, various crops of similar picture were created,
served to system input, and finally softmax probabilities obtained at average and give
last arrangement with couple of high-end GPUs for seven days.

Jie Hu et al. in [13], proposed squeeze-and-excitation networks (SENet). Won
ILSVRC 2017 classification won first place and significantly reduced the top-five
error to 2.251%, achieving a 25% relative improvement over the winning entry of
2016. Here, objective is guaranteed that system can build its useful featured neural
network with goal be abused by resulting alterations, and smother not important
features. It is accomplished by explicitly demonstrating channel dependencies to
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one another and channel reactions recalibration in two stages, squeeze and next
excitation, before they are fed for next change. Squeeze includes each scholarly
filters work with neighborhood receptive and unit of change yield U and cannot
exploit relevant data external of this locale. This turns out an issue to sever extreme
in lower layers of system whose receptive sizes are little. Excitation make utilization
of assembled information in squeeze operation, moment operation which anticipates
to completely catch channelwise circumstances is offered. A SENet is fabricated by
stacking arrangement of SE chunks. 4 or 8 NVIDIA Titan X GPU server required
(Table 1).

According to ImageNet challenge winners (based on image classification and
localization), the neural network models and their accuracy on training are depicted
in Table 2.

3 Existing and Proposed Method

3.1 Existing Method

In existent system, documentation of waste material is upheld and there is necessity
to edify people onwaste-type and class it belongs to, either greenwaste, reject surplus
or reusable surplus. Problematic is recalling waste-material list and human blunder
increases. Hence, anticipated technique is pointed to mark proficient grouping. If
you just capture waste-material picture and application articulates which category
it appropriates? Isn’t it easier? So neural network idea arrives here and necessarily
trained and deployed as handy application, just capture waste-material picture and
in second neural network declares category waste-material image fits.

3.2 Proposed Method

According to study, 2 lakh plus households had executed 2 BIN 1 BAG and found
reject waste finally gathered was 5.2% only. 95% lasting waste isolated as recyclable
and green waste. The overall problem viewed in one sense as segregation prob-
lem. Easy solution is segregating waste at source. At every household waste should
be segregated before dumping in one bin. Household people should have adequate
awareness aboutwastematerial types andbelonging category.Whole problemviewed
as classification problem and neural network is preeminent at solving classification
hitches.

A neural network is educatedwith number of speckledwaste-material images like,
plastic surplus, bottles, paper, leaf, broken glass, vegetables, blades, and capsules in
exercise data set. Finally, neural network is skilled and when given image of waste
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Table 1 Brief on literature survey

Author Methodology Results

In [1], Laura Michelle et al. System used colored
containers with definite tags

On linking weight of waste
from “source” and “after
processing” perceived
efficiency of source waste
sorting amplified to 76%
due to the color and
labeling. Mistakes were
only accounted to 24%

In [2], Mangesh J. Khandare et al. Carried investigation on
source and administration
and waste materials control
in construction, mechanical
designing and gadgets
engineering

Green project for Civil
Engineering waste,
Mechanical Engineering
waste management best is
plants for treating solid
waste, recycle and reuse
methodology for e-waste

In [3], Salman Nizarudin et al. Reusing plastic waste as
fuel or lubricant,
Thermo-catalytic
deprivation or pyrolysis by
catalyst, plastic waste
exposed to heat of
550–700 °C

Slick/waxy yield could be
castoff as grease or
petroleum. With many
economy deciding subtleties

In [4], Suchitra Ramesh et.at. A survey of incident
readings accompanied by
Reva college. Various
methodologies are
discussed that are carried
out in different cities of
India

For solid waste
management, a mini biogas
plant is feasible for
conserving energy form
waste

In [5], Radha R. C. et al. A review on waste
segregation and managing
solid waste. And
technologies for solid waste
management and
segregation

GIS system and
RFID/GSM/GPS/GPRS for
locating solid waste and
effective transportation,
respectively
Eddy current to separate
conductors, FT-IR
spectroscopy, and X-ray
fluorescence method used to
separate plastic, fibers, and
glass

(continued)
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Table 1 (continued)

Author Methodology Results

In [6], Predrag Milić et al. A system that will
dynamically update the
routes that are loaded with
waste. And updating new
routes

Results proven that dynamic
route updation is better than
static routing

In [7], Tero Peltola et al. A framework is proposed
for identifying critical
technology factors

Testing the waste business
ecosystem model should be
carried out. Framework
would be based on
synthesized ecosystems of
business of several
developing countries

In [8], Amit Jain et.al. Analysis is done on policies
and regulations existing for
e-waste management and
future trends that are
emerging.
Strength, Weakness,
Opportunities, and Threat
(SWOT) method is applied
on various business contexts

The cost of recycling,
recovery, and disposals are
the major drivers, which is
much cheaper in India in
comparison with developed
countries. If e-waste is
included in existing policies
and regulatory
environments that definitely
it initiates formalization of
e-waste collection, e-waste
transportation, and also
disposal mechanisms to
some extent specially
influencing the e-waste
produced by commercial
sectors

Table 2 Neural network models and their accuracy on training

Model name Accuracy (in terms of Error
rate) (%)

Training

In [9], Alex Krizhevsky et al.,
proposed AlexNet

15.4 2 GTX 580 GPU’s for
5–6 days

In [10], Zeiler and Rob Fergus,
proposed ZFNet

11.2 Run on one GTX-580 for
12 days

In [11], Karen Simonyan and
Andrew Zisserman, proposed
VggNet

7.3 4 Nvidia Titan Black GPUs
for two to three weeks

In [12], Christian Szegedy1 et al.,
proposed GoogleNet

6.7 Trained on “few high-end”
GPUs within a week

In [13], Li Shen et al., SENet 2.251 4 or 8 GPU severs (8
NVIDIA Titan X per server)
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material as input from analysis data set, it should classify among green waste, red
waste or reusable waste.

4 System Design

System design concisely springs system outlook from high end and describes
involved modules and flow of work between them. Outlining convoluted system
foundations like architecture, components, and interfaces among components and
data flowing in system is what complete development of system design debates
about. Here, design of system designates how neural network for our problem is
planned.

4.1 High-Level View of Training Model

Training any neuron network is easy, but importance should be given to construc-
tion of training data set. Training data set means collection of images for training
neural network, varied collection of images for training is necessary, various data
augmentation techniques be used to increase image set (Fig. 1).

Fig. 1 Training phase
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4.2 Training Phase

Training phase says training process for neural network (NN) with the images and
error reduction method used and method for predicting NN performance.

1. Reading training data set:
Data set is assembly of imageries for each categories and images in number of
classes for each category. For example, green bin category means green waste
mayhave foodwaste, gardenwaste as classes. Images canbe collectedwith digital
camera or available on the Internet and data set enhanced by data augmentation.

2. Define labels and features:
Important part in training can be called as preprocessing stage where you insist
NN about image given for processing. Otherwise, preprocessing can also include
creation of feature vector and giving it as input. But in our project, input for
network is labeled images, where label is category of image.

3. TensorFlow data structure:
Utilize tensorflow for generating neural network. The neural network comprises
many levels of convolution function involved with RELU, next max pooling.
Defining structure is root for workflow.

4. Implement model:
Implementation means execution of modeled tensorFlow NN and obtaining NN
model and viewed graphically on tensorboard for envisioning model as graph is
informal for understanding stream of tensors—the data.

5. Train model:
Cost, or loss recognition and signify distant off system is from projected conse-
quence. Tryminimizing blunder, and slighter error margin, superior model ready.
One common, very agreeable function to decide loss of model is “cross-entropy”
and yields improved outcomes. Optimizers gradually alter each adjustable to
diminish loss function, MES here. The gradient descent is used as simplest per-
formance enhancer. It adjusts each variable conferring to extent of loss-derivative
to variable.

6. Reduce MES:
Difference in desired and existent output is squared and error is detected and
lessening is done during training model by improved performance optimizers.
The first-order optimization, the simplest is variant of gradient descent, SGD
techniques performs a parameter update for each training example. These ease
the computation and consume less time, fast-converging capacity on large data
sets.

7. Make Prediction on test data:
Two-phase regression by softmax: first includes proof of info belonging in defi-
nite classes, and aftermakemodification over that confirmation into probabilities.
To count up proof that given picture is in specific class, weighted total of inten-
sities of pixel considered. Result is undesirable if pixel having more intensity,
confirmation against picture belonging to class, and positive on-off chance is
evidence in support.
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Fig. 2 Inference model

4.3 Verification Phase

Verification data set is maintained, consisting of images belonging to 3 categories
of 2 BIN 1 BAG system. Finally, an image from testing data set is given as input to
trained model. The model processes and recognizes pattern and try to predict pattern
and outputs belonging category (Fig. 2).

5 Concepts of Neutral Network Used

Overview of CNN but we will not more specifics of conventional neural networks.

5.1 Choosing Hyper-Parameters

Hyper-parameters are very important for a neural network model, choosing right
hyper-parameters give the desired output. This includes how many layers should
be used for constructing our neural network, what number of convolutional layers,
convolutional channel size, or qualities for stride and the padding of zeros? These are
not trifling examinations and no standards are announced for these by any experts in
deep learning or machine learning. This certainly is on grounds that system will and
to a great extent trust upon sort of evidence that one possesses. Evidence is nothing
but the data that flows within layer or from one layer to another can fluctuate by
size, multifaceted nature of picture, way the picture is being processed, and sky is
limit from there. When captivating a gander at data set, one approach is seeing how
to pick hyper-parameters helping to mining important areas of image while neural
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network is training itself is to locate correct blend that makes deliberations of picture
to appropriate scale.

5.2 Rectified Linear Units (ReLU) Layers

After every layer of convolution, it is a tradition to smear a task of nonlinear layer
or enactment layer instantly thereafter. The motivation behind this layer after layer
of convolution is to acquaint nonlinearity with framework that principally has quite
freshly been registering linear actions amid the convolutional layers just componen-
twise duplications and the sum as whole. In past, nonlinear methods like tanh is
utilized also sigmoid, however, scientists revealed ReLU layers’ work far superior
on grounds established that system can formulate a ton speedier in light of computa-
tional effectiveness but principally without having huge effect to exactness, sustain-
ing has significance. It alleviates additionally fading slope issue, where subordinate
layers of system prepare themselves gradually because, fact that gradient diminishes
enormously exponent over layers (Clarification may off story extent of this post).
The perseverance of ReLU layer smears method f(x) � max(0, x) to greater part of
quantities in voluminous information. Fundamentally, ReLU layer swaps negative
enactments to 0 making inactive. ReLU expands nonlinear properties of model and
general system without influencing responsive fields of convolution layer.

5.3 Pooling Layers

Few ReLU layers after, software engineers may smear layer called pooling layer. It
is likewise alluded as layer of down-sampling. In this class, there are likewise few
more verities of layer alternatives, with max pooling being supreme prominent. This
fundamentally takes channel typically with size 2 × 2 with stride of similar length,
else we can alsomovewith 4× 4max pooling also. At that point, system applies it on
response and yields most extreme number in each subregion that channel convolves
around. The instinctive thinking overdue this layer is, once we realize that particular
element is in first information volume there will be high actuation esteem, its correct
area is not as critical compared to relative area to alternate features.

5.4 Dropout Layers

Presently, dropout layers possess definite methodology for neural systems. Last
section, we spoke about dispute of overfitting, where successive to training, weights
are so adjusted to training, given illustrations then systemdoes not succeedgoodwhen
subjected to new cases. The dropout possibility is oversimplified in own behavior.
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This “drops out” an asymmetrical prearrangement of initiations in layer applied by
assigning zero to those. Isn’t it simple? Presently, advantages of basic and seemingly
superfluous and nonsensical process are in enquiry, all things measured, as it were,
influencing system be repetitive, means entire system to possess ability to stretch
correct categorization or yield to certain illustration nevertheless of whether portion
of actuations are dropped.

5.5 Data Augmentation Techniques

At this point, we are all utmost likely numb to significance of information in Con-
vNets; so, we should discuss conducts that makes your current data set of images,
or audio or data set videos much bigger, just due to couple simple changes. Compa-
rably, we have said recently some time, when computer gets picture information it
takes in variety of pixel intensities. Suppose that entire picture is by 1 pixel moved
left. For us, this revolution is impalpable. Notwithstanding, a computer, this move
be genuinely huge as classification or name of picture does not alters, while cluster
does. Methodologies that modify training information as alteration exhibit portrayal
while keeping mark same called techniques of augmentation. They are approaches
to falsely outspread your data set. Example: the images can be flipped, rotated in
several different angles to generate multiple images out of single image.

6 Neutral Network Model and Mathematical Model

A typical model for neural network for 2 BIN 1 BAG classification is shown. Input
images are fed to neurons at input layer 1 and convolutional operations are done
at layer 1 and layer 2, which is indeed hidden layer with multiple convolutional
operation going on. Finally, the model gets trained for each category of images
(Fig. 3).

Here, we discuss the mathematical model of a CNN. So, what exactly happens
at convolutional layer, a simple dot product is carried out between input image I of
size (m × n) and a convolution filter F of size (3 × 3) given by,

Gconv � conv(i, k) � (I × F)(i, k)

where × is the convolutional operator between I and F, Gconv is the map of feature
vectors obtained as output of convolution, activation is spread on each hik in Gconv

and here, we use ReLU activation function [14], because most of the cases the output
of hidden units is non-negative and in such cases, ReLU helps NN to learn faster,
and given by,
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Fig. 3 Neural network model

Grelu � max(0, hik)

Next to activation layer, a pooling layer is added and here, we have used 2 × 2
max pooling, max in every 2 × 2 grid of Grelu is the output of a max pooling layer,
is given by,

Gmp � max
[
(Grelu)2×2

]

Gmp is the output featuremap ofmax pooling layer.Gmp is the final output obtained
after a convolution and activation layer, that is in a sequence ofGconv, Grelu, andGmp.
The same set is repeated again and finally a “dense” layer and “softmax” activations
are final output layers.

7 Current and Future Scope

7.1 Current Scope

Despite the fact that the present strong waste administration (SWM) situation is a
longway from acceptable, a few results and evaluations in the examination uncovered
that there are satisfactory chances to deal with and enhance the circumstance. The
investigation suggests that a successful strongwaste administration can be guaranteed
bybuilding up an incorporated strongwaste administration rehearses and furthermore
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by a solid public–private organization, where partnership rose as an instrument for
better administration conveyance.

• Currently according to survey done in Bangalore, two lakhs and above households
adopted 2 BIN 1 BAG system.

• Garbage collectors reported that collection of garbage bags exceeded 2 lakh every-
day.

• The amount of garbage landfill was drastically low, in number landfill fate avoided
180 tons and more garbage everyday.

• Along with this 40% of human error is done during classification and this can be
avoided if neural network is placed as classifier.

7.2 Future Scope

SWM is experiment for authorities existent with developing countries primarily due
to growing waste generation, municipal budget load posed results of expenses con-
nected to waste controlling, absence of comprehension over assorted elements vari-
ety influencing the diverse phases of waste administration and linkages important
to empower the whole taking care of framework working. So, there is scope for in
SWM by neural network,

• The neural network can be deployed as application in mobiles and laptops. This
becomes handy for using application wherever we move.

• The application can be used by everyone at home and just capture image picture
by camera and give input for application and application says output category.

• The neural network needs to be populated with thousands of images to make it
stronger classifier. The image in training date set must be increased, so neural
network is trained well resulting in good accuracy.

8 Conclusion

When an image from testing data set is given as input to the trained artificial neural
networkmodel, it will be able to classify it easily to one category among green waste,
reject waste, or reusable waste. No need to bother about the type of the waste and
problem regarding translating this into many languages in India can be avoided. This
increases the efficiency of classification and eliminates human classification errors
completely. The aim of setting faster waste management technology to achieve safer
environment can be accomplished.
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L1-Regulated Feature Selection
in Microarray Cancer Data
and Classification Using Random Forest
Tree

B. H. Shekar and Guesh Dagnew

Abstract Microarray cancer data are characterized by high dimensionality, small
sample size, noisy data, and an imbalanced number of samples among classes. To
alleviate this challenge, several machine learning-oriented techniques are proposed
by authors from several disciplines such as computer science, computational biol-
ogy, statistics, and pattern recognition. In this work, we propose L1-regulated feature
selection method and classification of microarray cancer data using Random Forest
tree classifier. The experiment is conducted on eight standard microarray cancer
datasets. We explore the learning curve of the model, which indicates the learning
capability of the classifier from a different portion of the training samples. To over-
come the overfitting problem, feature scaling is carried out before the actual training
takes place and the learning curve is explored using fivefold cross-validation method
during the actual training time. Comparative analysis is carried out with state-of-
the-art work, and the proposed method outperforms many of the recently published
works in the domain. Evaluation of the proposed method is carried out using several
performance evaluation techniques such as classification accuracy, recall, precision,
f -measure, area under the curve, and confusion matrix.

Keywords Microarray cancer · Learning curve · L1-regulated feature selection ·
Random Forest tree · Classification · Learning curve

1 Introduction

Cancer is an illness behavedbyabnormal cell growth anddivision in anuncontrollable
manner which destroys the healthy tissues of human beings [1]. Biological data are
mostly noisy, high dimensional, and small samples size in nature. In microarray
data analysis, the challenge increases as the gene sequences have large variance,
which leads to overfitting problem and low efficiency during fitting data to a model.
Moreover, the redundant and irrelevant data lead to distortion in model development.

B. H. Shekar · G. Dagnew (B)
Department of Computer Science, Mangalore University, Mangalore, India
e-mail: guesh.nanit@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
N. R. Shetty et al. (eds.), Emerging Research in Computing, Information, Communication
and Applications, Advances in Intelligent Systems and Computing 906,
https://doi.org/10.1007/978-981-13-6001-5_6

65

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6001-5_6&domain=pdf
mailto:guesh.nanit@gmail.com
https://doi.org/10.1007/978-981-13-6001-5_6


66 B. H. Shekar and G. Dagnew

Feature selection process in the domain of microarray cancer data remains to be an
ill-defined and challenging problem due to the high dimensionality, noisy data, an
imbalanced number of samples in each class, and small sample size [2–4].

Feature selection is a process of selecting a subset of relevant features for use
in model construction. Features in microarray data are representative genes, which
represent a measurement of certain traits of the typical biological cell and are char-
acterized by high dimensionality and small sample size. There are several types of
feature selection techniques which are generally categorized as ranking, wrappers,
and ensemblemethods. Classification ofmicroarraymedical datasets plays an impor-
tant role, especially to identify those genes which contribute the most to a certain
biological outcome and predict a result when a new observation arrives [5].

In this work, we propose an efficient L1-regulated feature selection method for
classification ofmicroarray cancer data using RandomForest (RF) tree. L1-regulated
feature selection method is one of the model-based feature selection methods which
uses classifiers such as support vectormachine (SVM) and logistic regression (LR) to
fit the dataset so as to remove the irrelevant features so that these selected features can
be used for classification purpose on other classification models. It works by adding
a penalty term to the ordinary least square methods so as to avoid those features
whose values are zero in the sparse matrix.

The rest of the paper is organized as follows. Section 2 discusses literature survey
related to the proposed work. Section 3 describes the dataset used to validate the
proposed method. Section 4 describes the proposed work, and Sect. 5 discusses
the performance metrics used to evaluate the predictive capability of the classifier.
Section 6 discusses experimental results of the work, and finally, Sect. 7 provides
the conclusion remarks of the work.

2 Related Work

Analysis of biological data such as microarray cancer data analysis is a hot research
area across many interrelated fields. Feature selection methods have the tendency to
provide useful information on the relative relevance of features for a given classifica-
tion problem. Guo et al. [6] propose two-stage dimensionality reduction for classifi-
cation ofmicroarray data. In thefirst step, L1-regularized feature selection is followed
by PLS-based feature extraction on the selected features. The informative the features
that are selected, the better the results will be. Better featuresmean flexibility, simpler
models, and better results having less complex models that are faster to run, easier to
understand, and easier tomaintain.Medjahed et al. [7] introduced kernel-based learn-
ing and feature selection usingLS-SVMapplication for complete cancer diagnosis on
standard microarray cancer datasets, namely Breast, DLBCL, Leukemia, Lung and
Ovarian cancers. Liu et al. [8] proposed weighted extreme learning machine (ELM)
method for multiclass microarray cancer data classification. Farid et al. [9] proposed
combining feature selection with dissimilarity-based representation approach using
decision tree (DT), Naïve Bayes (NB), and KNN classifiers. Moreover, an adaptive
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rule-based classifier for big biological datasets is introduced by García et al. [10]
using Fisher’s linear discriminant (FLD), SVM and multilayer perceptron neural
network (MLP). Kumar et al. [11] introduced feature selection based on ANOVA
for classification purpose using MapReduce framework. Ebrahimpour and Eftekhari
[12] introduced maximum relevancy and minimum redundancy (MRMR) method of
feature selection for classification using hesitant fuzzy sets.

3 Dataset Description

In this study, eight standard microarray cancer datasets are considered. Each dataset
is described in terms of sample size, the original number of features before feature
selection, number of classes, training, and test size as shown in Table 1. Those
standardmicroarray cancer datasets are taken from various data repositories [13–15].
We consider both multiclass and binary class microarray cancer datasets. Colon
cancer data are binary class dataset which has 2000 original number of features and
62 patients. This dataset is divided into a training set of 37 samples and test set
samples of 25, whereby 18 of these test samples are class 1 and the remaining 7
are from class 2. Similarly, Leukemia_2C, Ovarian, and Prostate cancer datasets are
binary classes with 7129, 15,154, and 12,600 features and 72, 253, and 102 patients.
These datasets are divided into training and test set samples as 43 training samples
and 29 test samples for Leukemia_2C, in the case of Ovarian data, 153 training
samples, and 102 test samples. With respect to the Prostate cancer data, there are
102 sample patients each having 12,600 gene expression levels and the samples are
divided into 61 training cases and 41 test cases. The rest of the datasets are multiclass
datasets in which their sample size, number of features, number of classes, training
and test size are presented in Table 1.

Table 1 Dataset description

No. Dataset Sample size Number of
features

Number of
classes

Number of
training
samples

Number of
test samples

1 Colon
cancer

62 2000 2 37 25

2 Leukemia_2C 72 7129 2 43 29

3 Leukemia_3C 72 7129 3 43 29

4 MLL_3 72 7129 3 43 29

5 Ovarian 253 15,154 2 151 102

6 Prostate 102 12,600 2 61 41

7 SRBCT 83 2308 4 49 34

8 Tumor 174 12,534 11 104 70
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4 L1-Regulated Feature Selection

L1-regulated feature selection is one of the model-based feature selection meth-
ods which uses classifiers such as SVM and logistic regression to fit the data so
as to remove the irrelevant features so that these selected features can be used for
classification purpose on other classification models. Overfitting is a typical chal-
lenge in microarray cancer data analysis. To handle this constraint, regularization
methods such as L1 (LASSO) and ridge-based methods are widely used with linear
models to select optimal features for classification and regression problems. The
L1-regularization adds a constraint to the loss function, where α is the controller
parameter and w represents the coefficients of the model.

L1-regulated feature selection method (See Eq. 3) is formulated by adding a
penalty term (See Eq. 1) to the least squares (Eq. 2), where p is the penalty, α is a
control variable, d is the dimension, and |Wi | is the coefficient of ith sample.

p � α ∗
d∑

1�1

|wi | (1)

LS(E) �
n∑

k�1

(
y −

(
d∑

i�1

w ∗ Xi

)2

(2)

E(w) �
n∑

k�1

(
y −

(
d∑

i�1

w ∗ Xi

)2

+ α ∗
d∑

i�1

|wi | (3)

In this work, we propose an efficient L1-regulated feature selection method for
classification of microarray cancer data. L1-based feature selection method is effi-
cient in selecting optimal features by removing the irrelevant features having weights
of zero. L1-regulated feature selection method uses a parameter “α” to control the
number of features to be selected. As the value of the parameter “α” becomes small
number such as (α � 0.0001), few features will be selected comparing to a relatively
bigger value of “α” such as (α � 0.1).

The constraint enforces lower-valued features to have zero coefficients ultimately
to select few and optimal features. It makes big sparse features with few of them
relevant whose weight is nonzero, and most of the irrelevant features will get a zero
weight so that these featureswill not be considered by themodel during classification.
In this work, the Random Forest tree model is used as a base classifier.

Feature scaling is essential to overcome the overfitting problem of a model. Equa-
tion (1) is used to scale down the value of features to be between zero and one [0, 1]
for easy fitting of the model where f new stands for the transformed values for each
gene expression, Xi is the ith sample in the dataset, μ stands the mean of the feature
vector, and σ stands the standard deviation of the feature vector.

fnew � (Xi − μ)/σ (4)
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Fig. 1 Workflow diagram of the proposed model

4.1 Workflow Diagram of the Proposed Method

The workflow of the proposed method is described as follows for both the feature
selection and classification process. Given the original microarray cancer dataset,
the splitting of the features and labels takes place followed by L1-regulated feature
selection to get the candidate relevant features to train the model. Next, splitting of
the data into training and test samples is carried out. Feature scaling is conducted
followed by fitting the RF classifier, and finally, the predictive capability of themodel
is evaluated on the test data. The performance of the method is evaluated in terms
of classification accuracy, precision, recall, f -measure, ROC curve, and confusion
matrix (see Fig. 1).

4.2 Random Forest Tree Classifier

Random Forest tree classifier is a bundle of decision trees working by averaging
noisy and unbiased models to create a model with higher predictive accuracy. The
rational to useRandomForest classifier here is that it enhances classification accuracy
comparing to the use of single classifiers. First, the dataset is divided into n number
of subsamples and each of the subsamples are trained in d number of decision trees
(See Fig. 2). Each of these decision trees trains and predicts the class of the subsets,
and the final class label prediction is carried out based on the principle of majority
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Fig. 2 Random Forest tree flow diagram

voting. The probability of a sample to be member of a certain class is expressed by
the probability of each features f of a sample toward class c as shown in Eq. 5, where
p is the probability and n is the number of samples.

p(c| f ) � p1(c| f ) + p2(c| f ) + · · · + pn(c| f )
n∑

i�1

(pi (c| f ) (5)

4.3 Algorithm of Random Forest Tree

Random Forest (RF) tree is an ensemble algorithm which is applicable for classifi-
cation and regression related problems. In this work, the Random Forest tree is used
as a classifier in. Random Forest classifier is an ensemble of several decision trees
which takes random samples from the training data to give several predictions, and
the most frequently, predicted class is considered as the final class label.

Algorithm 1 Algorithm of Random Forest

Input: Features of raw microarray cancer data
Output: Classification report of Random Forest classifier
Procedure:
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1. Randomness: Randomly select k features from m number of total features,
where k < m

2. Apply best split: Among the k features, compute the node d by applying best
split technique

3. Create child node: Split the node into child nodes applying best split
4. Repeat steps 1 to 3: Until l number of nodes are reached
5. Construct forest of trees: By repeating steps 1–4 for n number times with

replacement to create n number of trees
6. Predict: Consider the test features and apply the rules of the created decision

tree to predict the target label
7. Compute vote of each tree: Compute the votes for each predicted target label
8. Final voting: The most frequently voted predicted class label is taken as the

final class label

5 Evaluation Metrics

To evaluate the results of the proposedmodel, performancemeasures such as classifi-
cation accuracy (CA), recall, precision, f 1-measure, receiver operating characteristic
(ROC), and area under the curve (AUV) are used. As shown in Eq. 6 classification
accuracy is computed as the ratio of correctly classified test samples size in the test
data. Since accuracy alone is not sufficient to measure the performance of a model,
other performance metrics are also considered.

Accuracy � TP + TN

TP + FP + TN + FN
(6)

Recall also known as sensitivity is a true positive rate, which is the ratio of true
positive (TP) to the sum of true positive (TP) and false negative (FN). It measures
the number of true positives (TP) to the ratio of total TP and FN as shown in Eq. 7.

Recall � TP

TP + FN
(7)

Another performance measure used in this work is the precision which is also
referred to as positive predictive value (PPV). Equation 8 shows the precision which
computes the ratio of correctly classified samples (true positives) to the sum of true
positives and false positives.

Precision � TP

TP + FP
(8)

Moreover, as shown in Eq. 9, F1-measure is also used as a performance metric.
This metric is applied to neutralize the biases in precision and recall. F1-measure
considers the harmonic mean of precision and recall as shown in Eq. 5.
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Fmeasure � 2 ∗ (Precision ∗ Recall)

Precision + Recall
(9)

6 Experimental Results and Discussion

In this section, detailed discussion of the experimental results of the proposedmethod
is provided. The evaluationmethods such as classification accuracy, precision, recall,
f -measure, confusion matrix, and learning curve are employed to assess the perfor-
mance of the Random Forest tree classifier.

As shown in Table 2, the experimental results are presented and the performance
of the model was evaluated in terms of classification accuracy, precision, recall, f 1-
Measure, and AUC and confusion matrix. Accordingly, the model performs 1.00%
perfect classification on two binary class datasets and one multiclass dataset, namely
Leukemia_2C and Ovarian and SRBCT, respectively. The precision, recall, and f -
measure on these three datasets are also 100%which shows that the proposed feature
selection method is performing well in identifying the informative features as can
be seen in Fig. 3. On the other hand, the model’s classification accuracy on the other
datasets is 0.96 on Colon cancer, 0.93 on Leukemia 3 class, and 0.95 on Prostate
datasets. Furthermore, the model scores a classification accuracy of 0.97 and 0.90
on MLL 3 class dataset and 11-class Tumor dataset, respectively. For further perfor-
mance measures such as precision, recall, f 1-measure, and AUC on each dataset, see
Table 2 and Fig. 3.

Table 2 Classification report using Random Forest tree classifier

Dataset Number of
features

Accuracy Precision Recall F1 measure AUC

Colon cancer 78 0.96 0.97 0.96 0.96 0.95

Leukemia_2C 36 1.00 1.00 1.00 1.00 1.00

Leukemia_3C 27 0.93 0.94 0.93 0.93 0.95

MLL_3 31 0.97 0.97 0.97 0.97 0.98

Ovarian 23 1.00 1.00 1.00 1.00 1.00

Prostate 45 0.95 0.96 0.96 0.95 0.95

SRBCT 61 1.00 1.00 1.00 1.00 0.97

Tumor 132 0.9 0.94 0.90 0.90 0.76
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Fig. 3 Classification reports of Random Forest tree on all of the datasets using classification accu-
racy, precision, recall, F-measure, and AUC

6.1 The Learning Curve of Random Forest Tree Classifier
on All Datasets

A learning curve is a function of the predictive error in a given training and test sets
over a range of progressively increasing training set size [16]. Learning curve is used
to demonstrate the improvement in accuracy with progressive increase of training
data ultimately to manage the variance and bias of the model. The learning curve of a
model indicates the score from a training and test samples on a various portion of the
training data. Moreover, learning curve shows to what extent the model is benefitting
as a result of adding more number of training data. The bias and variance errors
are also identified by introducing a learning curve to classification model. Learning
curve considers training examples along the x-axis, and the accuracy scored for both
training and test samples is indicated on the y-axis. Microarray cancer data always
suffers from lack of sufficient which leads, in learning curve case, unable to addmore
number of data for the model to enhance its generalization.

The model is also evaluated in terms of a learning curve which indicates the
model’s learning capability from a different portion of the training samples. An
experimental study of the learning curve is carried out using fivefold cross-validation
where the dataset is divided into five equal portions. Each training portion of the
dataset has the chance of being test set as four of the folds are for training and the
remaining one fold is for testing. As shown in Table 3, the learning capability of the
model generally increases as the training data increases. The training accuracy of the
models reaches 100% for all datasets. In the case of Colon cancer data, the average
learning accuracy of the model is 0.98 at k � 1 where there are only four training
samples and gradually reaches 0.99 when the training sample size is 46 at k � 5 and
the maximum accuracy scored at this point is 1. The average test accuracy is initially
0.74 and reaches 0.81, with amaximumvalue of 0.94. Similarly, for Leukemia 2 class
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Fig. 4 Learning curve for
Colon cancer data

Fig. 5 Learning curve for
Leukemia_2C cancer data

cancer data, the average learning accuracy of the model is 0.98 at k � 1 where the
training sample size is 5 and gradually reaches 100% when the number of training
sample increases to 54 at k � 5, the average accuracy of Leukemia 2 class data
becomes 0.6 and reaches 0.96, with a maximum value of 1. Generally, the average
training and test accuracy of the model depicts the bias and variance. If we look
the case of Tumor 11 class dataset, the average training accuracy is 0.32 when the
training sample size is only 13 at k � 1 and as the sample size increases to 130 at k
� 5, the average test accuracy reaches 0.78 with a maximum value of 0.91; hence,
variance error is observed here. The model is showing that the variance error can be
solved by adding more number of training samples. The detail about the behavior of
the model with respect to average training accuracy, average test accuracy, maximum
value with increasing training size can is presented in Table 3 and Figs. 4, 5, 6, 7,
8, 9, 10, and 11 for all the experimental datasets. The hyphens in the last column of
Table 3 indicate that value is not applicable.

As shown in Figs. 4, 9, and 11, for Colon, Prostate, and Tumor_11 class, there is a
great gap between the training and test accuracy.However, themodel’s generalization
is increasing as more number of training examples are added. Model’s high variance
(big gap between training and test score) is resolved by getting additional training
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Table 3 Experimental results of a learning curve for fivefold cross-validation on all of the dataset

Dataset Average
training and
test scores
per portion
of the
dataset

K � 1 K � 2 K � 3 K � 4 K � 5 Maximum
value

Colon Training size
in each CV

4 14 25 35 46 –

Mean of
train
accuracy

0.98 0.99 0.99 0.99 0.99 1

Mean of test
accuracy

0.61 0.72 0.77 0.79 0.81 0.94

Leukemia_2C Training size
in each CV

5 17 29 41 54 –

Mean of
train
accuracy

0.98 1 1 1 1 1

Mean of test
accuracy

0.74 0.90 0.94 0.95 0.96 1

Leukemia_3C Training size
in each CV

5 17 29 41 54 –

Mean of
train
accuracy

0.99 1 1 1 1 1

Mean of test
accuracy

0.57 0.80 0.87 0.90 0.93 1

MLL Training size
in each CV

5 17 29 41 54 –

Mean of
train
accuracy

0.98 0.99 0.99 0.99 1 1

Mean of test
accuracy

0.56 0.83 0.92 0.95 0.96 1

Ovarian Training size
in each CV

18 61 103 146 189 –

Mean of
train
accuracy

0.99 1 1 1 1 1

Mean of test
accuracy

0.90 0.98 0.99 0.99 1 1

Prostate Training size
in each CV

7 24 41 58 76 –

(continued)



76 B. H. Shekar and G. Dagnew

Table 3 (continued)

Dataset Average
training and
test scores
per portion
of the
dataset

K � 1 K � 2 K � 3 K � 4 K � 5 Maximum
value

Mean of
train
accuracy

0.99 0.99 0.99 0.99 0.99 1

Mean of test
accuracy

0.61 0.78 0.82 0.84 0.86 1

SRBCT Training size
in each CV

6 20 34 48 62 –

Mean of
train
accuracy

0.97 0.99 1 1 1 1

Mean of test
accuracy

0.47 0.83 0.92 0.95 0.97 1

Tumor 11
class

Training size
in each CV

13 42 71 100 130 –

Mean of
train
accuracy

0.99 0.99 1 1 1 1

Mean of test
accuracy

0.32 0.58 0.70 0.74 0.78 0.91

Fig. 6 Learning curve for
Leukemia_3C cancer data
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Fig. 7 Learning curve for
MLL cancer data

Fig. 8 Learning curve for
Ovarian cancer data

Fig. 9 Learning curve for
Prostate cancer data
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Fig. 10 Learning curve for
SRBCT cancer data

Fig. 11 Learning curve for
Tumor_11 class cancer data

samples, which is not applicable in the case of microarray cancer datasets as there
is always a shortage of training examples. Moreover, the learning curve indicates
early convergence on the existing number of training samples and the model will not
more benefit from adding more number of training examples as shown in Figs. 5,
7, 8 and 10 for Leukemia_2C, MLL, Ovarian and SRBCT datasets respectively.
The learning curve for these particular datasets is converging to a similar point
with existing training data and the gap between training and test accuracy to show
low variance and bias; hence, the model is more generalizing even when new data
points are added. In the case of Leukemia 3 class dataset, the learning curve shows a
moderate convergence and themodel ultimately benefitted from addingmore number
of training examples.
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Fig. 12 ROC of Colon
cancer data

6.2 ROC Curve

ROC curve is a graph which shows the effectiveness of a classifier’s predictability
which is constructed considering the true positive rate on the x-axis against the false
positive rate in the y-axis for different cut-off points. A perfect classifier has ROC
curve which touches the upper left corner which indicates perfect classification that
all true positives and false negatives are fully identified. ROC curve for the binary
class is a single function which considers the two classes. In the case of multiclass
data, ROC curve is computed class-wise and an average of the number of classes
is taken as a final decision point. Two types of average are computed which are the
micro-average and macro-average, whereby the micro-average considers a number
of samples in each class, and the macro-average is assumed all classes have equal
weight in the computation of ROC curve. As shown in Figs. 13 and 14, the classifier
performs well by scoring an area under the curve (AUC) of 1.00 for Ovarian and
Leukemia 2 class datasets. On the other hand, themodel scores AUC of 0.95 and 0.97
for Colon and Prostate cancer data are indicated in Figs. 12 and 15. Furthermore,
model scores an AUC of 0.98 for 3-class MLL dataset as shown in Fig. 16 and
the score for Leukemia 3 class dataset is 0.95 as shown in Fig. 17. Similarly, the
model scores an AUC of 0.97 on SRBCT as shown in Fig. 18. The model has shown
relatively high variance (overfitting) on Tumor dataset and is scoring an AUC of 0.76
as indicated in Fig. 19.
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Fig. 13 ROC of
Leukemia_2 cancer data

Fig. 14 ROC of Ovarian
cancer data

Fig. 15 ROC of Prostate
cancer data
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Fig. 16 ROC of MLL
cancer data

Fig. 17 ROC of
Leukemia_3C cancer data

Fig. 18 ROC of SRBCT_4C
cancer data
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Fig. 19 ROC of
Tumor_11C cancer data

Fig. 20 Confusion matrix
(Colon cancer)

6.3 Confusion Matrix

The confusion matrix is one of the performance measures which shows correctly
and wrongly classified test samples. A perfect classifier displays all the true and
true negative samples along the diagonal and off-diagonal elements of the confusion
matrix which is filled with zeros. The model’s confusion matrix of this work is
presented in Figs. 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, and 27. The test samples
along the diagonal from top left to bottom right are correctly classified test samples,
and if there are nonzero values in the off-diagonal area, those test examples are
misclassified.

Comparative analysis of the proposed work is carried out with state-of-the-art
works in the domain. The proposed work outperformsmany of the proposedmethods
as shown in Table 4. The hyphen-valued cells indicate that these particular works do
not use the datasets in their experiment.
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Fig. 21 Confusion matrix
(Leukemia_2C)

Fig. 22 Confusion matrix
(Ovarian)

Fig. 23 Confusion matrix
(Prostate)
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Fig. 24 Confusion matrix
(Leukemia_3C)

Fig. 25 Confusion matrix
(MLL_3C)

7 Conclusion

Curse of dimensionality, imbalanced sample size to a number of features, and noisy
data are some of the core challenges in the analysis of microarray cancer data. To
alleviate these challenges, feature selection plays a vital role. In this work, we pro-
pose the L1-regulated feature selection using linear support vector machine (LSVM).
The experiment is conducted on eight standard microarray cancer datasets. Feature
scaling is carried out so as to enhancemodel’s performance using the z-score normal-
ization method. As a classifier, the Random Forest tree is used. We have explored the
learning curve of the classifier by varying the number of training examples in the For-
est for each dataset to get small gap (low error) between the training and test scores,
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Fig. 26 Confusion matrix
(SRBCT_4C)

Fig. 27 Confusion matrix
(Tumor_11C)

hence to control the variance-bias trade-off. An optimal learning curve is achieved
for Ovarian, Leukemia_2C, MLL, and SRBCT datasets. The other datasets such as
Tumor 11 class Colon cancer data are showing relatively high variance but still indi-
cates the model can be converged by adding progressively more number of training
examples, which the microarray cancer data are not enjoying due to the shortage of
sample size. Comparative analysis with state-of-the-art works is conducted, and the
proposed method shows better performance in almost all the datasets. Evaluation
methods such classification accuracy, precision, recall, f 1-measure, and ROC curve
which has the AUC are applied. As a future work, we plan to handle the high variance
in some of the datasets to converge with an existing constrained number of sample
sizes.



L1-Regulated Feature Selection in Microarray … 87

References

1. Alberts, B., Johnson, A., Lewis, J., Raff, M., Roberts, K., & Walter, P. (2002). Cancer as a
micro evolutionary process

2. Sharbaf, F. V., Mosafer, S., & Moattar, M. H. (2016). A hybrid gene selection approach for
microarray data classification using cellular learning automata and ant colony optimization.
Genomics, 107(6), 231–238.

3. Latkowski, T., & Osowski, S. (2015). Data mining for feature selection in gene expression
autism data. Expert Systems with Applications, 42(2), 864–872.

4. Latkowski, T., & Osowski, S. (2017). Gene selection in the autism-comparative study. Neuro-
computing, 250, 37–44.

5. Wang, Z., Zineddin, B., Liang, J., Zeng, N., Li, Y., Du, M., et al. (2014). cDNA microarray
adaptive segmentation. Neurocomputing, 142, 408–418.

6. Guo, S., Guo, D., Chen, L., & Jiang, Q. (2017). A L1-regularized feature selection method
for local dimension reduction on microarray data. Computational Biology and Chemistry, 67,
92–101.

7. Medjahed, S. A., Saadi, T. A., Benyettou, A., & Ouali, M. (2017). Kernel-based learning and
feature selection analysis for cancer diagnosis. Applied Soft Computing, 51, 39–48.

8. Liu, Z., Tang, D., Cai, Y., Wang, R., & Chen, F. (2017). A hybrid method based on ensemble
WELM for handling multi class imbalance in cancer microarray data. Neurocomputing.

9. Farid, D. M., Al-Mamun, M. A., Manderick, B., & Nowe, A. (2016). An adaptive rule-based
classifier for mining big biological data. Expert Systems with Applications, 64, 305–316.

10. García, V., & Sánchez, J. S. (2015).Mappingmicroarray gene expression data into dissimilarity
spaces for tumor classification. Information Sciences, 294, 362–375.

11. Kumar, M., Rath, N. K., Swain, A., Rath, S. K. (2015). Feature selection and classification
of microarray data using mapreduce based anova and k-nearest neighbor. Procedia Computer
Science, 54, 301–310.

12. Ebrahimpour, M. K., Eftekhari, M. (2017). Ensemble of feature selection methods: A hesitant
fuzzy sets approach. Applied Soft Computing, 50, 300–312

13. Zhu, Z., Ong,Y.-S.,&Dash,Manoranjan. (2007).Markov blanket-embedded genetic algorithm
for gene selection. Pattern Recognition, 40(11), 3236–3248.

14. Tsamardinos, I.,. Statnikov, A., Aliferis, C. F.: Gene expressionmodel selector. (Online). Avail-
able: http://www.gems-system.org/.

15. Andres Cano, S. M., &Masegosa, A. Elvira biomedical data set repository (Online). Available:
http://leo.ugr.es/elvira/DBCRepository/.

16. Hess, K. R., &Wei, C. (2010). Learning curves in classification with microarray data. Seminars
in Oncology, 37(1) (Elsevier).

17. Dashtban, M., Balafar, M., & Suravajhala, P. (2018). Gene selection for tumor classification
using a novel bio-inspired multi-objective approach. Genomics, 110(1), 10–17.

18. Dash, R. (2018). An adaptive harmony search approach for gene selection and classification of
high dimensional medical data. Journal of King Saud University-Computer and Information
Sciences.

19. García, V., Salvador Sánchez, J. (2015). Mapping microarray gene expression data into dis-
similarity spaces for tumor classification. Information Sciences, 294, 362–375.

20. Bouazza, S. H., et al. (2018). Selecting significant marker genes from microarray data by filter
approach for cancer diagnosis. Procedia Computer Science, 127, 300–309.

21. Chen, K.-H., et al. (2014). Applying particle swarm optimization-based decision tree classifier
for cancer classification on gene expression data. Applied Soft Computing, 24, 773–780.

22. Kumar, M., Singh, S., & Rath, S. K. (2015). Classification of microarray data using functional
link neural network. Procedia Computer Science, 57, 727–737.

http://www.gems-system.org/
http://leo.ugr.es/elvira/DBCRepository/


Automated Delineation of Costophrenic
Recesses on Chest Radiographs

Prashant A. Athavale and P. S. Puttaswamy

Abstract The lung image segmentation using amodel-based approach is a challenge
owing to the sheer complexity and variability of the lung shape in a given data
set. As a part of our effort to segment the lungs, we report a method to delineate
the costophrenic (CP) recess without the human intervention. Active shape model
(ASM) is used to point to the probable area of the CP recess, and a prior knowledge-
based processing delineates the CP recess and hence determines the angle. The
proposed method is fast and shows satisfactory results. It is intended to be used as a
preprocessing step in segmenting the lungs’ contour. The proposed method also can
be used to initialize the model contour in any other ASM-based lung segmentation
algorithms. The algorithm was tested on 45 non-nodule lung images from the JSRT
database. An average accuracy of 87.02% is achieved. A comparison of the results
of proposed method and gold standard which is obtained by manual delineation is
given.

Keywords Costophrenic angle · Active shape model · Lung segmentation ·
Computer-aided diagnosis · Sensitivity · Specificity · Jaccard index

1 Introduction

1.1 Background

The contributions of digital image analysis toward faster and accurate evaluation of
nodules on lungs will increase the chances of survival of the patient. The digital
chest X-ray (CXR) is an important tool for early detection of abnormality in the
lungs. It not only gives first-hand information about the malignancy condition, but
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also the type of the disease to a diagnostician. Digital CXR requires less radiation,
as compared to the analog type, and it is economical too.

The requirement of an automated diagnostic unit in a routineCXRbecomes imper-
ative in cases wheremass screening is a norm, like pre-employment screening. Of the
various steps in the analysis of the CXR by an automated means, the segmentation
of the lung field is the first step.

Calcium in the bones, tissues of the muscle, fat, air, and other contrasting agents
(if present) are the ones which create various shades of gray on the radiograph. The
basis for all the interpretations on any radiograph is the differences in densities of
overlapping parts of the body. The diagnostician observes the CXRwith a systematic
approach and looks for some key features before concluding on the findings. Some
of the key features are airways, ribs, shadows of the breast, silhouette of the heart,
costophrenic angle, the diaphragm, and evidence for filling up of alveolar sacs and so
on. This paper presents a modified ASM-based approach to delineate the CP angle.

The paper is presented as follows: Sect. 1.2 describes the anatomy and function-
ality of the CP recess. A survey of some related works is reported in Sect. 1.3, and
then, Sect. 2.1 explains the input images used. The proposed method is explained in
Sect. 2.2. It is followed by Sect. 3 with a description of results obtained by testing
the method on the data set. The conclusion is presented in Sect. 4.

1.2 CP Recess and Visibility on the CXR

The ribs enclose mainly the pair of lungs and the heart apart from some other organs
of the respiratory and circulatory system. The diaphragm, a muscle which separates
the thoracic cavity and the abdominal cavity, is primarily responsible for the act
of breathing in which it contracts and expands. This movement cyclically creates
pressure differences in the thoracic cavity. The air is inhaled and exhaled accordingly.
The lungs are contained in pleural sac and are surrounded by the rib cage,with enough
lubrication in the form of membranous secretions. At the bottom of the rib cage on
both left and right sides, the diaphragm creates a recess with it, which is visible on a
chest radiograph known as costophrenic angle. It originates from the words ‘costo’
meaning the ribs and phrenic meaning, the diaphragm.

Thus, the peculiarity of theCP angle is that it is a region created by the gap between
the diaphragm and the rib cage at the lower part, and which is useful while inhaling,
wherein the lung tissue gets extra space for expansion into this region. The space
created over here could be filled with fluids, the corresponding clinical conditions
known as pleural effusions. The visibility of the effusion is dependent on the position
of the patient during the filming of CXR. Generally, the fluid gets collected at the
lowest region of the chest cavity. If the patient is upright while capturing the CXR,
then the fluids obscure the visibility of CP angle or its blunting. This becomes a very
important biological marker for the diagnostician to interpret the CXR image.
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1.3 Literature on CP Angle Detection

Segmenting the lungs as a preprocessing step is crucial to increase the success of
image analysis methods of a computer-aided diagnostic system. Lung segmentation
has been carefully studied and reported in the literature and can further be classified
on various bases. The most basic is the thresholding method. Model-based methods
have been used in the segmentation of the lungs owing to the repetitive form of the
shape. This set of methods includes active contours, deformable templates, and level
set methods. The approach that is being discussed in this paper starts with the active
shape model, proposed by Cootes et al. [1]. The ASM is a set of point coordinates
which define the shape of the object. It is an important algorithm because of its ability
to incorporate the prior knowledge derived from the training data set about the shape
under consideration and its robustness in modeling very complex shapes. There are
a variety of modifications done on the ASM as central theme and thence applied to
segmentation tasks.

The initial placement of the contour model on the target image is very crucial, but
efforts have been made to overcome the sensitivity of it by Tsai et al. [2]. Region-
based methods and edge determining are combined in the work of Paragios and
Deriche [3]. They have made the active shape model more robust to noise and shown
the implementation to the detection of complex curves.

Instead of an intensity gradient feature, the work of Shi et al. [4] used a modi-
fied scale-invariant feature transform (SIFT) descriptor, which modeled the feature
around the pixel in an image. They have also imposed patient-specific constraints
on the deformable contour in improving the accuracy of lung segmentation. Another
work which uses the intensity and morphology information around the CP recess is
byMaduskar et al. [5], which propose amethod for localizing the CP region, wherein
they have used the chest wall as a landmark structure.

A sharp and acute CP angle and symmetrical lungs are considered normal. This
has been investigated in the work of Wan Ahmad et al. [6], where the abnormality
features are represented as scores. The scores in connection with other parameters
are used for the image analysis. The work of Campadelli and Casiraghi [7] requires
that the position of the CP angle be clearly defined for detecting the bottom boundary
of the lungs. The ASM-based algorithm models are more prone to become unstable
due the outliers. If the outliers are clustered at a landmark point, then the search is
impaired. Treating outliers in the region of CP recess is not specifically mentioned
in the literature, but the works of Nahed et al. [8], De la Torre and Black [9], Behiels
et al. [10] are significant. Behiels impose a penalty for the differences in neighboring
possible positions to refine the cost function. Thus, it can be observed that the CP
angle delineation is always a part of an algorithm of segmenting the lungs, and not
reported separately. Hence, comparison of our work with other methods is difficult.
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2 Material and Method

2.1 Input Images

We have used the CXR images from the Japanese Society of Radiological Technol-
ogy database [11]. This database has 154 images with nodules and 93 non-nodule
images, with a resolution of 2048 × 2048 matrix sizes, and the size of each pixel
is 0.175 mm. Unlike a single template with rigid shape which can be used in an
industrial segmentation application, the problem at hand is very much prone to the
variability in the shape of the lungs due to age, sex, and/or the height of the individual.

The ASM model for segmenting the lungs was created by averaging the shapes,
each of which are having 32 model or landmark points using 30 images of the JSRT
database as training set. The ASM model is made to cover the outline of the entire
ribcage. At this stage, the right lung and left lung are not modeled separately. Apart
from the lung contour, models of the gray-level distributions at the landmark points
were also created. The gray-level model at each of the landmark points has a length
of 31 pixels. The ASM lungs’ contour and the associated gray-level model at each
point are used in searching for the best fitting curve on the target image. This coarsely
finds the lungs edges and requires multiple iterations to accurately settle on to the
true edge. The ground truth for some of the images of JSRT database is publicly
made available by van Ginneken et al. [12].

The 32 landmark points can be described by a vector x � (x1y1, x2y2, …, x32y32),
where xk and yk are the coordinates of the kth point. As described by the ASM
algorithm, the average of all the annotated points from the 30 training images is
expressed by

x̄ � 1

30

32∑

k�1

xk (1)

and the corresponding covariance matrix S will be

S � 1

30

32∑

k�1

dxkdx
T
k (2)

where

dxk � xk − x̄ (3)

is the deviation of each of the kth shape from x̄. The model x̄ is placed on the target
image, and the model points are moved perpendicular to the edge of the lungs. Along
the perpendicular direction, a best match to the gray-level model at that point in terms
of a cost minimizing function is searched before updating the new position of the
coordinate points.
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Fig. 1 Various intermediate steps for obtaining the location of the diaphragm a an input image
from the JSRT database, b initial placement of the ASM model on it, c one iteration of the ASM
algorithm to estimate the location of the diaphragm in the given image, and d accurate position of
the diaphragm determined and marked

2.2 Proposed Method

To accurately determine the CP recess and hence its angle on a given CXR, a hybrid
algorithm of the model-based and rule-based detection methods is proposed. Mor-
phological operations are implemented locally to reduce noise and highlight the
structures of interest. To highlight the subtle anatomical structures of the lungs, and
suppress the foreground, all the steps mentioned in this paper are applied on the
compliment of the target grayscale CXR. First, the ASM model contour as given
Eq. (1) is placed on the target image and rough estimate of the CP recess point is
found. The important steps starting from the placing of themodel on the target image,
corresponding result of one iteration of ASM and hence the detection of diaphragm
are shown in Fig. 1.

At the end iterations, the ASM converges on the best edge lying within its search
range. Figure 2 shows highlighted right CP region for two test images from the
database, at the end of first iteration. In Fig. 2a, the delineation is closer to the actual
boundary, and that in Fig. 2b is far from correct. The disadvantage of applying ASM
alone for the detection of CP angle results in the contour model settling at points
which are not true edge as shown in Fig. 2b. It needs further refinement by the
rule-based approach.

To overcome the problems associated with ASM, the proposed method uses ASM
for global coarse shape detection, and rule-based approach for further refinement of
the detected edges at local features like the corners of lungs, notch of the aorta, etc.
The local feature detection is guided by the knowledge of the anatomy and hence is
more accurate. We will demonstrate the efficiency of the proposed method through
experimental results.

The steps involved in the delineation of theCP recess and hence the determinations
of the CP angles are as follows:

Step 1: Run the ASM algorithms’ one iteration on the target CXR image.
Step 2: Determine the location of diaphragm in right and left sides of the input image,
which will be used as the reference for CP recess.
Step 3: Carve out suitable region around the reference point obtained from Step 2.
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Fig. 2 a A portion of CXR highlighting the right-side CP recess, approximately delineated by one
iteration of the ASM and b another example of the right-side CP recess, where ASM has settled at
non-edge location in one iteration

Step 4: Divide that region vertically at the center into two parts; each part will contain
the right and left portions of the diaphragm and the CP recess.
Step 5: Determine the gradient of these right and left portions by Gaussian gradient
operator to highlight the lung edges at CP recess.
Step 6: Threshold each of the resulting right and left regions to obtain the prominent
CP recess.
Step 7: Find the lowermost point, which is the tip of the CP angle.

The region around the CP recess has many details and possible malignancies.
Also, the texture of the CP recess is different from the surrounding, and to highlight
the lateral walls of the CP recess, we use Gaussian gradient operator in the horizontal
direction, in which standard deviation is denoted as ‘σ ’.

If the parameter σ is small, then finer details are all highlighted, which would
make the edge detection technique vulnerable. On the other hand, if it is large, the
image is blurred. For visual comparison, the horizontal gradients computed on the
right-side CP recess are presented for four values of σ viz. 0.1, 1, 5, and 10, in Fig. 3.
It can be observed that as σ increases, finer details are suppressed, and the lateral
edges are clear.

Three columns of images in Fig. 4 indicate the results of applying our method of
delineation of the right-side CP recess. Step 1 as mentioned above is only to get an
estimate of the possible location of the diaphragm. Even though ASMmethod is fast
and simple, multiple iterations of it in finding a best fit have been avoided, thereby
reducing the time required for final delineation.Theother reason for omittingmultiple
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Fig. 3 A section of lower right part of the CXR where CP recess is shown in a original image,
b blurring by the Gaussian kernel of σ � 0.1, c σ � 1, d σ � 5, and e σ � 10
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Fig. 4 The results of intermediate steps of the proposed algorithm applied on three different images
taken from the JSRT database and corresponding results for the right-side CP indentation. First row
is the ROI in the input image. Second row is the gradient magnitude. Only the enhanced CP recess
is shown in third row. Fourth row is CP recess delineated
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iterations is the tendency of the ASM model to converge at a strongest matching-
profile locationwhich could be different from the true edge. FromStep 2, the possible
location of the diaphragm is obtained, which is in terms of the rows of the image.
Only a rectangular region is selected for further processing as shown in the first row
of Fig. 4. This again reduces the handling of the large size of data. The so-obtained
subimage contains the prominent looking CP recesses on either side. Apart from the
CP recess, a faintly visible diaphragm and the base of the heart silhouette are part of
the subimage.

A general thresholding operation will not be able to segment these multimodal
images in logical groups because of the small variation in gray levels between ROI
and background, and hence, adaptive thresholding is implemented on the Gaussian
blurred image. The resulting binary image will have many blobs which will affect
the detection of diaphragm, and hence must be omitted. Morphological operations
are used to omit the background pixels and highlight the recess. Having located
the diaphragm sections of the respective sides, the CP recess is obtained by further
processing. As shown in Fig. 4, the section under consideration will have the CP
recess at the corner. The ASM has the tendency to settle at a location which may
not be the true edge. Therefore, for determining the tip of the CP recess, simple
processing steps like row-wise scanning in the binary image has been applied. Thus,
the tip of the CP recess is found. The CP recess is flanked by the diaphragm on one
side and the lateral chest wall on the other. A dynamic program is implemented to
fetch the edge points along both lateral chest wall and diaphragm.

The angle formed by the set of edge points representing the diaphragm and the
edge points of the highlighted lateral chest wall are evaluated using Eq. 4. If two
curves f 1(x) and f 2(x) intersect at a point say, (r0, c0), then subtended angle Ø is
given as

tan
(
Ø

) � f
′
2(r0) − f

′
1(r0)

1 + f
′
2(r0) ∗ f

′
1(r0)

(4)

The curves f 1(x) and f 2(x) can be assumed to be formed by the lateral walls
flanking the CP recess. The normal range of CP angle is assumed to be thirty degrees.
The salient stages of the delineation in the proposed method after obtaining the
location of the diaphragm are depicted in Fig. 5a–c.

3 Results

The proposed methodology was tested on a set of 45 images from the JSRT database.
In these images, the right and left CP recessesweremanually segmented by an expert.
Sensitivity, specificity, and accuracy defined by the standard equations numbered
5–7, in terms of True Positive (TP), True Negative (TN), False Positive (FP), and
False Negative (FN), are being used to present the results of our method. The manual
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Fig. 5 Detection of chest walls on either side a portion of the image containing the diaphragm,
b side edges highlighted by horizontal gradient operator with a value of σ � 5, c lower edges of
the diaphragm detected by a combination of morphological and thresholding operations

segmentation by the expert was taken as the gold standard, and for comparison, the
above validation metrics are defined as: TP is the set of pixels correctly classified
as belonging to CP recess, and TN is the set of pixels correctly classified as not
belonging to the CP recess. On the same lines, FP is the total number of pixels
falsely classified as belonging to the CP recess and FN is the total number of pixels
falsely marked as background.

Sensitivity � TP

TP + FN
(5)

Specificity � TN

TN + FP
(6)
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Fig. 6 A plot of the a sensitivity, b specificity, and c accuracy of the proposed algorithm tested on
45 images from the JSRT database

Accuracy � TP + TN

TP + TN + FP + FN
(7)

The variation of performance metrics only for the right-side CP recess is shown in
Fig. 6, plotted in percentage as a function of the standard deviation of the smoothing
Gaussian kernel. The proposed method was tested with standard deviation σ set to
0.1, 1, 5, and 10. The average sensitivity over the above said values of σ is 94.23, and
that of specificity is 82.95. The average accuracy of the segmentation algorithm for
the same values of σ is 87.02. It can be observed that the proposed method produces
a consistent result over a range of σ values. The sensitivity is 93.58 ± 5.36 and
specificity is 82.83 ± 9.33 for σ � 0.1. These change to 95.34 ± 2.3 and 83.35 ±
9.3, respectively, for σ � 10.

Another measure considered here for the validation of the results of our method is
Jaccard index (J), which is the similarity between the segmentation results of manual
and proposed methods. The average value of J over all the σ values is 82.31 ± 2.67.
This measure shows that there is a very high degree of overlap between the gold
standard and the segmented CP recess.

4 Discussion and Conclusion

Here, a method for delineation of the CP recess was proposed. The delineation of
the selected JSRT database images was annotated manually using ‘ginput’ function
in MATLAB by an expert. The comparison of the edges given by our method and
the gold standard is very promising.
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The proposed method implemented on MATLAB is able to accurately detect the
CP recess and determine the angle subtended by the same in a processing time of less
than 12 s for both right and left CP recess. This method is independent of the relative
location of the CP recess, and issues related to initial placement of the algorithm.
Physicians observing the CXR are trained to mentally subtract the occluding or
overlapping anatomical structures and see through the organ of interest. The CP
angle is also observed as a landmark in analyzing and interpreting the CXR. This
indentation is considered as normal when angle is less than 30°. In conditions where
the CP recess is filled with fluid, it appears blunt, indicating abnormal condition.
Similar results have been obtained for the left CP recess. The result indicates high
sensitivity and specificity, and also indicates low distance between the gold standard
and the result of the proposed method. The small variations in the values of the
performance indices indicate the robustness of the method against noise. The future
extension of the proposed method is the segmentation of whole lung area and an
analysis of the results in comparison with inputs from multiple experts. Comparison
of the proposed method with other works is difficult, as no other paper has reported
only the CP delineation part.
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Using Location-Based Service
for Interaction

K. M. Deepika, Piyush Chaterjee, Sourav Kishor Singh, Writtek Dey
and Yatharth Kundra

Abstract Traffic is one of the biggest global factors, affecting over 100 million
people. People who live in places with large content of pollutants in air have a
15–25% higher death risk from diseases like lung cancer than people who live in
less polluted areas. This paper describes how Google Maps API can be used together
with Google Cloud Console for location-based interaction.

Keywords Google Maps API · Google Console API · PHP

1 Introduction

The main objective of this project was to make a real-world interacting social-
networking media. Often people are struck with small but devastating problems
like out of petrol in the middle of a ride or, for example, someone requires physical
help.

1.1 Google Maps (API)

Google Corporation presentedGoogleMaps service on February 2005. GoogleMaps
provides services such as directions, maps, and relevant neighborhood business list-
ings when it was combined with Google Local. At the beginning, the USA and
Canada have the access to Google Maps service. UK was the first European coun-
try to obtain satellite pictures and maps. This service is now available in majority
of the European countries, Poland included. This service can distinguish between
single trees or buildings and these high-level-resolution pictures are only available
in big cities. It was accessed through maps.google.com Web site when the service
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was first presented. As its popularity grown, Google Maps API was fashioned by
Google Company and decisive to share it with whole world. Hence, developers are
allowed to incorporate Google Maps hooked on their Web sites with their individual
data points. It was allowed at free of charge to use, but needs to obtain an API key,
which is bound to the Web site and directory entered when creating the key. User
can start building his own application once the key is generated.

1.2 Android API

Google developed an Android mobile operating system, derived from the Linux
kernel and designed chiefly for mobile devices for instance smartphones and tablets
with touch screen. Using touch gestures that loosely characterize real-world actions,
such as swiping, tapping, and pinching, to manipulate on-screen objects, in con-
junction with a virtual keyboard for text input is provided for direct manipulation
at the Android’s user interface. Google has auxiliary urbanized Android TV for
televisions, Android Auto for cars, and Android Wear for wrist watches, each with
a specialized user interface in addition to touch screen devices. Notebooks, game
consoles, digital cameras, and other electronic gadgets are variants of Android.

Android operating system (OS) has the largest installed base of every cate-
gory. Android has been the unsurpassed business OS on smartphones, and it is
dominant by any metric and on tablets since 2013.

Google bought Android in 2005 was unveiled in 2007 and it was initially devel-
oped by Android, Inc., along with the beginning of the Open Handset Alliance.
Advancing open standards for mobile devices devoted to an association of hard-
ware, software, and telecommunication companies. “Google Play store has had over
one million Android applications published by July 2013, over 50 billion applica-
tions downloaded including many business-class apps that rival competing mobile
platforms”. As per the survey of mobile application developers, 71% of developers
create applications forAndroid onApril–May2013 and40%of full-timeprofessional
developers see Android as their priority target platform as per the 2015 survey, which
is equivalent to Apple’s iOS on 37% with both podiums far above others. Android
had 1.4 billion monthly dynamic devices in September 2015.
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2 The Concept

The social-networking media of this generation are Facebook, WhatsApp, Twitter,
etc. These apps may have created a very successful interaction site, but the things
lacking in these are real social interaction. So this becomes the most important
objective of this project.

The main function of this app will be a GPS (global position service)-based
application that will locate the user’s location and also other users within some
distance range. Suppose a person needs help, he can open the app on his mobile and
post his problem. He may offer some finance in return. All the users around him will
receive a notification with his statement.

This app will also help the one who seeks part-time job (very much like babysit-
ting) as they can earn somemoney helping other users. Thiswould be usefulmainly to
the students who study abroad and require pocket money. No commitment, no appli-
cation, simply login, help people and earn. There will also be a section to socialize on
the number of people one has helped and also words of thanks from the help seekers.

Socializing attracts the present generation and through this app, they will receive
appreciation for the good work done and encouragements for others.

There will also be a section where some daily tasks will be provided (e.g., let’s
say “Today’s mission for all users is to feed 10 homeless children”). People fulfilling
the tasks may post pictures of himself/herself doing it as a proof.

Another problem people often face while visiting a new place is language. App
users may also connect to local users to seek information too and solve this.

To start, the user needs to sign up and then login into their account. Once done,
they need to switch on the GPS on their device. On logging in, the FCM id of the
device corresponding to the username gets updated into the database.

The user can post a help or alert on the main page. When a help is posted, all the
local users will get a notification containing the help/alert statement along with their
location. The users can chat or call the person who posted help. The users can also
see all the posts around them. They can even see the location of all the posts directly
on the map.

The one who posted a help statement can see the people who had decided to help.
He can call them directly or chat with them.

Our application will also integrate within itself an algorithm which can find the
best user to the one who posted a help depending upon the past activities of the users
in local.

3 Filling the Map

Now that we have our map, we need to fill it with overlays. We will produce a
WebService in PHP, responsible for retrieving them from database and returning
them to the Android application, which will place them on the map. Database should
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contain information about the position (latitude and longitude) and outlook of each
overlay.

Listing 4
It is important to include the PHP attribute, so the WebService could be called from
the application. The database is only accessed locally. Itmeans that external programs
can only send signal to PHP files which acts as a gatekeeper to the database. Data
can be exchanged only through our PHP files.

Listing 5
The communication object is not made of other complex objects. Its properties are
serialized to JSON format (understood by PHP and Android) and we do not have to
worry about it.

Listing 6
First, we may want to declare an array for our overlays. Next, we have a function
to get location from database which should be called when the map is initialized. It
invokes the GetDPointsWebMethod, and if succeeded, InitDPointsArray function is
called.

Listing 7
The result parameter is actually our list of ServiceOverlay objects. After filling the
dpointsArray, we can finally call the InitOverlays function, which will fill the map.

4 MarkerManager

Before we continue, I should say a few words about MarkerManager class. It is
used to supervise visibility of hundreds of markers on a map, founded on the map’s
contemporary viewport and zoom level. Our application is almost certain to have
lots of overlays, so it is recommended to use the MarkerManager class, to make
it more readable. Another reason for using it is that it will make our application
faster, because all overlays would not be rendered together. Now, we can get back to
InitOverlays function.
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functionInitOverlays()
{
Map =new GMap2(document.getElementByld("map")); vari = 0;
map.setCenter(new GLatLng(51.76, 19.52), 12); map.addControl(new GLargeMapControl());

mgr = new MarkerManager(map); var batch = [];
for (i = 0; i<dpointsArray.length; i++)
{
var Icon = new GIcon("", "", "");
Icon.image = dpointsArray[i].outlook; Icon.iconSize = new GSize(30, 30);
Icon.iconAnchor = new Gpoint(0, 30); Icon.infoWindowAnchor = new Gpoint(5, 2); Icon.transparent = `'•
Icon.shadow = "";

var point=new GlatLng(
dpointsArray[i].lat,
dpointsArray[i].1ng);

batch.push(
CreateMarker(point,

dpointsArray[i].id, Icon,
dpointsArray[i].type)

); 
} 
mgr.addMarkers(batch, 10); mgr.refresh();

}
functionCreateMarker(point, id, Icon ,type) 
var marker = new GMarker(point,{icon: Icon,});

marker.value = id;
return marker; }

Listing 8
At the beginning, we initialize a GMap2 object, center the map, and add a standard
map control. Then, we create a MarkerManager object (variable mgr) and a batch
array, which holds the overlays for the MarkerManager. Next, It loops through the
dpointsArray, adding markers returned by CreateMarker function to the batch. Our
markers have custom icons, represented by GIcon object. Its properties are described
on Google Maps API Reference Web site (see references, position 5). Finally, we fill
the mgr variable with batch array, by addMarkers function and refresh it to see the
effect.

5 Handling Events and Result

To continue with construction of our user interface, we must handle the events gen-
erated by the map and overlays. What we want to do is to distinguish the events
based on active tab of our Tab Container control. When user clicks the map, a map
dispatcher should be called:

Figure 1 gives user the log in facility to the old users and the Registration for new
users or clients. Figure 2 Registration page need to be filled by a new user or any
person for creating an account and thus providing them access to use the services
provided in the app. Figure 3 App Home Page Provides “Map screen” Button: tap on
it to fetch your current location and it will represent it in Blue dot. Figure 4 Bus stop
registration in which the server has to mark up all the parking spots and nearby Bus
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Fig. 1 The Login Page

Fig. 2 The Registration
Page
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Fig. 3 App Home Page

stops for a specific Location so that users can fetch the details about the availability
of parking spaces. Figure 5 Parking slot availability page allows the users get the
current location, get the number of parking spaces and can allot one slot for their
use.
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Fig. 4 Bus stop registration/marking

6 Conclusion

When you decide to use GoogleMaps API in your application, then you should come
up with a good plan of placing the overlays on the map and handling events. It is
most of the work you will have to do. As it was shown in this paper, building Web
applications in Android technology based on Google Maps service is not a difficult
process. It is basically about the communication between PHP and Android; it can be
easily established with the usage of a WebService, where data serialization is done
automatically.
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Fig. 5 Parking slot
availability



Modeling Implementation of Big Data
Analytics in Oil and Gas Industries
in India

Dilip Motwani and G. T. Thampi

Abstract Stack holders have been anxious about the quality of performance in oil
and gas industries in India and recommending technology intervention to drastically
improve its performance. This investigation aims to analyze existing level of infor-
mation and communication technology integration in oil and gas industries in India.
All such industries which generate massive revenue are preparing to leverage big
data analytics (BDA) to build efficiencies and improve productivity by removing
non-value adding activities. This paper also investigates to identify ways and means
of applying BDA tools.

Keywords Big data analytics · Information and communication technology · Oil
and gas industries

1 Introduction

Urbanization in developing markets has initiated an enormous exigency for oil and
gas (O&G). The requirement for energy internationally is estimated to upsurge 1.4
times in 10 years. The rise of Asian countries has transferred monetary control to
the eastern hemisphere. Trade demands are crafting commercial prospects. Energy
utilization internationally is estimated to increase by 39.2% in 20 years, whereas non-
O&G energy sources will increase by 50% from 2010 levels. Therefore, O&G will
endure to persist as most important energy sources. By 2030, O&G’s contribution
globally would be 55%. Venture capital in unusual gas and augmented ordinary and
shale reserve investigation have initiated a development marketplace for gas. Even
though North America would be one of the dominant countries in the supply of gas,
a major demand would be from Asian countries. However, there always exists a task
of obtaining progressively more complex reservoirs so that profitable amounts of
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O&G can be attained. Technology has turned out to be O&G industries’ essential
backbone, and key modernizations are established in progressive seismic imaging
expertise to improve the perception of reservoir constructions and to aim reservoirs
with marketable prospects [1].

Information technology (IT) enables the radical changes in efficiencies of O&G
industries. O&G industries shall use IT as force multiplier/resource multiplier o
simplify core functions together with exploration and production (E&P). In general,
all O&G industries are moving into the next phase of IT integration, i.e., digital
oil fields. They are getting utilized by O&G industries to develop productivity gain
and also improve collaborative endeavor. Furthermore, technologies like big data
analytics are lettingO&G industries to utilize extrapolative analytics to acquire an all-
inclusive understanding of organized and spontaneous data that will help in making
well-informed decisions [1].

2 Profiling O&G Industries as an Essential Industrial
Sector in Contribution to GDP

O&G industries are dynamos globally engaging thousands of employees andmaking
billions of dollars annually. They lie in the midst of top six core industries in India.
Because of this industry, India has experienced a major growth in Indian economy.
Natural gas and petroleum sector add approximately 15% to the country’s gross
domestic product (GDP). In addition, exports from petroleum are maximum with
respect to overseas exchange and constitute 17% of total exports. According to statis-
tics, Economic Affairs Committee handed over 44 O&G blocks to New Exploration
Licensing Policy, thereby bringing assets worth 1.5 billion US dollars. This indicates
that O&G industries are continuously growing and investing in such industries will
maximize profits [2, 3].

India is a major contributor toward non-organization for economic cooperation
and development petroleum consumption growth. In 2016–17, oil imports increased
to 86.45 billion US dollars (i.e., 4.24% per annum). The consumption of oil in India
increased to 212.7 million tons (i.e., 8.3% per annum) in 2016, thereby making
India the third largest nation in the world in terms of oil consumption. Moreover,
after Japan, South Korea, and China, India is the fourth largest nation that imports
liquefied natural gas, which constitutes 5.8% of total global trade. The demand for
domestic liquefied natural gas is estimated to rise from 64 million metric standard
cubic meters per day in 2015 to 306.54 million metric standard cubic meters per day
by 2021. Petroleum oil and lubricant demand grew at a compound annual growth
rate of 5.6% under the twelfth five-year plan (2012–2017). Gas production in India is
expected to rise from 23.09 billion cubic meters to 90 billion cubic meters by 2040.
Till November 2016, the infrastructure of gas pipeline in India was 16,240.4 km.
Oil and Natural Gas Corporation Limited dominates the upstream sector (i.e., E&P)
by producing approximately 1847 thousand metric tons of crude oil as against 2939



Modeling Implementation of Big Data Analytics in Oil and Gas … 115

million tons oil output in April 2017. Furthermore, it produces 57% of domestic
crude oil as of 2016–17 [4].

3 Reasons for Delay in Integration of Production
Technologies in O&G Industries

In order to upsurge functioning and lessen employment plunders because of increas-
ing cost of assembly, growing possessions, and unavailability of suitable talents,
O&G industries are under a lot of pressure. Operational excellence can be achieved
via integrated planning that helps in improving security, averting mishaps and labor
slowdowns, and enhancing operational and supply competence. Industry foreign-
ers might be astonished by how often E&P workers neglect comprehensive plan-
ning of activity. Occasionally, plans are composed but not executed because of non-
compliance with an industry’s planned, tactical, and monetary priorities. It has been
observed that activity planning is given to junior staff who are unexperienced and
might have optimistic assumptions concerning time, budget, and supply necessities
[5, 6].

4 Insufficient O&G Production in India

India is on the brink of an energy crisis. Millions of people in India have no
access to electricity, with more than 400 million people going powerless. Currently,
India depends heavily on coal with 67% of power generation coming from ther-
mal resources. Coal is the mainstay, but its production is insufficient and depleting
fast. Most coal sources are known and nearing exhaustion. India is the world’s fourth
biggest importer of crude oil.Domestic production of natural gas has in fact decreased
in recent years. The only hope is acceleration in the discovery and tapping of oil and
gas. But, Indian industries have not been able to keep pace with state-of-the-art
technology.

5 Global O&G Industries Leveraging BDA

Although BDA may seem new to many, some of the few industries that have been
familiar with the concept and have worked on it are O&G industries. As reserves
decline rapidly, there exists tough rivalry among O&G industries to discover poten-
tial sites and find ways and means to enhance productivity. Energy industries are
gathering increasingly greater amounts of data attempting to determine what remains
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beneath the surface of the earth and concoctingmeans to excerpt it. In addition, O&G
industries are leveraging seismic software and supplementary cardinal know-hows.

6 Availability of Faster and Cheaper Sensors Yielding
Massive Data Volumes

With the availability of faster and cheaper sensors, novel potentials continue to arise
that directly or indirectly facilitate O&G industries acquire increasingly additional
real-time data at low prices. O&G industries have been using sensor data to supervise
oil resources. Better analytics can improve the methods through which O&G indus-
tries accomplish the whole procedure of boring and linking a well. This helps not
only in lessening wait time but also in reducing the total wells that are in process. For
instance, broadcasting of microseismic three-dimensional imaging through optical
fiber cables has the potential to enhance new well delivery performance.

7 Data Integration Reducing Technical Risks and Saving
Lives

Visualization and standardization competences are significantly upgraded by inte-
grating data into operations, thereby lowering technological risks. BDA helps in
scrutinizing channels and tools and provides a precise approach towardmaintenance.
For example, sensors would be able to reveal when equipment is under pressure that
would help workers to conduct precautionary closures, thereby avoiding accidents.

8 New Big Data Tools Improving Production, Data
Collection, and Analysis

O&G industries can utilize BDA technologies through tools like theMapR converged
data platform to manage, collect, and analyze drilling, seismic, and production data.
Oil majors can use this data for new insights that help in increasing production and
drilling performance while foiling environmental or safety issues. In addition, such
technology can help petroleum industries capitalize on big data analytics to optimize
business operations, reduce costs, and increase competitive edge.
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9 Digital India Initiative Incomplete Without Digital Oil
Fields

The government will have to ensure that the technology sitting with international
energy firms is transferred to Indian oil industries. They would not be able to do
it individually. Conversely, O&G industries need to invest heavily in research and
development in terms of technology and software so that they can balance the growing
energy needs of digital India. It is time they start leveraging new age technology such
as BDA.

10 Key Areas That Can Benefit with BDA in O&G
Industries

10.1 Security

With such sensitive data floating around, O&G industries find it essential to find
out any type of security threat that is prevailing around and could harm the setup in
any way. BDA possesses the potential to identify any type of security mishap that
is possibly around and can well in time provide real-time analytics to show possible
solutions to avoid them well in advance. Any type of anomaly while drilling or
exploration can be identified prior to its occurrence, and hence, the unit or processing
can be shut down to avoid further mishaps [7].

10.2 Continuation and Execution

A lot of sensor data gets generated through the equipment which is being used for
O&G production. This data can be used through BDA to determine the health of
the equipment and analyze which machines could be the reasons of failure. Its pre-
cautionary maintenance could point toward unharmed and non-hazardous processes
toward an effortless procedure [7].

10.3 Assembly

To proliferate oil recovery from wells and to follow predefined assembly sched-
ules, BDA acts as a supporter to aid industries function their best. Extricated report
helps workers determine the desired modifications in programs with the intention of
attaining the best of assembly [7].
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10.4 Novel Predictions

Because BDA provides geographical information, it becomes simple for field man-
agers to extract conceivable upcoming areas for oil fields, thereby increasing geo-
graphical size and stretch [7].

11 Opportunities

For O&G industries, comprehending, leveraging, and releasing the supremacy of
data will aid to

• Stay viable during preparation, assessment, fabrication, and field expansion
• Increase production w.r.t continuance and predication
• Lessen time, decrease cost of operation, and upgrade asset productivity
• Guarantee unified and systematized accessibility of precise and appropriate infor-
mation to workers at the right time.

Therefore, bymeans of big data, costs, decisionmaking, and operational execution
can be improved; higher business process efficiencies can be achieved; new insights
can be gained; and new business models can be developed. This proves that big data
is equivalent to return on investment [8].

12 Industry Challenges

Some of the major challenges faced by O&G industries are mining costs and unsta-
ble situation of worldwide politics. Because of such problems, many industries are
approaching big data with the expectation of obtaining solutions. Big data refers to
the application of forward-thinking computer exploration to the increasing amount of
digital information. Businesses in each and every industry, includingO&G industries,
in the past few years have actively established data-led strategies for surmounting
glitches and resolving confronts. Reviewing of impending sites implicates super-
vising low-frequency seismic waves that move across the earth caused by tectonic
activities. Big data can be used to restructure transportation, sophistication, and sup-
ply of O&G. Royal Dutch Shell is precipitously unified; therefore, it is occupied in
each and every attribute of a process. Processing plants have limited capacity and
require a lot of fuel to reduce the cost of transportation. Convoluted algorithms con-
sider the cost of producing both fuel and diverse data, which helps in determining
requirements, assigning capitals, and establishing prices.
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13 Big Data Challenges in O&G Industries

Some of the big data challenges faced by O&G industries are as follows:

(1) Exponentially rising data volumes from structured and unstructured sources.
(2) O&G industries have to heavily pay for E&P data management and handle

streams of incompatible data from different phases of a well life cycle.
(3) Geologists using a combination of dissimilar software products for decision

making and elucidation of data.
(4) Inconvenience in using data to efficiently respond to user needs.
(5) Outsized volume of domain-specific information embedded in each data cluster.

14 Conclusion

We arrive in a new period of unparalleled accessibility of data where digital develop-
ments are unsettling outmoded business models. These developments have permitted
the occurrence of BDA, which is slowly and steadily turning out to be a huge indus-
try. O&G industries fall back prominent businesses when it comes to broad-based
adoption. Nevertheless, four main applications, i.e., digital fields, predictive plant
and drilling analyses, remote operations, and reservoir modeling and seismic imag-
ing, are emerging for big data in O&G industries. Industries can move in the right
direction by espousing essential success elements and circumventing characteristic
consequences. Our research work suggests that significant value can be captured
from BDA if performed in the right direction.
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Practical Market Indicators
for Algorithmic Stock Market Trading:
Machine Learning Techniques and Grid
Strategy
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Abstract In this paper, market indicators from three different approaches for algo-
rithmic trading are analysed (moving average convergence divergence (MACD)
crossovers, machine learning (ML) label-based indicators, and grid investing strat-
egy). Market indicators are used by traders in the stock market, to define entry and
exit points of a trade. These indicators are also useful to compare different trading
strategies. We take a practical stand for the approaches mentioned above, where the
same data feed from the exchange is preprocessed to remove redundant or anomalous
content. Furthermore, use of correlation data between different stocks is analysed. (i)
MACD crossovers are dealt in two dimensions of variability, the dimensions being
frequency of trades and length of trading intervals. (ii) The outputs of different algo-
rithms are passed through a voting classifier to get the best possible accuracy in
the ML label-based approach. Precision/Recall analysis is done to qualify the algo-
rithms for skewed data. (iii) Finally, a grid-based trading strategy is analysed. We
conclude with a trading strategy, proposed using results of indicators based on the
three approaches.
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indicators
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1 Introduction

1.1 Indicators and Leverage

The momentum and direction of major securities (stocks) can be predicted by using
various technical indicators, called market indicators. Many market indicators are
obtained by analysing the market breadth. Market breadth indicates the number of
companies that have obtained new high valuations, in comparison to the number
that have obtained poor valuations. Usually market indicators are used to signal a
bullish or bearish move. A bullish signal is got just before the stock is going to high
valuations; vice versa being the bearish move. Therefore, a considerable amount
of profit can be obtained on buying during a bullish signal and selling during a
bearish one. In algorithmic trading, leverage must also be considered while acting
on these binary signals.

In the context of investing, Leverage refers to the borrowed money. As there is
no borrowed money in our proposed scheme, we make sure that the leverage in all
the trading strategies is 1. This is taken care of by enabling the change in position
of a security (buy/sell), only when there are no open orders. This also makes the
strategies more practically applicable in a live trading environment.

1.2 Data Acquisition

Data is obtained using the pandas data-reader module of Python and Yahoo finance
API. The API gives a pandas dataframe which can be used for storage or further
processing. Free, real-time data is given by the API. A sample of the data obtained
using this method is shown in Table 1.

The head of the pandas dataframe requested forAAPL (AppleCompany) is shown
in Table 1. There are seven columns in the dataframe, indexed through the column
‘Date’, which specifies the date atwhich the corresponding stock data existed. ‘Open’
indicates the price at which the stock started trading (opened) on the indexed date.

Table 1 Sample data
Date
(DD/MM/YY)

Open ($) High ($) Low ($) Close ($) Adj close
($)

Volume (No. of
transactions)

1/3/12 58.485714 58.92857 58.42857 58.747143 52.662899 75,555200

1/4/12 58.57143 59.240002 58.468571 59.062859 52.945919 65,005500

1/5/12 59.278572 59.792858 58.952858 59.718571 53.53373 67,817400

1/6/12 59.967144 60.392857 59.888573 60.342857 54.093361 79,573200

1/9/12 60.785713 61.107143 60.192856 60.247143 54.007557 98,506100

1/10/12 60.844284 60.857143 60.214287 60.462856 54.200932 64,549100

1/11/12 60.382858 60.407143 59.901428 60.364285 54.112568 53,771200
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‘High’ indicates the highest traded price of the stock and ‘Low’, the lowest price of
the stock on that particular day.‘Close’ indicates the price at which the stock stopped
trading (closed) on the indexed day. ‘Adj Close’, which stands for adjusted close
takes into consideration stock splits, dividends/distributions and rights offerings.
This helps in historical data analysis of the stock [1]. ‘Volume’ indicates the total
number of shares transacted in a particular time period [2]. This dataframe can now
be used for further analysis.

1.3 Data Preprocessing

The dataframe obtained as discussed in Sect. 1.1 cannot be used directly for algorith-
mic trading as it may contain values such as Nan (Not a number) or ±inf (infinity).
This could be due to market holidays, or the data may be missing owing to other
reasons. There is no intelligence in the dataframe to alleviate this issue. Therefore,
there is a need to preprocess the data. A single faulty entry for a given index (date)
renders the whole data useless. (i) In case of the stock price/volume, the Nan cells
of the dataframe are first filled with 0 and ±inf cells are filled with Nan. Then the
remaining Nan cells are dropped with the whole row. (ii) In case of a percentage
change type of data, the ±inf data as well as the Nan cells are replaced with 0. This
takes care of removing spurious/erroneous data before using it for different trading
strategies.

1.4 Correlation

The statistic whichmeasures the degree with which different stocksmove up or down
in relation to each other is called correlation. An advanced portfolio management
uses correlation in addition to the market indicators. Correlation coefficient is the
quantification of correlation and the value lies between 1 and −1.

Dataframes were obtained using the method detailed in Sects. 1.1 and 1.2 for top
ten stocks of S&P 500 (Standard and Poor) [3]. The correlation of the stocks was
calculated and a heat map of the corresponding coefficients is shown in Fig. 1. The
correlation data can be interpreted as follows. A correlation of −1 indicates that the
stocks are negatively correlated, and they move in opposite directions. This denoted
by a shade of red in the heat map of Fig. 1. A correlation of 1 indicates that the stocks
are positively correlated or that they move in the same direction. This is indicated by
a shade of green in the heat map of Fig. 1. A correlation of 0 indicates that the stocks
have no correlation. The swing in one stock does not affect the movement of the
other stock. This is indicated by shades of yellow on the heat map. The correlation
coefficients are used in conjunction with all the indicators which will be discussed
in the future sections. This helps in managing a diverse portfolio.
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Fig. 1 Correlation between securities

2 Moving Average Convergence Divergence (MACD)

MACD helps in the price direction and trend identification as well as the momentum
of price. Being a trading tool that is versatile, MACD can be used as a standalone
indicator [4]. But owing to the predictive function of MACD not being absolute,
MACD when used with another indicator, significantly adds to the advantage of a
trader [5, 6]. Moving average lines can be overlaid on the MACD to determine the
direction of a stock and its trend strength. MACD can also be viewed as a standalone
histogram.A simplisticMACDcalculation is required to get amarket indicatorwhich
fluctuates around the zero line, giving a binary signal: either bullish or bearish. For
instance, a bullish moving average crossover is detected in the following way. A
26-EMA (26-day exponential moving average) of a stock is subtracted from 12-MA
(12-day moving average). This gives an oscillating indicator. If a trigger line like a
9-EMA is added, then the juxtaposition of the two indicators, gives a trading picture.
When the MACD calculated is higher than the 9-EMA, a bullish moving average
crossover is detected [7, 8].

Some of the best practices while using MACD are [9]:

• The centre line of the histogram must be watched for crossover or divergences.
When the oscillation is above 0, then it is a buy opportunity and a sell otherwise.

• The relationship between the centre line and the moving average line crossovers
also must be noted.
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Fig. 2 Low-frequency MACD strategy

2.1 Low-Frequency MACD

Market returns specify the return obtained if the security was simply bought and
held. Strategy refers to MACD crossover discussed in Sects. 2.1, and later in 2.2.
The strategy is performing at 0% for the initial values of length window size, as
without any prior information to preprocess, the moving average data would be
zero. In Fig. 2 a low-frequency trading approach is used (weekly trading period).
The MACD crossover strategy has beaten the market performance in few places
(2013, and parts of 2016). For the most part, the returns are as good as the market
performance.

2.2 Mid-Frequency MACD

In Fig. 3, a medium-frequency trading approach is used (daily trading period). The
MACDcrossover strategy has performed better than themarket at some places (2013,
and briefly in 2016). For the most part, it is following the trend of the market, but
not as good as the market.
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Fig. 3 Mid-frequency MACD strategy

Fig. 4 High-frequency MACD strategy

2.3 High-Frequency MACD

A high-frequency trading approach is used (hourly trading period), as shown in
Fig. 4. The MACD crossover strategy has performed worse than the market strategy.
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This is because the MACD crossovers will happen multiple times in a short window.
If the data is not averaged over a long time, there can be a trend reversal within that
short time and the strategy will buy/sell using the wrong signals before the trend
reversals [10].

3 Machine Learning Techniques

3.1 A Four-Step Approach is Taken to Apply the Machine
Learning Algorithms to Get a Trading Strategy

1. The data is processed for a required target number of days. The cumulative
percentage changes of user-defined number of days are added as new columns
to the dataframe and stored [11].

2. The processed data in the previous step is analysed against a user-defined per-
centage requirement. If the prediction is found to be performing better than the
requirement in the next few user-defined days (same number of days as used in
previous step), then a buy label is returned. If the predicted percentage return
is found to be lesser than the negative of user requirement, then a sell label is
returned. If both the above conditions of user requirement are not satisfied, then
a hold label is returned.

3. The feature set is extracted bymapping [12] all the stockswith the labels obtained
in the previous step.

4. The trading strategy is obtained based on voting classifier module of sklearn [13]
python module. A Support vector machine (SVM) [14, 15] with a linear support
vector classifier (SVC), random forest classifier and a K-nearest neighbours (K-
NN) classifier are the three classifiers fed into the voting classifier. The voting
classifier chooses the classifier with the best accuracy each time [16, 17].

Table 2 shows the different set of user inputs. ‘Days’ column specifies how many
days of cumulative returns should be considered and the ‘Target’ specifies the per-
centage cumulative return that has to be achieved by the strategy. For example, in
the case of the first user input (7 days, 2% target), the trading strategy should predict
buy (1 as label) if the ML predicts that the stock will rise by target percentage (2% in
this case) in the given number of days (7 in this case). Similarly, sell (−1 as label),
if the ML predicts that the stock will fall by target percentage (2% in this case) in
the given number of days (7 in this case). If both the conditions do not hold good in
a situation, then the strategy is to hold (0 as label).

An analysis with user inputs as in Table 2 gives the results shown in Table 3. This
shows that the accuracy (Whether target % was achieved or not in the given number
of days) is more if the days are more (cases 3 and 4), and the accuracy decreases
if the percentage requirement is high and the number of days to achieve the target
percentage is less (case 5).
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Table 2 User-defined inputs
to the strategy

Sl. No. Days Target(%)

1 7 2

2 7 2.5

3 15 2

4 15 2.5

5 7 10

6 15 10

Table 3 Labels and
accuracies of ML Strategy
(For a total of 756 trades)

Sl. No. Buy (1) Sell (−1) Hold (0) Accuracy (%)

1 77 658 21 86.24

2 6 747 3 86.67

3 77 652 27 98.41

4 50 691 15 92.59

5 201 492 63 67.19

6 96 640 20 82.01

3.2 Precision/Recall

A definitive metric to quantify the success of an algorithm when the data is skewed
towards one of the labels is precision–recall. Precision refers to the relevance of
results of the algorithm while the recall represents the number of truly relevant
results returned by the algorithm. ‘Relevance’ refers to the result being one of the
four possibilities among true/false and positive/negative. A simple illustration can be
found in [18, 19]. In our proposed approach, positive can be interpreted as profit, and
negative as loss. Ideally, we would look for a measure of true positives as compared
to false positives and false negatives.

A high precision denotes that the false positives are less, and a high recall denotes
that false negatives are less. Intuitively, we would want a high precision and high
recall, as both indicate the correctness of our algorithm. The equations of precision
(ratio of number of true positives T p to the number of true positives plus the number
of false positives Fp) and recall (ratio of number of true positives T p to the number
of true positives plus the number of false negatives Fn) are as follows:

Precision � Tp/(Tp + Fp)

Recall � Tp/(Tp + Fn)

A precision–recall curve shows the tradeoff between the precision and recall. The
curve is generated using an ISO F1 equation relating the precision and recall, as
described in [20]. Figure 5 shows the precision–recall curve for the ML algorithm
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Fig. 5 Precision–recall curve

used. The data set used for the purposes of testing algorithm had a skew towards buy,
and therefore it is evident that the precision–recall is high for buy. But it is evident
from Fig. 5 and independently represented in Fig. 6 that the average precision–recall
is high (0.58). This indicates that the algorithm performs well even with skewed data
sets.

4 Grid Strategy

Grid strategy involves setting buy stop orders and sell stop orders at multiple levels
with respect to the current price [21]. With each executed stop order, a take profit
is set to secure the profit without setting any stop-loss. This strategy relies on the
natural movement of the market to make profits.

This strategy removes the variable of knowing the direction of the price move,
but this adds to the complexity and increases the margin of error as multiple trades
(buy and sell) are managed at the same time.

For the strategy, one must choose several strategy levels or windows—around
which buy/sell orders are placed. In this simulation, there are three levels chosen.
Each level is at a distance of $3 from the current market price. Consider the share
price of ‘TSLA’ on 7th October 2014, as shown in Fig. 7. The share closed at a price
of $258.53. Now, place three buy stop orders above the current price and three sell
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Fig. 6 Average precision score

Fig. 7 Grid strategy levels

stop orders below it. Whenever either of these orders is executed, a new order is
placed in the direction of profit.

By following the grid strategy on every $1000 invested on 7th October 2014, we
make a profit of $207 until the 29th March 2018. However, the Market would have
returned only $25 of profit. This can be observed from the graph in Fig. 8, where the
losses in grid strategy are minimised compared to the market performance.
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Fig. 8 Grid strategy versus market return

5 Conclusion

Three trading strategies were discussed in isolation—MACD crossover, machine
learning and grid strategy—and results of these strategies were analysed. From
Figs. 2, 3 and 4, it is evident thatMACD crossover strategy is suitable at low frequen-
cies. Machine learning with buy, sell and hold as labels and using voting classifier
proved accurate and practical for achieving a target percentage in a given number
of days. Grid strategy outperformed the market when two or more levels were used.
Correlation discussed in Sect. 1.4, when used along with these three strategies will
lead to a diversified portfolio. Finally, all these three strategies were discussed in a
practical manner as leverage was applied (Sect. 1), precision–recall was analysed
and transaction volume minimised in the algorithms leading to lower commission
fees.
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A Review on Feature Selection
Algorithms

Savina Colaco, Sujit Kumar, Amrita Tamang and Vinai George Biju

Abstract A large number of data are increasing in multiple fields such as social
media, bioinformatics and health care. These data contain redundant, irrelevant or
noisy data which causes high dimensionality. Feature selection is generally used
in data mining to define the tools and techniques available for reducing inputs to
a controllable size for processing and analysis. Feature selection is also used for
dimension reduction, machine learning and other data mining applications. A survey
of different feature selectionmethods are presented in this paper for obtaining relevant
features. It also introduces feature selection algorithm called genetic algorithm for
detection and diagnosis of biological problems. Genetic algorithm is mainly focused
in the field of medicines which can be beneficial for physicians to solve complex
problems. Finally, this paper concludes with various challenges and applications in
feature selection.

Keywords Feature selection · Classification · Wrapper method · Genetic
algorithm

1 Introduction

Classification is one of the essential assignments in machine learning whose purpose
is to characterize each occurrence in the data set into various classes in view of its
features [1]. It is often difficult to determine which features are useful for classifi-
cation without prior knowledge. As a result, a large number of features are usually
introduced into the data set that may be irrelevant or redundant. Feature selection
is a process which eliminates the irrelevant features from original data set which
contain a large set of features. In other words, we can say that feature selection
algorithm removes the feature which is not required for machine learning algorithm
either for classification or regression. This small subset of features may have less
redundant or relevant features which will make machine learning process simple,
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may reduce learning time complexity and increased performance. However, feature
selection has another advantage that it improves prediction performance, scalabil-
ity and understandability. It is also observed that the feature selection algorithm
improves the generalization capability of classification algorithms.

Feature selection algorithm reduces computational complexity of classification
algorithm. In addition, it offers new insights into knowledge for deciding the most
applicable or relevant features. The main challenge that occurs in feature selection is
large search space where for n data sets, solutions are 2n. Feature selection comprises
of complex stages that normally are exorbitant. The ideal model parameters of full
feature set may be redefined for a couple of times with a specific end goal to obtain
the ideal model parameters for chose feature subsets. Feature selection also contains
two main objectives, which are to minimize the number of features and maximize
the classification accuracy, which are both contradictory objectives. Hence, feature
selection is considered as multi-objective problem with some trade-off solutions that
lie in between these two objectives. Some popular methods for feature selection are
information gain [2], chi-square [3], lasso [4] and Fisher score [5].

Feature selection used on gene expression data which has small sample size is
called gene selection. Gene selection can be used to find key genes from biologi-
cal and biochemical problems. This type of feature selection is important for disease
detection and discovery such as tumour detection and cancer discovery which results
in giving better diagnosis and treatment. Genomic information can be expressed as
completely labelled, unlabelled or halfwaymarked. This prompt advancement of reg-
ulated, unsupervised and semi-administered gene selection leads to finding biologi-
cal patterns in data [1]. Feature selection process can be supervised or unsupervised.
However, we have another approach for feature selection which is a combination of
supervised and unsupervised feature selection approach. In supervised feature selec-
tion, it uses the labelled data for feature evaluation [6]. But huge data is collected
in an increasing rate. Additionally, the labelled information is expensive to acquire
and might be problematic and mislabelled which may cause over-fitting in the learn-
ing procedure in regulated kind of feature determination by either expelling relevant
features or utilizing irrelevant highlights. On account of supervised technique, past
information is considered. Unsupervised feature selection is more difficult to work
with than other two approaches because it is unaided by labelled data. But the main
advantages of this type of feature selection are it is unbiased and performs well with
no previous knowledge. Unsupervised feature selection method is widely used in
medical discipline to determine the diseases and identify the type of diseases [7].
The disadvantage of unsupervised approach is it ignores connection between differ-
ent features and it depends on a fewmathematical principles with no certification that
those standards are substantial for all information. Semi-supervised include blend of
directed and unsupervised choice of features. Semi-supervised choice of features is
likewise being utilized for quality classification by mutually utilizing both labelled
and unlabelled information.

Gene expression data can be evaluated using microarray data methods is essential
[8]. This approach can be grouped into supervised, unsupervised and semi-supervised
methods. Themicroarray data has a large number of geneswhich are redundant. Thus,
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it needs to identify some important genes for better understanding of the fundamental
data, also minimize the time taken for improved post-processing tasks such as clas-
sification, subset selection of genes (features) and so on [9]. Using feature selection,
we get subset of features which are relevant, can be selected from the original data
set consists of a large set of features. The key genes are found from enormous num-
ber of candidate genes in natural and biomedical issues using features like genes,
biomarkers and so on [10]. Biomarker is a feature which gives an indication of medi-
cal condition observed from the patient externally and this can bemeasured as well as
reproducible and different thanmedical symptomswhich show only the signs regard-
ing disease or health that are understood only by the patients themselves. Feature
determination has a few preferences for microarray information. In the first place,
reducing the dimensionality leads to computational cost efficiency. Noise reductions
enhance the classification precision, more interpretable feature or attributes that can
be useful to distinguish and screen the objective illnesses. Organically, just a cou-
ple of hereditary modifications relate to the harmful change of a cell. Assurance of
these locales from microarray information can permit gene expression examination
in these regions of high resolution, detection and classification for better diagnosis,
prognosis and correct treatment for corresponding biological problems.

2 Related Work

One of the evolutionary computation techniques used on feature selection is genetic
algorithms. Genetic algorithm is represented naturally as a binary string, where fea-
ture selected is represented as 1 and feature not selected as 0. There were lot of new
improvements made on genetic algorithms like performance of search mechanisms,
fitness function and representation. Genetic algorithms have been used in recent
works to perform feature selection by evaluating the impact of size of the population,
crossover administrator, change in chromosomes and reproduction administrators,
yet these were led with insufficient tests.

Derrac et al. [11] had proposed a helpful co-developmental strategy for choice of
feature by utilizing genetic algorithm with significant three populations, where the
first population concentrated on feature selection, the second population on instance
selection and third concentrated on both feature selection and pattern selection. This
suggested algorithm talked about combination of two populations such as feature
selection and instance selection, where the computational time was reduced. Li et al.
[12] contributed a technique for GA which utilized numerous populations for choice
of features, where data to build search capability is finished by each two neighbour
populations that are common to two individuals. This technique was attempted with
various measures of filter and wrapper and was demonstrated that it was viable
for feature determination, however was tried just on data consisting of 60 features.
Mao and Tsang [13] proposed an algorithm which is a two-layer cutting plane for
searching feature subsets at optimal level.Min et al. Venkatraman et al. [14] proposed
a measure incorporated with genetic programming of mutual information used as
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rank for features individually and remove irrelevant features and select subsets from
remaining features.

Min et al. [15] proposed a heuristic and backtracking search algorithmusing rough
set theory to resolve feature selection problems.Min et al. [15] also proposed a rough
set theory-based algorithm to talk about feature selection problems with limited
resources constraints. Jeong et al. [16] proposed another portrayal to additionally
lessen the dimensionality, where the quantity of wanted features was equivalent to
length of chromosome. The chromosomes values indicates the features indexes. A
limited SFFS operator was realistic when particular index appeared many times in
features to select another features to escape replication.The constraint occurred in this
proposed representation is the features wishes to be definite in prior, which may not
be the best in size.Wang et al. [17] implemented a distancemeasure that evaluates the
differencebetween the selected feature space and all feature space forfinding a feature
subset. Li et al. [12] provide scheme in GA with bio-encoding, where strings set was
included in chromosome individually. The initial string showed features which were
selected where string was paired encoded, and the feature weights were shown by
another string which was encoded as real notations. The bio-encoding plan achieved
better execution by consolidating with an Adaboost learning technique. Lane et al.
[18] developed a method using particle swarm optimization and statistical clustering
for feature selection with use of statistical feature clustering information during the
search process of PSO [19]. Ke et al. [20] proposed amulti-objective ACO for feature
selection of filter method, which speeds up the convergence performance.

Genetic algorithm has been used in feature selection over the years and better
performance was achieved on problems which has numerous features. Genetic algo-
rithms were usually introduced to state problems in feature selection which has lot
of features which are mostly wrapper approaches. This leads to increased computa-
tional cost due to a large number of evaluations. The way operators and parameters
settings in genetic algorithms are applied also matter to influence performance on
feature selection.

3 Applications

Feature selection is used as tool for selecting feature subset or feature for learning
algorithms. Feature selection is used for various applications in different areas such
as:

(1) Text Clustering: we group related documents together in text clustering which
is the major task. A text or document is always signified as a group of words,
which causes sparse representation and high-dimensional feature space. The text
clustering algorithms lower performance radically due to data sparseness and
high dimensionality. Therefore, the feature space in text clustering is reduced
by feature selection.



A Review on Feature Selection Algorithms 137

Relevance 
analysis

Redundancy 
analysis

Original 
set

Selected 
subset

Fig. 1 Framework of feature selection

(2) Genomic Microarray Data: Microarray data with small sample size and high
dimensionality is a main challenge for computational techniques [21]. Also,
experimental complications like noise and inconsistency reduce the microarray
data evaluation. Due to this issue, the dimensionality and noise are reduced and
eliminated using feature selection in microarray data analysis.

(3) Hyperspectral Image Classification: Earth’s surface reflection is recorded by
hyperspectral sensors with high spectral resolution on high wavelengths, this
results in high-dimensional data. However, this data contains features which
are not useful and repeated. The classification of hyperspectral data reduces
computational cost by selecting relevant features [22].

(4) SequenceAnalysis: It is amethod to understand a sequence’s features, purposes,
structure or evolution in bioinformatics. The pattern length k is varied with
number of features and grows exponentially. Feature selection technique is used
to select a related feature subset which is essential for sequence analysis [23].

(5) Field of medicine: By introducing genetic algorithm which is feature selection
method in various medical disciplines such as radiology, oncology and cardiol-
ogy,we can detect and diagnose various diseases faster. The use feature selection
can provide new solutions in field of medicine.

4 Feature Selection

Feature selection is method of selecting features subset from original data set of large
features set with elimination of features which are unrelated and redundant. The data
dimensionality can be reduced using the feature selection. There are overall three
approaches for feature selection: filter approach, wrapper approach and embedded
approach. Figure 1 shows the feature selection framework.

4.1 Filter Methods

In filter approach, the selection of features depends on data’s characteristics where
learning algorithm is not used [24]. Even though the learning algorithms’ heuristics
and its unbiased nature are not considered, filter approach is very efficient. Hence,
the intended learning algorithm may exclude relevant features. There are two steps
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Table 1 Filter algorithm [20]

INPUT:
D={X,L}      // a training data set with n  number of features where

// X = {f1,f2, f3,…..fm } and L  labels                                 
X1 // predefined initial feature subset (X1 X or X1 ={Փ})

OUTPUT: X1
opt             // an optimal subset 

Begin: 
Initialize:  
Xopt = X1 ;   

opt = E(X1, lm );  // evaluate X1 by using an independent measure lm
do begin            
Xg  = generate(X);    // Subset generation for evaluation                   

= E( Xg, lm );      //  Xg current subset evaluation by  lm
If ( > opt )

opt = ;
X1

opt  = Xg;  
repeat (until    is not reached );  
end 
return X1

opt;
end; 

in filter algorithm. In the first step, a certain criterion is used to rank the features.
In the second step, the highest ranking features are chosen. The features’ character-
istics are measured with different ranking criteria. To differentiate samples within
class variance from the correlation between feature-class and feature-feature, mutual
information, to the various structure with various classes is feature and class label
dependence. There are different filter algorithms such as Euclidean distance, cor-
relation criteria, correlation-based feature selection, fast correlation-based feature
selection and so on [25]. Figure 2 shows the feature filter model.

Table 1 shows a filter algorithm for a data set D � {X, L} (where X and L are the
feature set and labels, respectively). This algorithm uses one of the following subsets
of X1 such as X1 � {�} or X1 � {NULL} or X1 & X. Each generated subset Xg

is calculated by independent measure lm and correlated with former optimal subset.
The search repeats until we don’t meet�which is the stopping criterion. As a result,
the algorithm gives output Xopt as the current optimal feature subset.

Filter methods have variety of algorithms such as:

(1) Correlation-based Feature Selection (CFS): This is a simple filter algorithm
where correlation-based heuristic evaluation function is used to rank feature
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subsets. It uses function to evaluate features that are highly correlated with
the class and uncorrelated with each other. The features with low correlation
are ignored because they are irrelevant. Redundant features should be removed
which may be highly correlated with one or more of the remaining features.
If it can predict classes in areas of the instance space which have not been
predicted before by other features can be accepted [26]. The CFS’s feature
subset evaluation function is:

Ms � krcf√
k + k(k − 1)rff

(1)

whereMS is the heuristic “merit” of a feature subset S containing k features, rcf
is the mean feature-class correlation (f ∈ S) and rff is the average feature-feature
inter-correlation as shown in Eq. (1). The numerator of the equation provides
howpredictive a set of features is; and the denominator tells howmany redundant
features are present.

(2) Fisher score: It is a commonly used criterion for supervised feature selection
due to its general good performance. Fisher scores aims to find a subset of
features by eliminating redundant features as well as maximize the data points
[5].

(3) Infinite Latent Feature Selection (ILFS): A training set of feature distributions
X is taken such as, X � {~x1,…, ~xn}, where each m × 1 vector ~xi is the
distribution of the values of ith feature irrespective of the sample, a directed
graph G is made where features are nodes and relationships among nodes are
edges [27]. An adjacency matrix A is taken representing the nature of weighted
edges: each element aij of A, 1≤ i, j≤ n, models pairwise relationships between
the features. Each weight represents the likelihood that features ~xi and ~xj are
good candidates. Weights are associated as binary function of the graph nodes
in Eq. (2):

ai j � φ(∼xi,∼x j), (2)

where φ(·,·) is a real-valued potential function. The learning framework models
the probability of each co-occurrence in ~xi, ~xj as a mixture of conditionally
independent multinomial distributions, Given the weighted graph G, the pro-
posed approach analyses subsets of features as paths connecting them. The cost
is given by the joint probability for each path. It evaluates in the relevance of
each feature with others. This approach is called Infinite Latent Feature Selec-
tion (ILFS).

(4) Unsupervised Discriminative Feature Selection (UDFS): Features are selected
according to labels of the training data. But discriminative information is
enclosed in labels and supervised feature selection is able to select discrimi-
native features. In unsupervised learning, there is no label information directly
available, making it much more difficult to select the discriminative features.
A frequently used criterion in unsupervised learning is to select the features
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which best preserve the data similarity or manifold structure derived from the
whole feature set. However, discriminative information is neglected though it
has been demonstrated important in data analysis [28]. Unsupervised discrim-
inative feature selection (UDFS) aims to select the discriminative features for
data representation, where manifold structure is considered, making it different
from the existing unsupervised feature selection algorithms.

(5) Laplacian score: It is a recently proposed feature selection method, which can
be used in either supervised or unsupervised scenarios. It is based upon the two
data points are close to each other by the observation. Laplacian score has been
proved effective and efficient compared with data variance and Fisher score.
It constructs a nearest neighbour graph to model the local structure and then
selects features which best represents the graph structure [29].

(6) Multi-Cluster Feature Selection (MCFS): Multi-Cluster Feature Selection
(MCFS) proposes to select multi-cluster structure to measure the correlation
between different features without label information [30]. The MCFS uses a
sparse Eigen-problem and a L1-regularized least square for solving optimiza-
tion problem.

4.2 Wrapper Methods

The feature subset selected based on the performance of algorithm of clustering or
classification is totally ignored in filter approach. The best feature subset depends
on the learning algorithms heuristics and specific unbiased nature. Based on this
statement, wrapper models estimate the quality of the selected features using spe-
cific learning algorithm [31]. Figure 3 shows general framework of wrapper model
with predefined learning algorithm. A set of features is produced by feature search
component based on definite search schemes. The performance is evaluated by the
feature evaluation component using learning algorithms which are predefined and
returned for the next iteration of feature subset selection for the feature search com-
ponent. The feature set selected is based on the best performance of the final set. O
(2 m) is m features of the search space. The different algorithms in wrapper approach
are used in hill-climbing, branch-and-bound, best-first, genetic algorithms and so on.

Wrapper method has a few algorithms such as:

(1) Feature Selection via concaveminimization(FSV): The classifiers are obtained
solving FSVwith feature suppression.When the distance between the 2 parallel
planes defining the separating surface in the SVM problem is chosen to be the
1-norm, the resulting SVM optimization problem has the 1-norm appearing in
the objective. The classifiers obtained by solving this problem did not exhibit
feature selection. Similar behaviour was observed for classifiers obtained by
solving the SVM 2-norm problem. In supervised machine learning method, the
induction algorithm is considered as a black box and it is run on data set [32].
From the different sets of features, these data sets are partitioned into internal
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training and holdout sets are removed from the data. Then the feature subset will
select the final set with highest evaluation. The result classified set is evaluated
on an independent test set which was not used during the search. Some common
wrappermethods include forward selection, backward elimination and recursive
elimination.

(2) Forward feature selection: The model with no feature starts with this iterative
method among the data set in the model. For each iteration, features are added
to improve the model with new variable.

(3) Backward feature elimination: The model with all the features is added in the
beginning and starts to remove the least significant feature during each iteration
until no improvement is observed.

(4) Recursive feature elimination: This optimization algorithm finds the best per-
forming feature subset. Unlike other methods, this approach constructs new
model by repeatedly creating new model.

By the variation of the subset generation (Xg) and subset evaluation measure A,
different wrapper algorithm can be created. An ideal subset selected for learning
algorithm by the wrapper approach. Therefore, the wrapper approach performance
is usually better. The wrapper algorithm is shown in Table 2.

4.3 Embedded Methods

Embedded models use the characteristics of two models where the model construc-
tion has feature selection embedded in it [33]. Thus, both filter and wrapper models
advantage is taken by embedded models. Embedded models are less rigorous than
wrapper methods, since features are not assessed many times by the learning models,
and also include learning model interactions. The wrapper models use the candidate
features to first train learning models and then the learning model uses features by
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Table 2 Wrapper algorithm [20]

INPUT:
D={X,L}   // a training data set with n  number of  

//features where X = {f1,f2, f3,…..fm }
//and L  labels

X1 // predefined initial feature subset 
//(X1 X or X1 ={Փ})
// a stopping criterion

OUTPUT: X1
opt                   // an optimal subset

Begin:
Initialize:
Xopt = X1 ;

opt = E(X1, A);   // evaluate X1 by using mining 
//algorithm A

do begin
Xg  = generate(X);   // Subset generation for evaluation

= E( Xg, A );      //  Xg current subset evaluation by  A
If ( > opt )

opt = ;
X1

opt  = Xg;

end
return X1

opt;
end;

feature selection, while features are selected during model construction process by
embedded models without additional evaluation of the features to perform feature
selection. The KP-SVM is an example for embedded model.

Table 3 shows a general algorithm for embedded model. An empty set X1 is
taken using sequential forward selection. All possible subsets of cardinality k + 1 are
searched by adding a feature from the remaining subsets. The independent criterion
lm assesses subset which was created at cardinality k + 1 and compared with the
previous ideal subset. The current optimal subset uses learning algorithm A, and
performance δ is compared with the performance of the ideal subset at cardinality k.
A final ideal subset is returned after stopping criterion.

Embedded methods also have a few algorithms such as:

(1) Recursive feature elimination and support vectormachines (RFE-SVM): This
algorithm is a wrapper feature selection method which uses backward feature
elimination to generate the ranking of features. Basically, the algorithmwas pur-
posed to performgene selection for cancer classificationwhich aims to eliminate
redundant genes and yield more compact gene subsets [34]. Elimination of the
feature according to a criterion related to their support by the discrimination
function, and the SVM is re-trained at each step. RFE-SVM is a weight-based
method in which at each step the coefficients of the weight vector of a linear
SVM are used as the feature ranking criterion.
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Table 3 Embedded algorithm [20]

INPUT:
D={X,L}         // a training data set with n  number of features where

// X = {f1,f2, f3,…..fm } and L  labels   
X1 // predefined initial feature subset (X1 X or X1 ={Փ})

// a stopping criterion 
OUTPUT: X1

opt                            // an optimal subset 
Begin: 
Initialize:  
Xopt = X1 ;   

opt = E(X1,lm );       // evaluate X1 by using independent evaluation  
/measure

opt = E(X1, A);       // evaluate X1 by using mining algorithm A
C0=C(X1);         //cardinality calculation of X1

do begin   
for k=C0+1 to n                 
for i=0 to n-k
Xg= Xopt  U {fi}   // Subset generation for evaluation with cardinality k

= E(Xg,lm );        //evaluation the current subset Xg by lm
If ( > opt )

opt = ;
X1

opt  = Xg;  
end;

1
opt, A);       //evaluating subset X1

opt  by A learning algorithm
opt )

X1
opt  = Xg;  

opt
else         
break and return X1

opt
end 
return X1

opt;
end; 

(2) Lasso regression: This performs L1 regularization which adds penalty equiva-
lent to absolute value of the magnitude of coefficients.

(3) Ridge regression: This performs L2 regularization which adds penalty equiva-
lent to square of the magnitude of coefficients.

4.4 Wrapper Models Comparison with Other Models

Filter models are effective, but the learning algorithm’s unbiased nature is totally
ignored. The predictive accuracy estimates are better obtained by wrapper models
compared to filter models, since they don’t ignore the unbiased nature of the learn-
ing algorithms. However, wrapper models are very expensive. The algorithm such
as classification or learning is included by the wrapper approaches in the step of
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feature subset evaluation. Whereas, a filter feature selection process is not dependent
on any classification algorithm. There are different classification algorithms in wrap-
per approaches, which are used to assess the goodness of the selected features, e.g.
K-Nearest Neighbors (KNN), Support Vector Machines (SVM), Artificial Neural
Networks (ANNs), Decision Tree (DT), Naive Bayes (NB), multiple linear regres-
sion for classification, discriminant analysis and extreme learningmachines (ELMs).

In wrapper model, there are different algorithms used for feature selection such as
algorithms of sequential selection and heuristic search. In sequential feature selection
algorithms [35–37], it takes set which is empty and a feature is added at the first
step which provides the maximum value for the objective function. The features
which are remaining are added discretely after the first step to the current subset and
the different subset is evaluated. The individual features are permanently included
in the subset where features give maximum classification accuracy. The process is
repeated untilwe get required number of features. This algorithm is called a naiveSFS
algorithm since the dependency between the features is not taken into consideration.
A sequential backward selection (SBS) algorithm is reverse of SFS algorithm [38,
39]. The algorithm starts from the entire set of variables and removes one irrelevant
feature at a time whose removal gives the lowest decrease in predictor performance.
The sequential floating forward selection (SFFS) algorithm introduces step called
backtracking which is more adaptable than the simple SFS. The initial step is similar
to SFS algorithm which adds one feature at a time based on the objective function.
SFFS algorithm is applied in SBS algorithm where one feature is eliminated from
the subset obtained in the first step and assesses the different subsets. The removal of
feature increases the subset value and algorithm returns to first step with less subset
value, else the algorithm is repeated. The whole process is repeated until the required
numbers of features are obtained or required performance is reached.

The Heuristic search algorithms include genetic algorithms (GA) [40, 41], Ant
Colony Optimization (ACO) [42, 43] and Particle Swarm Optimization (PSO) [44,
45]. A genetic algorithm is a search technique to find true or approximate solu-
tion to optimize and search problems used in computing. ACO is based on finding
the shortest paths by real ants in their search for food sources. ACO approaches
suffer from insufficient rules of pheromone update and heuristic information. PSO
approach does not employ crossover and mutation operators, hence it is efficient
over GA but requires several mathematical operators which may require various
user-specified parameters and deciding their optimal values might be challenging
for users. Though ACO and PSO algorithms perform almost identically to GA, GA
has received much consideration due to its simplicity and powerful search capability
upon the exponential search spaces.

5 Genetic Algorithms

Genetic algorithm (GA) represents field of study called evolutionary computation
[46]. A genetic algorithm is a method of solving problems with valuable solutions.
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In this method, the generation of some random solutions contains some properties
for each solution. It is a probabilistic search algorithm that transforms a set of objects
repeatedly, each associated with fitness value, into new offspring population objects
using the Darwinian principle of natural selection and operations that imitates natu-
rally occurring genetic operations, like crossover and mutation.

Genetic algorithms have a few basic components such as fitness function, chromo-
somes population, chromosomes selection, crossover operator andmutation operator.

5.1 A Fitness Function for Optimization

The algorithm is optimized using a function called fitness function [47]. The word
“fitness” is taken from evolutionary theory. Each potential solution is tested and
quantified how “fit” they are by fitness function. The fitness function is one of the
most essential parts of the algorithm.

5.2 A Population of Chromosomes

The chromosome is referred as numerical value or values that signify a candidate
solution solved by the genetic algorithm for a problem [47]. Individual candidate
solution is encoded as parameter values array [48]. If a problem hasN par dimensions
(N parameters), then each chromosome is encoded as an N par-element array in
Eq. (3)

Chromosome � [
p1, p2, . . . , pNpar

]
(3)

where each pi is a particular value of the ith parameter [40]. Chromosomes are
translated from candidate solutions by the genetic algorithm. The parameter value
is converted from the sequence of 1’s and 0’s and then the parameters are concate-
nated like genes in end-to-end manner to create chromosomes [47]. A collection of
chromosomes is chosen randomly by genetic algorithm, which takes it as the first
generation. Then chromosome is tested individually using the fitness function in the
population to analyse how well it can resolve a problem.

5.3 Selection of Which Chromosomes Will Reproduce

Some of the chromosomes are selected by selection operator based on probability
distribution for reproduction. They are selected if the chromosome seems fit. The
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selection operator chooses chromosomeswith replacement, so the same chromosome
can be chosen more than once.

5.4 Crossover to Produce Next Generation of Chromosomes

This operator is identical to natural crossing over and chromosomes recombination
which occur in cellmeiosis. The two chosen chromosomes are exchanged by the oper-
ator to create two offspring. A second generation of individuals resulted in crossover
process in chromosomes with more diverse properties [49]. When two chromosomes
and crossover point are selected, chromosomes individually have exchange values
close to crossover point [49].

5.5 Random Mutation of Chromosomes in New Generation

This operator flips individual bits randomly in the new chromosomes. Mutation
occurs typically with a very low probability. Themutation operator is usually applied
before the selection and crossover operators by some algorithms based on the matter
of preference. Finding the global peak before reaching local optimal may be difficult
for the algorithm [50]. This problem can be fixed by mutation operator by keeping
variety in the population, but it may make the algorithm work slowly.

These selection, crossover and mutation process are continued until the initial
population is equal to number of offspring, so that the second generation replaces
first generation and creates new offspring. The fitness function tests the second gen-
eration, and the cycle repeats. The maximum fitness chromosomes are noted along
with its fitness value for individual generation, or the “best-so-far” chromosome
[51]. Successor hypotheses created Genetic Algorithm by repeatedly mutating and
recombining parts of the best currently known hypotheses. The current population
is simplified at each step by offspring of the most fit current hypotheses by substi-
tuting some portion of the population. It forms a generate-and-test beam-search of
hypotheses, in which the best current hypotheses variants are to be considered next
Fig. 4.

A newoffspring is produced by two newly generated chromosomes. The crossover
process is repeated until the desired variety of individuals is made. A new config-
uration creates mutation using random changes in dissimilar chromosomes. The
reproduction possibility is dependent upon individuals’ fitness. The chromosomes
with better characteristics are chosen for breeding next. The fitness values which are
assigned to individuals are based on a fitness function with the fittest one. Genetic
alterations occur to produce another generation in chromosomes using crossover and
mutations. This process is iterated until the fittest is found or the determined num-
ber of generations is met. GAs are not identical to derivative-based, optimization
algorithms. Genetic algorithms are more worked on wrappers than filters.
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Fig. 4 Crossover process

One group of individuals in generation n is transformed by genetic algorithm
into another group of individuals in generation n + 1. Usually, the individuals count
in each generation is identical. Usually, duplication is not allowed in the 1st or 0th
generation. Duplications are allowed in later generations. SomeGA implementations
are not generational, but adiabatic. In these implementations, a new individual is
created, an old one is killed keeping the population size identical. Genetic algorithm
performance depends on transformation of chromosomes from candidate solutions
with certain criterion for success, or which fitness function it measures [50]. The
performance of algorithm can also be increased by adjusting number crossover,
number mutation, size of population and number of iterations.

Genetic algorithms are used in various applications. Some examples are auto-
matic programming and machine learning. They are also well suited to modelling
phenomena in economics, ecology, the human immune system, population genetics
and social systems.

Table 4 describes a typical genetic algorithm. The inputs consist of the fitness
function to rank candidate hypotheses, a threshold to define an acceptable level
of fitness for terminating the algorithm, the population size to be preserved, and
parameters to determine successor populations generation. A genetic algorithm can
be seen as a general optimization method that examines a large space of candidate
objects that performs best according to the fitness function. GAs often succeed in
finding an object with high fitness.

6 Challenges

There are various challenges that occur with feature selection such as:

(1) Scalability: It is the main issue in feature selection algorithm, especially for
online classifiers with increasing data set size. The memory cannot load large
data with a single scan. But, for some feature selection, full dimensionality data
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Table 4 Genetic algorithm

Genetic algorithm (Fitness,Fitness_threshold, p, r, m)

Fitness: A function that assigns an evaluation score, given a hypothesis. F(hi)
Fitness threshold: A threshold specifying the termination criterion.
p: The number of hypotheses to be included in the population.
r: The fraction of the population to be replaced by Crossover at each step.
m: The mutation rate.

Initialize population: P ← Generate p hypotheses at random
Evaluate: For each h in P, compute Fitness(h)’
While [max Fitness(h)] < Fitnessdhreshold do
Create a new generation, Ps:
1. Select: Probabilistically select (1–r) p members of P to add to Ps. The probability Pr(hi) of

selecting hypothesis hi from P is given by

Pr (hi ) � f (hi )
p∑

j�1
f (h j )

2. Crossover: Probabilistically select r−p
2 pairs of hypotheses from P, according to Pr(hi) given

above. For each pair, (hl, h2), produce two offspring by applying the Crossover operator. Add
all offspring to Pi

3. Mutate: Choose m percent of the members of Ps, with uniform probability. For each, invert
one randomly selected bit in its representation.

4. Update: P ← Ps.
5. Evaluate: for each h in P, compute Fitness(h) Return the hypothesis from P that has the

highest fitness

must be scanned. The feature relevance score is difficult to observe due to some
density around sample.

(2) Stability: Using feature selection, it helps domain experts to identify similar or
least related gene sets when new samples are obtained with small amount of
perturbation. However, feature selection methods can select features with low
stability after perturbation in training data. It is a major issue to develop accurate
and stable algorithms for feature selection.

(3) Parameter Selection: The number of features which to be selected, are specified
for feature selection. However, several features for the data set are unidentified.
If too less or more features are selected, the performance may deteriorate, due
to elimination of relevant features or selecting irrelevant or redundant features,
respectively.

7 Experimental Setup

See Fig. 5
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Fig. 5 Experimental setup
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8 Results and Discussion

In this section, we present the results and details of experimentation parameters. We
have used 5 benchmark data sets taken from the University of California, Irvin (UCI)
machine learning repository [52]. The detailed description of data sets is presented
in Table 5.

We have considered 11 feature selection for experimental and analysis of their
results. These feature selection algorithms are ILFS [27], Fsv [32], Laplacian [29],
Mcfs [30], Rfe [34], Fisher [5], UDFS [28], CFS [26], L0, mutinffs and llcfs. The
details of these feature selection algorithms are presented in Sect. 3. Support vector
machine is used as classifier to build a hypothesis by using data sets which include
relevant features selected obtained from feature selection algorithmand samples from
original data set. For the evaluation performance of all the methods, overall accuracy
is considered as performance measure. A data set which includes relevant feature
obtained from feature selection algorithm along with sample is given to support
vector machine to build a hypothesis. The feature selection for which support vector

Table 5 Statistics of data sets

Sl. No. Data set No. of
sample

No. of
features

Class

1 Sonar 208 61 Binary

2 Ionosphere 351 35 Binary

3 Dermatology 366 33 Binary

4 Leukaemia 72 7130 Binary

5 Central nervous system (CNS) 60 7130 Binary
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Table 6 Overall accuracy of SVM for different feature selection algorithms

Feature
selection
algorithms

Data sets

Sonar Ionosphere Dermatology Leukaemia Central
nervous
system
(CNS)

1 ILFS 51.22 80.00 73.97 64.29 66.67

2 Mutinffs 68.29 77.14 71.23 64.29 66.67

3 Fsv 65.85 82.86 76.71 85.71 66.67

4 Laplacian 63.41 52.86 72.60 57.14 66.67

5 Mcfs 65.85 75.56 68.49 63.23 65.32

6 Rfe 46.34 69.54 70.46 64.29 58.33

7 L0 68.29 74.81 71.91 64.29 66.67

8 Fisher 65.85 75.71 69.86 64.29 58.33

9 UDFS 56.10 75.71 73.97 62.34 60.89

10 Llcfs 58.54 81.43 73.97 64.29 75.00

11 CFS 65.85 72.86 69.86 63.23 62.36

machine gives maximum accuracy is considered to be good for that particular data
set. The detailed understanding of our experimental framework can be understood
from below block diagram.

Table 6 shows overall accuracy of support vector machine for feature selection
algorithms, ILFS, Fsv, Laplacian, Mcfs, Rfe, Fisher, UDFS, CFS and different data
sets.

Table 6 presents the overall accuracy of support vector machine for different fea-
ture selection algorithms. From our experimental result, it can be clearly observed
that for Sonar data set support vector machine gives maximum accuracy when fea-
ture selection is performed by Mutinffs, L0 algorithms respectively, support vector
machine gives maximum accuracy for ionosphere, dermatology and leukaemia data
sets when Fsv method is applied for feature selection. Similarly for central nervous
system (CNS) data set support vector machine gives maximum accuracy when llcfs
method is applied for feature selection.

9 Conclusion

This paper describes feature selection and various models specifically filter, wrapper
and embedded methods in detail with their pseudo code, advantages and disadvan-
tages. In comparison to other methods, the data set with larger attributes uses the
wrappermethods in general indicating considerable improvement in accuracy. Hence
wrapper methods are popularly used than other methods. One such algorithm intro-
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duced in this paper is genetic algorithm which is heuristic-based algorithm under
wrapper model. It also provides insights into various applications mainly in the field
of medicine to which machine learning could be applied. Various feature selection
algorithm under filter, wrapper and embedded techniques were executed on multiple
data sets and the results were verified. The accuracy of SVM after feature selection
was found to be high for mutinffs, llcfs and fsv techniques. Various applications and
challenges of feature selection algorithms are also explained in this paper.
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A Review on Ensembles-Based Approach
to Overcome Class Imbalance Problem

Sujit Kumar, J. N. Madhuri and Mausumi Goswami

Abstract Predictive analytics incorporate various statistical techniques frompredic-
tive modelling, machine learning and data mining to analyse large database for future
prediction. Data mining is a powerful technology to help organization to concentrate
on most important data by extracting useful information from large database. With
the improvement in technology day by day large amount of data are collected in raw
form and as a result necessity of using data mining techniques in various domains
are increasing. Class imbalance is an open challenge problem in data mining and
machine learning. It occurs due to imbalanced data set. A data set is considered as
imbalanced when a data set contains number of instance in one class vastly out-
number the number of instances in other class. When traditional data mining algo-
rithms trained with imbalanced data sets, it gives suboptimal classification model.
Recently class imbalance problem have gain significance attention from data mining
and machine learning researcher community due to its presence in many real world
problem such as remote-sensing, pollution detection, risk management, fraud detec-
tion and medical diagnosis. Several methods have been proposed to overcome the
problem of class imbalance problem. In this paper, our goal is to review variousmeth-
ods which are proposed to overcome the effect of imbalance data on classification
learning algorithms.

Keywords Class imbalance · Bagging · Boosting · Classification · Ensemble ·
Sampling · Ensemble approach for class imbalance

1 Introduction

Creating an effective model for classification may become challenging strive if train-
ing data set available to train the model are not perfectly balanced. A data set is con-
sidered as imbalanced when the number of examples present in one class is vastly
outnumber the number of examples present in other class(es). When traditional data
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mining algorithms trainedwith imbalanced data sets it gives suboptimal classification
model. Such methods would not be effective for classification of instances of minor-
ity class, which have very few instances compare to overrepresented class (majority
class). Usually, it is the instances of the minority class whose misclassification cost
is very high. Therefore, some special methods required in order to make sure that a
model will be able to classify these important yet rarely occurring instances.

The first workshop dedicated to the class imbalance problemwas held in conjunc-
tionwith theAmerican association for artificial intelligence conference 2000 (AAAI’
2000) [1]. Recently learning from imbalanced data has achieved significance con-
cern in academia, industry, government funding agencies and many others. The class
imbalance problem is quite common in many real-life applications like risk manage-
ment, fault diagnosis [2–4] anomaly detection [5, 6], fraud detection, learning word
pronunciations, face recognition [7], discovery of oil slicks in satellite radar images
[8], content characterization, data recovery and sifting undertakings and so forth. The
data sets are normally imbalanced (e.g. credit card fraud and uncommon sickness) or
the data sets are not normally imbalanced but rather it is excessively costly, making it
impossible to get instances of the minority class (e.g. shuttle failure) for learning. In
many classification domains, misclassification can be very dangerous, for example,
if cancer patient is classified into non-cancer patient by a classification algorithm
may leads to death of the patients. The rest of this paper is organized as follows. In
Sect. 2, we present different way of dealing with class imbalance problem. In Sect. 3,
we present different methods to deal with class imbalance problem at data level. In
Sect. 4, we discussed different ensemble-machine learning algorithm. In Sect. 5, we
present result and discussion and finally conclusion in Sect. 6.

2 Dealing with Class Imbalance Problem

Several methods have been anticipated to overcome the consequence of imbalanced
data on classifiers. Galar et al. [9] provided a brief description of several methods to
handle class imbalance problem. These methods can be classified into five categories
based on how they deal with class imbalance problem.

I. Recognition-based approach
II. Algorithm level approach
III. Data level approach
IV. Cost-sensitive learning
V. Ensemble-learning methods.
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2.1 Recognition-Based Approach

A recognition-based [10] or one class learning approach is an alternative solution in
which the classifier is trainedwith the instances of theminority class in the absence of
majority class instances. However, recognition-based approach is not applicable for
classification algorithms such as decision tree, Naive Bayes and associative classifier.
These classifiers cannot be constructed with the instances of one class.

2.2 Algorithm Level Approach

Algorithm level approaches are also called internal approaches to tackle class imbal-
ance problem. Methods at algorithm try to bias the classifier towards minority class
[11–13].

A few strategies have been proposed for the treatment of class imbalance issue at
Algorithm level. Pazzani et al. [14] proposed a strategy that doles out various weights
to the examples of the distinctive classes. Ezawa et al. [15] proposed a technique that
tries to inclination the classifier for certain attribute relationships. Kubat et al. [16]
have utilized some counter-cases to predisposition the acknowledgement procedure.
Barandela et al. [17] proposed a weighted separation work for the k-closest neigh-
bour’s classifier. The primary thought behind this weighted separation is to adjust for
the unevenness proportion relatedwith the preparation informational collectionwith-
out really changing the class circulation. Along these lines, weights are appointed to
the particular classes as opposed to allotting weights to the individual examples. As
the weighting factor is more prominent for minority class and less for greater part
class, the separation for occurrences to minority class is lower than the separation to
lion’s share class. Along these lines, the new protests tend to discover their nearest
neighbour among the instances of the minority class. The main drawback associated
with this approach is that it requires information of both the relating classifier and
the application area, which is effortlessly not accessible in numerous applications.

2.3 Data Level Approach

Data level is another approach to manage class imbalance issue. Data level methods
are also called as external level approach because it is independent of classification
algorithms. Data level (or external) approach rebalances the class distribution either
by adding instances intominority class known as oversampling or removing instances
from majority class known as undersampling [18, 19]. Data level approaches avoid
the adjustment of classifier by attempting to diminish the impact caused by imbal-
anced training data set with a pre-processing step. Therefore, data level treatment
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for class imbalance is independent of classifier because of this it is usually more
versatile.

2.4 Cost-Sensitive Learning Approach

Traditional classifiers are built using inductive learning aimed to minimize the
expected number of error. Cost-Sensitive learning approach is an extension of the
classical inductive learning to balance themisclassification rate. Cost-sensitive learn-
ing approach considers costs, such as misclassification costs, test cost, and waiting
cost into account during training of classifier and builds a model with lowest cost. In
some application domain, this approach is very important, for example, in medical
science if a cancer patient is wrongly classified as a cancer-free patient then cost will
be very high as it may lead to death of the patient. Several cost-sensitive learning
techniques have been proposed to overcome this class imbalance problem.

In case of class imbalance treatment, cost-sensitive learning approach falls
between data level and algorithm level approach. At data level, it adds cost to the
training examples, and at algorithm level, it modifies the learning process to accept
cost [20]. Cost-sensitive learning approach assumes high misclassification cost if
instances from minority class are misclassified, hence, it biases the classification
algorithms towardsminority class. Themain drawback associatedwith cost-sensitive
learning is that it needs to identify misclassification costs, which are usually absent
from data sets.

2.5 Ensemble-Learning Methods

Ensemble methods construct a set of classifiers which are usually called weak learn-
ers. All the classifiers are combined by using majority vote scheme to form a strong
classifier. Ensemble-learning method increases the generalization ability of a clas-
sifier. The generalization capability of strong classifier will be more compared to
each of the base learner which is combined to form strong classifier. In case of
treatment to class imbalance problem ensemble-learning methods usually consists
of a combination of learning algorithms and one of the techniques above, specially
data level and cost sensitive. Several methods have been proposed by combining
data pre-processing techniques and ensemble-machine learning algorithms such as
RUSBoost, SMOTEBagging, SMOTEBoost, RUSMultiBoost.
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3 Data Level Treatment to Class Imbalance Problem

Class imbalance is overcome by applying data pre-processing technique to original
training data set to achieve desired balance ratio between majority class and minority
class. Data pre-processing is achieved by applying resampling technique. Data pre-
processing methods can be divided into two groups: undersampling methods, which
remove instances from minority to majority class until the desired balanced ratio
betweenmajority class andminority class is achieved, oversampling methods, which
add instances into minority class until the desired ratio between majority class and
minority class is achieved. The main advantage of resampling technique is that they
are independent of classification algorithms.

3.1 Random Oversampling

It is a non-heuristic technique which randomly adds the instances into minority class
until and unless the desired ratio between majority and minority class is achieved.
Since the number of instances in the sampled training data set is more compared to
the original training data set, the training time of the classifier used increases. Since it
makes an exact copy of existing instances; the classifier may suffer from over fitting.

3.2 Random Undersampling

Random undersampling is also a non-heuristic method which randomly removes
instances from majority class until and unless the desired balance ratio between
minority and majority class is achieved. Since the number of instances in sampled
training data set is less compared to original training data set, the training time of
the classifier used decreases. However, it may remove some of the instances which
are important for classification task.

3.3 Synthetic Minority Oversampling Technique (SMOTE)

Synthetic Oversampling Technique (SMOTE) [21] is an intelligent oversampling
method which is specially designed for the treatment of imbalanced data problem.
The main idea behind SMOTE is to create new minority class instances by inter-
polating several minority class instances which are the nearest neighbour of each
other.

SMOTE method takes the difference between an instance of minority class and
one of its nearest neighbours, then multiplies this difference by a random number
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between 0 and 1 and adds the result to sample space under consideration. Since
SMOTE method does not add the same instance from minority class, the overfitting
problem is avoided.

Example of generation of synthetic examples (SMOTE)

Let’s assume an instance (6,4) under consideration to generate synthetic example.
And let (4,3) be one of the nearest neighbours of instance (6,4).

x1 � 6 x2 � 4 x2 − x1 � −2
y1 � 4 y2 � 3 y2 − y1 � −1

Then new instances new(x, y) will be generated as follows:
new(x, y) � (6,4) + rand(0−1)* (−2, −1)
rand(0−1) generates a random number between 0 and 1.

3.4 Condensed Nearest Neighbour (CNN)

In 1968, Hart [22] proposed an undersampling method to reduce the size of the
training data sets for the nearest neighbour decision which is also called as “The
Condensed Nearest Neighbour Rule” (CNN). The main idea behind this method is
to select a subset of original training data set. Since CNN uses undersampling which
requires many scan over training data set, it is slow compared to other methods. And
because of the random selection, some important instances from the majority class
may be discarded which may be useful for classification task. The CNN undersam-
pling method works as follow. Initially, let’s assume that instances of training data
set are arranged in some order. Then we set up bins called STORE and GRABBAG.

Step1: The primary example is put in STORE.
Step2: The following occurrence is characterized by the NN administer, utiliz-
ing the present substance of STORE. (Since at first STORE has just a single
case, the arrangement will be unimportant at this stage.) If the following exam-
ple is ordered accurately it is set in GRABBAG else it is set in STORE. It isn’t
put in STORE in the event that it is grouped accurately in light of the fact that
it is expected that next example is same as one of the occasions that has a place
with STORE set.
Step3: Proceeding inductively, the ith example is arranged by utilizing cases in
current STORE. In the event that characterized accurately, it is put in GRAB-
BAG else it is set in STORE.
Step4: After consummation of one pass on the preparation informational col-
lection the strategy keeps on circling to look over GRABBAG until the end,
which can happen in one of two ways:
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Step4.a: The GRABBAG is depleted; with all occasions has a place with
GRABBAG exchanged to STORE or on the other hand.
Step4.b: One complete pass is made through GRABBAG with no transfers to
STORE.
Step5: Finally, STORE set is will be used as new training data set and content
of GRABBAG will be removed.

3.5 Edited Nearest Neighbour (ENN)

ENN [23] is an undersampling method in which undersampling on majority class is
performed by removing instances whose class label does not match with majority of
its k nearest neighbours. That is undersampling is performed on majority class by
removing outliers.

3.6 Repeated Edited Nearest Neighbour (RENN)

RENN is also an undersampling method in which edited nearest neighbour (ENN)
method is applied repeatedly until ENN cannot remove any further instances from
majority class.

3.7 Exploratory Undersampling for Class Imbalance
Learning

The key idea behind “exploratory undersampling for class-imbalance learning” is
to overcome drawback associated with undersampling methods, i.e. undersampling
methods remove the patterns from majority class in order to achieve desire balance
ratio between majority class and minority class. Hence, undersampling may cause
potential loss of information from majority class.

Liu et al. [24] proposed EasyEnsemble and BalanceCascade which is an alter-
native to sampling methods. In case of EasyEnsemble, majority class data sets are
divided into several subsets, and finally, each subset of majority class is merged with
minority class and train an ensemble from each of them with AdaBoost serially.
BalanceCascade is supervised strategy where undersampling process is guided by
learning algorithm here the idea is to discard the patterns of majority class which are
correctly classified by learning algorithm in current iteration.
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4 Ensembles Technique for Solving Class Imbalanced
Problem

Ensemble methods construct a set of classifiers which are usually called weak learn-
ers. All the classifiers are combined by using majority vote scheme to form a strong
classifier. Ensemble-learning method increases the generalization ability of a classi-
fier. The generalization capability of strong classifier will be more compared to each
of the base learner which is combined to form strong classifier.

In case of treatment to class imbalance problem, ensemble-learning methods usu-
ally consist of a combination of learning algorithms and one of the techniques above,
specially data level and cost sensitive. Several methods have been proposed by com-
bining data pre-processing techniques and ensemble-machine learning algorithms
such as RUSBoost, SMOTEBagging, SMOTEBoost, and RUSMultiBoost the details
of these algorithms are presented in Sect. 5.

4.1 Ensemble-Machine Learning Algorithms

Ensemble methods construct a set of classifiers which are usually called weak learn-
ers. All the classifiers are combined by using majority voting scheme or through
weighted averaging to form a strong classifier. Ensemble-learning method increases
the generalization capability of classifier. Ensemble classifiers can be constructed by
the following two steps: initially, all the base learners are produced, base learners
can be produced either in parallel style or sequentially, and then the base learners are
combined through majority voting or through weighted averaging for the prediction
of output of new instances. In case of classification, the trained base learners are com-
bined through majority voting and in case of regression, the trained base learners are
combined through weighted averaging. There are several algorithms that have been
proposed to construct ensemble classifier which can be classified into four categories
Boosting, Bagging, Wagging and MultiBoosting.

4.1.1 Boosting

Boosting is an approach to build ensemble-machine learning algorithms; the idea of
boosting is to create a highly accurate prediction rule by combining many relatively
weak and inaccurate rules. Given a classification problem, the goal, of course, is to
generate a rule thatmakes themost accurate predictions possible on new test samples.

The AdaBoost algorithm by Freund and Schapire [25] was the first practical
boosting algorithm and remains one of the most widely used and studied, with appli-
cations in numerous fields. Boosting technique uses entire training data set to train
each classifier.
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AdaBoost

AdaBoost [25, 26] is a standout among the most normally utilized and popular
boosting method. AdaBoost utilizes whole informational present in training data sets
for training of the model. It gives more consideration regarding erroneously ordered
example. After every iteration, it builds the weights of mistakenly ordered example,
for amend characterization in the following cycle. The significance of occurrences
is estimated by a weight, which is at first equivalent for all examples. The weights
of misclassified sample are expanded; actually, the weights of accurately ordered
examples are diminished after every iteration. Weight is additionally doled out to
every individual classifier (speculation) contingent upon its general precision which
is likewise called as certainty of the classifier (theory). A classifier will be doled
out more weight in light of high certainty. A classifier is said to be more confident
if number of misclassification is less. At long last, every one of the classifiers is
consolidated through greater part voting to anticipate the yield of new occasions.

The above Algorithm 1 shows how the ensemble classifiers can be constructed
using AdaBoost algorithm. Given an integer T specifying the number of iteration, T
weighted training sets S1, S2,…, ST are generated in sequence and T classifier C1,
C2,…, CT are built. A final classifier C* is formed using a majority voting scheme.
The weight of each classifier depends on its performance on the training set used
to build it. However, there are two extensions of AdaBoost.M1 and AdaBoost.M2.
AdaBoost.M1 is the first extension ofAdaBoost algorithm tomulticlass classification
with a different weight changing mechanism. AdaBoost.M2 is the second extension
of AdaBoost to multiclass classification which makes use of base classifiers confi-
dence rates. It is an established fact that boosting reduces bias and variance [27]. The
main drawback of this method is that boosting algorithm does not work well with
noisy data sets. For justification, let’s assume that in first iteration an noisy instance
is misclassified. In the next iteration, AdaBoost algorithm will increase the weight
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of noisy instance which was misclassified in the previous iteration and it will force
the weak learner to learn the noisy instance by assuming the noisy instance as hard
example to learn. Moreover, if the noisy instance is misclassified again in any further
iteration then the algorithm will increase its weight once again and this process goes
on.

4.1.2 Bagging

Breiman [28] presented the idea of bootstrap accumulation to develop groups. An
arrangement of bootstrap test is created by consistently inspecting m examples from
the preparation set with substitution. T bootstrap tests B1, B2, …, BT are produced,
and a classifier is worked from each bootstrap test. A last classifierC* is worked from
C1, C2, …, CT whose yield is the class anticipated frequently by its sub classifier,
with ties broken discretionarily. Bagging is well known for reducing variance, and
bagging is suitable for parallel computation.

4.1.3 MultiBoost

MultiBoosting is an extension of AdaBoost method which forms decision commit-
tees. MultiBoost algorithm is proposed to take the advantage of combination of any
two algorithms: either AdaBoost with bagging or AdaBoost with bagging. Multi-
Boost is a way to make AdaBoost suitable for parallel computation. Webb [29]
presented MultiBoost which unites of AdaBoost with wagging method. Zijianza-
heng presented a study of multiple boost which is combination of AdaBoost and
Bagging and is suitable for parallel and distributing computation.

Note that none of the ensemble algorithms discussed above itself deal with class
imbalance problem directly. In order to solve class imbalance problem, these ensem-
ble algorithms have to be changed or combined with another techniques. Since the
main goal of these ensemble algorithms is to give attention to examples which is hard
to learn. Recently ensemble algorithms combined with resampling techniques have
gained significant attention in solving class imbalance problem. Various algorithms
like SMOTEBoost, RUSBoost, RUSMultiBoost, etc. have been proposed.
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4.2 Boosting-Based Ensembles to Overcome Class Imbalance
Problem

Boosting-based ensemble is combination of data pre-processing and AdaBoost,
depend on different pre-processing technique there different boosting-based ensem-
ble to overcome class imbalance problem.

4.2.1 SMOTEBoost

Chawla et al. [30] proposed SMOTEBoost overcome the class imbalance problem.
It is a combination of synthetic minority oversampling (SMOTE) which is specially
designed to alleviate class imbalance problem and AdaBoost. Here, the data pre-
processing (oversampling of minority class) is done by creating synthetic examples
and the oversampled training data set is given to AdaBoost to build a model. The
SMOTEBoost take the advantage of both boosting and the SMOTE method. While
boosting improves the accuracy of model by giving attention to examples which is
hard to learn, SMOTE improves the performance of the model by increasing number
of minority class instances in training data set.

The only drawback associated with this method is that SMOTE is complex and
time consuming oversampling technique compared to other resampling methods.
Therefore, SMOTEBoost which uses SMOTE as oversampling technique is also
complex and time consuming compared to other methods such as RUSBoost.

4.2.2 RUSBoost

Seiffert et al. [31] proposed a simple and faster method compared to SMOTEBoost to
alleviate class imbalance problem. RUSBoost is a combination of random undersam-
pling and AdaBoost. Random undersampling is applied to majority class examples
to achieve desired balance ratio between minority class and majority class and then
the balanced data set is given to AdaBoost to build a model. The author used two
class distributions 35:65 and 50:50 as balanced ratio between majority class and
minority class, where 35:65 means 35% minority class and 65% majority class. The
only drawback associated with RUSBoost is that random undersampling technique
randomly removes the instances from majority class which may discard instances
which may be useful for classification.

4.2.3 EUSBoost

Galar et al. [32] proposed a novel method to alleviate class imbalance problem with
the aim to improve the accuracy of classifiers while promoting their diversity. EUS-
Boost is a combination of evolutionary undersampling and AdaBoost. The working
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of EUSBoost is same as RUSBoost. The only difference is that it uses evolutionary
undersampling instead of random undersampling.

4.2.4 RUSMultiBoost

Mustafa et al. [33] proposed a simple and efficient method to alleviate the class
imbalance problem which combines random undersampling with MultiBoost algo-
rithm. It takes the advantage of both Boosting and wagging. Boosting algorithms
are known for reducing bias. MultiBoost is a combination of Boosting and wagging
which a variation of Bagging. This method is specially developed to reduce the sig-
nificance loss of information while undersampling. In case of RUSMultiBoost, many
subsets of training set are formed from given training data set by using sampling with
replacement. Some of the instances may be selected many times while some may
not be selected for single time also. A weak learner is trained on each new subset of
training data sets, and finally, all of them are combined together by majority voting
to form a strong classifier. However, since random undersampling is involved, RUS-
MultiBoost suffers with loss of important information from majority class during
undersampling on majority class.

4.3 Hybrid Ensembles

Hybrid ensembles method combines both boosting and bagging technique. Some-
times both boosting and bagging are also combined with a data pre-processing
method.

4.3.1 EasyEnsemble

Liu et al. [24] proposed two methods: EasyEnsemble and BalanceCascade to over-
come the drawbackof undersamplingweremanymajority class instances are ignored.
EasyEnsemble method divides the majority class instances into several. Then it
trains the learner with each subset of majority class instances and the minority class
instances. Finally, it combines the output of all the learner. This can be mathemat-
ically represented as: let’s assume that we have N number of instances in majority
class then T number of subset will be created from majority class example namely
N1, N2, N3, …, NT . For each subset, Ni (1 ≤ i ≤ T ) a classifier Hi is trained using
Ni and P, where P is the Minority class instances. Finally, all generated classifiers
are combined to make prediction of new instances.
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Table 1 Statistics of data sets

Sl. No. Data sets Instances/patterns Attributes No. of
minority

No. of
majority

Imbalance
ratio (IR)

1 Blood
transfusion

748 5 178 570 3.2022

2 PC1 1109 22 77 1032 13.4025

3 CM1 498 22 49 449 9.1632

4 Mammographic 1035 6 445 590 1.3258

5 Wisconsin 683 11 106 590 5.5660

4.3.2 BalanceCascade

BalanceCascade is relatively similar to EasyEnsemble only difference is that Bal-
anceCascade removes the instances of majority class from further consideration if it
is correctly classified by the trained learners. The difference between EasyEnsemble
and BalanceCascade is how they treat themajority class after each iteration. Balance-
Cascade is an supervised methods whereas EasyEnsemble is unsupervised method
[24].

5 Results and Discussion

5.1 Data Sets Description

In our study, we have used five binary class data sets taken from the University of
California, Irvine (UCI) machine learning repository [34]. The statistics of the data
sets are presented in Table 1. The imbalance ratio (IR), i.e. ratio between number of
sample in majority class and number of sample in minority class are calculated as
Smaj

Smin
. Tenfold cross validation is used for performance evaluation.

5.2 Performance Evaluation in Class Imbalanced Domains

Performance evaluation plays a significant role in machine learning. Performance
evaluation guide and guide machine learning algorithms. Machine learning algo-
rithms will not be able to handle class imbalance problem if choice of performance
evaluation does not value minority class. The most commonly preferred choice for
performance evaluation is overall accuracy. However, in case of imbalanced data
set overall accuracy is not a suitable choice for performance evaluation of classifi-
cation algorithm. Consider an example where classification algorithm is trained on
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Table 2 Confusion matrix

Positive Negative

Prediction class Positive True positive (TP) False positive (FP)

Negative False negative (FP) True negative (TP)

imbalanced data example where and total 100 samples present in test data set and 95
samples belongs to majority, 5 samples belongs to minority class. Classifier classi-
fied all the 95 samples from majority class correctly and misclassified all 5 samples
of minority class even the overall accuracy will be 95% but the fact it is not able
to recognize minority class instances. Therefore, other performance evaluation met-
rics have been proposed which measure the performance of classifier with the help
of confusion matrix (also called as contingency table). The confusion is as follow
(Table 2).

There are various evaluation criteria among them, the performance criteria which
are mainly used to measure performance in case of class imbalanced are precision-
recall, sensitivity, F-measure, specificity and geometric mean.

5.3 Precision, Recall and F-Measure

These performance metrics are used when performance of positive class or minority
class are concerned, because precision and recall are defined with respect to minority
class.

• Precision of classifier defines as the percentage of positive prediction done by
classification algorithm that is correct.

Precision � TP

TP + FP

• Recall is defined as percentage of true positive sample that is classified by classifier
is correct.

Recall � TP

TP + FN

• F-measure is harmonic mean of precision and recall.

F-measure � 2 ∗ Recall ∗ Precision

Recall + Precision
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5.4 Sensitivity, Specificity and Geometric Mean

These performance measures are used when classification performance of both
minority class and majority class is equally concerned and expected to be high.
G-mean indicates the balance between the majority and minority class performance.
G-mean takes into account both the accuracy of positive class instances (sensitivity)
and the accuracy of negative class instances (specificity).

Specificity � 1 − FP

Total Negative

Sensitivity � Recall

G-means � √
Sensitivity ∗ Specificity

Table 3 present overall accuracy of EasyEnsemble, BalanceCascade, SMOTE-
Boost and RUSBoost using decision tree as weak learner. EasyEnsemble outper-
formed other methods for three data sets and SMOTEBoost outperformed other
methods for two data sets out off five data sets when decision tree is used as weak
learner. Similarly from Table 4, it is observed that RUSBoost outperformed other
methods for three data and SMOTEBoost outperformed other methods in two data
sets when KNN is used as weak learner.

Table 5 present F-measure of EasyEnsemble, BalanceCascade, SMOTEBoost
and RUSBoost using decision tree as weak learner. EasyEnsemble outperformed
other methods for four data sets and RUSBoost outperformed other methods for
one data set out off five data sets when decision tree is used as a weak learner.
Similarly from Table 6, it is observed that RUSBoost outperformed other methods
for two data, EasyEnsemble outperformed other methods for one, SMOTEBoost
outperformed other methods in data sets, and for CM1 data set both EasyEnsemble
and BalanceCascade gives maximum F-measure compare to other methods when
KNN is used as a weak learner.

Table 3 Performance of EasyEnsemble, BalanceCascade, SMOTEBoost, RUSBoost with Deci-
sion Tree

Data sets EasyEnsemble
(avg.
accuracy)

BalanceCascade
(avg.
accuracy)

SMOTEBoost
(avg.
accuracy)

RUSBoost
(avg.
accuracy)

1 Blood
transfusion

66.4665 62.67 62.3416 65.5452

2 PC1 76.02 77.38 90.7744 72.4222

3 CM1 72.00 60.00 86.7667 69.7083

4 Mammographic 80.73 78.13 77.7914 78.411

5 Wisconsin 77.70 74.82 77.0476 76.342
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Table 4 Performance of EasyEnsemble, BalanceCascade, SMOTEBoost, RUSBoost and with
KNN

Data sets EasyEnsemble
(avg.
accuracy)

BalanceCascade
(avg.
accuracy)

SMOTEBoost
(avg.
accuracy)

RUSBoost
(avg.
accuracy)

1 Blood
transfusion

33.0886 63.8664 57.2749 64.7416

2 PC1 59.2618 58.4795 86.9157 78.7615

3 CM1 61.8667 61.8667 82.1333 75.35

4 Mammographic 59.0833 60.2853 73.7821 77.33

5 Wisconsin 71.3420 71.6277 77.6104 78.1991

Table 5 F-measures of EasyEnsemble, BalanceCascade, SMOTEBoost, RUSBoost with Decision
Tree

Data sets EasyEnsemble BalanceCascade SMOTEBoost RUSBoost

1 Blood
transfusion

0.4848 0.4615 0.2118 0.3366

2 PC1 0.3117 0.3243 0.3185 0.3371

3 CM1 0.3636 0.2308 0.2098 0.2261

4 Mammographic 0.8663 0.7823 0.7312 0.7539

5 Wisconsin 0.5231 0.5205 0.2656 0.4965

Table 6 F-measures of EasyEnsemble, BalanceCascade, SMOTEBoost, RUSBoost with KNN

Data sets EasyEnsemble BalanceCascade SMOTEBoost RUSBoost

1 Blood
transfusion

0.2470 0.2514 0.2262 0.2529

2 PC1 0.2269 0.2309 0.3306 0.3059

3 CM1 0.2456 0.2456 0.2421 0.2401

4 Mammographic 0.2107 0.3564 0.6677 0.73

5 Wisconsin 0.4669 0.4698 0.3555 0.541

From our experimental result, it can be concluded that EasyEnsemble and
SMOTEBoost outperformed other methods in term of both performance measure
overall accuracy and F-measure. Performance of EasyEnsemble, BalanceCascade,
SMOTEBoost and RUSBoost change there is change in weak learner.

6 Conclusion

In this paper present, review of data level methods and ensemble-based approach to
overcome class imbalance problem. Class imbalance is an open challenge problem
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in data mining and machine learning researcher community. Several techniques have
been proposed to overcome the effect imbalance data on classifier which can be
classified into four groups as recognition-based approach, algorithm level approach,
data level approach, cost-sensitive learning, ensemble-learning methods. We have
to remark the good performance of EasyEnsemble and SMOTEBoost over other
methods but SMOTEBoost is complex to build a model. RUSBoost is an alternative
to SMOTEBoost which performance similar compare to SMOTEBoost; however,
sometimes even outperform SMOTEBoost and RUSBoost have an advantage over
SMOTEBoost that it is simple to build model.
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“College Explorer” An Authentication
Guaranteed Information Display
and Management System

Sonali Majumdar, K. M. Monika Patel, Arushi Gupta
and M. N. Thippeswamy

Abstract The confusion and dilemma that arises out of the unorganized plethora of
information on the Internet can never help school pass outs to reach any conclusion
of which college to join for higher studies. Apart from college information, internal
environment and feedback from students currently studying in the college is essential
part to know about an institution and its administration. This paper stresses about
the need for a Web application like college explorer through the novel contributions,
system model, and advantages of the Web application developed. It enables the
general public to view information such as placement details, admission details,
course details, etc., about the colleges. In addition, the features like class notes
sharing, notice publication (separate for students as well as for faculties of respective
departments of the college), application of leave facility for both faculties as well
as students are developed to manage the leave application even in emergency cases
for smooth internal administration. The results confirm that Web applications have
the potential to address various problem statements stated using Web technology
efficiently.

Keywords Web technology ·Web application authentication · Information
system · JDBC ·MVC architecture · JSP · Servlets

1 Introduction

During this era of competition where it is tough to secure a seat in reputed institution
due to the high number of students writing entrance examination for admissions,
unselected students tend to find alternative institution to secure seat in the course
of their choice after graduating from pre-university or high school. But the problem
here is which institution to prefer.
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Following are the four problem statements for which we propose a single system
of information display and management in an organized manner:

1.1. Entrance exams in various fields arewritten by lakhs of students every yearwith
limited seats in best institutes/colleges.Howwill the remaining students decide,
which college suites their requirements from pool of unreliable sources of
information around them [1]. The information may include placement details,
transport facilities, internal college life, and so on.

1.2. Students in college find it difficult to study from plethora of information pro-
vided through multiple books for certain subject as a result they have to visit
library frequently, search and learn the topic there within limited time [2].
Not all students can study and understand content of book written by various
domain experts and thus need simplification.

1.3. In cases of emergency leaves, the faculty and students need to take permission
personally from higher authorities such as Head of Department (H.O.D.) which
sometimes may not be possible due to circumstances.

1.4. Lecturers find it difficult to communicate and coordinate an event in college at
short notice(s) for administrative purpose. Notices are published inside insti-
tutes using old methods like attaching notice sheet on notice board in college
premises [1].

Therefore, there is a need for college portals which can provide smooth inter-
nal administration management for the college and also the one which can provide
updated and authenticated information about the college to the general public at the
same time.

In the following sections, Sect. 2 lists the novel contributions in this work.
Section 3 provides a brief description of the literature survey for the development
of Web application. Further Sect. 4 provides a brief explanation about the system
model and Sect. 5 lists some of the advantages of the proposed system over existing
one. Section 6 describes important results and Sect. 7 concludes the work.

2 Novel Contributions

The novel contributions for the problem statements by theWeb application are stated
as follows:

• Authenticated sign up acceptance by system admin to log into theWeb application,
by students, faculties, training and placement officer (T.P.O.), Head of Department
(H.O.D) and Transport officer (T.O.) of that college and enjoy the functionalities
provided by the system.

• Notes sharing department wise, among students and faculties of the same depart-
ment.

• Department-wise notice publication.
• Leave application by students and faculties, to be approved by H.O.Ds.
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• Addition of pick and drop location of college bus by T.O. of the college.
• Placement details to be added along with the year of drive and number of students
placed, by T.P.O.

• Minimum and maximum ranks accepted by college in entrance exams, to admit
new students is also added by T.P.O.

• Information provided through the system, by T.P.O. and T.O. will be visible to the
general public for providing reliable information (hence authenticated and updated
information is also provided).

• Reviews can be added by bona fide and authenticated students of the college,
which is visible to the general public that too department wise.

3 Literature Survey

The current system provides a huge amount of data on the Internet in a scattered
manner through Web sites of the various private and government colleges in various
regions of the country, most of which are often not updated timely and are unknown
to a student searching for a suitable institute. Often it is observed that students rely
on external unknown sources about the particular college he/she wants to explore
which has less or almost no ground for truth. Also, not all the official Web sites of all
colleges are known to the student who is searching for suitable college. In the existing
system, Web sites exist which provide reviews to students in an unorganized manner
which allows any person to randomly post reviews without proper authentication.
Another issue we identified when we observed that weak learners are unable to
grasp a concept easily. The existing system contains again plethora of information,
in unorganized manner. Hence, the feature of knowledge sharing was included as no
system exists which can provide the concepts explained by the department faculties
of college outside the class in an organized manner. The feature of leave application
in colleges is manual work such that the person has to take permission from higher
authorities even in emergency cases. The Web application proposes to change it and
make the process less tedious.

Through some literature survey surrounding these issues, we found out that col-
leges need a renovation in terms of performing internal academic operations which
include publish of notices and placement activities [1]. Currently, the administrative
tasks are done manually in most of the colleges [3]. People face problems while
locating a place to go without the use of a navigation system or location setter [4].
Educational institutions should partner up with the kind of platforms which can
provide all information at the same place without overburdening students with the
research work they have to pursue for their search purpose [5]. The study conducted
as a survey in [2] shows that 62% of students are dissatisfied with online databases of
libraries. In engineering colleges, 95% respondents are visiting for the library as the
main purpose of issuing library books for their academic studies [2]. Faculties and
students can share their published research papers among each other for knowledge
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and encouragement [6]. Small colleges can form consortium and host their college
information on a common platform at lower budget [7].

In this work, the process of posting reviews has been modified and only the
authenticated people related to the college are allowed to post reviews in the Web
application as the process of authentication is guaranteed. Among other new features
like publishing notices within the administration and the placement, activities are let
known to the general public which can be updated time to time. Leave application
has also been incorporated in the work for easing the administration of college. The
setting of location by T.O. helps eliminate any confusion with the bus location from
where the studentswill be picked up/dropped in case the college has transport facility.
Notes sharing platform is incorporated to provide students a database of class notes
to be referred to for academic study which hopes to reduce dissatisfaction among
students and the students can refer library periodicals instead for carrying out research
work instead of only studying.

4 System Model

The system architecture for the Web application is shown in Fig. 1 which describes
the system architectural design through the interaction of different users (general
public, faculty, students, H.O.D., T.P.O., and T.O.) with the system which relies on
various databases maintained for information extraction. The Web application has
two types of user base:

• General view for unregistered user.
• Information management application for registered users.

General view for unregistered user: This part of the project mainly deals with
the display of general information [3] about the college. This includes general infor-
mation such as college infrastructure, courses offered, college facilities, bus facility
(if any), etc., and the student reviews for the college, which are given by bona fide
students of the college.

Registered users: The list of registered users includes the following:

A. Administrator: This user is the first layer of security of the system in terms of
permitting the authenticated members of the college such as bona fide students
and currently appointed faculties to become a user of the system. The admin is
supposed to be the controller of the whole system. The admin’s main task is to
maintain the authenticity of the system by reviewing and accepting the sign-up
requests of only those userswho are registeredwith the systemdatabase assumed
to be provided by college which denotes that the user is actually the member of
the college either as a student or faculty.

B. Faculty: The faculty is also an authenticated user of the system who can use the
system if and only if he/she is registered with the system. The faculty first needs
approval of admin to sign up to the system and only after the admin approves, the
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Fig. 1 Block diagram of architectural design of Web application

faculty can log into the system to perform various functionalities like uploading
notes with deletion functionality, for students of his department, apply leaves
which will be approved by H.O.D. and to publish emergency/urgent notice for
students and faculty of the same department.
The faculty may share research papers published by them among their students
to guide and encourage them through notes sharing platform [6].

C. Student: The student is the user who would also have a similar procedure to log
into the system as that of the faculty that is through authentication. The student
also enjoys various functionalities after logging into it such as upload notes
for other students of the department but can’t delete them, apply for leave to
H.O.D., and can view the department notice also. The student is given a facility
of reviewing the college which will be directly visible on the general page, to
every unregistered user who uses the system.

D. Placement officer: He can use the system to add details about the placements
in the college and also can add the details of the entrance exam ranks accepted
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by the college during admission. The fee structure for these exam candidates on
admission is also updated by this user only. All these information are directly
displayed on the general page for helping students to get authenticated and
updated information, who want to pursue higher education in that college.

E. Transport officer: Locating the positions in map for navigating to a nearby bus
stop of the college can be helpful and done through Google Apps only when the
position is known [4]. T.O. can add the bus stops through Google maps using
the Web application, to add the pick/drop locations of college buses from/to
where college students and faculties commute daily to/from the college. This
information is also displayed directly on the general page, for keeping the general
users informed about the transport facility provided by college.

F. Head of Department: He/she can approve the leaves which are applied by
students and faculties of the department to which the H.O.D. belongs to.

5 Advantages

• Less time-consuming research for students in search of suitable institute for higher
study in engineering field.

• Real-time, updated, and authenticated information is to be provided along with
reviews.

• Students can make an opinion on the college easily using reviews of bona fide
students of the same college.

• Additional features of the systemalso aim at providing faculties of the same college
to utilize the system for notes uploading in order to assist students in their study.

• Faculty can also notify students in real time by publishing notice(s) of important
information to be circulated among students, through this system which is helpful
especially in cases of urgent information circulation.

• It also aims at providing students to view and upload the notes provided by the
faculty of various subjects or classmates which will prove to be helpful for them
in their studies and to keep track of notice from their side.

• Through this system, the students who are studying currently in the college can
independently judge the working of the college and this will provide information
about how the internal environment of the college is, to the general public (target
audience include the school pass outs and parents).

• Faculty and students can apply for leave to H.O.D. directly through the system
which can be approved through the system by H.O.D.
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6 Implementation and Results

In this section, the results are shown for the Web application college explorer, which
has been implemented using Java Server Pages (JSPs), Servlets, XML [8] on J2EE
platform of javawhich uses JDBC connections [9, 10] to connect toMySQL database
based on the MVC Architecture. Some of the important outcomes are discussed
herein:

The ER diagram of the Web application, which depicts relationships between
different entities of the database, is shown in Fig. 2. The list of reviews a particular
student has written for the college on behalf of a department after a successful login
to the system which is visible in his account is shown in Fig. 3. Figure 4 shows
the summarized student reviews overall, which are visible to the general public.
Figure 5 shows the list of uploaded class notes and important video links by faculties
and students of a particular department being shown in the account of the student
who belongs to the same department. Figure 6 shows the form which either a student
or a faculty of the department on being logged into the system, has to fill up, in order
to upload the contents for other faculties and students of the same department to
view and refer. Figure 7 shows how the faculty currently logged into the system can
maintain the notices to be published for faculty and students of the same department
separately. Figure 8 shows how a T.O. can manage the information about the pick
and drop location of the college buses, to be shown to the general public. Figure 9
shows the management of placement information by the T.P.O. of the college which
will be shown on the general page to be showcased to the general public who are
unregistered with the system. Figure 10 shows how a faculty of certain department
can apply for leaves to the H.O.D. by just a click through theWeb application. Based
on the number of leaves available for the faculty, it will be accepted.

The H.O.D. can either accept or reject the leave application, the information about
which will be notified to the same faculty through mail.

7 Conclusion

In a hope to serve students and parents in helping in their search of suitable college
to pursue higher education, we have built this project, which has only the Web
application part implemented. It also serves the purpose of aiding the management
of college administration to function with reduced manual task to execute and to aid
them in keeping record in online mode. This system is an implementation of mere a
base idea to build commercialWeb site which can act as a one-stop common platform
for multiple colleges or schools to be searched for their academic functioning and
internal environment.
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Fig. 2 ER diagram for the Web application

The future enhancements for this work are proposed as follows:

• Scale out theWeb application, so as to accommodatemore colleges by dynamically
adding them to the common platform.

• To develop the feature of ranking the colleges if the system is able to accommodate
multiple colleges based on either their overall ratings or infrastructure, etc.
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Fig. 3 List of reviews by a student

Fig. 4 Summarized view of student reviews

Fig. 5 List of uploaded notes by faculties and student of a department
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Fig. 6 Form to fill up to upload notes

Fig. 7 A faculty account can add and delete the notices published for students and other faculties
of their department

Fig. 8 Pick and drop locations can be added by transport officer through Google maps



“College Explorer” An Authentication Guaranteed Information … 183

Fig. 9 Placement details can be added by placement officer

Fig. 10 Leave applied to H.O.D. by faculty account

• This system can be successful in providing real common platform for multiple
colleges to showcase their college facilities and academic success.

• An android app specially designed for the system so that people can access and
use it anytime and anywhere.
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Abstract Classification of musical tracks and creation of playlists to match four pri-
mary activities such as Sleep, Party, Dinner andWorkout, using concepts of machine
learning (ML) and musical information retrieval (MIR), is proposed in this paper. A
data set of songs using features extracted through digital signal processing (DSP) is
developed for training. In this work, several prominent and distinguishing features of
individual musical tracks are employed. The ML algorithms used to classify the data
set are: super vector machine (SVM), kth nearest neighbour, neural networks and
voting classifiers. The results show that the highest accuracy can be attained when
classification is performed using the voting classifier compared to other algorithms.
The increase in accuracy can be attributed to the voting classifier’s ability to improve
the individual classes’ accuracy by utilizing multiple classifier outputs.
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1 Introduction

Automated music classification helps in sorting, indexing, tagging and curation of
petabytes ofmusic files available on the Internet. Processing and structured storage of
these songs needs a robust and effective classification mechanism. This classification
of songs can be performed on various aspects like genre of the music, mood of the
music, etc. In this paper, we classify music based on the activities a song is generally
associated with. The target classes considered in this paper areDinner activity, Party
activity, Sleep activity and Workout activity.

In any machine learning problem, there is an emphasis on data collection and
extraction and classification of data. In music classification, signal-based features
[1] can be employed. These signal-based features can be classified into short-time
features and long-time features. These short-time features divide the audio file into
small segments and analyse these short segments. A few short-time features are
MFCC [1], chroma features [2], spectral centroid [1], spectral roll-off [1] and spectral
bandwidth. Long-time features are generally estimated over the entirety of the song.
A few long-time features are: beat histogram [1], Daubechies wavelet coefficient
histogram (DWCH) [3], etc. These signal features are just not sufficient for many
music classification problems. High-level features like lyrics [4], artist details and
other meta data associated with an audio file can also be used as features.

In [5], the authors focused on extracting the spectral data from a MPEG ACC
audio file. The discrete wavelet transform techniques are used to extract the features.
The features used are classified into two categories: Timber and Tempo [5]. The
authors used SVM and RF classifiers to classify the data.

The results presented in [5] show that a highest accuracy of around 81% is
achieved. The music genre classification is done using manifold learning techniques
in [6]. The accuracy of these neural networks is compared with well-known learning
models, such as SVM and others.

In [7], the authors have studied the automatic detection and classification of music
files based on its genre with the help of various classification algorithms. Features
like MFCC and FFT are used in correlation with classification algorithms like LR,
kNN and SVMs. The work performed in [8] talks about the possible feature sets
that can be used in retrieval of music information and the methodology used for
extraction of the features and classification of music based on genre. The work
carried out in [8] definitively brings out a pattern recognition problem that exists in
music classification.

The authors of [9] discussed the use of different feature sets like Timberal
and rhythmic features to featurize the data. The work in [9] concentrates on bet-
ter classification using superior feature selection, feature reduction and the use of
improved classifiers like extreme learning machines that use boosting and bagging
techniques.
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Classification of music can be carried out in two ways:

(i) Using unsupervised learning with no labels, i.e. by building and analysing
clusters using algorithms like k-means, DB-SCAN, neural networks, etc. This
method gives a group of music files with similar features put together.

(ii) Using supervised learning,where labels are used to distinguish different training
examples. Once a model is trained using the training data set, the reliability of
the model is tested using a testing set.

Currently, in the field of music classification, research is being conducted in areas
of music genre classification, music mood classification and instrument detection.
During our literature survey, we failed to find works that classified music based
on human activities. Hence, in this paper, a data set is built for music files based on
human activities and supervised learning algorithms are used to conduct experiments
on this data set in order to classify songs based on activities.

The novel contributions are as follows: First, we build an ensemble of classifiers
that accurately and quickly classify audio tracks based on human activities such as
Dinner, Sleep, Party andWorkout. Second, we build a data set that consists of around
45 h of music. This data set contains all the features that are discussed in this paper.
This data set will help in facilitating further research in this area. Finally, we compare
and analyse various machine learning algorithms, their efficiency and accuracy when
trained and tested on the above-mentioned data set.

The rest of the paper is organized as follows: In Sect. 2, we discuss the feature
extraction techniques. In Sects. 2.1–2.4, we discuss the various aspects of the data set
such as the correlation of the features, their importance for classification and scaling
the data set. In Sect. 3, we discuss the data set used for training and testing. Section 4
explains the performance of classifiers. In the last section, we discuss the conclusion.

In this work, we used raw audio files to extract features. These audio files are
then labelled as one of the available target classes. This labelling is performed based
on playlists extracted from Spotify. Audio features are then extracted from these
songs using Librosa: a Python library for audio analysis [10]. These features are
then subjected to statistical analysis and then stored onto a database. For genre
classification, a combination of timbral and low-level features is used [1]. In this
work, we decided to use the above combination with chroma features as they are
known to improve the accuracy rate [2].

Figure 1 illustrates how an audio track when given as an input to the system
is classified. The features aforementioned above are extracted using Librosa. Once
these features are extracted, Numpy is used to generate the mean of the extracted
features. Taking the mean of the data reduces the size of the data set reducing the
problem of dimensionality. These averages are given as input to the trained models.
These models then classify the data points and used to predict a class.
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Fig. 1 System design

2 MFCC [10]

MFCC has been the dominant features used for speech recognition. The equation
used for converting from frequency to mel scale is:

M( f ) � 1125 ln(1 + f/700) (1)

To convert mels back to frequency:

M−1(m) � 700
(
exp

( m

1125

)
− 1

)
(2)

The steps to determine MFCC are as follows:

(a) Segment the audio signal into 20–40 ms frames.
(b) Estimate the logarithm of the magnitude of DFT for all signal frames.

i. Calculate the DFT of the frame using Eq (3).

Si (k) �
N∑

n�1

si (n)h(n)e− j2πkn/N 1 ≤ k ≤ K (3)
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Fig. 2 MFCC graph of audio tracks labelled as Dinner (a), Party (b), Workout (c) and Sleep (d)

where h(n) is an N sample long analysis window (e.g. Hamming window), and
K is the length of the DFT. The periodogram-based power spectral estimate for
the speech frame si (n) is given by,

Pi (k) � 1

N
|Si (k)|2 (4)

(c) Filter the centre frequencies.
(d) Estimate inversely the IDFT to get all MFCC coefficients.

Figure 2 shows the MFCC extracted results from database of audios for four
primary activities, i.e. Sleep, Party, Dinner and Workout. In the obtained ceptral
graphs, it can be observed that activities such as Sleep andDinner (Fig. 2a, d), which
require the music to be smoother, have uniform distribution of energy throughout the
graph, whereas activities such as Workout and Party (Fig. 2b, c) have regions with
high and low energy unevenly spread throughout the ceptrum.

2.1 Spectral Centroid

This feature is used as a measure of brightness of a song and thus relates to music
timbre. This can be used to determine the point around which most of the energy of
the song is concentrated [11].

In the obtained log spectrum graphs, it can be observed that in activities such as
Sleep andDinner (Fig. 3a, b), the spectral centroid for each of the frame is in a lower
frequency range. Further, it can also be observed that Dinner has a varied spectral
centroid, whereas Sleep has a constant and smooth variation in spectral centroid
and activities such as Workout and Party (Fig. 3c, d) have higher spectral centroid
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Fig. 3 Spectral centroid and log power graphs of audio tracks labelled: Dinner (a), Sleep (b), Party
(c) and Workout (d)

frequency on an average. It can also be observed that the variation in the frequency
is similar between the Workout and Party activities.

2.2 Spectral Roll-off

The roll-off is defined as the frequency below which 85% of the magnitude distribu-
tion of the spectrum is concentrated [1]. It is used to distinguish between voiced and
unvoiced speech or music [12].

Figure 4a shows the song associated with Dinner activity from which it can be
observed that the spectral roll-off is varied throughout the spectrum and has relatively
low average roll-off frequency. Figure 4b shows the song associated with Party
activity from which it can be observed that the spectral roll-off is smooth throughout
and the spectrum and has relatively high average roll-off frequency. Figure 4c shows
the song associated with Sleep activity from which it is can be observed that the
spectral roll-off is smooth throughout and the spectrum and has relatively low average
roll-off frequency. Figure 4d shows the song associated with Workout activity from
which it is can be observed that the spectral roll-off is quite high and there are large
variations in the spectral roll-off at times.
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Fig. 4 Spectral roll-off and log power spectrum of audio tracks labelled: Dinner (a), Party (b),
Sleep (c) and Workout (d)

2.3 Spectral Bandwidth

Bandwidth, also known as spectral spread, is derived from the spectral centroid,
thus also a feature in frequency domain. Spectral bandwidth indicates the range
of the interesting parts in the song [11]. The average bandwidth of a music track
may serve to describe the perceived timbre. Different songs have different spread
of energy among different frequency bands. Spectral bandwidth helps in identifying
these features. It can be observed that songs associated with Dinner (Fig. 5a) have
a constant rate of variation in spectral bandwidth. This periodic variation gives the
songs a melodious feel. Songs associated with Party (Fig. 5b) have a wide spread in
the spectral bandwidth. This shows that the songs have high energy at certain points
and lower at other points in the song.

In songs associated with Sleep activity (Fig. 5c), the spectral bandwidth is con-
centrated to a very small region and is generally smooth. In songs associated with
Workout activity (Fig. 5d), the spectral bandwidth is varying the spectral bandwidth
in shorter periods.
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Fig. 5 Spectral bandwidth and log power spectrum of audio tracks labelled: Dinner (a), Party (b),
Sleep (c) and Workout (d)

2.4 Root-Mean-Square Energy

The RMS can be defined for a continuously varying function in terms of an integral
of the squares of the instantaneous values.

It can be observed that songs associated with Dinner (Fig. 6a) have a steady
rate of variation, and the frequency is in the lower range of the spectrum. Songs
associated with Party (Fig. 6b) have the RMS energy in marginally higher ranges,
with low variation in the frequency. In songs associated with Sleep activity (Fig. 6c),
theRMSenergy is the lower rangewith very lowvariation in the frequencies. In songs
associated with Workout activity (Fig. 6d), the RMS energy varies a lot throughout
the spectrum, reaching high and low frequencies uniformly.
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Fig. 6 Root mean square and log power spectrum of audio tracks labelled: Dinner (a), Party (b),
Sleep (c) and Workout (d)

3 Data set

The data set has four target classes as described before for each activity. The data
set is curated by analysing audio files of length 30 s, each of different target classes.
Depending on the availability of audio files, there is a difference in the number
of audio files analysed for each class. Table 1 shows the contents of the data set
used for training and testing various machine learning models. The data set had
the following classes: Dinner, Party, Sleep and Workout. The low-level, short-time
and chroma information extracted was subjected to statistical analysis. Averages
of these features were taken and used as the training and testing features for the
algorithms.
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Table 1 Data set used for
training and testing

Target class Number of audio
files analysed

Number of hours of
audio files

Dinner 44 3.66

Party 37 3.08

Sleep 44 3.66

Workout 49 4.08

Total 174 14.48

4 Performance Evaluation of Classifiers

Several classification methods were used for classification of the data set described
above. The data set is split into a training set of size 84 samples; 21 of each target class.
The rest of the data set is used as the testing set. Scikit Learn, a module in Python
[13] specifically built for implementing various machine learning algorithms, is used
to implement the classifiers. Multiple classifiers were used during the paper. This is
done to compare between the classifiers [14–17] and to use the better performing
classifiers in an ensemble of classifiers. The metrics used for measuring the accuracy
of classifiers are as follows:

i. Precision: This is defined as the ratio of true predictions to the sum of the true
predictions and false prediction.

ii. Recall: This is defined as the ratio of the true positive to the sum of true positive
and the false negatives.

iii. F1 score: It is defined as the weighted score of the precision and recall.

Table 2 shows the class report of the SVM trainedmodel. SVM’s ability for kernel
transformation is found to be of great importance when drawing the hyperplane
during classification. It is also found that the classification between two specific
classes the Party and Workout is difficult for SVM as the data points of both the
classes were overlapping.

A kNN [14, 15] like SVM [15, 16] found it difficult to classify Workout class
from a Party class. This behaviour further supports the notion that the data points
of theWorkout and Party class overlap, making it difficult for the classifiers to draw

Table 2 Class report for
support vector machine

Class Precision Recall F1 score Support

Dinner 0.91 0.91 0.91 23

Party 0.50 0.81 0.62 16

Sleep 1.00 1.00 1.00 23

Workout 0.75 0.46 0.57 26

Avg/total 0.81 0.78 0.78 88
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an effective decision boundary between the above-mentioned classes. Table 3 shows
the class report of kNN.

AMPL’s ability of varying weights and biases to find the optimal decision bound-
ary lets it better classify between Party andWorkout classes. Thus, classifying more
of the Workout class testing data points correctly than both above-mentioned clas-
sifiers. There can also be observed decrease in the classification accuracy of other
classes. There is always a trade-off between correctly classifying few classes and
correctly classifying all the classes. Table 4 shows the class report of neural network.

A voting classifier [17] being an ensemble of classifiers combines strengths of the
classifiers and tries to mitigate the weakness of the classifiers. This can be seen in
the classifier report of the voting classifier that combines the above three classifiers.
There is improvement in overall accuracy not only that each of the class is better
classified. This meta-classifier has higher F1 score when compared to each of the
individual classifiers indicating better overall performance of the classifier. Table 5
shows the class report voting classifier.

Figure 7 shows the performance of the classifiers used in this work. The accuracy
of the classifiers is as follows:

i. SVM accuracy � 78.4090909090909%

Table 3 Class report of K
nearest neighbour

Class Precision Recall F1 score Support

Dinner 0.88 0.91 0.89 23

Party 0.48 0.81 0.60 16

Sleep 1.00 1.00 1.00 23

Workout 0.79 0.42 0.55 26

Avg/total 0.81 0.77 0.77 88

Table 4 Class report neural
network

Class Precision Recall F1 score Support

Dinner 0.79 0.83 0.81 23

Party 0.44 0.44 0.44 16

Sleep 1.00 0.87 0.93 23

Workout 0.64 0.69 0.67 26

Avg/total 0.74 0.73 0.73 88

Table 5 Class report voting
classifier

Class Precision Recall F1 score Support

Dinner 0.91 0.91 0.91 23

Party 0.56 0.88 0.68 16

Sleep 1.00 1.00 1.00 23

Workout 0.82 0.54 0.65 26

Avg/total 0.85 0.82 0.82 88
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Fig. 7 Performance evaluation of classifiers; accuracy in percentage versus activity classes

ii. kNN accuracy � 77.27272727272727%
iii. Neural network accuracy � 75.0%
iv. Voting classifier accuracy � 81.81818181818183%

It can also be observed that an ensemble of classifiers produces a better result when
compared to a single classifier. This can be attributed to the increased accuracy. It
is also observed that voting gives highest accuracy due to its ability to leverage the
performances of other classifiers.

5 Conclusion

In this paper,we attempted to classifymusical tracks and create playlists tomatch four
primary activities, i.e. Sleep, Party, Dinner andWorkout using concepts of machine
learning andmusical information retrieval (MIR). These features provided the neces-
sary information to the machine learning algorithms to uniquely identify the activity
the track could be associated with. The data set used to train the machine consisted of
a total of 174 tracks, each of duration 30 s. Each of these tracks was associated with a
certain activity belonging to the four primary activities. It is observed that the highest
accuracy can be attained for the voting classifier. This increase in accuracy can be
attributed to the voting classifier’s ability to improve individual classes’ accuracy by
utilizing multiple classifier outputs.
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New Password Embedding Technique
Using Elliptic Curve Over Finite Field

D. Sravana Kumar, C. H. Suneetha and P. Sirisha

Abstract In the present sophisticated digital era, safe communication of user pass-
word from one source to the other is quite difficult in client/server system. Also
storing the password as it appears increases the potential risk of the security. Pro-
tection of the password is at most important in group communications to avoid the
access of the illegal person to group resources. In addition, a roaming user who uses
the network from different client terminals requires access to the private key. The
present paper explains secure communication of password from one entity to the
other. Here the password is encrypted using elliptic curve over finite field, embed-
ded in a large random text at different selected positions, and communicated to the
receiver via public channel.

Keywords Encryption · Decryption · Elliptic curve over finite field

1 Introduction

Since the digital network is growing explosively, the main difficulty in password
communication mechanisms arises due to the fact that password is generally very
small in length and simple. Exhaustive search attack will break the security of the
password easily. Though the password is very small in size, it remains safe if it is
communicated as cryptographic key. Diffie–Hellman key exchange protocol is an
asymmetric cryptographic technique to negotiate session key over a secure channel
which is revolutionary in the history of public key cryptography. But Diffie–Hellman
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key exchange protocol suffers from the defect of man-in-the-middle attack and does
not establish the identity of the entity. Most of the modern research in cryptography
is done in the direction of removing the weakness of Diffie–Hellman key exchange
algorithm using public key certificates and digital signature.

2 Literature Survey

Several researches have been done pertaining to the attacks on key exchange proto-
cols. Ku and Wang [1] established attacks on backward reply without modification
and backward replywithmodification.Aziz andDiffie [2] proposed an authentication
protocol with requirement of pre-communication. This protocol uses cryptographic
techniques of off-line certification procedures. But conventionally the cryptographic
techniques need online certification of users with encrypted secret key. Later on,
several modifications have been done by researchers to overcome the attacks on key
exchange protocol. In this direction Authenticated Key Agreement (AK) protocols
[3–7], Authenticated Key Agreement protocols with key confirmation [8–10] (AKC)
came into picture. Perrig [11] proposed three different protocols suitable for applica-
tions with different types of security levels. Moreover, he intensified the strength of
the efficiency of existing key agreement protocols using binary tree. In that chapter,
he emphasized that these protocols reduce the number of encryption rounds from
n to log (n) and reduce the bandwidth requirements from quadratic number to lin-
ear number. Key agreement protocols are contributory by all the individuals in the
group. Burmster and Desmedt [12] suggested collaborative group key agreement
protocols. They describe star-based, tree-based broadcast and cyclic protocols. But,
all these protocols are only variations on Diffie–Hellman key exchange protocols.
They have not addressed the problems of dynamic groups. Aydos et al. [3] pro-
posed key agreement protocols for wireless communications using Elliptic Curve
Cryptographic (ECC) techniques. Key agreement protocols basing on ECC produce
considerable development to protect the integrity and confidentiality of the data like
RSA and DSA.

3 Elliptic Curve Cryptography (ECC)

An affine equation E: y2 + b1xy + b3y � x3 + b2x2 + b4x + b6 over the set of real
numbers is said to be Weierstrass equation, where b1, b2, b3, b4, b6 and x, y are real
numbers. An elliptic curve for cryptographic purpose is defined by the equation y2

� x3 + ax + b, 4a3 + 27b2 �� 0 over the finite field Fq.
Group laws of elliptic curve: Let E be an elliptic curve defined over the finite

field of integers K . Addition of two points uses chord-and-tangent rule to get the
third point [13–15]. The set of all points on the elliptic curve over the finite field with



New Password Embedding Technique Using Elliptic Curve … 201

Fig. 1 Geometric addition

addition as binary operation forms an abelian group with ∞, the point at infinity as
identity element.

Geometric rules of Addition: Let P(x1, y1) and Q(x2, y2) be two points on the
elliptic curve E. The sum of the two points P andQ is R(x3, y3) which is the reflection
of the point of intersection of the line through the points P, Q and the elliptic curve
about x-axis. The same geometric interpretation also applies to two points P and −
P, with the same x-coordinate. Here the points are joined by a vertical line, which
is considered as the intersecting point on the curve at the point infinity. P + (−P) �
∞, the identity element which is the point at infinity [13–15].

3.1 Doubling the Point on the Elliptic Curve

If P(x1, y1) is point on the elliptic curve, then 2P is the reflection of the point
of intersection of the tangent line at P and the elliptic curve about x-axis [13–15].
Example of addition of two points and doubling of a point are shown in the following
Figs. 1 and 2 for the elliptic curve y2 = x3 − x.

Identity: P + ∞ � ∞ + P � P for all E,where ∞ is the point at infinity [13–15].
Negatives: If P(x, y) is a point on the elliptic curve, then (x, y) + (x, −y) � ∞,

where (x, −y) is the negative of P denoted by −P [13–15].
Point Addition: If P(x1, y1), Q(x2, y2) are two points where P �� Q, then P + Q

� (x3, y3) [13, 14], where x3 �
(

y2−y1
x2−x1

)2 − x1 − x2 and y3 �
(

y2−y1
x2−x1

)
(x1 − x3)− y1.

Point Doubling: Let P(x1, y1) ∈ E(K), where P �� −P, then, 2P � (x3, y3) [13,

14] where x3 �
(
3x21+a
2y1

)2 − 2x1 and y3 �
(
3x21+a
2y1

)
(x1 − x3) − y1.

Point Multiplication: Let P be any point on the elliptic curve over finite field of
integers. Then the operation multiplication of P is defined as repeated addition [16].
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Fig. 2 Geometric doubling

kP � P + P + · · · ktimes

3.2 Elliptic Curve Discrete Logarithmic Problem (ECDLP)

The robustness of ECC relies on the solution of Elliptic Curve Discrete Logarithmic
Problem [16–18]. For two points P, Q ∈ Eq(a, b), the elliptic curve over the finite
field, it is hard to solve x � logp Q for given Q � xP, where x ∈ {1, 2, …, q − 1}.

4 Proposed Method

In view of the above survey, here authors designed secure password transmission
protocol to overcome all the difficulties of key communication protocols. Here the
password characters are encrypted embedded at different selected positions of a
large random text using elliptic curve over finite field and transmitted to the intended
recipient through public channel. This method provides the confidentiality of the
password as well as the facility to store the password without any threat of stealing
and can be retrieved whenever it is forgotten.

If Alice and Bob want to communicate with each other before communicating
the messages, Alice selects an elliptic over finite field Eq(a, b) having large number
of points on it. In selecting the elliptic curve Alice takes precautions that the elliptic
curve is secure for cryptographic purpose to escape from main physical attacks like
side channel analysis and fault analysis. The desirable features of elliptic curves for
encryption purpose to avoid the risk of attacks are 1. The order of the curve # Eq(a, b)
should not be factorized into small primes to defend against Pohlig–Hellman attack
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2. The curve should be non-super singular curve 3. It should be non-anomalous curve,
i.e., the order # Eq(a, b) �� q. In addition, Alice selects the elliptic curve Eq(a, b)
such that the order of the elliptic curve # Eq(a, b) is a prime number because if the
order of the group is prime, it is cyclic group. Alice chooses a generator G(x, y) on
the elliptic curve and also selects a random function f (x, y, n) of the co-ordinates
of generator G(x, y) and a large integer n less than the order of the generator. She
publishes the elliptic curve Eq(a, b) and the function f (x, y, n) on public channel. She
shares the generator G(x, y) with Bob as the secret key specific to Bob only for their
communication. Again she selects a large random text having all types of characters
(text/numerical/special) as medium for inserting the encrypted password. Since all
the points on the elliptic curve are generators of the cyclic group of finite order, she
shares another generator G1(x1, y1) with other communicating party Charles, G2(x2,
y2) with Dickens, and so on.

Encryption:

If Alice wants to communicate the password having the characters or numbers
M1M2M3M4.

1. She selects large random numbers n, n1, n2, n3, n4, n5 less than the order of the
generator and calculates the points P � nG, P1 � n1G, P2 � n2G, P3 � n3G, P4

� n4G, P5 � n5G.
2. Again she calculates m1 � [f (x, y, n)]modn1, m2 � [f (x, y, n)]modn2, m3 � [f (x, y,

n)]modn3, and m4 � [f (x, y, n)]modn4. In computing these values, Alice takes care
that no two mj are equal for j � 1, …, 4.

3. Alice encrypts the password M1M2M3M4 using logical XOR operation. She
performs logical XOR operation between ASCII binary equivalents K1, K2, K3,
K4 ofM1,M2,M3,M4 and 8421BCDcodes of [(n5 + n1)]mod100, [(n5 + n2)]mod100,
[(n5 + n3)]mod100, [(n5 + n4)]mod100 to obtain the 8-bit binary numbers K1E , K2E ,
K3E, and K4E.

K1E � K1 XOR[(n5 + n1)] mod 100, K2E � K2 XOR[(n5 + n2)] mod 100

K3E � K3 XOR[(n5 + n3)] mod 100, K4E � K4 XOR[(n5 + n4)] mod 100

Here mod100 is considered for performing logical XOR operation between 8-bit
binary numbers K1, K2, K3, K4 and 8421 BCD codes of [(n5 + n1)]mod100, [(n5 +
n2)]mod100, [(n5 + n3)]mod100, [(n5 + n4)]mod100.

4. The binary numbersK1E ,K2E ,K3E, andK4E are coded to characters using ASCII
code table to obtain the cipher characters C1, C2, C3, and C4 of the password to
be transmitted. These characters C1, C2, C3, and C4 are inserted at the positions
m1, m2, m3, and m4 respectively, in the selected random text. For example, if
m1 � 1256, then the 1256th character of the random text is replaced by the first
character C1. Similarly, the character at mjth position is replaced by Cj j � 1, 2,
3, 4.
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5. Alice communicates the pointsP,P1,P2,P3,P4,P5 and the random text in which
the encrypted password characters are embedded to Bob via universal channel.

Decryption: Before decrypting the password, Bob constructs table of all points
on the elliptic curve as multiples of generator G. After receiving the random text and
points P, P1, P2, P3, P4, P5 first picks up the values n, n1, n2, n3, n4, n5 from the
constructed table. P � nG, P1 � n1G, P2 � n2G, P3 � n3G, P4 � n4G, P5 � n5G.

1. He calculates the function f (x, y, n) and m1 � [f (x, y, n)]modn1, m2 � [f (x, y,
n)]modn2, m3 � [f (x, y, n)]modn3, and m4 � [f (x, y, n)]modn4.

2. Then Bob locates the encrypted password characters C1, C2, C3, and C4 which
are at the positions m1, m2, m3, m4, respectively, in the received random text.

3. Bob writes equivalent 8-bit binary numbers for the characters of C1, C2, C3, and
C4 using ASCII code table to get K1E , K2E , K3E , K4E. He decrypts K1E , K2E ,
K3E , K4E by executing logical XOR operation between K1E , K2E , K3E , K4E and
8421 BCD codes of [(n5 + n1)]mod100, [(n5 + n2)]mod100, [(n5 + n3)]mod100, [(n5 +
n4)]mod100 to obtain the binary numbers K1K2K3K4.

K1 � K1E XOR[(n5 + n1)] mod 100, K2 � K2E XOR[(n5 + n2)] mod 100

K3 � K3E XOR[(n5 + n3)] mod 100, K4 � K4E XOR[(n5 + n4)] mod 100

4. CorrespondingASCII characters ofK1,K2,K3,K4 is the password sent byAlice.

Example: Consider an elliptic curve y2 � x3 + 3x + 15 and let q � 37. This
curve satisfies all the above-listed required properties. Since the order of the curve
E37(3, 15) is a prime number 47, the group is cyclic. The graph of the curve is,
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E37 (3, 15)

Let the generator beG(19, 30). The table expressing all the points as the multiples
of generator is

1G � (19, 30); 2G � (11, 26); 3G � (35, 36); 4G � (8, 25); 5G � (31, 15); 6G
� (14, 10);
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7G � (20, 3); 8G � (24, 31); 9G � (34, 4); 10G � (12, 22); 11G � (36, 14); 12G
� (30, 13);

13G � (28, 31); 14G � (6, 29); 15G � (5, 28); 16G � (10, 3); 17G � (17, 13);
18G � (27, 13);

19G � (25, 29); 20G � (29, 21); 21G � (22, 6); 22G � (23, 2); 23G � (7, 34);
24G � (7, 3);

25G � (23, 35); 26G � (22, 31); 27G � (29, 16); 28G � (25, 8); 29G � (27, 24);
30G � (17, 24);

31G � (10, 34); 32G � (5, 9); 33G � (6, 8); 34G � (28, 6); 35G � (30, 24); 36G
� (36, 23);

37G � (12, 15); 38G � (34, 33); 39G � (24, 6); 40G � (20, 34); 41G � (14, 27);
42G � (31, 22);

43G � (8, 12); 44G � (35, 1); 45G � (11, 11) 46G � (19, 7); 47G � ∞.
Encryption:

1. Let the function f (x, y, n) selected by Alice be f (x, y, n) � (8x + y)n . Alice
publishes the elliptic curve E37(3, 15) and the function f (x, y, n) � (8x + y)n

on public channel and shares the generator G(19, 30) as the secret key with Bob.
Let n � 3, n1 � 9, n2 � 11, n3 � 17, n4 � 19, n5 � 16.

2. Alice calculates the points P � nG � (35, 36), P1 � n1G � (34, 4), P2 � n2G
� (36, 14), P3 � n3G � (17, 13), P4 � n4G � (25, 29), P5 � n5G � (10, 3) and
the function f (x, y, n) � (8x + y)n � f (19, 30, 3) � 6, 028, 568.

3. Again she calculates m1 � (6,028,568)mod9 � 8, m2 � (6,028,568)mod11 � 7, m3

� (6,028,568)mod17 � 11, m4 � (6,028,568)mod19 � 1.
4. Let the password to be communicated is ‘SSSS’. These characters are encrypted

by performing logical XOR operation between ASCII binary equivalent of S and
8421 BCD codes of [(n5 + n1)]mod100, [(n5 + n2]mod100, [(n5 + n3)]mod100, [(n5 +
n4)]mod100 to get 8 bit binary numbers K1E , K2E , K3E , K4E . These numbers are
coded to corresponding ASCII characters to get encrypted password characters
C1, C2, C3, and C4.

K1E � K1 XOR[(n5 + n1)] mod 100, K2E � K2 XOR[(n5 + n2)] mod 100

K3E � K3 XOR[(n5 + n3)] mod 100, K4E � K4 XOR[(n5 + n4)] mod 100

The encrypted password for ‘SSSS’ is ‘JHrp’. Alice selects a random plain text
vachk#momn8pq125jabc#46)$WRU.The encrypted characters ‘JHrp’ are inserted at
the positions 8, 7, 11, 1 of the random text. ThenAlice communicates the random text
‘pachk#HJmnrpq125jabc#46)$WRU’ in which the encrypted password is embedded
at the positions 8, 7, 11, 1 and the points (35, 36), (34, 4), (36, 14), (17, 13), (25, 29),
(10, 3) to Bob in public channel.

Decryption:

1. Bob after receiving plain text ‘pachk#HJmnrpq125jabc#46)$WRU’ in which the
encrypted password is embedded and the points (35, 36), (34, 4), (36, 14), (17,
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13), (25, 29), (10, 3) first picks up the values n � 3, n1 � 9, n2 � 11, n3 � 17, n4
� 19, n5 � 16 from the table of points he constructed as multiples of generator.

2. He calculates f (x, y, n) � (8x + y)n � f (19, 30, 3) � 6, 028, 568, the values
m1 � (6,028,568)mod9 � 8, m2 � (6,028,568)mod11 � 7, m3 � (6,028,568)mod17

� 11, m4 � (6,028,568)mod19 � 1 where the encrypted password characters are
inserted.

3. Bob locates the encrypted password characters ‘JHrp’ in the received random
text.

4. He performs logical XORoperation betweenASCII binary equivalentsK1E ,K2E ,
K3E , K4E of the characters J,H,r,p and 8421 BCD codes of [(n5 + n1)]mod100, [(n5
+ n2]mod100, [(n5 + n3)]mod100, [(n5 + n4)]mod100 to get 8-bit binary numbers K1,
K2, K3, and K4.

K1 � K1E XOR[(n5 + n1)] mod 100, K2 � K2E XOR[(n5 + n2)] mod 100

K3 � K3E XOR[(n5 + n3)] mod 100, K4 � K4E XOR[(n5 + n4)] mod 100

The equivalent ASCII characters of K1, K2, K3, and K4 reveal the password
‘SSSS’.

5 Usage of the Protocol in Client/Server System

In the present paper, encrypted password embedding technique using elliptic curve
over finite field is narrated. The password characters are encrypted and embedded in
a large random text. The elliptic curve Eq(a, b) and the function f (x, y, n) are public.
The encryption algorithm proposed here is more appropriate in client/server systems
to send one-time password (OTP) to the clients for their transactions by central
servers of banks or corporate. Initially, the communicating parties agree upon to use
a point G(x, y), the generator of Eq(a, b) for transmission of different passwords for
different transactions at different times. Here G(x, y) is vital in this technique that
acts as the secret key for their communication. If the elliptic curve is selected so that
it has huge number of points on it, then every point is the generator of the cyclic
group and acts as secret key. So, multiple numbers of persons can communicate with
one another simultaneously. This provides ease and secure communication among
multiple peers over universal channel. This is the reason that the password-embedded
technique designed here is well suited for transactions in client/server system. As
the central or bank server is powerful, it provides the information to workstations
or clients. Enormous number of elliptic curves over finite fields in the form (a1, b1,
q1), (a2, b2, q2), …, (ai, bi, qi) having large number of points on each curve in the
form (x11, y11), (x12, y12), …, (x1n, y1n); (x21, y21), (x22, y22), …, (x2n, y2n), …, (xi1,
yi1), (xi2, yi2), …, (xin, yin) [i � 1, 2, 3, …] are stored in the central server. The
client first approaches the bank for registration, and then the client requests for the
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activation of the client’s application server. At that stage, the central server allots
an elliptic curve Eq(a, b) at random and a few points on that curve to the client for
choosing a point G(x, y) as the secret key for future communication with the bank.
Then central server stores the client’s details and the secret key G(x, y) chosen by
the client in it. This process is called activation of the client’s application. When the
client needs transaction OTP, he/she request the central server to generate password.
Then central server confirms the client’s details, encrypts the OTP inserts in a large
random text, and communicates to the client through public channel. Client server
does the decryption procedure and shows theOTP to the clientwhich is valid for a few
seconds. As the central server is well built, many numbers of elliptic curveswith large
number of points on each curve are fed to it. Different curves with different points as
secret keys can be allotted to several clients. So, various transactions from different
clients can be performed by the central server simultaneously without overlapping.
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6 Conclusions and Cryptanalysis

The main difficulty in password communication mechanisms arises due to the fact
that length of the password is small and much easier to crack. Here in the present
algorithm, the password characters are encrypted using elliptic curve over finite field
and inserted at different selected positions of a large random text. Elliptic curve
cryptography is more secure than classical methods by the strength of hard problem
Elliptic Curve Discrete Logarithm Problem (ECDLP). The well-known attack to
solve ECDLP is Pollard’s Rho attack, i.e., finding x � logP Q for Q � xP where P,
Q are points on elliptic curve using random walk technique and collision detection
algorithm. Here the elliptic curve used and the function f (x, y, n) are public, and
the generator point G(x, y) is secret or private key between two individuals. Sender
transmits the large random text inwhich the encrypted key characters are inserted and
the pointsP,P1,P2,P3,P4,P5 through public channel. Since the generatorG is secret
and n, n1, n2, n3, n4, n5 values are calculated by the receiver, the context of Pollard’s
Rho attack does not arise here. The password embedding technique presented here
achieves all the required qualities of standard cryptographic algorithms.
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Performance of Wind Energy Conversion
System During Fault Condition
and Power Quality Improvement
of Grid-Connected WECS by FACTS
(UPFC)

Sudeep Shetty, H. L. Suresh, M. Sharanappa and C. H. Venkat Ramesh

Abstract The demand for the power generation from wind is constantly growing.
This situation forces the revision of the grid codes requirements, to remain connected
during grid faults. Immediately, the voltage level will drop below 80% when fault
occurs at PCC (point of common coupling) and the rotor speed of IG (induction
generators) becomes unstable. In this work, UPFC are used under fault condition
to improve the low voltage ride-through (LVRT) of wind energy conversion system
(WECS) and damping of rotor speed oscillations of IG. Furthermore, after the fault
UPFC acts as virtual inductor and leads to increase in terminal voltage of WECS.
WECSwithDFIG-based system is considered for analysis here.By simulatingDFIG-
basedWECSwith UPFC indicates the improvement in LVRT and remains andWTGs
continues to operatewith grid at certain voltagefluctuations, near grid.Also, indicates
voltage improvement at PCC under fault conduction, and voltage is recovered easily
to 1 pu at PCC.
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1 Introduction

The energy demand in world increases day by day. To meet this energy demand, we
should consider conventional and nonconventional sources of energy. The noncon-
ventional sources of energy have become more important to meet demand in recent
years. The nonconventional energies are nothing but renewable energy sources like
wind, solar, and biomass, etc. Compared to all energy sources Wind & Solar abun-
dantly available in nature, but availability wind energy more [1, 2].

Availability of wind energy source in nature is abundant. Due to this, wind energy
conversion system (WECS) became more popular in renewable energy sources [3].
The most popular wind turbine used in WECS is DFIG (Doubly-Fed Induction Gen-
erator), it as variable-speed operation. It can operate in sub- and super-synchronous
speed and can control active and reactive power separately. DFIG uses the induction
generator, so it requires reactive power from the grid during starting, which leads
to the disturbance in grid voltage. It becomes sensitive to voltage dips, symmetri-
cal and unsymmetrical faults, under disturbance it requires voltage compensation to
keep voltage within the limits of LVRT and HVRT of the Indian Electricity Grid
Codes (IEGC). Under fault condition, wind power generator is made compulsory
with Fault ride-through (FRT) condition, to keep it steady and connected to grid. If
grid is disconnected from WECS during penetration of high wind, which leads to
the worst situation & make power system insecurity. During and after occurrence
of disturbance in distribution/transmission network, WECS should operate with grid
satisfactorily without tripping, for certain duration under voltage swell (HVRT) or
voltage drop (LVRT) at PCC [4]. FACTS devices (flexible AC transmission system)
are used for continuous operation of WTGs access to electric grid under fault and
varying wind speed condition. FRT of wind turbine capability can be improved by
using unified power flow controller (UPFC) with the agreement of IEGC. FACTS
devices can be used to compensate or increase voltage, phase shift, real and reactive
power improvement.

In different FACTS devices, UPFC is used to analyze the DFIG-WECS system
which is connected to grid, which has capability of series as well as shunts compen-
sation [5].

2 Problem Statement

The integration of WECS to grid can negatively affect the power system due to
variation in wind power. In wind turbine controlling of active and reactive power in
steady state and transient to improve capability of FRT to manage the grid codes.
In IEC 61400-21, they mention power quality assessment for grid-connected wind
farm.

By integration of large-scale wind farms, leads to power quality issues are:

1. Performance of wind turbine during normal and faulty condition.
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2. How to overcome grid-side power quality problems under fault condition like
voltage sag or swell by using unified power flow controller (UPFC).

3 MATLAB/Simulink Model of WECS Without UPFC
System

Figure 1, shows the WECS with Grid-Connected, it consists of 6 nos of 1.5 MW
DFIG with Grid-Connected forms 9 MW. Simulation is carried out in ideal mode
three-phase voltage sources and frequency through two transformers and 20 km
transmission line.

A 9 MW WECS formed by 6 nos of 1.5 MW wind turbines coupled to 25 kV
distribution system export power to 120 kV grid through 20 km transmission line, by
using 25 kV feeder. A “R” load of 500 KW with 0.9 MVAr filter, Q � 50 connected
to generation bus of 575 V.

The type of model used is phasor and is to facilitate transient stability nature study
with long-time simulation. In this study, the simulation is done for the duration of 30 s.
The 9 MWwind farm is obtained by using 1.5 MWwind-turbine model. In 1.5 MW
wind-turbine block, the necessary parameters are multiplied by 6. Multiplying is
done by 6, and 9 MW wind farm is obtained as below:

• Nominal wind turbine and mechanical output power (NWTMOP): 6 × 1.5 MW,
in wind turbine data menu.

• Rated power of generator: 6 × 1.5 × 0.9 MVA (6 × 1.5 MW at 0.9 Pf).
• Nominal DC-link bus capacitor: 6 × 10,000 µF.

In above model, select voltage regulation in control parameter dialog box. Then,
voltage at terminal is restricted toV ref � 1 pu (reference voltage) and voltage drops to
Xs � 0.02 pu. A constant wind speed is maintained at 14 m/s. And torque controller
is formed by using control system, which limits speed to 1.09 pu. The reactive power
created in wind turbine is regulated to 0 MVAr. At wind speed 14 m/s, output power
be 0.55 pu, which gives the rated power 0.55 × 9 MW � 4.95 MW and generator
synchronous at speed 1.09 pu. Under normal operation, the wind turbine reactive
power is regulated to 0 MVAr and the system operation is achieved to unity power
factor (UPF). When wind speed 14 m/s, turbine output is active power which is
1.0 pu, when generator speed is 1.0 pu. FRT ofWECS can be improved by connecting
UPFCwithWTGs; by connection of UPFCwe can control active and reactive power
at various buses. Mathematical simulation is done to identify the voltage regulation
problems; voltage compensates by the sudden load connection at PCC.

The complete power systemMATLAB/Simulinkmodel used for study is shown in
Fig. 1, which contains the controllers with the control strategy; MATLAB/Simulink
software is used to implement control strategies.
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4 Performance of Wind Energy Conversion System During
Different Conditions

4.1 Performance of WECS During Normal Condition
for Change in Wind Speed

At the starting, speed of wind is set to 8 m/s, at t � 5 s, and wind speed is slowly
increased from 8 to 14 m/s. Start the simulation observe various signal wave forms
in scope monitoring and this signals are given by the “Wind Turbine and Grid Data
Acquisition System” of the model. The different signals are wind turbine current,
voltage, active and reactive power generated, DC-Link voltage, pitch angle, and
turbine speed as shown in Figs. 2, 3, 4 and 5. At t � 5 s, the generated active power
starts increasing uniformly (together with the turbine speed) to reach rated value of
active power 9MW, and it takes roughly 15 s. At this time, turbine speed is increased
from 0.8 to 1.4 pu. At the beginning, the turbine blades pitch angle is 0° and the
operating point of turbine follows the curve of turbine power characteristics. And
pitch angle of turbine blades increased from 0° to 0.76° limits the mechanical power
wind turbine.

Voltage and reactive power are generated. The reactive power ismaintained at 1 pu
voltage by using the control of the controller. When speed attains 14 m/s, the reactive
power delivered to grid from wind generator becomes greater than 0.8 MVAr, and
PCC voltage becomes 105% which is legally responsible for pay penalty, according
to Indian Electricity Grid Code (IEGC). In the absence of UPFC, voltage at PCC
will swell and also violate the safety margin of high voltage ride-through (HVRT)
of the IEGC, due to these WTGs which should be disconnected from the grid. The
output data of grid and wind turbine are shown in Table 1.

Fig. 2 Graph of output voltages at various buses to change in wind speed
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Fig. 3 Graph of real and reactive power at 25 kV bus to change in wind speed

Fig. 4 Graph of real and reactive power, wind speed, and pitch angle for change in wind speed

Fig. 5 Graph of positive sequence voltage and current at 575 V bus, Vdc, and speed (pu) at PCC
for change in wind speed
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Table 1 Grid data and turbine data under normal operation

Grid data under normal operation Wind turbine data under normal operation

Voltage at different buses in per unit (pu):
At 575 V bus,
V a � Vb � V c � 1 pu
At 25 kV bus,
V a � Vb � V c � 0.9995 pu
At 120 kV bus,
V a � Vb � V c � 0.999 pu
Active and reactive power at 25 kV bus,
P � −3.668 MW, Q � 0.0488 MVAr

Positive sequence voltage and current at
575 V bus in pu,
V abc � 1 pu, Iabc � 0.4194 pu
DC-link Voltage: Vdc � 1200 V
Generated active and reactive power,
P � 4.194 MW, Q � 0.007684 MVAr
Speed in pu: 1.044 pu
Wind speed in m/s: 14 m/s
Pitch angle in degree: 0°

Note In grid data under normal operation, the active power at 25 kVbus is negative, i.e.,−3.668MW.
This is because of power flow from grid to generator to keep it continuous in operation. This may
happen some time when the engine/turbine is not able to produce enough power to overcome the
friction/windage losses; so in this condition or situation, grid-side electrical bus should supply
power to generator to keep it running. This type of situation, we face generally inWECSwith DFIG
(Doubly-Fed Induction Generator)

4.2 Performance of WECS During Fault Condition at 120 kV
Bus at Grid Side to Change in Wind Speed

Now, simulation is carried out by applying fault at 120 kV bus. The Fault in model
is applied by double clicking on the fault block and select the “Phase A to Ground
Fault,” i.e., LG fault at 120 kV line at B120 bus. And ensure the fault is programmed
to 9-cycle LG fault at t � 5 s. From graphs of Figs. 5 and 6, we monitor the wind
turbine in “Voltage regulation” condition, +Ve Sequence voltage at V1_B575 bus,
and terminal voltage of wind turbine drops to 0.8 pu under fault operation, at this
condition voltage drop is beyond the under voltage protection threshold value of
0.75 pu for a t > 0.1 s. As a result, wind farm stays in operation. In the next situation
compared with HVRT of IEGC as shown in Fig. 7. The graph shows the voltage at
PCC break IEGC of HVRT level; in this situation, WTGs are disconnected from grid
in order to avoid damages to wind turbine (Figs. 8 and 9).

Further, WECS model set to VAr regulation mode with Qref � 0, when voltage
drops below 0.7 pu and under voltage protection is used to trip wind farm. Due to
this, turbine speed increases. When t � 10 s, in order to limit the speed, pitch angle
starts to increase. Table 2 shows the grid and wind data at- and after-fault operation.
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Fig. 6 Voltage at different buses on grid-side before-fault, at-fault, and after-fault

Fig. 7 Graph showing real and reactive power at 25 kV bus before-fault, at-fault, and after-fault

Fig. 8 Graph showing reactive and active power, wind speed, and pitch angle at PCC, before-fault,
at-fault, and after-fault
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Fig. 9 Graph showing positive sequence voltage and current at 575 V bus, Vdc, and speed (pu) at
PCC, before-fault, at-fault, and after-fault

Table 2 a Grid data and grid data exactly at fault operation at t � 5.15 s, b Grid data and wind
turbine after fault operation

(a) Grid data exactly
at-fault operation at t
� 5.15 s

Wind turbine data
exactly at-fault
operation t � 5.15 s

(b) Grid data
after-fault
operation

Wind turbine data
after-fault operation

Voltage at different buses
in per unit (pu):
At 575 V bus,
V a � 0.9515, Vb �
0.3921, V c � 0.8172
At 25 kV bus,
V a � 0.6954, Vb �
0.4959, V c � 0.9989
At 120 kV bus,
V a � 0.0003353, Vb �
0.8592, V c � 1.204
Active and reactive power
at 25 kV bus,
P � 0.3017 MW, Q �
0.0006286 MVAr

Positive sequence
voltage and current
at 575 V bus in pu,
V abc � 0.6865 pu,
Iabc � 0 pu
DC-link Voltage:
Vdc � 1199 V
Generated active
and reactive power,
P � 0 MW, Q �
0 MVAr
Speed in pu:
0.8032 pu
Wind speed in m/s:
8.15 m/s
Pitch angle in
degree: 0°

Voltage at different
buses in per unit
(pu):
At 575 V bus,
V a � Vb � V c �
0.9988 pu
At 25 kV bus,
V a � Vb � V c �
0.9989 pu
At 120 kV bus,
V a � Vb � V c �
0.9988 pu
Active and reactive
power at 25 kV bus,
P � 0.5228 MW, Q
� 0.001089 MVAr

Positive sequence
voltage and current
at 575 V bus in pu,
V abc � 0.9988 pu,
Iabc � 7.105 ×
10−15 pu
DC-link Voltage:
Vdc � 1199 V
Generated active
and reactive power,
P � 0 MW, Q �
0 MVAr
Speed in pu:
1.395 pu
Wind speed in m/s:
14 m/s
Pitch angle in
degree: 0.76°
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5 Performance of Wind Energy Conversion System During
Fault Condition with UPFC

5.1 UPFC

The wide global growth in electrical power demand, there is challenge to deliver the
required electrical power considering the quality sustainability and reliability of the
delivered power. To achieve this goal, it is essential to control the existing transmis-
sion systems for resourceful utilization and to avoid new plant installations cost [6].
In recent years, FACTS devices became more popular as they improve the utilization
of power system that already exists and also give technical solution for improving the
power system production [7]. There are many FACTS device in that, use of UPFC
in more flexible in power system, which gives fast response and compensate active
and reactive power in system. Installation of UPFC in the transmission system at
exact locations increases the power supply from generator to grid, and this leads to
the increase in generator power rating, thermal limits, transformer, line conductor,
and stability level of the system.Active and reactive power control in four quadrants
is done by using UPFC evenly, quickly, and independently, which consist of series
and shunt converter [8].

A diagram ofUPFC shown in Fig. 10mainly contains two voltage source inverters
(VSIs). In that, one acts as shunt and other acts as series VSI. And two VSIs are
connected through DC link. A DC link includes DC capacitor (C). The bus and DC
capacitor voltage are controlled by shunt converter ofUPFC,which is linked toUPFC
[9–13]. And series converter of UPFC controller is used to control line reactive and
active power flow, by injecting series voltage of variable phase angle and magnitude.

Fig. 10 Diagram of UPFC
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5.2 MATLAB/Simulink Model of WECS with UPFC System

See Fig. 11.

5.3 Performance of WECS During Fault with UPFC
Condition at 120 kV Bus at Grid Side for Change in Wind
Speed

Simulation is carried out by applying a fault in fault block at grid which causes
voltage sag at PCC bus, t � 3.1 s for a period of 0.6 s. Then at PCC, the performance
of voltage is carried out under fault, by connecting UPFC at PCC bus (Fig. 12).

Figure 13 shows when fault occurs at grid side and voltage decreases lower than
0.5 pu at PCC. By referring LVRT of IEGC, WTGs have to be removed from grid,
due to the violation of lower permissible voltage limit.

The connection of UPFC at PCC bus in power system, voltage sag reaches to its
safety level of the IEGC as shown in Fig. 13, henceWTGs are not disconnected from
grid.

By considering the US grid code, Fig. 6, shows the violation of voltage sag form
the security level in the absence of UPFC at PCC. In the presence of UPFC, voltage
sag is maintained to a safe level, WTGs are connected to grid under fault condition
as shown in Figs. 12 and 14 which show the voltage across the DC-link capacitor
of the WTG V dc with and without the connection of the UPFC. The connection of
UPFC reduces settling time and overshoots substantially. When fault occur at PCC,
immediately, the UPFC will act to exchange reactive power with AC system and
regulates the voltage. Under normal operating conditions, there is no reactive power
in the system; this means the generation of reactive power is zero. When reactive
power is zero under normal operation, no reactive power exchanges between the
UPFU and power system. This means by using UPFC, we can achieve zero reactive
power generation for WTG.

At the time of fault Id (direct axis) and Iq (quadrature axis) are current of UPFC,
there waveforms shown in Fig. 15. Id and Iq currents set to zero under normal
operation; therefore, no power exchange takes place between power system and
UPFC At the time of fault occurrence, consequently change in the level of Id and
Iq, to support the reactive power of the system under the fault. Id and Iq currents of
UPFC reach to initial level i.e. zero again when fault is cleared. Table 3 shows the
grid and wind turbine data at-fault operation with UPFC.
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Fig. 12 Voltage at various buses at grid-side before-fault, at-fault, and after-fault withUPFC system

Fig. 13 Real and reactive power at PCC, before-fault, at-fault, and after-fault with UPFC system

Table 3 Grid data and wind turbine exactly at-fault operation at t � 3.1 s

Grid data exactly at-fault operation at t � 3.1 s Wind turbine data exactly at-fault operation t
� 3.1 s

Voltage at different buses in per unit (pu):
At 575 V bus,
V a � 1.088, Vb � 0.5249, V c � 0.942
At 25 kV bus,
V a � 0.7576, Vb � 0.5533, V c � 1.066
At 120 kV bus,
V a � 0.000337, Vb � 0.8648, V c � 1.212
Active and reactive power at 25 kV bus
P � 0.6592 MW, Q � −12.65 MVAr

Positive sequence voltage and current at
575 V bus in pu
V abc � 0.8227 pu, Iabc � 0.6825 pu
DC-link voltage: Vdc � 1199 V
Generated active and reactive power,
P � −0.5431 MW, Q � 5.594 MVAr
Speed in pu: 0.8745 pu
Wind speed in m/s: 14 m/s
Pitch angle in degree: 0°
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Fig. 14 Voltage across DC-link capacitor of the WTG, before-fault, at-fault, and after-fault with
UPFC system

Fig. 15 Id and Iq UPFC current during fault

6 Conclusion

This paper work is carried out for understanding the complete behavior of WECS at
normal and fault at 120 kV bus. And waveforms for both normal and fault conditions
are observed. Whole paper is simulated in MATLAB/Simulink software. When fault
occurs, there will be voltage sag or swell that takes place due to these WTGs that
require reactive power from the gird. And this voltage sag or swell should be within
the safety margins of IEGC. If the voltage sag or swell is not in safety margins, we
should compensate by using FACTS devices.

In this paper, the FRT can be improved by using UPFCwithWECS and compared
with IEGC and US grid code (USGC). Results show that, when fault occurs at PCC
in the absence of UPFC, the voltage swell or sag takes place, when voltage swell or
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sag happens the WTGs should be disconnected from the grid to prevent damages to
turbine. The voltage swell or sag at PCC violates safety margins necessary for grid
codes.

When WESC is connected with UPFC, it improves the FRT ability of the WTGs;
so there is no need to disconnectWTGs and operation ofWECS to support the grid at
the time of fault occurrence and continued to deliver power to grid. In this work, we
can suppress unwanted electromechanical oscillation with the help of UPFC control
strategy in power. Usage of UPFC improves the stability of voltage and also leads to
the improvement in transfer capability of power into power system by WECS.
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Comprehensive Survey on Hadoop
Security
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Abstract The new emerging technologies have provided away for a large amount of
data generation. Secure storage of such a huge data is of prime importance. Hadoop is
a tool used to store big data, where security of it is not assured. In this paper, we have
considered a survey on various approaches which helps in providing secure storage
of files in Hadoop. Hadoop framework is developed for the support of processing
and storage of Bigdata in a distributed computing environment. Usage of Bigdata has
become a key factor for the companies as they can increase their operating margin.
Bigdata contains user-sensitive information and bring forth many privacy issues.
Bigdata is a larger and a more complex datasets obtained from a variety of network
resources. These datasets are beyond the ability of traditionally used data processing
software to capture, manage, and process the data within the given time frame. These
massive volumes of data are used by many of the organizations to tackle the problem
that could not be done before. Since the data holds a lot of valuable information,
these data need to be processed in short span of time by which companies can boost
their scale and generate more revenue, traditional system resources are not sufficient
for processing and storing, and this is where Hadoop comes into picture. The main
objective of Hadoop is running of application of bigdata. Hadoop being a great
tool for data processing, it was initially designed for internal use (i.e., within local
cluster) without any security perimeter of organization, so they were easily hackable
and exposed to threats.

Keywords Hadoop · Data security · Big data · Authentication · Authorization

1 Introduction

In the digital universe, due to the rapid growth, expansion of new services and number
of online users on the Internet has lead to the significant increase in amount of data
produced every millisecond. According to the Internet World Stats in the month
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of December 2017, there were 4.157 million data users, i.e., 54.4% of total world
population [1]. An open-source framework named Hadoop is provided by Apache
in order to handle enormous amount of data efficiently. Hadoop is a setup, and
HDFS is a framework. Hadoop consists of name node and data node which will
be master–slave configuration. The job trackers that run on name node accept the
jobs and allocate it to the task tracker. Task tracker that runs on the data node is
responsible for performing the task and reporting the completion of task to the job
tracker. The input file is broken down into blocks by name node, and each of the
blocks is allocated to the data node. Replicas are used to provide the fault tolerance.
More than 50% of Big Data experiments are executed on Hadoop, so securing these
data has become a necessity. Hadoop does not contain any security framework; a
foreign user can easily attack the data and access the contents.

The Present Hadoop security level is as follows:

(1) There is no encryption technique between host and Hadoop.
(2) The files which are stored in text format are controlled by name node.
(3) There is no strong security for communication between data nodes and clients.

Some of the known general procedures to provide security are Apache Knox
gateway, it provides single point authentication, and main protocols used in this
are HTTP or HTTPs to Hadoop cluster that provide single access point, central
authentication, authorization, andhides topologies.Next level is authenticationwhich
allows identifying who the user is. It is provided by Kerberos [2] which allows nodes
communicating with each other to prove their identity among themselves in much
securedmanner. Authorization ensures that user can access only those data for which
they are entitled. Knox gateway provides authorization by evaluating user, group, and
IP address. Hadoop (Highly Archived Distributed Object Oriented Programming)
Hadoop actually came into, the picture in 2005 is a package that offers documentation,
source code, location awareness, work scheduling.

Hadoop addresses bigdata challenge [3] which is explained below.

1. Hadoop framework allows user to store bigdata in distributed environment where
the data is stored in blocks across the data nodes and block size can also be
specified.

2. Extra data nodes can be added to HDFS cluster; thereby, scaling problem is
resolved.

3. The data written once can be read multiple times since there is no predumping
schema validation; hence, a variety of data can be handled in Hadoop.

Hadoop being a great tool for data processing, it was initially designed for internal
use (i.e., within local cluster) without any security perimeter of organization, so they
were easily hackable and exposed to threats. Hence, encryption is used to protect the
data stored in Hadoop, which is must in government and finance sectors worldwide
to meet privacy and other security.

Hadoop is a efficient, reliable distributed platform that provides scalable storage
and computing on large datasets. Hadoop offers framework to process a large volume
of data by running a large number of jobs in parallel on a cluster of machines.
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Organizations use Hadoop because of its ability to store and process huge amounts
of data quickly. But when they started storing confidential sensitive data on Hadoop
clusters, a need for strong security mechanisms to protect these data is observed.

The user data stored in the cloud is not a controllable domain, and in order to
protect the important data of user, confidentiality is an issue of most concern. In
traditional public encrypt mechanism, the encryption resource provider needs to
obtain all relevant information of user, and it will damage the user’s privacy and
requires more bandwidth and large processing overhead. The CP-ABE method has
been proposed to solve the above issue.

The 4 Modules of Hadoop:

• Distributed File System

The most important two are the distributed file system, which allows data to be
stored in an easily accessible format, across a large number of linked storage devices,
and theMapReduce, which provides the basic tools for poking around in the data. (A
“file system” is the method used by a computer to store data, so it can be found and
used. Normally, this is determined by the computer’s operating system; however, a
Hadoop system uses its own file systemwhich sits “above” the file system of the host
computer—meaning it can be accessed using any computer running any supported
OS).

• MapReduce

MapReduce is named after the two basic operations thismodule carries out—read-
ing data from the database, putting it into a format suitable for analysis (map), and
performing mathematical operations, i.e., counting the number of males aged 30+ in
a customer database (reduce).

• Hadoop Common

The other module is Hadoop Common, which provides the tools (in Java) needed
for the user’s computer systems (Windows, Unix, or whatever) to read data stored
under the Hadoop file system.

• YARN

The final module is YARN, which manages resources of the systems storing the
data and running the analysis. Various other procedures, libraries, or features have
come to be considered part of the Hadoop “framework” over recent years.

2 Hadoop Security Methodologies

This section discusses various Hadoop security methodologies.
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2.1 Data Leakage Detection Using Haddle Framework

Gao [4, 5] proposed Haddle, a forensic framework that helps us to find the illegally
copied andoffenderwho stole the data.Haddle can improve the inspection of financial
records of Hadoop. Haddle uses data collector and data analyzer to collect Hadoop
logs, Fsimage files are sent to server, and automatic analytic method is used to find
stolen data and the offender to recreate the crime scene, respectively. Investigating
a big Hadoop cluster to identify the attacked node is very difficult, but this can be
achieved by using automatic detection algorithm and abnormal condition can be
noticed. Hadoop progger provides a lot of evidences even if Hadoop logs or Fsimage
is compromised. Better techniques for collecting files are tomake data contingent and
reduce the performance issues. More improvement must be done on attack detection
algorithm.

2.2 CP-ABE Security Access Mechanism

Zhou [6] proposed CP-ABE; it is a type of encryption where both private key and
encrypted text depend on attribute. The system includes users and the intersection
occurs when user and the encrypted text which is to decrypted consists pack of
attributes which is greater than or equal to threshold and its user-specific key helps in
regaining the original text. The proposedmethod prevents obtaining user information
and reduces the chances of violating user rights. The approach provides data security
accessing in the Hadoop throughout an area. The efficiency of implementation is yet
to be achieved.

2.3 Data-at-Rest Security Using SDFS

Petros Zerfos [7, 8] proposed a method in which data at rest is provided security
by using Hadoop in the cloud service by developing a new Hadoop file system
called secure distributed file system (SDFS). The performance bottleneck that arises
from the key distribution lowers the storage requirement for the secure data by
using secret sharing and information dispersal technique. End-to-end security and
controlled access of the data stored in enterprise are provided by SDFSwhich is used
to minimize computational overhead and cost.
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2.4 Modified RC4 Technique Using MapReduce

Jayan [9] proposed a method which uses parallel sections and modified RC4 algo-
rithm to encrypt the data. The input is split into blocks and applied the encryption
algorithm. The output is combined to get text in non-readable form. The algorithm is
made parallel by combining the keys with the number of threads. This enhances the
security. The key scheduling part and the random number generation part are exe-
cuted parallel. Because of the parallel generation of keys, modified RC4 algorithm
shows better performance and is more cost-effective than the MapReduce algorithm.
Although modified RC4 algorithm is parallel, it is not capable of performing accord-
ing to the expected level.

2.5 Cloud Disk Security Based on the Hadoop

Jing [10] proposed cloud disk storage which upholds the confidentiality. The encryp-
tion is done by the symmetric encryption algorithm and RSA algorithm which are
operated on Hadoop cluster, and cloud is used for storage of data to give security.
Performance was evaluated by comparing the expenditure and the files loaded into
storage. The security provided by the cloud is not efficient enough.

2.6 Data Security Based on Hash Chain Technique

Jung [11–13] proposed a system which introduces an additional hash chain with
one-way hash function. The hash function h of the PK scheme is utilized, and the
output of h is again hashed; it takes only one hash value; thus, two values are required
for the operation. It provides improved performance compared to PK scheme. PK
scheme is based on one-time token method and prevents vulnerability of the block
access token, which acts as a proof of user access rights on the data blocks. If a block
access token is exposed to an attacker during its usage, the token cannot be used in
a replay attack. It also offers high fault tolerance and high availability.

2.7 Security in G-Hadoop

Jam [14, 15] proposed the technique G-Hadoop that runs on many collections in
a grid working area. G-Hadoop uses Secure Shell protocol between the client and
the Hadoop cluster, it uses Globus Security Infrastructure (GSI) for providing secu-
rity. GSI is one of the standards which is used for the grid security. Setting up GSI
architecture provides security to each Hadoop cluster. It provides single sign on pro-
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cess, many other authentication mechanisms and upholds the integrity of messages
sent over the grid. With the help of SSL hand shaking mechanism, communication
between job node and the data node is securely established. The above approach
provides better scalability.

2.8 Fully Hamomorphic Encryption

Jin [15] proposed work uses two technologies, namely fully homomorphic encryp-
tion technology and authentication agent technology. Former allows many users
to experiment on data in form of unreadable format with different operations and
yields same result as the data had been unlocked. Homomorphic encryption tech-
nology encrypts data first and then stores in data storage and latter combines many
access control mechanism. The main drawback is the large increase in data and high
complex computation.

2.9 Hadoop Security in Public Cloud

Yu [12] proposed SEHadoop [16, 17] model; this is developed to make Hadoop
recover quickly from anymalicious attack. This can be achieved by isolating Hadoop
components, limit the range of data that can be accessed and gives entry license for
each process. Setup for security was made on name node resource manager Kerberos
using SE block token. In SEHadoop, there is no over usage of authenticated key, and it
provides access control with minimum expenditure. SEHadoop includes SEHadoop
block and delegation token,where SEHadoop block token does not possess any heavy
burden or depreciation, whereas SEHadoop delegation token shows very limited
accomplishment impact on existing Hadoop.

2.10 OTP Authentication Technique

Somu [18] proposed one-time pad technique that prevents the transfer of password
in between servers by using one-time pad algorithm. It involves two steps:

1. Registration process,
2. Authentication process.

In the registrationprocess, user enters the usernameandpassword.Thepassword is
encrypted two times using the OTP algorithm andmod 26 operation and stored in the
registration server. Once again the password is encrypted using the symmetric cipher
technique and sent to the backend server along with the username. In authentication
process, the user needs to enter the username, and the backend server sends the
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cipher to the user via the registration server. Registration server decrypts with the
key returned by the user. The registration server compares username stored in the
backend with the username entered by the user. If it matches, authentication of the
user is successful. This technique helps to store the process data related to the credit
cards and healthcare. Usermust register and obtainOTP as the security code to access
the resource on Hadoop. The OTP is not much secure which makes the outsider to
get it easily and get access to the individual system.

2.11 Hadoop-Based Cloud Data Security Using Triple
Encryption Scheme

Chau Yang proposed a method which combines HDFS file encryption using DEA
and data key encryption with RSA and encrypts the user RSA private key using
IDEA. The hybrid encryption consists of choice against two forms of encryption.
The proposed system uses DEA and RSA algorithm to encrypt the data and get the
data key and then encrypts the data key. The private key is kept with the user in order
to decrypt the data key. It increases the performance through parallel processing of
encryption and decryption using Hadoop. The performance factor is calculated by
comparing the speed of writing and file size which is given as input to the HDFS
system. The future work aims to achieve the parallel processing using MapReduce
framework.

Table 1 gives a detailed survey of various security methods for Hadoop.

3 Conclusions

In any storage environment, protection of data is of almost importance. The above-
listed methodologies provide various levels of security on Hadoop. The above-listed
methodologies do not provide security measure at a very large scale. The techniques
specified in this paper yield the performance which is not feasible to the expected
level. In future, there is a need of producing and implementing a variety of powerful
security measure to tackle the problem of danger or threat for data loaded in Hadoop
and let the enormous data to be in a state of feeling safe.
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Descriptive Data Analysis of Real Estate
Using Cube Technology

Gursimran Kaur and Harkiran Kaur

Abstract With the progress and application of data analysis and processing exper-
tise, the technologies such as data warehouse and cube technology had become the
research spot of each business area. Online analytical processing technology has
applications in the areas of merchandising system, college decision support sys-
tem, enterprise marketing management system, knowledge data warehouse, and to
analyze the curriculum chosen by students and many more. If we consider one busi-
ness domain that is real estate, it is observed that online transactional processing
technology has been applied. This paper focuses on application of online analytical
processing and specifically descriptive data analytics, to extract more information
from the traditional real estate datasets.

Keywords Cube · Descriptive analysis · Real estate analysis · OLAP ·
Visualization

1 Introduction

Traditional online transactional processing (OLTP) systems are outdated and
replaced with online analytical processing (OLAP) systems because of their pur-
poseful and routine necessities. OLAP technology is the need of an hour for every
business domain to apply aggregations on large datasets wherein these datasets are
residing in large repositories called data warehouses (DW). OLAP systems are used
to organize business domains and decision-making process using aggregations that
describe descriptive analytics. OLAP databases can be broken down into one or more
cubes which are organized by cube administrator according to the way it may retrieve
the data. These cube structures are all about aggregating measures based on dimen-
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Fig. 1 Extract, transform, and load (ETL) process [1]

sions and hierarchies. Finally, OLAPmakes decisions based on these pre-aggregated
values of cube structures. Following sections and Fig. 1 explain the OLAP process.

1.1 Operational Source System

Basic but an important role is played by data in computing. In computing, data is a
collection that has been apprehended in a way that is effective for demonstration or
distribution. In comparison with today’s transmission media, data is info converted
into dualistic mathematical form. Raw data is a term used to identify data in its most
primary numerical form. There are two types of data sources: internal and external.
Internal data refers to the information that is gathered and collaborated from different
branches inside an organization.While external data is the data which is not collected
from internal sources of the organization, but acquired from external sources. This
primary data is collected from operational source systems. An operational source
system is a chunk used in data warehousing to represent an organism that is used
to practice everyday transactions of an institution. The design of these systems is
done in a way that the distribution of day-to-day transactions is executed adequately
and the certainty of the transactional data is conserved. These systems maintain
transactional or operational data and are outside the data warehouse. There could be
any number of such systems feeding data to the datawarehouse but theymaymaintain
little historical data. Operational systems include DB’s, ERP, CRM, and flat files.
The benefit of maintaining less historical data is being simple (keeping in mind that
these are typically used by clerks, cashiers, clients, and so on) and being efficient
so that it allows its users to read, write, and delete data quickly, due to which these
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systemswere designed to support online transactions and query processing.While on
considering the security issues or the decision-making process, OLTP system lacks
behind. So, online analytical processing systems came into novelty.

1.2 Staging Database

To convert OLTP systems to OLAP systems, extract, transform, and load (ETL) pro-
cess is used which includes requirement analysis followed by design, coding, quality
assurance, and deployment phases of software development life cycle (SDLC) [1].
The process begins with getting data into the data warehouse environment. This
is called extraction. The next step after extraction is transforming the heteroge-
neous form of datasets to homogeneous form. The transformation process enables
the dataset to be loaded into the multidimensional model.

1.3 Data Warehouse

DW is a subject-edified, assimilated, and permanent assortment of data to act as
decision support of management [1]. Data warehouse consists of operational source
systems, data staging area, and presentation area. Data from operational systems
flow into the staging area where it undergoes transformation and is then put into
the presentation area. The data can be accessed from the presentation areas using
accessing tools.

1.4 Cube

Cube mapping and validating the same is done in analytical workspace manager
(AWM). AWM is the basic application software for forming, evolving, and conduct-
ing dimensions in the Oracle DB. The first step in AWM is creation of dimensional
data store. After this step, cubes, measures, dimensions, levels, hierarchies, and
attributes are defined followed by mapping these objects to their respective rela-
tional data objects. The next step involves loading the data from relational DB to
dimensional DB.

Creating Dimension: Dimensions are the distinctive values which recognize and
classify the dataset [1]. These are located at the edges of multidimensional cube.
Each dimension is defined by either levels or values [1].
Creating Levels: There is a level-based hierarchy where levels have base-derived
relationships [1]. This hierarchical structure discloses the trends at the abstract levels
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and then rolls down to the detailed levels for recognizing the indicators contributing
toward the trend.
Creating Hierarchies: Hierarchies ensure that if the relational table columns and
levels of the respective dimensions in the multidimensional model are in the same
sequence or not.

Mapping Dimension: The relational data tables are mapped with cube model con-
sistingof dimensions.Mapping supports the process of loadingdata into the respec-
tive dimensions.

Creating Cube: Cubes are defined by the orderly arrangement of dimensions. Mea-
sures incorporate the facts and figures compiled for the selected dataset. Measures
act as the outcomes of cube formation process, as these include all the calculations
related to the said dataset.

2 Related Work

He et al. in [2] proposed the application of OLAP and data warehouse in merchan-
dising system. In this paper, merchandise sales data warehouse is built on the basis
of merchandise sales system data resources, which further establishes merchandise
sales multidimensional datasets on which data analysis is conducted, which helps
in significant decision making. On the basis of this system and using the analysis
services, this paper builds DW and proposes on-line analytical processing system
for judgments, giving a suitable method for enterprise to route gigantic volumes of
information and to launch an operative verdict sustenance structure.

Haiyan et al. in [3] discussed the idea of multidimensional methodical approach
based on online analytical processing. Also, this paper blends efficiently the devel-
opment platform of MS-BI and trains the application of online analytical processing
technology in AWCCompany. Online analytical processing technology does not just
merely examine queries but also counts omnidirectional research manufacture and
gather these data to guide everyday difficulties and even to estimate future under-
takings based on predictable data. In this paper, unnaturally presentation of MS’s
BI development platform determines knowledge from data warehouse of AW’s DW.
With the online analytical processing technology becoming progressively corporate,
the range of its application has been discovered and prolonged progressively. Using
precise procedures, it can deal with the unambiguous data and realize tangible pur-
pose and its dependability of the acquaintance discovered is extraordinary.

Ying-Ping et al. in [4] described the OLAP bid in enterprise marketing manage-
ment (EMM) system. According to the author in [4], with the growth of budgetary
globalization and extraordinary mechanism, marketing is experiencing insightful
variations. The marketing process is an administration verdict creation process. The
crucial aim of EMM is to figure out the data storeroom to deliver confirmation
provision for judge to make a verdict. Use of OLAP and MDX technology in the
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marketing management systems apprehends the erection of multidimensional data
and fact analysis.

Wang et al. in [5] defined that the assemblage of DW technology and OLAP
opens DW and this is the innovative way for DSS. This paper examines the substan-
tial knowledge of DW and OLAP and discerns the application of online analytical
processing in apprentice enactment investigation usingMS SQL Server and Analysis
Services. The authors determined the appropriate evidence by examining exhibited
teaching value and enhancing teaching possessions for the decision maker. OLAP
emphasizes on the verdict building provision for verdict building executive. The
MD analysis model is suitable for analysis demand for data warehouse and is the
most essential methodical factor to make the DW successful. This article applies
MD analysis model of DW to apprentice enactment investigation of colleges and
universities, and this model which has appropriate manifestation ability and quicker
analysis speed can fulfill numerous analysis application demand of the apprentice
enactment information.

Zhao in [6] explains that with the expansion of the scale of advanced teaching,
surplus data about set of courses chosen by learners has been produced. This paper
analyzes the application of DW and OLAP for the analysis of set of courses selected
by learners, undertakes the design of DW about universities set of courses chosen
by learners, and applies ETL process upon set of courses chosen by learner’s data.
This paper builds multidimensional cube analysis data model by taking use of OLAP
technology on set of courses chosen by learner’s data and captures the query and show
analysis of set of courses chosen by learner’s multidimensional data, so it can analyze
the set of course’s formation situation from various angles and assist the university
teaching DSS. This paper applies the STAR model of DW to the analysis of set of
courses chosen by learners and determines that this model can mollify to various
analytical application demands for set of courses chosen by learner’s information.

Quafafou et al. in [7] find OLAP application in knowledge data warehouses. This
paper is a profound analysis of both data warehouse and knowledge discovery and
the necessities basic for profound assimilation. The authors suggested a data ware-
house model. Also, they proposed a STAR schema and established a consideration
using operatives. OLAP analysis depends upon the observed data and a set of OLAP
operators for restructuration and granularity. Main aim is to discover concealed out-
lines in data. The combination of knowledge into DW conduces to supplemented
analysis circumstance where objects and their relations are unambiguously handled
and visualized. The authors in [7] investigate profound analysis where the simple
DW operators cogitate both data and knowledge. This paper applies knowledge DW
concept to network usage analysis.

Mitsujoshi et al. in [8] proposed an emotion concept model (ECM) which com-
bines the desire and annoyance dimension and numerous feelings, to obtain a descrip-
tive analysis on sentiment and mood in voice. For descriptive analysis, the main
objective of this paper is to attain ample quantity of vocal sound data and to ana-
lyze the correlation between sentiments and moods and improving the accuracy of
voice emotion recognition. By using prior filtering of desire and annoyance sen-
timents, moods will be categorized more accurately. It is not always the case that
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desire and annoyance tally to each mood. There can be a case where basic negative
moods are generated from desire sentiments and basic positive moods are generated
from annoyance sentiments. Mitsujoshi et al. in [8] explain that emotion concept
model recommends a conceivable link between desire and annoyance sentiments
and numerous moods by defining the effect of sentiments on moods. To be precise,
data that evidences the directions of sentiment and moods is dissimilar. Further, the
authors congregated samples from a footage of a free discussion between applicants.
Their tactic to acquire voice data that the desire and annoyance direction did not cor-
respond to the mood was confirmed, by associating the results with those reported
earlier. Their voice recording experiments and descriptive analysis of the relationship
between the desire and annoyance sentiments and numerous moods revealed that the
desire and annoyance direction did not essentially correspond to the feeling.

Wang et al. in [9] proposed a descriptive model that explains with respect to
power-driven vitality costs, reinforcement costs show assorted attributes. While the
show of power-driven energy costs has been generally considered in the writing, such
investigation on supplementary facilities costs is incomplete. This paper investigates
the utilization of trustworthy stochastic methodologies for representing the conduct
of operating reinforcement costs in power market. Wit h the de-control of in power
frameworks, helper facilities arcades have emerged to get these facilities through
sensible sell-offs. In general, the cost of providing assistant facilities is lower than
fabricating vitality. In this way, however the arcade volume for operating stores is
usually lower than energy market, and the incomes from retailing these facilities
can be equivalent to energy. Hourly save costs are more eccentric than the day by
day reinforcement costs. In view of the attributes of the hourly reinforcement cost,
BSD display is connected and coordinated with a BS show. The replication outcomes
demonstrate that the BSD show has taken key highlights of the concentrated hourly
backup cost and beaten the BS display. Despite the fact that just a single backup cost
is arranged, the results can be drawn out to other backup costs that have indicated
alike highlights, extraordinary erraticism, and rehashed substantial spikes.

3 Need of Present Research Study

Presently, OLTP projects for the real estate dataset are available that does not support
descriptive analytics upon business-related datasets because nothing has been done
to analyze and query such data.

One way out to this problem is working upon OLAP database technology that
is optimized for querying and reporting, aiming to create applications according to
today’s need.
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4 Proposed Implementation

Also these projects work in a formal two-dimensional view using data definition
language (DDL) and data manipulation language (DML) commands. So, another
technique called online analytical processing (OLAP) resolves this issue of analyzing
large datasets related to business in multidimensional structure. These projects work
in three-dimensional ormultidimensional view. Here, multidimensional view or cube
technology is comprised of dimensions, levels, hierarchies, mappings, measures,
and lastly the cube creation. To create a multidimensional structure or a cube, some
sequential steps have been followed.

4.1 Extract, Transform, and Load (ETL)

Extract, transform, and load (ETL) process is applied on heterogeneous datasets to
convert it into homogenous form.

Extract: Extract real estate dataset in the form of .csv files, .xls files, and .xlsx
files from [10] and [11].

Transform: Transformations are applied for converting heterogeneous datasets
to homogenous format files (.xlsx in this work) where transformations could be data
type conversions, formatting, merging and splitting applied on columns, etc.

Load: Loading the homogeneous format (.xlsx) files into SQL Developer tool to
map these datasets with multidimensional analysis model.

4.2 Creating Data Sources in Oracle iSQLplus

Creating data sources involves data entries to some particular columns selected for
various tables. For creating a particular database related to real estate, first step is
to select various dimensions/tables to be created. In this research work, the tables
nominated include (A) customer profile dimension, (B) property dimension, and (C)
document dimension, as shown in Fig. 2. The tables are created in Oracle iSQLplus
using create table query. The data entries to these tables is made using insert query.
And lastly, the table is viewed using select query.

4.3 Creating Cube

Cube creation, mapping, and the validation of ETL process are done in analytical
workspace manager (AWM). Main aim in using AWM is the formation of multidi-
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Fig. 2 Dimensions, levels, and datatypes

mensional data mart which provisions the task of real estate data analysis. So, the
whole process is carried out in the following steps:

Creating Dimensions: Dimensions selected for a particular business domain are
unique and are level-based dimensions. The levels selected for our domain are: (a)
customer profile, (b) property dimensions, and (c) document.

Creating Levels: In our domain, customer profile dimension consists of nine
levels named as profile id, name, business name, category, contact number, residential
address, business address, city, and pin code. Property dimension consists of twenty
levels, namely property id, profile id, category, city, state, contact number, property
description, propertymajor description, facing, segament, area, units, length, breadth,
number of floors, left neighbor, right neighbor, collector rate, property rate, and
number of owners. Document dimension consists of thirteen levels named as owner
id, profile id, earnest money, agreement, stamp duty on agreement, mutation, old
registry, site plan, bank loan, balance, registration time, stamp duty on registry, and
commission.

Creating hierarchies: Dimensions selected for this particular domain have one
hierarchy and are a level-based hierarchy. Likewise, the hierarchy for customer profile
follows the sequence: profile id, name, business name, category, contact number,
residential address, business address, city, and pin code; the hierarchy for property
dimension be property id, profile id, category, city, state, contact number, property
description, propertymajor description, facing, segament, area, units, length, breadth,
number of floors, left neighbor, right neighbor, collector rate, property rate, and
number of owners; and the hierarchy for document dimension be owner id, profile
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Fig. 3 Mapping relational model with analysis model

id, earnest money, agreement, stamp duty on agreement, mutation, old registry, site
plan, bank loan, balance, registration time, stamp duty on registry, and commission.

Mappings: In mapping part, each column of relational database table is mapped
to the member part of each level in the analysis model as shown in Fig. 3.

Loading data into dimensions from SQL developer: A data connection is built
between AWM and SQL Developer tools. The dataset is loaded in SQL Developer
and further accessed in AWM for the cube creation.

Cube Creation: Cubes is created by firstly creating the measures and then map-
ping the measures to the relational database table to create a final design. In this
research work, STAR schema design has been implemented for the selected dataset.

5 Results and Findings

A desired STAR schema is successfully designed which is required to create the
cube, the main aim of this research. Further operations are applied on the cube and
finally creating dashboards.

5.1 Measures Defined

The selected real estate domain has the nine measures named as balance, collector
rate, commission, earnest money, property rate, registration time, stamp duty on
agreement, stamp duty on registry, and total area.
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Fig. 4 Cube mappings/STAR schema design of cube

5.2 Cube Mapping

Also, for this problem domain, the main aspect is to choose the appropriate schema
design that is either STAR schema or SNOWFLAKE schema.Basic reason for choos-
ing STAR schema is that firstly, it is simplest of data warehousing schema. Secondly,
it consists of large central table called fact table, where central table is referred
by number of dimension tables. Lastly, STAR schema is very effective in handling
queries because of very less normalization (Fig. 4).

5.3 Cube

Cube is created when mapped measures are loaded using maintain cube routine and
later on viewed using view cube utility. So this final cube is created in Power Pivot
that is further an add-in in Excel 2016. Cube creation is shown in Fig. 5.

5.4 Cube Operations

Major challenge is turning data into valuable insights in order to increase performance
and efficiency. OLAP cubes cover wide variety of data, display them, and apply
aggregations on them. Also, users can simplify their search by using slicing and
dicing operations on cube that provides them searchable access to data points.
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Fig. 5 CUBE creation

Fig. 6 Slicing

Slicing: For demonstrating the slicing process applied, Fig. 6 describes a single
slice which is cut based on one parameter that is area� 6 marlas. So, the cube shows
a plot of 6 marlas in south facing where it further shows 1 plot in Green Park, 1 plot
in Master Tara Singh Nagar, 1 plot in Model town, and lastly, 1 plot in Mota Singh
Nagar.

Dicing: For dicing process, multiple slices can be cut at same moment of time.
So, the facing, segament, and property dimensions vary with parameter area �
6,9,10,15,20,23. This process is described in Fig. 7.
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Fig. 7 Dicing

5.5 Visualizations of Cube

Visualizations display insights that have been discovered in the data in the form of
dashboards. Tool used to represent visualizations is Power BI, which might have
single page with one visual or might have pages full of visuals. Different types of
visualizations can be created using Power BI tool, such as bar chart, combo chart,
line chart, gauge chart, area chart, funnel chart, and waterfall chart.

a. Bar chart in visual 1 shows the specific values across different parameters such
as pin code by category and city.

b. Combo chart in visual 2 associates the column chart and the line chart. So, here
it describes the count of property description by city.

c. Line chart in visual 3 gives the inclusive shape of the complete sequence of
principles based on area by property description.

d. Gauge chart in visual 4 gives the current status.
e. Area chart in visual 5 covers the area between the axis and the line such as city

by property description and category.
f. Funnel chart in visual 7 helps to picture a process that has phases and substances

flow successively from one phase to the next. So, here it shows property major
description and property description funnel.

g. Waterfall chart in visual 8 shows the running total as soon as the values are
added or subtracted. So, this visual gives values of registration time by property
description (Fig. 8).
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Fig. 8 Visualizations on various parameters

6 Conclusion

In this paper, theOLAP technology is applied in the selected field of business domain:
the real estate domain. It has been identified that theOLAPoperations lead to summa-
rization of data in data warehouse. Also, cube technology leads to multidimensional
view of data. Here, STAR schema design is used because it finds its usage in a variety
of applications and it suits our domain area.

The main agenda of the paper is to create a cube, and further its base lies in defin-
ing and deciding dimensions, levels, hierarchies, attributes, mappings, measures,
cube mapping, etc. The cube is formed after validating the ETL process in AWM.
Using any of the schemas available, various cubes can be built considering different
parameters. Snowflake schema finds its application in the area that comprises com-
plex modules, but since our business domain comprises single fact table, so STAR
schema is of greater use in this selected domain. Also, it has been concluded that
slicing and dicing operations applied on cube are of greater use since they explain
the variations occurring in dataset.

Lastly, visualizations are created to explain the concept in an easy manner by
creating dashboards. In short, this paper completes the descriptive analysis of real
estate dataset.

Future work lies in defining the predictive analysis of the same domain where
predictions would be done based on various KPI’s to identify the rise or fall of
property in certain area or market. This would later on become helpful in identifying
whether to invest or not in that certain period of time.
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Temporal Information Retrieval and Its
Application: A Survey

Rakshita Bansal, Monika Rani, Harish Kumar and Sakshi Kaushal

Abstract With an advent of the Web, a tremendous amount of information is avail-
able online. Information can be organized and explored in the time dimension. This
temporal information has to be distilled out, so as to extract the temporal entities
such as temporal expressions and temporal relations out of it. Temporal information
processing is an ongoing field of research that deals with natural language text, tem-
poral relations, events or temporal queries. This paper presents a detailed analysis
of the work carried out under temporal information retrieval (TIR) highlighting its
subtasks like information extraction, indexing, ranking, query processing, clustering
and classification. Also, it presents various challenges while dealing with temporal
information. To the end, various application areas are elaborated such as temporal
summarization, exploration and future event retrieval.

Keywords Temporal information · Temporal events · Temporal expressions ·
Temporal queries

1 Introduction

Information retrieval (IR) is the process of obtaining the relevant information to
satisfy the need from a collection of information resources. An information need is
a topic about which a user desires to know and is expressed in the form of a short
textual query. IR facilitates unstructured or semi-structured searching which can be
based on either a full-text or content-based indexing.

With the rapid growth of information on the Web, the information can be orga-
nized and explored along the time dimension. Metzger [1] considered the timeliness
as one significant measure to determine the quality of a document. The others are
accuracy, coverage, objectivity and relevance. The quality and value of informa-
tion retrieval are primarily dependent on time. Information on Web persists to have
different versions with time which leads to a new search area known as temporal
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Fig. 1 Google search result for the queries “who is Miss India” (left) and “who is Miss India 2017”
(right)

information retrieval (TIR). Figure 1 shows an example of Google search for two
queries different in time context. The first query “who is Miss India” provides the
general information about the Femina Miss India contest, whereas the second query
“who is Miss India 2017” provides the more precise and time-specific information
and delivers the name of Miss India 2017 “Manushi Chillar”. A tremendous amount
of time-related informationwhich possesses the time-varying attributes exists inWeb
documents. Temporal taggers are used to extract temporal expression from the text
and to normalize them in some standard format. It can be exploited by the content
analysis, query analysis, retrieval and ranking models. Temporal information acces-
sible through metadata, document creation time and date of last modification is used
in several tasks such as time-aware search or temporal clustering. Time dimension
has a strong influence in many domains like information extraction, topic detection
and tracking, question-answering, query log analysis and summarization.

The remainder of the paper is organized as follows. In Sect. 2, time information
available in documents and how time and events are related are discussed. In Sect. 3,
the framework of temporal information process and its subtasks are discussed in
detail. In Sect. 4, the review of diverse real-world applications of TIR is done and
in Sect. 5, various challenges associated with TIR are highlighted. Finally, Sect. 6
concludes the paper.

2 Time in Document

There is plenty of temporal information in text documents. The extraction of temporal
information is important for numerous IR tasks. It is useful for many real-world
applications, viz. the ordering of clinical records, finding burst events in the news,
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Web searching and reservation systems. In this section, the basic concepts related
to temporal entities and temporal relations have been introduced. A temporal entity
portrays a particular point in time, or event, or a time period. Different approaches
based on name entity extraction are performed on the document to identify temporal
entities and to determine the temporal expressions.

Temporal expressions can be defined as phrases and words with temporal impor-
tance. To better understand the natural language processing tasks, it is important to
recognize and normalize these expressions to some standard format. Schilder and
Habel [2] classified temporal expressions into three categories: explicit, implicit and
relative temporal expressions. The explicit temporal expression describes a specific
point in time which can be mapped to the timelines without any further knowledge,
e.g. the token sequence “November 2017” or “3.12.2017”. The implicit temporal
expression refers to temporal information which is not specified explicitly, and there-
fore, it is difficult to map these expressions on the timeline but names of holidays
or events can be mapped easily with the help of prior knowledge, e.g. The token
sequence “Christmas day” can be mapped to the expression “25th December”. The
relative temporal expression represents those temporal entities which are mapped
to the timeline with reference to already mapped temporal expression, e.g. “Next
month” or “last Monday” is mapped with reference to the document creation time
or the absolute dates close-by in the content. These three categories of expressions
are further classified into four types. The initial two types, viz. DATE and TIME, are
single entities and refer to the particular point of time and date, unlike the rest two
DURATION and SET, which convey information about the length of interval and
repetitiveness. These temporal expressions refer to a date or duration or periodical
aspect of an event.

Time and events are closely associated with each other. The event is a term which
refers to a situation that happened or is happening in time like resigning, meetings,
capturing, holding, etc. They can be scheduled to a specific time or a duration, e.g. in
the news “A22-year-oldwomanmiraculously escaped serious injurywhen she passed
out and fell onto subway tracks in Brooklyn on Saturday”. The temporal expression
used to define the event “fall” is “on Saturday”. Events can also be expressed in the
form of a situation, occurrence, circumstance, state, action, etc.

Pustejovsky et al. [3] expressed events by using tenses, verbs, adjectives, prepo-
sitional phrases or normalizations present in a document and classified events as
OCCURRENCE, REPORTING, ASPECTUAL, PERCEPTION, STATE, I-STATE
or I-ACTION. In natural language, various relationships occur between temporal
expressions and events. Allen [4] proposed seven types of temporal relations: before,
after, including, at, start, finish and excluding which are used to classify all temporal
relations.
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3 Framework

TIR undergoes a sequence of phases to retrieve important information from a set
of documents. This section presents the temporal framework for basic supporting
structure beneath TIR. As shown in Fig. 2, there are six subsections related to, i.e.,
the temporal information extraction, indexing, temporal query, temporal ranking,
temporal clustering and temporal classification processes. The details are presented
in the next subsection.

3.1 Temporal Information Extraction (TIE)

Temporal information extraction is an emerging branch of information extraction
in which the desired information is extracted from the documents for many artifi-
cial intelligence systems. Temporal tagging is a prerequisite for the whole temporal
information extraction, which covers the detection and interpretation of temporal
expressions, events and the temporal relations, but the temporal taggers only address
the extraction and normalization of temporal expressions present in the content to
some standard format. The extraction task decides whether a token is part of a tempo-
ral expression or not. Therefore, it can be regarded as a typical classification problem,
whereas the normalization task requires semantic knowledge to assign a rule-based
value to a temporal expression. In the last two decades, the temporal tagging has
become the major focus in the field of research. Different research competitions
like ACE, TEMPEVAL, EVENTI, I2B2, CLINICAL TEMPEVAL and QA REM-
PEVAL have been organized to address the temporal tagging challenge based on
the annotation standards. The annotation standards with precise specifications are
required to perform temporal tagging. TimeML [5], an XML-based annotation lan-
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Fig. 2 Temporal information retrieval framework
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Table 1 Description of
TimeML tags

Tag Description

TIMEX Timex tag represents time, date and duration in
the text

EVENT Event tag is used to highlight different classes of
events

TLINK Temporal Link represents a relationship that
occurs between events and time

SLINK Subordinate Link is used to annotate the
directional relation between predominant and
inferior event

ALINK Aspectual Link represents a relationship that
occurs between a conditional event and its
conflicting event

guage, presents precise guidelines for the annotation of temporal entities. Table 1
describes the TimeML tags used to annotate different types of information and their
relationships.

Two types of approaches, namely rule-based approaches and machine learning
approaches, are mostly followed for temporal information extraction. The approach
requires great human efforts to formulate domain specific extraction rules. Mani
and Wilson [6] presented a rule-based system TempEx for the temporal annotation
of multiple languages. It annotates in the form of TIMEX2 tags. Another system
Chronus [7] was developed as a part of ACE TERN 2004 which also applied the
TIMEX2 tag on the Italian and English texts. Later on, Perl temporal tagger GuTime
was developed at Georgetown University which was evaluated on ACE TERN 2004
training data. It used TIMEX3 tags to annotate and achieve competitive results. It
is a part of TARSQI TOOLKIT [8]. Another tagger SUTIME [9], which is a part
of Stanford CoreNLP pipeline, is also available as Java library which also annotates
in the form of TIMEX3 tags. HeidelTime [10, 11] was developed at the University
of Heidelberg as UIMA component. It is a multilingual temporal tagger which also
annotates in TIMEX3 tags format. It has achieved the best result in the TempEval-2
challenge for English. Ramrakhiyani and Majumder [12] proposed a temporal rule-
based annotation system for text in Hindi. The limitation of the rule-based system
is its domain dependency which leads to lack of portability. So, to minimize the
dependency on rules, the machine learning approach came into the picture. Machine
learning approach is feature based and is implemented using training data for tem-
poral tagging. Machine-based system ClearTk was developed by Bethar [13] to
perform temporal annotation using SVM classifier, and TIPSem [14] was developed
at the University of Alicante to perform temporal annotation using conditional ran-
dom fields according to the TimeML [3] specifications. Although machine learning
approach saves the human energy, a significant limitation in the system is that there
is difficulty in modifying the training models.
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3.2 Temporal Indexing

Temporal indexing is used to manage the documents and to allow fast searching of
enormous data in time. Indexing is done after the temporal information extraction on
the pre-processed documents. In pre-processing, the documents are converted into
some standard format. Temporal searching over past documents has been identified
as a challenging task by the researchers. Tang et al. [15] categorized temporal indexes
into two types, namely single temporal index and bitemporal index. The former is
based on the valid time or the transaction time. Indexes based on valid time are: ST-
tree, interval tree, time index. Indexes based on transaction time are: the Snapshot
Index and HR-Tree. On the other hand for bitemporal index, the valid time and the
transaction time are considered simultaneously, e.g. GR-Tree, 2LBIT, IVTT and M-
IVTT. In the year 2006, Zobel and Moffat [16] conducted a survey which explained
that indexing usually adopts inverted index structure. In 2007, Berberich et al. [17,
18] suggested an extended inverted file index-based solution for time-based text
search. In 2008, authors [19] proposed TISE, a hybrid two-layer temporal structure
where the first layer is associated with the inverted indexing of keywords and the
second layer is time-based index usingMAP21 [20]. A few years later, inverted index
technique was modified by Anand et al. [21] in 2012, which allowed the incremental
inclusion of latest document versions without reconstructing the index structure. In
2017, a temporal search engine GIGGLE [22] depends on temporal indexing that
distinguishes the novel and unexpected relationship between a query and interval set.

3.3 Temporal Ranking

The rank of the document is according to its relevance to the query. To address
the temporal queries and to increase the relevancy of retrieved documents, the time
dimension has been added to the ranking model. Temporal ranking amends position
of a document with respect to time objective stated in queries. Therefore, both the
textual and temporal similarities are consideredwhile ranking. Based on the temporal
query categorization, the ranking process is divided into two types: recency-based
and time-dependent. In the former type, the fresh documents are preferred. The
freshness is directly proportional to the time passed since documents’ creation or
modification. In the latter type, the results are adjusted with respect to the time of the
query. In time-dependent ranking, the creation time of resulted document is close to
the time period underlying in the temporal query.

Li and croft [23] suggested a time-based language which assigns high priority to
the recently created document. Jatowt et al. [24] suggested an approach that used
document freshness and its relevance. However, Zang et al. [25] ranked the time-
sensitive query which adopted the more recently dated document. Further, Stronger
andGertz [26] considered temporal terms and geographical terms in the text and their
proximity to answer the spatiotemporal query. To enhance the search effectiveness
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of Web archive, author [27] used hybrid ranking model for successive versions of
the archive.

3.4 Temporal Query Processing

Temporal query processing is related to the assessment of temporal aim hidden in
search queries of users. In 2013, Cheng et al. [28] focused on a class of queries called
timely queries. Based on the correlation of users’ perception of time and distortion
in term distribution of results of timely queries, they estimated the query specifica-
tions and how to consolidate document freshness into the ranking model. Following
their work, Campos et al. [29] in 2014 categorized queries into two classes, namely
recency-sensitive queries and time-sensitive queries.Recency-sensitive queries result
in fresh and topically relevant documents. Recency of the document is inversely pro-
portional to the time span from its creation time. Dong et al. [30] proposed the idea of
“recency ranking”, by using a high-precision classifier to rank document by relevance
and distinguished queries containing breaking news.

The time-sensitive queries focus on the change over time. Dakka et al. [31] iden-
tified topically relevant time intervals based on the query from a news archive auto-
matically.

Rosie [32] classified the temporal queries into three types on the basis of common
patterns of the retrieval documents which are atemporal, temporally unambiguous
and temporally ambiguous. The first query type corresponds to a topic which is
ongoing. The second query type corresponds to a specific period of time. The third
query type refers to a combination of several possible events.

3.5 Temporal Clustering

Temporal clustering is an unsupervised classification process of grouping large data
sets according to their temporal similarity intomeaningful clusters. It is a challenging
task due to rapidly increasingdata collected from Internet and remote sensingdevices.
It is performed to dissect the collection of the documents by time. Few studies in
this field have been proposed so far. TCluster, introduced by Alonso and Gertz [33],
is an overlapping clustering algorithm, where a list consisting of 3-tuples has been
maintained containing the information about the types of expression, its normalized
value and set of its positions. Clusters have been formed on the basis of the more
relevant overlapping document. However, the documents in a cluster may not be
topically related.

Another technique is based on hit list clustering [34] where query outcomes are
classified based on real-time search. The user does not need to look into analogous
items as similar documents are clustered along the timeline. The engines based
on this technique, e.g. Vivisimo [35], construct clusters based on web page title,
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URL, snippets and temporal expression. To detect the future events, a model-based
clustering algorithm [36] was proposed by Jatowt and Yeung.

3.6 Temporal Classification

It is the process of classifying the temporal relations between temporal entities and
events and building the classification model by adopting the proper feature vectors.
This process is essential to frame event timelines and to recreate the episode of events
which can be utilized by decision support systems and document archiving applica-
tions. Mani et al. [37] built a classifier based on supervised classification technique,
MaxEnt. It annotated temporal links applying temporal closure over training data.
Later on, authors [38] used previously learned attributes for classifying the relation-
ship type of event–event pair in time. In 2011, UzZaman and Allen [39] proposed
classification as a part of the TempEval-3 shared. In 2013, D’Souza and Ng [40] and
Laokulrat et al. [41] addressed this task by using features based on deep parsing,
semantic role labelling and discourse parsing. Wu and Zhu [42] proposed a recur-
rent fuzzy neural network for the temporal classification. To enhance the ability to
memorize information, fully connected feedback topology is used. Furthermore, it
considers minimum-classification-error and minimum-training-error which enhance
the discriminability factor and results in excellent classification performance.

4 Applications

With theprogression in the research in temporal information retrieval, various streams
of applications have focused on exploiting the use of time, e.g. temporal search
engines to improve search processes. In 2012, Campos et al. [43] presented a tempo-
ral search interface, GTE-Cluster, which performs topic-based searching in a tem-
poral perspective. On the basis of document relevance and temporal relevance, it
returns the output of the user query. Google is the most popular and worldwide used
search engine. It supports various time-based tools, but still it has not addressed the
challenge of incorporating temporal relations in the retrieval process. Later, Uma
et al. [44] proposed a search plug-in, RaTeR, to support searching of the Web using
temporal operators. Search engines use summarization technology to help users in
deciding whether a document is relevant as an output for a query or not. Tempo-
ral summarization is another emerging field where temporal information is used to
enhance the storytelling. It can be termed as sentence scoring problem where each
sentence is given a score and on that basis, the decision is built whether to include
or emit that sentence. It highlights the prevalence of event occurrence and assists
users in observing a current document. The goal is to develop a system to keep users
up to date with the topic of their interest. One of the main challenges in temporal
summarization is to maintain quality when the new aspects are added dynamically
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at any time and to impose word limit for a summary. In 2013, TS was introduced
as a part of the Text REtrieval Conference (TREC) to return the updates for large
events in news stream and social content. Xu et al. [45] proposed a system HLTCOE,
which used a simple linear model and features such as document relevance, sentence
relevance and topical salience information to select the sentence for summarization.
In 2014, McCreadie et al. [46] proposed a novel incremental update summarization
approach to rank sentences using features such as relevance, quality and novelty
and to create timelines of top-ranked results using a supervised regression model.
In 2017, a monitoring system TOTEMSS was proposed by Boluang et al. [47] for
summarization of sentiments based on temporal properties by performing clustering
technique on the tweets containing same sentiments towards a topic. Later in 2018,
Richard et al. [48] proposed a novel approach in which they used explicit event
aspects and different types of user interesting information to select the sentences
for summarization. Another popular application that makes use of time-based IR
techniques is future-related information retrieval and prediction. It helps in decision-
making process, e.g. a person wishes to buy a laptop and would like to know the
upcoming models before making the decision of purchase. In 2013, authors [49] pro-
posed a method to anticipate the upcoming events from large news corpus. Later on,
Zang et al. [50] used a recurrent neural network technique onmultivariant time series
data containing heterogeneous variables to predict the future events. After the anal-
ysis of temporal information retrieval and its application, the following real-world
challenges are identified as presented in next section.

5 Challenges to Temporal Information Retrieval

Temporal information retrieval faces many challenges starting from the collection
and pre-processing of the data to the implementation of solutions in various phases of
the framework. There are many unsolved problems arising due to the linguistics. In
some languages, the extraction of temporal information is harder than others, e.g. in
Chinese and Japanese, because these languages have no express limit betweenwords.
Therefore, the word segmentation has been a challenging issue for them. While in
some languages the time words are utilized in contrast to their expected utilization,
e.g. in the Hindi language “Sham” is a very common name; however, it additionally
signifies a time (evening). Even after extracting the temporal expressions, many
new challenges arise while performing the normalization. Identifying the reference
time and its temporal relation has been the main issue in normalization of temporal
expression, e.g. the phrase “onMonday” in the document can either refer to previous
Monday or to the next Monday.
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6 Conclusion

One of the key measurements of our lives is time. With the help of timeliness, the
quality of information is highlighted and therefore the researchers are using the
temporal information in various applications, e.g. generation of temporal summaries
of events or predicting future events. The purpose of this paper is to provide a better
understanding of temporal information retrieval. In this paper, a framework of TIR
and its subtasks, namely information extraction, indexing, ranking, query processing,
clustering and classification, are presented. In the end, this paper covers the challenges
and various applications of temporal information retrieval.
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A Survey on Multi-resolution Methods
for De-noising Medical Images

G. Bharath, A. E. Manjunath and K. S. Swarnalatha

Abstract Processing of medical images is important to improve their visibility and
quality to facilitate computer-aided analysis and diagnosis in medical science. Such
images are usually tainted by noise due to impediments in image capturing devices,
unsupportive environment or during transmission over the network. Multi-resolution
is a profound technique for decomposing the images intomultiple scales and iswidely
used for image analysis in detail. This paper describes various multi-resolution tech-
niques such as discrete wavelet transform, multi-wavelet transform, and Laplacian
pyramid to reduce a wide variety of noise in images. Also, an image de-noising
algorithm based on multi-resolution analysis for noise reduction has been described.

Keywords Multi-resolution · Image de-noising · Wavelet transforms · Laplacian
pyramid · Threshold

1 Introduction

Diagnosis through medical imaging is massively employed in the field of medical
sciences for its reputation in producing visual representations of internal structures of
a body and functioning of internal organs or tissues. Medical imaging is the method
of capturing instances of a physiological structure to extract information about struc-
tures that are hidden by skin and bones, to diagnose and treat diseases. Sources
of medical images are X-rays imaging, computed tomography (CT), magnetic res-
onance imaging (MRI), mammographic scanning, ultrasound imaging or positron
emission tomography (PET) which yield images by using noninvasive techniques.
In real life, a primary concern is to validate if such images are worthy and useful to
the precision required. According to researches, the fundamental stages duringwhich
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noise is imparted into images are image acquisition and transmission. Some of the
significant variants of noise that predominantly affect medical images are Gaussian
noise, impulsive noise, speckle noise, etc. The effect of such noise is reflected in
the efforts applied by scientists to invent different techniques for removal. Any de-
noising technique is called the efficient method if it reduces the impact of noise
without compromising with the actual characteristics of original images.

However, several de-noising methods have been proposed and established for
removal of noise from biomedical images. Although significant results have been
witnessed through linear methods of de-noising, it is observed that the quality of
outcome is not sufficient for medical images as diagnosis seeks high reliability.
Multi-resolution methods of noise removal analyse an image at different levels of
pixel resolution which is implemented by decomposing an image into varying scales
(resolution) initiating from the actual level. It has been proved as a powerful means
of noise removal and analysis which retains the original quality of the image. Smaller
and minute details can be well extracted at higher resolution, whereas bigger com-
ponents can be looked into in lower-resolution samples. Multi-resolution algorithms
are based on two types of transforms, namely wavelet transform and contourlet trans-
form.

Wavelet transform renders image’s time–frequency representation with its capa-
bility to simultaneously extract information about time and frequency of the signals.
It is efficient in identifying discontinuities with zero dimensions (points). This paper
elaborates on the techniques based on wavelet transform to convert an image into its
equivalent coefficients which are utilized for image analysis and noise removal.

The remnant of the paper is organized into different sections as: Sect. 2 describes
the different types of noise a medical image could be affected, and Sect. 3 analyses
the wavelet-based multi-resolution techniques for de-noising medical image. The
methodology of de-noising is explained in Sect. 4, and finally, Sect. 5 draws the
conclusion of the paper.

2 Types of Noise in Medical Images

Noises are unwanted signals that are multiplexed with original signal that corrupt an
image. Most commonly found noise types are discussed below.

2.1 Gaussian Noise

Gaussian noise is an additive type of noise that has the same distribution function as
normal distribution, which is also termed asGaussian distribution. A randomvariable
for Gaussian probability distribution function is defined as
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Fig. 1 a Primary image. b Image tainted by Gaussian noise

pG(z) � 1

σ
√
2π

e− (z−μ)2

2σ2

where z denotes the grey level, μ is the mean value, and σ is the standard deviation.
Commonly, computed tomography (CT) images are tainted by Gaussian noise. It
has the same effect on each pixel of an image resulting in zero mean collectively for
complete image noise (Fig. 1).

2.2 Speckle Noise

Speckle noise is both multiplicative and additive in nature. It is randomly distributed
in an image and found inevitable in an image [1]. Impact of speckle noise is generally
found in ultrasound images, and it can be mathematically represented as

F(i, j) � g(i, j) ∗ m(i, j) + n(i, j) (1)

where F(i, j) is the observed image, g(i, j) is the actual noise-free image,m(i, j) is the
multiplicative component of the noise, n(i, j) is the linear component of the noise,
and i, j represent the horizontal and vertical indices of the image. As speckle noise
is granular in nature, it is also termed as texture of images [1]. There is no statistical
dependence of this noise on the image signal.

2.3 Impulsive Noise

Impulsive noise also termed as salt-and-pepper noise is a short-term noise. It has
its name because of the black and white spots caused in the image during image
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Fig. 2 a Primary image. b Image with speckle noise

Fig. 3 a Primary image. b Image tainted by impulsive noise

acquisition or atmospheric disturbanceduring transmission. It is randomlydistributed
and predominantly is independent and has no correlation with the image pixels [1].
Also, it is seen that not all pixels are affected by impulsive noise rather it is distributed
unevenly. In an image, it is observed that salt-and-pepper noise density is usually
half of the total noise density which can be mathematically represented as below

yi j �
{
0 or 255with probability p
xi j with probability 1 − p

}

where yij represents pixel in an image, p is the probability of salt-and-pepper noise,
and xij represents the pixel not affected by noise (Figs. 2 and 3).
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3 Multi-resolution Image Processing Method

Multi-resolution techniques are mathematical approaches to decompose an image
intomultiple levels of scales. In suchmethods, an image is sampled into various pixel
resolutions starting from the actual resolution level of the image till the required scale.
As multi-resolution analysis and human visual system are in accordance with each
other, this method produces better images with fewer artefacts [2]. This technique
provides deeper insight into understanding characteristics of an image. Amongst all
the multi-resolution techniques, discrete wavelet transform (DWT), multi-wavelet
transform and Laplacian pyramid decomposition methods are quite commonly used
to divide an image into a hierarchy of scales that ranges from most gritty scale to
the finest one. Wavelet transform techniques are comparatively newmethods that are
used to seek more information about the signals which are not readily obtained from
the signal observations and analysis. The most popular transform used in this method
is Fourier transform. Thresholding through a nonlinear technique is very simple way
of suppressing noise signals by comparing the amplitude of the image signals with
the thresholds defined using the wavelet transforms. The idea here is to compare the
wavelet coefficients with the threshold value; if the signal value is greater than the
threshold, then it is left unaltered or reduced towards zero else if it is lesser than
the threshold it is zeroed. Threshold behaves as the decider that resolves weaker
coefficients, mostly representing noise signals, and the significant coefficients of the
image forming signals.

Discrete Wavelet Transform (DWT)

The first multi-resolution decomposition method for image analysis introduced is
the DWT [3]. It is derived from the postulate that amplitude of the signal is dis-
tinct enough from the amplitude of the noise signal to perform clipping, threshold
comparing and shrinking the strength of the noise signal for noise reduction [4]. It
provides adequate information about an image and reduces computation time for
analysis [5]. In this method, wavelets have a single wavelet function and single scal-
ing function. All wavelet functions are derived from amother wavelet function which
can mathematically be described as below:

Consider a mother wavelet function denoted by ψ(t), and then other wavelet
functions will be

ψa, b(t) � 1/
√|a| ∗ ψ((t − b)/a)

where a and b are arbitrary constants and represent parameters for dilation and
translation, respectively.

DWT properties that are attributed for separating noise signals from original
signal are energy compaction, smoothness of noisy signal, regularity, and count of
vanishing moments [5]. DWT is appreciable due to its property of compressing real-
world image signals with very few large wavelet coefficients and scaling coefficients
ruling the representation.
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Fig. 4 Sub-band distribution
for multi-wavelet transform

Multi-wavelet Transform

Unlike DWT multi-wavelet transform is a modern and more intriguing concept that
has more than one scaling function and mother wavelet function to represent image
signals. A multi-dimensional vector is normally used to represent a multi-wavelet
function [5]. DWT decomposes a signal into one low-pass coefficient and one high-
pass coefficient following it, whereas amulti-wavelet decomposition results inmulti-
ple low-pass and high-pass coefficients; that is, a second low-pass coefficient follows
first low-pass coefficient, and the same happens for high-pass coefficients. Mathe-
matically, a multi-wavelet can be represented as a set of vectors as

Ψ (t) � [ψ1(t)ψ2(t), . . . , ψr (t)]
T

where r represents the dimension of the vector. If r � 1, ψ(t) simply is a wavelet.
Multi-wavelet decomposition requires pre-filtering to convert a signal into vector
form which is a preprocessing stage also known as multi-wavelet initialization. A
stream of vectors is generated by the pre-filters from the scalar input image, thus
creating initial coefficients.

Multi-wavelet transform provides better localization of image in both spectral
and spatial domains than other methods. Division of wavelet into multiple sub-bands
through multi-wavelet decomposition is as shown in Fig. 4.

where L1 and L2 are low-pass sub-bands and H1 and H2 are high-pass sub-bands.

Laplacian Pyramid

Laplacian pyramid method of multi-resolution image analysis is used for decom-
posing an image into multiple scales (resolutions). An input image is decomposed
into different resolutions beginning from the actual resolution to a level where the
resolution narrows down to 1× 1. The difference between the resolutions also called
as the difference in details provides information for analysis. Many multi-resolution
applications prefer to use Laplacian pyramid over wavelet techniques attributing to
its property of generating unscrambled frequency and only one high- and low-pass
sub-bands [6]. Laplacian method is widely used for applications such as compres-
sion and harmonization [5]. First, the correlations between the pixels are removed by
trimming a low-pass filtered copy of the image from the original image itself [5]. If
I be the original image, a low-pass filtering of I yields J with an error of E � I − J .
After subsequent filtering through the low pass filters of the output image obtained
from previous filtering, yields a pyramid structure when the arrays are stacked one
above the other as show in the Fig. 5.
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Fig. 5 Laplacian pyramid of
decomposed image

Fig. 6 Algorithm to
de-noise a medical image

The difference between the convolutions of two equivalent functions with the
original image gives the node value in the pyramid.

4 Methodology of De-noising

The algorithm to remove or reduce noise from a medical image using multi-
resolution analysis to obtain a noise-free and a loss-less image includes the stages as
depicted in Fig. 6.
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The algorithmbeginswith preprocessing of a noisy imagewhere it isminimized to
achieve algorithm’s computation time reduction before multi-resolution transforms
are employed.

Thereafter, multi-resolution decomposition is executed to generate wavelet coef-
ficients and sub-bands at levels depending on the type of method employed. The
coefficients of the wavelets cross through the stage where it is determined what
action must be taken by comparing their values with the thresholds.

Thresholding, a simple technique, is nonlinear method employed to distinguish
noise from signal. It runs on a single coefficient at once. The basic presumption of
thresholding is that noise is diffused across all coefficients and amplitude of noise is
not high which consequently facilitates noise separation. Threshold selection is very
crucial as the result of de-noising algorithm is dependent on the threshold values
used. A noise-retained image ensues with a small value of threshold, whereas the
selection of large threshold results in smooth image but destroys details.

The ultimate process of the drive chain is image reconstruction to recover the
image from its equivalent coefficients. Prior to this stage, most of the applications
include edge detection for recovering lost contours due towavelet or pyramid decom-
position.Moreover, a de-noised image is retrieved from the process which could now
be significant in the field of its application.

5 Conclusion

In this paper, we present an overview of medical image de-noising techniques based
on multi-resolution analysis. The three techniques addressed in this paper are rel-
atively advantageous over other ones. It is observed through research that scalar
wavelet decomposition is computationally faster than other methods. Multi-wavelet
transform has superior performance than DWT for image processing applications.
Ultimately, Laplacian pyramid technique provides much finer performance in de-
noising than any other method. The algorithm elucidated here that implements these
methods is found successful in rendering clean images from the study.
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Performance Analysis of Vedic Multiplier
with Different Square Root BK Adders

Ranjith B. Gowda, R. M. Banakar and Basavaprasad

Abstract Multiplication is the main basic operation used by many of the digital
signal processor (DSP) and vector processors. DSP application repeatedly performs
the operations like signal processing, filtering, processing of discrete signal data, and
radar signal processing and use intensive fast Fourier transform (FFT) operations.
FFT computation uses butterfly structures, where multiplication is the basic opera-
tion. DSPs have to execute a large number of instructions per second, which in turn
uses so many FFT computations, and hence, the multiplication operation decides the
performance of DSP. Designing a high-performance multiplier improves the overall
performance of the processor. Many multiplier architectures have been proposed in
the past few decades with the attractive performance, power consumption, delay,
area, throughput, etc., and the most acceptable multiplier among them is the Vedic
multiplier. When high performance is necessary, Vedic multiplier will be the best
choice. Operation of Vedic multiplier is based on ancient Vedic mathematics. This
earlier multiplier has been modified to improve the performance. There are 16 sutras
for the multiplication operation in this method. These sutras are used to solve large
range of multiplication problems in a natural way. This method of multiplication is
based on Urdhva Triyagbhyam sutra, which means horizontal and cross-wire tech-
nique of multiplication operation. This method uses partial product generation in
parallel and eliminates the unwanted steps with zero. Urdhva Triyagbhyam sutra is
an efficient sutra which enhances the execution speed of themultiplier byminimizing
the delay. This work describes the overall performance of the Vedic multiplier with
different high-speed adders like regular square root BK adder (RSRBKA), Modified
square root BK adder (MSRBKA) and proposed optimized square root BK adder
(OSR-BK-A). The proposed designs are simulated and synthesized in Xilinx ISE
14.7, and the results are tabulated.
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Keywords Vedic multiplier · Urdhva Triyagbhyam sutra · Regular square root
Brent Kung adder (RSRBKA) · Modified square root Brent Kung adder
(MSRBKA) · Optimized square root Brent Kung adder (OSRBKA)

1 Introduction

Multiplication is the main basic arithmetic operation used in all the DSPs. DSPs
are intended to perform many operations like image processing from satellite, brain
signal processing, signal processing for vibration analysis, filtering in communi-
cation and ALU of microprocessors where fast multiplication operation is needed
[1]. These operations include intensive FFT computations. FFT operation is based
on the multiplication of complex input data used by the butterfly structures. DSPs
have to execute billions of FFT operations per second and hence the multiplication
operation. Therefore, designing a fast multiplier is the basic requirement to improve
the performance of DSPs [2, 3]. Currently, instruction cycle time is dependent on
the multiplication operation time. As the processor technology growing in faster
rate, there is a demand for high-speed processing operations. In most real signal
processing and multi-dimensional signal processing applications, like image/video,
the execution speed of the arithmetic operations such as addition, multiplication and
other operations decides the overall speed of the processor. Designing a faster mul-
tiplier is a challenging task to achieve and is the interesting field of research over
many decades. Much application requires improved performance by reducing power
and delay. The Vedic multiplier is the best choice for minimum power consumption
and high-speed applications.

It is possible to minimize the power consumption by optimizing the different
levels of architecture. Power expending in a digital circuit depends on the specific
technology used, circuit structure, topology and circuit design style and architecture
used at higher level of implementation. Digital multiplier must be fast, reliable and
high efficient to improve the performance. Depending on the arrangement of the com-
ponents, different multipliers are available. Choosing a particular type of multiplier
is application dependent. In most of the signal processing applications, multiplier,
critical path determines the longest path delay and hence the speed. This path length
determines the operational speed of a processor and hence the performance.

Earliermultiplication technique involves summation, subtraction and data shifting
operations. Various multiplication algorithms were proposed till today and having
their own advantages, disadvantages, circuit complexity, throughput, etc. Multiplier
needs a larger circuit area for implementation. As the resolution of the result is high,
it consumesmore area. An n-bit multiplier uses n logic gates. Latency and throughput
are the two important parameters ofmanyDSPs. Latency is the time duration between
when the inputs are applied to the time and when the output becomes measurable.
Throughput is the number of multiplication operation executed in the given amount
of time. Multiplier circuit increases not only the area but also the power dissipation.
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Hence, many optimization techniques are needed to minimize the power utilization
in the multiplier blocks.

Digital multiplier blocks are the most essential operational blocks in DSPs. The
performance of DSP is mainly evaluated by the performance of multipliers [4]. The
most frequently used multipliers in digital logic circuits are the array multiplier and
Booth multiplier. Since the partial products are computed independently in array
multiplier, they need less computation time with a penalty of increase in the area. As
the length of the input bits increases, array structure area increaseswhich increases the
critical path length. Booth algorithms are the anothermultiplication algorithmswhich
require large number of booth array elements for increased speed of multiplication
operation, which in turn needs larger partial sum and carry registers. Since this
involves larger propagation delay, there is a decrease in the performance. Since
multipliers are the basic building blocks of DSPs, it is still an interesting area of
research and many new algorithms for multiplication were presented in the literature
[5].

In this work, Urdhva Tiryagbhyam sutra is used to perform the multiplication
operation using binary numbers. This method is same as that of array multiplication
operation. First, a 2*2multiplier architecture is designed using Urdhva Tiryagbhyam
sutra, and then, a 4*4, 8*8 and 16*16 multiplier structure has been designed. The
performance of 16*16 Vedic multiplier is studied using three different square root
BK adder architectures. The VLSI design parameters like area, power and delay are
calculated for all these structures to analyze the performance of Vedic multiplier.

This paper is organized as follows: Sect. 2 gives the multiplication method using
Urdhava Tiryagbhyam sutra, adders for Vedic multipliers are discussed in Sect. 3,
Vedic multiplier with different BK adders is discussed in Sects. 3.1–3.4, Sect. 4 gives
the simulation and comparison of results with different adders, and Sect. 5 concludes.

2 Urdhava Tiryagbhyam Method of Multiplication

Urdhava Tiryagbhyam [6] is a multiplication method, which uses horizontal and
vertical cross-wire method for multiplication and generates partial products in paral-
lel. Figure 1 shows the operation of 4*4 multiplication operation using this method.
This method can be extended for any number of input data lengths. The speed of
execution can be increased by generating the partial products in parallel. This gives
an advantage of using it in high-speed DSP applications. As the partial products are
computed in parallel, this multiplier does not dependent on CPU clock frequency of
the system [7]. This reduces the operating clock frequency of the CPU and hence
less number of switching activities. As there is few number of switching activities,
the power consumption of the design is less and can be used for low-power applica-
tions. Because of its regular structure [8], the power consumption during processing
increases with increase in the width of the data bus. Because of its regular structure,
it occupies optimum area on silicon chip. As the length of the input bits increases,
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the effect of increase in the area and delay is very slow as it is compared to the other
architectures.

Figure 1 shows the algorithmneeded for the design of 4*4multiplication operation
using Urdhava Tiryagbhyam method. It takes two four-bit binary numbers: a3 a2 a1
a0 and b3 b2 b1 b0. It requires seven steps to obtain final result, and each step
involves partial product generation. Initially, in the step 1, LSB bits of both the data
are multiplied, and this results in LSB of the final result. In the step 2, product of
LSB bit of first data and the second bit of second data are computed, and product of
LSB bit of second data and the second bit of first data are computed. This is called
cross-wire multiplication. The obtained intermediate products are summed together,
the LSB bit of the result is the next higher result bits of final sum, and the bits left are
carried to the next step. This process repeats till all the seven steps are completed.
Figure 1 shows all the seven steps involved in detail. Each step has the expressions
given below:

Fig. 1 Urdhava
Tiryagbhyam method of
multiplication for two 4-bit
numbers
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r0 � a0 b0
c1 r1 � a1 b0 + a0 b1
c2 r2 � c1 + a2 b0 + a1 b1 + a0 b2
c3 r3 � c2 + a3 b0 + a2 b1 + a1 a2 + a0 b3
c4 r4 � c3 + a3 b1 + a2 b2 + a1 b3
c5 r5 � c4 + a3 b2 + a2 b3
c6 r6 � c5 + a3 b3

where rm represents the sum bits of final result and cn represents the carry generated
from each step. The values c6 r6 r5 r4 r3 r2 r1 r0 give the final product [9]. The
equations listed above are the general formula applicable to multiplication of any
number input data size. In general, higher bit-sizemultiplication operation is obtained
byfirst designing this 4*4multiplier and then using thismultiplier repeatedly asmany
times as required. For example, it requires four 4-bit multipliers for multiplication
of two 4-bit input data, two adders for addition of partial products and generated
intermediate carry. The 4*4 product results in 8-bit length data and LSB 4-bits are
the final result, and the 4-bits left are forwarded to the next step. This procedure
repeats for three steps in this example. Similarly, it is possible to design 8*8 and
16*16 multiplier with this procedure. The hardware structure of 4*4 multiplier in
gate level is as shown in Fig. 2.

Fig. 2 Logical structure of 4 × 4 Urdhva Tiryagbhyam multiplier
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Table 1 Comparative
analysis of different
multipliers

Multipliers LUT’s Delay (ns) Power (W)

Booth 818 89.09 0.267

Wallace tree 670 28.44 0.192

Vedic 514 23.81 0.185

2.1 Comparative Analysis of Multipliers

In this proposed work, different multipliers like Booth multiplier, Wallace tree mul-
tiplier and Vedic multiplier are designed and simulated in Xilinx ISE 14.7 tool. VLSI
performance parameters like silicon area on chip, delay of data path and power uti-
lization are calculated to select the best multiplier for the proposed design. These
multipliers are designed for 16-bit input data, and the simulation results are as shown
in Table 1.

These comparative results show that Vedic multiplier is best suited when the
application needs low-power and high-speed operation. In the following sections,
the performance of Vedic multiplier is studied with three different square root BK
adders.

3 Adders for Vedic Multiplier

Adder is combinational circuit used in most of the digital circuits for addition of
input data bits. Multiplication operation can be obtained by using repeated addition
operation. This requires many adders with fast operation and less delay. In this
multiplication method, after multiplication operation in each step, partial products
are generated. In 4*4 multiplier, as explained in the previous section, seven steps are
involved. Each step generates partial products, and these partial products generated
in different steps are summed together to obtain the final resultant bits. The proposed
16*16 Vedic multiplier is designed using 2*2, 4*4 and 8*8 Vedic multipliers. These
multipliers generate different length partial products.

Partial products generated in 4*4 Vedic multiplier require various size adders
like 6-bit, 12-bit and 24-bit adder. In this multiplier, it is possible to generate partial
products from different stages. In order to add these generated partial products from
different sizemultipliers, it is required to have different size adders. These adders add
the partial products at various stages as soon as they are generated, and the generated
carry will propagate to the next stage. Figure 3 shows the partial products of 8-bit
Vedic multiplier. It also shows how to group the partial products for addition using
specific size adder.

To obtain the faster multiplication operation, an adder performance should be
high. The performance of the adder greatly influences the performance of multiplier.
In thiswork, the performance of theVedicmultiplier is studiedwith the three different
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Fig. 3 Grouping of partial product generated in 8*8 Vedic multiplier

square root BK adders like regular square root BK adder, modified square root BK
adder and proposed optimized square root BK adder. In this proposed work, a 16-bit
Vedic multiplier is built starting from 2*2 Vedic multiplier, different adders are used
with this multiplier for partial product addition, and simulation results are obtained.

3.1 Vedic Multiplier with Square Root BK Adders

Brent Kung adder is the most commonly used adder when high-speed operation is
required. It gives optimal number of stages byusing logarithmic architecture.Because
of this logarithmic architecture, there is an asymmetric load on each intermediate
stage. BK adder is an example of parallel prefix adder which does the computation
based on generate (gi) and propagate (pi) signals. The cost of implementation and
routing complexity is minimum in prefix adders. Since the gate/logic-level depth of
BK adder is O (log2 (n)), there is decrease in the speed of operation as compared to
CLA adders. For the applications, which require enhanced speed of operation with
high throughput, Brent Kung adders are best suited. Since BK adder uses parallel
prefix tree structures, they are very faster as compared to other types of adders [10].
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3.2 Vedic Multiplier Using Regular Square Root Brent Kung
Adder

16-bit regular square root BK adder (RSRBKA) uses five groups of BK adder struc-
tures. Among these, four groups contain a BK adder, RCA adder and a multiplexer
unit. In the square root structure, the size of BK adder, RCA and multiplexer unit
increases from LSB stage to the MSB stage by one bit. For example, in 16-bit RSR-
BKA the first stage in four groups is of 2-bit size, second stage is 3-bit size, third
stage is 4-bit size, and fourth stage is 5-bit size. This structure is called square root
structure. Brent Kung adder is a prefix adder used as the first stage of CSA adder.
CSA adder uses two separate adders. First-stage adder performs the addition of the
input bits by assuming input carry is 0, and second-stage adder adds the input bits
by assuming carry input is 1. Finally when the real input carry generated by the pre-
vious stage is known, the multiplexer unit simply selects the output of either upper
stage or the lower stage. If input carry is zero, then multiplexer selects the output
of upper-stage adder; else, it will select the output of lower-stage adder. Here, BK
adder performs the addition of the input data bits by assuming carry input is zero and
RCA is used to add the input bits by assuming input carry is one. Finally when the
actual carry input is known, the output of either BK adder or RCA will be drawn out
by the multiplexer. If input carry is 1, select the output of RCA adder; else, select the
output of BK adder. The block diagram of regular square root BK adder is shown in
Fig. 4.

The design of 16*16 Vedic multiplier requires the design of 2*2, 4*4, 8*8 Vedic
multipliers. To perform the summation of partial products generated by these multi-
pliers, different sizes of regular square root Brent Kung adders like 2-bit, 4-bit, 6-bit,
12-bit and 24-bit are required. These different size adders are designed to add the

Fig. 4 Structure of 16-bit regular square root BK adder
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partial product generated during the multiplication operation. A 16-bit Vedic multi-
plier is designed using regular square root Brent Kung adder structures to study the
performance of multiplier.

3.3 Vedic Multiplier Using Modified Square Root Brent Kung
Adder

16-bit modified structure of square root BK adder (MSRBKA) uses five groups of
BK adder structures. Among these, four groups contain a BK adder unit, BEC adder
unit and a multiplexer unit. In the square root structure, the size of BK adder, BEC
andmultiplexer unit increases from LSB stage to theMSB stage by one bit. Modified
square root BK adder uses BEC unit, rather RCA, as in regular square root BK adder
architecture. Here, the advantage of using BEC instead of RCA is that the total
logic gates requirement for the implementation can be reduced and hence reduced
the overall area of the architecture. Designing BEC is easy as compared to RCA
structures. RCA has another disadvantage of carry propagation delay through all the
blocks. This rippling of carry through each block of RCA increases the delay. This
can be overcome by using BEC structures. BEC will do the same function as that of
RCA with much less delay. This shows that using BEC in the CSA adder increases
the speed of operation.

Here, BK adder performs the addition of input data bits by assuming zero input
carry and BEC performs addition of the input bits by assuming input carry is one.
Finally when the actual carry input is known, the output of either BK adder or BEC
will be selected by the multiplexer. If input carry is 1, select the output of BEC adder;
else, select the output of BK adder. Different sizes of modified square root brent kung
adders are designed to add the partial product generated during the multiplication
operation. A 16-bit Vedic multiplier is designed using these modified square root
BK adder structures to study the performance of multiplier. The block diagram of
modified square root Brent Kung adder is shown in Fig. 5.

3.4 Vedic Multiplier Using Proposed Optimized Square Root
Brent Kung Adder

In this new approach, the structure of BEC has been changed to reduce the combi-
national delay of the structure and power consumption. Instead of using XOR gate
in BEC, a combination of XNOR gate, OR gate and NOT gates is used. Square root
structure of BK adder remains same. A BK adder will be used to add two input data
when cin � 0 and modified BEC will be used to add 1 to the result of BK adder
when cin � 1. Including this, a new BEC structure has the advantage of removing
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Fig. 5 Structure of 16-bit modified square root adder

Fig. 6 Modified structure of BEC

Fig. 7 Block diagram of 16-bit proposed optimized square root BK adder

multiplexer stage and which has the impact in reducing the length of critical path.
Structure of modified BEC is as shown in Fig. 6.
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The block diagram of the proposed optimized square root BK adder (OSRBKA)
is as shown in Fig. 7. This new approach reduces the overall delay and power con-
sumption, with a small increase in the area, as compared to the other architectures.
This proposed OSRBKA is used with Vedic multiplier to study the performance of
the designed multiplier. As the path length of the critical path of this new design is
minimum, as compared to previous square root adders, there is an improvement in
the performance of the multiplier.

4 Simulation Results and Comparison

Various adders like regular square root BK adder, modified square root BK adder and
proposed optimized square root BK adder are used with the proposed 16-bit Vedic
multiplier. These architectures are designed, simulated and synthesized using Xilinx
ISE 14.7 tool. The main VLSI design constraints like area, power consumption and
delay are calculated for all these architectures to analyze the performance of the
multiplier, and the results are tabulated in Table 2. The percentage of improvement
in the delay, area and power consumption of the proposed BK adder with Vedic
multiplier as compared to RSBK adder andMSBK adder is tabulated in Table 3. The
bar chart representation of Tables 2 and 3 is shown in Figs. 8 and 9, respectively.
The comparison of these architecture result shows that the proposed BK adder with
Vedic multiplier architecture is having higher operational speed, less silicon chip
area requirement and lower power consumption as compared to the other square root
BK adder architectures.

Table 2 Simulated results of 16-bit Vedic multiplier with different square root BK adders

16-bit Vedic multiplier with following adders Delay (ns) Area (LUT’s) Power (mW)

regular square root BK adder 27.223 750 208

modified square root BK adder 29.622 732 201

proposed optimized square root BK adder 26.183 579 169

Table 3 Percentage of improvement in the proposed BK adder with Vedic multiplier as compared
to RSBK adder and MSBK adder

16-bit Vedic multiplier with following adders Delay (ns) Area (LUT’s) Power (mW)

% Improvement (as compared to RSBKA) 3.82 22.8 18.75

% Improvement (as compared to MSBKA) 11.61 20.9 15.92
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Fig. 8 Bar chart showing simulated results of 16-bit Vedic multiplier with different square root
BK adders

Fig. 9 Bar chart showing percentage of improvement in the proposed BK adder with Vedic multi-
plier as compared to RSBK adder and MSBK adder

5 Conclusion

In this work, a 16-bit Vedic multiplier is designed using Urdhava Tiryagbhyam
sutra. The performance of this multiplier is studied with three different types
of square root adders like regular square root BK adder (RSRBKA), modi-
fied square root BK adder (MSRBKA) and proposed optimized square root BK
adder (OSRBKA). All these architectures are designed and simulated using Xil-
inx ISE 14.7. Various VLSI design constraints like delay, area and power con-
sumption are calculated for all these architectures. From these results, it is con-
cluded that the proposed optimized square root Brent Kung adder architecture is
best suited when an application requires enhanced operational speed with min-
imum power utilization and less silicon area. Vedic multiplier is one of the
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fastest multipliers used in the digital design, and in this work, a performance
study of this multiplier with the different square root BK adders is carried
out.
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Analysis of Traffic Characteristics
of Skype Video Calls Over the Internet

Gulshan Kumar and N. G. Goudru

Abstract Skype is an important application of real-time systems (RTS). It uses
Transmission Control Protocol (TCP) for connection establishment and User Data-
gramProtocol (UDP) port for transfer of audio and video data. In spite of the popular-
ity of Skype, relatively little is known about its traffic characteristics. In this paper,
the sender is sending the audio visual data using UDP port at a constant bit rate
(CBR). The destination receives the data and checks with its buffer threshold values.
The minimum and maximum threshold values are fixed based on the receiver buffer.
When the sender data is higher than the threshold value, the destination asks source
to reduce the flow rate by sending an explicit control packet. When the sender rate is
lower than the threshold value, the destination can ask the source to increase the send-
ing rate. The introduction of feedback system using a control message overcomes the
congestion at the receiver, minimizes the data loss, increases optimal utilization of
resources, and enhances the quality of expectation. In Skype application, an ordinary
node acts one time as a sender and other time as a receiver. The proposed technique is
to be built at both the end nodes. Important quality parameters such as packet loss due
to congestion, one-way packet delay, effect of queuing delay on sender performance
of feedback are analyzed using graphs and statistical data. Mathematical models are
used to analyze the Skype performance. MATLAB software is used to simulate the
system and for model authentication.
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1 Introduction

Skype is one of the most popular real-time applications having more than 50 million
users. The real-time communication (RTC) uses UDP port for transport of the data.
In RTC, to provide good interactivity, the important network parameters such as
congestion, packet losses, and delays are to be controlled. TCP is regarded as an
unsuitable protocol for audio and video data transportation in Skype application
because of its retransmission policy and in-ordered delivery mechanism that induce
significant delay.Hence, in the delivery of real-time audio andvideodata, no literature
reveals the use of TCP. Real-time video applications employUDP sockets by using an
ad hoc congestion control algorithm which are implemented at the application layer
of OSI model. Skype is designed based on a peer-to-peer (P2P) Voice over Internet
Protocol (VoIP) architecture by Kazaa. For the end users, the Skype application
offers many services like voice communication, video communication, file transfer,
and chat. In Skype, the communication between users is established by applying a
traditional end-to-end IP paradigm and is multiplexing voice and video blocks. UDP
which is nonresponsive to network traffic is continuously sending the originated
data into the network causing congestion at the ingress point of the receiver. The
congestion causes packet losses aswell as induces delay. To ease from the congestion,
we propose a control-based feedback systemwhich controls the sending rate at Skype
application in both directions.

The queue length measurement and implementation of feedback system are illus-
trated in Fig. 1. The data arrival rate causes the formation of queue at the receiver.
The instantaneous queue length is measured and compared with the buffer threshold
values such as threshold minimum and threshold maximum and then sends the sig-
nals to the sender either to increase or decrease the sending rate. This is being the
novel and innovative work to control the congestion in Skype application and reduce
latency.

2 Related Work

Web applications with real-time communication between the Internet peers are
becoming popular. Real-time communication still needs the enhancement in the qual-
ity of services. Skype is a real-time communication system which requires improve-
ment both in the transmission of voice and video data by minimizing the loss and
delay. Adequate research work is not carried out to study the impact of network
on video calls and user quality of experience. Transmission Control Protocol (TCP)
which provides reliable transmission is unsuitable for Skype as it introduces sig-
nificant latency because of its retransmission policy and in-order delivery of data
packets. The researchers Gaetano Carlucci and others discuss congestion control in
real-time applications by introducing explicit type of feedback system at the receiver
to control the sending rate by the source. This results in the reduction of queuing
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delay and packet loss due to buffer overflow. The authors focus on the application
of noise filtering using Kalman filter and able to reduce delay causing due to noise
[1]. The authors Kumara W. G. C. W and others analyzed the Skype video calls car-
ried out over the Internet between two long distance nodes using the objective video
quality assessment-based tools and found that the video call is not fully satisfactory.

Skype flowchart

Skype sender

Threshold

Arrival 
rate

Queue 
length

Feedback

Qn(t) T

If (Qn(t) < Tmin) If (Qn(t) >Tmin && 
Qn(t) < Tmax)

S

If (Qn(t) > Tmax)

Rn(t)

Arrival rate
S = 0

S = ((Qn (t) - Tmin)/ (Tmax - Tmin))*pmax

S =1

Fig. 1 Feedback congestion control system
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Video quality is low in the real environment compared to the values obtained during
simulated results. The researchers tried to find a video quality assessment of theWAN
calls using the Internet for Skype. The authors continue to work on the quality of ser-
vices in the Skype [2]. The authors measure the characteristics of Skype video calls
on a controlled network testbed. By changing the packet loss rate, propagation delay
and bandwidth studied the performance of Skype by adjusting its sending rate. The
authors found that Skype works fine for mild packet losses and propagation delays
and utilizes efficiently the available network bandwidth. Model-based extrapolation
is made and performed a numerical analysis to understand the network impact on
Skype [3]. P. M. Santiago del Rio and others tried to reduce the process cost to detect
Skype traffic. They used real traces from a public operator. They proposed applica-
tion for Skype traffic classification at 1 Gbps and 3.7 Gbps which read, respectively,
from network interface card and from memory using 8 cores CPUs platform. They
show that Skype traffic identification is worth at the high-speed networks typically
ranging over 10–40Gbps. They alsomeasure throughput at these two speeds [4]. The
authors Molnár and others use strong encryption to provide secured communication
in the Skype network. They introduced algorithms to detect types of communication
initiated by Skype client for detection of the Skype servers using packet header and
without the information in payload. The traffic analysis was made in both fixed net-
work environment and mobile network environment. The algorithm is also validated
based on active test measurements [5]. The authors Dario Bonfiglio and others study
the traffic stream characteristics generated by voice and video communication and
signaling traffic by Skype application. They apply both active and passive measure-
ment schemes for a deep understanding of the Skype traffic. The authors develop
a testbed for Skype service type identification, improve the performance of trans-
portation protocol especially UDP, minimize path losses, and avoid congestion [6].
The authors Haiyong Xie and others study the Voice over Internet Protocol (VoIP)
quality of Skype by using large-scale end-to-end measurements. They investigate the
impacts of the access capacity constraint and the AS policy constraint on the VoIP
quality of Skype. The authors reveal that overall VoIP quality of Skype degrades
significantly, and a large percentage of VoIP sessions will have unacceptable quality.
The result clearly demonstrates the potential danger of building VoIP applications
based on P2P networks without taking into account operational models of the Inter-
net [7]. The authors Saikat Guha and others tried to understand how P2P VoIP traffic
in Skype differs from traffic in P2P networks and from traffic in traditional voice
communication networks [8]. The researcher Salman A. Baset analyzes key Skype
functions such as login,NATandfirewall traversal, call establishment,media transfer,
codecs, and conferencing under three different network setups. Performance analysis
is performed by careful study of the Skype network traffic and by intercepting the
shared library and system calls of Skype [9]. A model-based UDP traffic analysis
for performance analysis of Skype has not been studied yet by any researchers. An
innovative approach is carried out in the work.
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3 Mathematical Models in Skype Network

The analysis of a system using mathematical models is regarded as one of the best
techniques. With reference to [1, 10], mathematical model representing CBR flow is
given by:

Ṙ(t) � 0 (1)

Using Eq. (1), the arrival rate of data packets in iterative form is given by:

Rn(t) � Rn−1(t) + C ∗ t − Rn−1(t)

OWD
S(t) (2)

where Rn(t) is the packet arrival rate, C is sending data rate by Skype, OWD is one-
way packet delay, and S is the packet dropping probability due to congestion. The
queue length dynamics at the receiver is given by:

Qn(t) � Qn−1(t) + (Rn−1(t) − Cb) ∗ t (3)

whereQn(t) is the current queue length,Qn−1(t) is previous queue length, Rn−1 is the
packets arrival in the previous time interval, Cb is the bottleneck link capacity, and t
is the time in seconds. The queuing delay at the receiver is given by:

Qdn(t) � Qn(t)

Cb
(4)

whereQdn(t) is queuing delay,Qn(t) is the instantaneous queue length, and Cb is the
Bottleneck link capacity. The transmission delay in second is given by:

Tdn(t) � Rn(t)

Cb
∗ 0.001 (5)

where Tdn(t) gives transmission delay, Rn(t) is the packet arrival rate, and Cb is the
bottleneck link capacity. One-way delay is given by:

OWD � Tdn(t) + Qdn(t) (6)

where Tdn(t) is the transmission delay andQdn(t) is the queuing delay. The probabil-
ity of packet dropping to control congestion and sending feedback control message
to source is given by:

S(t) �

⎧
⎪⎨

⎪⎩

0, q(t) ∈ [0, tmin]
Qn(t)−tmin
tmax−tmin

Pmax, q(t) ∈ [tmin, tmax]

1, q(t) ≥ tmax

(7)
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where Qn(t) is the instantaneous queue length measured at time t, tmin and tmax are
minimum and maximum threshold values fixed depending on the buffer size, and
Pmax is the maximum packet loss probability fixed based on the link condition.

4 Simulation and Performance Analysis

A number of experiments are conducted using simulation to study the performance
of Skype. The proposed Skype network model is illustrated as shown in Fig. 2. The
Skype communication takes place in both ways—meaning person 1 speaks, then
person 2 listens; similarly, when person 2 speak, person 1 listens. Thus, the model
designed is to be built in nodes at both person 1 and person 2. In the experiment,
Packet size is 1000 bytes, Pmax � 0.001 s, queue buffer at the nodes has a minimum
threshold value, tmin � 1000 packets, maximum threshold value, CBR flow rate,
C � 2200 packets, channel capacity, Cb � 1500 packets, initial one-way delay,
Owd � 0.001 s, statistical data of simulation is captured with an interval t � 0.1 s.

The graph in Fig. 3 represents the sending rate of UDP at the source. The sending
rate varies over the range [470, 2656] packets with an average of 1483 packets.When
the sender transmits 2656 packets, queue overflows and the arrival rate exceeds the
threshold value. Then, the feedback system asks the source to reduce the flow rate
which falls to 470 packets.

The graph in Fig. 4 represents the queue length at the receiver. The queue length
varies over the range [1700, 2080] packets with an average of 1851 packets. When
the queue length 2080 packets, he buffer overflow and also exceed the threshold
value. Then, the feedback system asks the source to reduce the flow rate; thus, it falls
to 1700 packets.

The graph in Fig. 5 represents queuing delay which can be defined as the amount
of time the packet has to wait in the queue for further process. The queuing delay
varies over the range [1.1732, 1.4003] s, with an average value of 1.2272 s.

The graph in Fig. 6 represents the variation of queuing delay on the sender Skype.
When the communication starts, gradually delay starts increasing till queue length
exceeds threshold. Then, feedback system asks sender to reduce the flow rate, and

Routers Routers

INTERNET

Fig. 2 Skype network model
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Fig. 6 Variation in sending rate by UDP due to queuing delay

queuing delay starts dropping. Most of the packets are transmitted with a delay
ranging between 1.1 and 1.3 s with an average delay of 1.2 s.

The graph in Fig. 7 represents the transmission delay which can be defined as
time taken by sender to transfer the packets to the receiver. The time varies over the
range [0.0003 ms, 0.0018 ms] with an average of 0.001063 ms.
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The graph in Fig. 8 represents the variation of sending rate with respect to trans-
mission delay. The simulation graph says that large number of packets are transmitted
with a delay variation over the range [0.0003, 0.0018] ms.
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The graph in Fig. 9 gives the one-way delay in milliseconds in which the time
is taken by the packet to move from sender to receiver. Time varies over the range
[1.1443, 1.3397] milliseconds, with an average value of 1.228332 ms.

The graph in Fig. 10 represents the feedback sent from receiver to sender, which
informs congestion status so that sender can reduce the sending rate or can increase
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Fig. 11 Packet loss due to queue overflow

the sending rate. It varies from 0 to 1. When the value is 0, there is no congestion,
and when the value is 1, there is severe congestion.

The graph in Fig. 11 represents the number of packets lost due to congestion. If the
value of feedback is 1, it means all the transported packets are dropped; if feedback
value is 0, it means all the transported packets are received without loss, when the
value lays between 0 and 1 some packets are lost.

5 Conclusion

Skype is beyond any doubt that P2P VoIP application in the current Internet appli-
cation. Its amazing popularity drawn the attention of Internet service providers and
the researchers a curiosity in knowing and understanding its internal mechanisms
and traffic characteristics. A stochastic models-based analysis has been made in this
work. The benefit of using mathematical models in the analysis of a system is to
capture the performance of all the entities and making the complexities would be
intractable. The objective has been met in this work. There is a lot of scopes to
enhance this work for multiuser environment with heterogeneous traffic.
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Smart Tourist Guide (Touristo)

M. R. Sowmya, Shashi Prakash, Shubham K. Singh, Sushent Maloo
and Sachindra Yadav

Abstract Individuals travelling, frequently think that it’s hard to seek places andfind
nearby amenities, and this issue even looks greater when we cannot talk the neigh-
bourhood dialect. Additionally while travelling in groups, individuals like exploring
different places andmay get lost, which again wind up troublesome for their compan-
ions individuals tofinddifferent individuals from thegroup.Touristo is a project about
building up an android-based application in the field of travel and tourism. Android
is a Google-developed programming language for mobiles and tablets. Additionally,
Firebase is a real-time database which is utilized for information stockpiling and han-
dling. Hence using the features provided, we intend to develop the application. By
examining the above issues and different others, we are taking this venture with the
goal to develop such application to overcome above issues and serve clients better.

Keywords Android · Firebase · Location-based services · Real-time location ·
GPS

1 Introduction

Flying out to different spots for different reasons may it be for relaxation or religious
or work and has been in extraordinary practice by individuals nowadays. After
soliciting a vast number from individuals who had come to visit the city from various
parts of the world, it has been discovered that the significant inconvenience they have
is in finding the eateries, place to stay, spots to visit in the city and travellers spot,
they face such trouble as the visitor may not know the dialect and culture of the
specific place or may experience issues having a discussion, even in the wake of
getting the points of interest of the city is troublesome as each individual has their
own diverse supposition, and therefore, it gets hard for sightseers to get valuable
data from the same. It has additionally been discovered that when individuals go in
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gatherings, some may lose all sense of direction in the group or go elsewhere, and if
the individual’s portable goes down, it turns into a problem to find each other.

Henceforth, this inspired us to do some exploration on the past criticisms and
audits by the clients and furthermore to adjust this undertaking to attempt and wipe
out these issues.

In this paper, we have discussed the design, working and development of Smart
Tourist Guide and conclusion. The rest of this paper is outlined as follows: Sect. 2
gives the literature survey, Sect. 3 displays the proposed strategy used to complete
the endeavour, Sect. 4 clarifies the usage and the data flow of the application and
Sect. 5 gives the conclusion and blueprints future work.

2 Literature Survey

2.1 Related Work

There have been many researches done and papers published in this field, and it
includes certain areas of expertise, issue proclamation and their solutions. We had
the opportunity to go through some research work and to comprehend the thought
and know the solutions for achieving the final output. Hence, here we have discussed
some ideas that we encountered and those which helped us to comprehend and
execute our idea.

Study of Google Firebase API for Android

Firebase is an API provided by Google for storing and synchronizing the database
in your android, IOS or Web application. A real-time database stores information in
the database and gets data from it very expeditiously; however, Firebase isn’t only a
real-time database [1].

Real-Time Location Tracking Application based on Location Alarm

The primary motivation behind this application is to provide users with a convenient
route to access information about places around that location. The user can get nearby
places like hotels, restaurants and event notifications that happen. The user can join
the group of people who have the have a similar enthusiasm through this application.
The user can also obtain the address of the destination he wishes to travel. It also
provides transportation and costs along with the route. The application provides
the real-time location of the client using the GPS system. The position is obtained
through the latitude and longitude of the device. The application also contains special
features, such as the restricted area, which is limited by the administrator, where users
are not authorized. If the user accesses the reserved area, the administrator gets the
alarm notification [2].
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Android Application: Travel Guide

The quantity of individuals interested in tourism increases every day. They travel
to different countries or cities for different purposes, such as visits, religion, work,
and business. This application provides a basic communication between residents
and foreigners. It has two buttons on the main page where the first is for sentences
containing basic phrases and frequently used in the particular region and the second
button is to travel where it shows the distance between the source and destination, the
shortest path, the half from which user can reach the destination such as cars, buses,
cars, and taxis and also shows the possible cost of travelling to the desired location.
The application additionally has a few constraints, i.e. the application is customized
just for the particular city and does not identify the situation progressively. User
should physically enter the location they are in and the destination they want to
travel to. What’s more, the primary disadvantage is that the client must know the
name of the place, and the sentence and phrases in the local language are limited
[3].

The Services Based on Location

Location-based services provide a custom option for customer located in a situation
of geographic location data given by the database. This property utilizes geographic
data frameworks, this sort of data can be acquired from customer side, such as GPS
or server side, as a positioning service arranged for the cellular network operator and
communication system technology to transmit information to an application that can
process and react to the requested service [4].

Smart Tourist Guide

Smart Tourist Guide provided the plan of the guide and implemented the guide as
a mobile application, that is intelligent tourist guide, mobile phone users can seek
tourism-related orientation based on your needs using smart travel guide, travellers
can get well-said (with few words) information on an attraction, as (word-based),
picture-based and video. Above all, the intelligent journey guide can give travellers
information about a location, which can be got using a map. The traveller can find
the fence near the places and visit the place after knowing the distance between the
position of the individual and the tourist place. As you move, the application updates
the file location on the map [5].

2.2 Existing System

While travelling to new cities, people have to either keep asking localities or search
the Web for places and amenities and needs to perform to much work and some-
times multitasking too. It would have been much easier if all this work can be done
using a single application, because of inaccessibility of such application travellers
are confronting issues while travelling. They need to pay great looking measure of
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heading out spending plan to nearby aides and operators to get data. The correct
visitor control isn’t accessible which could identify a present area, ascertain remove
and give appropriate rules.

Different issues emerge while a visitor goes to a traveller spot which we can
address by improvement of the framework which will give precise worldwide situat-
ing framework (GPS) organizes, give legitimate ongoing bearing, points of interest
and pictorial data about the area.

Disadvantages of the existing system

• Locating nearby amenities
• Getting directions
• Information about places requires searching
• Locating Group members
• Renting local guide gets costlier.

2.3 Proposed System

We intend to propose and develop such an application for the Android users to work
as a travel application. The proposed application will allow users to select a location
or even they can auto-detect. Further they can know the nearby amenities and places
of interest. They can also know the directions to the destination. While selecting
the nearby place will provide users with the pictorial information of the place and
ratings.

Another important feature of the application is, in the chat box they can create
group while travelling to different places, other users can join the group and hence
chat, send information or images. Also they can even know the last known location
of the other users and the directions to that location using maps.

Advantages of the proposed system

• Organized search
• Basic information about the place is available
• Locating places
• Locating users
• Chatting helps to know more information about any queries
• Additionally, application is free to operate and easy to use.
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3 Methodology

3.1 Methodology Adopted

1. Initiation
For initiation of project, first of all literature survey was done from which we
came to know how the app can be made and what all things can be implemented
in the application.
Market study was also done to know that what type of application should be
made so that user can be attracted to the app and should be useful to users.

2. Analysis
Analysis of the application development is the process where the problem is
identified that can be solved by this app. The cost required for the development
of the application was analysed and how much benefits can be gained from that
project.

3. Design
Characterize Project Goal Determine Outcomes, Objectives, and also Deliver-
ables Identify Risks, Constraints, and Assumptions Prepare a Visual Aid.

4. Construction
Amid the construction phase, every single components and application features
are created and incorporated into the product, and the construction phase is in
some sense an assembling procedure, where accentuation is put on overseeing
assets and controlling tasks to advance costs, timetables and quality.
But if the user is new then they have to register using email id and have to provide
details like full name and the password.
If the users are existing users then the user needs to provide password to enter
the app.
If the user forgets the password then can reset their using their registered email
id.

5. Testing
Identified Types of Testing.
It was an obligatory prerequisite that the application needs to work in all android
gadgets as the end customers can have differing gadgets.

6. Be that as it may, utilizing representations can be valuable while dealing with an
undertaking since they give colleagues and partners an effortlessly reasonable
preview of the venture’s objectives, results, expectations, items, administrations
or potentially usefulness.

7. Legal requirements for the app was also examined what all the paperwork and
documentations are needed for the development of the application.

8. To guarantee that the application worked in every one of the android gadgets, we
chose least form of android platform, i.e. Kit Kat version 4 with the goal that it
can cover around 97% of the android clients.

9. The possibilities of the risks and the failure of the project were analysed so that
it can be overcome by developing this application.
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3.2 Use Case Diagram

The user can register using various authentications available. Once registered, will be
automatically identified while next login. While they can search for different places,
they can also use the current location service and hence get to know the nearby
places. Also they can know the distance and directions between the two locations.
Another act they can perform is chatting with their group members (Figs. 1 and 2).

Fig. 1 Use case diagram for a user

Fig. 2 Use case diagram for Admin
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Admin can add and delete users. Manage firebase. Can know the last known
location of the users.

4 Implementation

4.1 Data Flow Diagram

A flow diagram of data is a graphical representation of the flow of data through a
system, modelling its process aspects. It is often used as a preliminary step to create
a general description of the system without going into details. The following flow
chart shows the flow of application data and the interaction between the various
application interfaces (Fig. 3).

• First activity will be the authentication (SIGNIN) of users. Here the user will get
three authentication type, i.e. Facebook, G-mail, Email.

• Sign in to connect to server, i.e. it will access FIREBASE and write (for new users)
or check for the users availability (existing user).

• After authenticating the user, MAIN ACTIVITY starts (welcome user).
• Next we can see three activity tabs, i.e. HOME, CHAT and INFO, respectively
(Fig. 4).

• Main activity: It will show the location detection or searching option.
• Pin location: Auto-detect the current location of the user.
• Search place: Allows user to search for a place.

Fig. 3 Data flow diagram of the application
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Fig. 4 Main activity

Fig. 5 Chat box

• Nearby place: Will show all the nearby places by that location.
• Details: Details of that place like rating, image, location.
• Direction: Direction and distance of the destination selected from the current place
(Fig. 5).

FIREBASE: The Fire-store is used to store the messages sent and received like text
and images.
SERVER: Used for data transfer and receiving will be connected to firebase and app.
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CHAT BOX: Hence, the apps use chat box to send and receive messages via server
which gets stored in the firebase storage.

5 Results

See Figs. 6, 7, 8, 9, 10 and 11.

Fig. 6 Sign up
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Fig. 7 Pick location/auto-detect

6 Conclusion and Future Work

On completion of the project, we can conclude that we were able to design such
application which can serve users while travelling to newer places. The users of
the application, frequent travellers, explorers, people travelling in groups or any
casual user can chat in the group or create one. The application is helpful to each
of these people. For frequent travellers, the application comes in help to determine
location and nearby places when they are travelling to some far away city. The
application allows clients to discover adjacent places at any location and in addition,
pictorial information and rating for a specific place. For people travelling in groups,
the application’s main purpose is to track the location of the users so that other users
can see.
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Fig. 8 List of nearby places

Overall, the application which we developed is going to help people with their
trips regardless of whether it is work tour or leisure and it makes easier for them
while travelling.

Further for future developments of the application, we can work on live tracking
of group members and their status too. Each member should be able to live track
down every other member of the group and also every user can update their current
status. The idea to make this app a source to plan people’s trip can be worked upon.
With maintaining database for different places and real-time data updation can help
to guide travellers with their tour.
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Fig. 9 Details of the place
along with get direction

Fig. 10 Chat groups
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Fig. 11 Get location of the
user
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Thefted Vehicle Identification System
and Smart Ambulance System
in VANETs

S. R. Nagaraja, N. Nalini, B. A. Mohan and Afroz Pasha

Abstract VANETs act as crucial component of intelligent transportation system
(ITS). VANETs are capable of providing connectionless communication between
mobile nodes (vehicles) and static nodes such as RSU and BSU to enhance safety
and comfort of vehicles on the highways or in urban environments. There is no system
in place for finding stolen vehicles and providing faster movement of ambulances
on heavy traffic lanes. In this paper, we discuss about automated system for traffic
management such as for finding stolen vehicles and providing faster movement of
ambulances on heavy traffic lanes, and we are coming up with two systems namely
thefted vehicle identification system (TVIS) and smart ambulance system (SAS),
respectively.

Keywords Vehicular ad hoc networks (VANETs) · On-board units (OBU) · Road
side units (RSU) · Base stations’ units (BSU) · Dedicated short-range
communication (DSRC)

1 Introduction

VANET is a type of mobile ad hoc networking technology, created by establishing a
network of vehicleswith road side units andbase station unit, used for communication
purpose on highways or in urban environments as shown in Fig. 1.

VANETs are the crucial components of intelligent transportation system [ITS].
DSRC is one of the communication standards in VANETs. DSRC band is distributed
into seven conduits. The frequency range of the channel is from 5.850 to 5.925 GHz.
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Fig. 1 Vehicular network
communication scenario [1]

VANETs are an upcoming high-tech technology, combination of ad hoc network,
wireless LAN, and cellular technology to attain intelligent vehicle communication
system [1].

VANETs have been receiving and acquiring a lot of focus due to the enormous
variations in support they can offer. TheVANET technology ismainly used to provide
defense and amenity to the commuters and also to prevent them from unfortunate
incidents.

Vehicular traffic will occur when the size of vehicles’ flow requires more space
than the existing road capacity. On that time, there is no system in place to providing
faster movement of ambulances on heavy traffic lanes, and also, there is no system
in place for finding stolen vehicles. In this paper, we discuss on system architecture,
complex problems, and technical challenges, related work based on thefted vehicle
identification system (TVIS), and smart ambulance system (SAS) [2–12].

2 System Architecture

System architectures can be classified into dissimilar forms based on different view
points in VANETs. With regard to the vehicular communication view point, it can
be classified into three layers. Infrastructure domain is the upper layer comprising of
base station, servers, gateway, and road side unit (RSU). Ad hoc domain is themiddle
layer; finally, in-vehicle domain is the lower layer. There are five types of commu-
nications which are possible in VANETs, and they are V2V, V2RSU, RSU2RSU,
RSU2 BS, and BS2BS. The on-board units [OBU] are fixed in vehicles. These vehi-
cles are interacting with RSU. Road side units [RSUs] are fixed near the junctions.
These units collect the information from OBU and sends to BSU. Base station units
[BSUs] are centralized units. The computation will take place, and the result will
send to OBU through RSU as shown in Fig. 2 [13, 14].
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Fig. 2 VANET system architecture

3 Complex Problems and Technical Challenges

Networks usually instill quite a lot technical issues regarding data processing and
sharing on network involving network management. Along with the above, networks
also throw additional technical challenges in discovering of new networks, conges-
tion control challenges, network control and routing issues, collective information
processing, and querying. Following are the list of additional challenges involved in
VANETs [14, 15], and they are:

• Vehicular network discovery;
• Network control and routing;
• Congestion control;
• Collaborative signal and information processing;
• Tasking and querying;
• Security.

4 Related Work

According to the recent survey, lakhs of stolen vehicles have gone untraced because
there is no system in place to identify and track the stolen vehicles. This invention
primarily focuses on this issue which consists of inbuilt sensors in vehicles, and
when vehicle is stolen, a complaint has to be registered and saved in a database. The
stolen vehicle sends vehicle information via sensors at every junction which consists
of a large database which registered complaints. When vehicle information sent by
vehicle via sensors ismatchedwith vehicle id in the registered complaint, appropriate
message in the form of voice or text message will go to the concerned authorities
such as police force and to the owner of the vehicle, thereby stolen vehicles can
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Fig. 3 Thefted vehicle identification system (TVIS)

Fig. 4 Thefted vehicle
identification system design

be identified and caught with the help of smart thefted vehicle identification system
(TVIS) as shown in Fig. 3, and design of this system is shown in Fig. 4. This system
can be deployed across various junctions across cities to get hold of stolen vehicles.

Algorithm: Smart Vehicle Theft Identification (SVTI)

# Procedure or Description ofMethod: TheftedVehicle Identification System (TVIS)
Input: Owner of vehicle registers complaint in Database
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Assumptions:

1. All vehicles are equipped with Vsensors to dispatch vehicle info.
2. All Jsensors across junctions deployed to receive vehicle’s info.

Output: Detecting and recovering the stolen vehicle.
Step 1: Start vehicle’s owner registers complaint with vehicle_Id.
Step 2: Deploying Jsensors across all traffic junctions.
Step 3: Vehicle upon reaching in any junction dispatches info from Vsensors to
Jsensors.
Step 4: If vehicle_id matches with that in database, then information is passed to
traffic control room and owner’s stolen vehicle is traced.
Step 5: Stop.

In real-time scenarios, due to heavy traffic on roads nearby signals, ambulances
reaching hospitals faster are difficult which lead to loss of life, so providing timely
medical assistance to patients in ambulance is a challenging task. One of the possible
solutions for clearing the way for ambulances on heavy traffic signals is to have a
smart ambulance system in place. In our research work referring to the module,
which dealt with dynamic signaling system, can further be enhanced with smart
ambulance system consisting of RF receiver which sends signals. Existing traffic
signaling systemmust comprise of a sensor to receive RF signals sent by ambulance.

Upon receiving theRF signal from ambulance, the traffic signaling systemputs the
others lanes onto hold by turning the indicator light to red and by turning ambulance
stationed lane to green, thereby allowing ambulances tomove freely, and the indicator
will remain green till all the ambulances in that lane cross the junction. In case the
vehicles stationed in front of ambulances do not provide way for its free movement,
the ambulance sensor in SAS then captures the vehicle id and sends to nearest traffic
control room; for such vehicles, further action can be initiated.

This system is designed for the cities with dense traffic. Most of the time, the
traffic will be at least for 100 m. In this distance, the traffic police cannot hear the
siren from the ambulance. Then, the ambulance has to wait till the traffic is left.
Sometimes to free the traffic, it takes at least 30 min. So by this time, anything can
happen to the patient. So, this application module avoids these disadvantages. The
second feature is the information system in the ambulance. The system will inform
the status of the patient to the hospital as the command giving to the system in the
ambulance as shown in Figs. 5 and 6.

Fig. 5 Ambulance block diagram
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Fig. 6 Smart ambulance system (SAS)

Algorithm: Smart Ambulance Systems (SAS)
#Algorithm for Smart Ambulance systems
Inputs: Ambulance arrival at traffic junction
Output: The signal will change green
Step 1: Start
Initialize the variables flag=0; [Ambulance has not arrived at Traffic junction]
Step 2: If ambulance arrives at traffic junction then

Flag=1;

Step 3: if (flag==1) then

Void Indicator (int green, int red);
Ambulance lane light indicator is turned to green
Green=1; [green variable is set to 1 and red=0]
Other lanes light indicator is turned red
Red=1; [red variable is set to 1 and green=0]

Step 4: if vehicles in-front of ambulance do not provide way then

Vehicle’s info is sent to concerned authorities

Step 4: repeat step 3 until flag=0 [Ambulance leaving traffic lane]
Step 5: stop

Description:
When the ambulance comes to any traffic junction, it sends the information through
RF transmitter, and the dynamic signaling system senses the information through RF
receiver sensor and automatically gives green signal for this ambulance till it leaves
the junction. So whenever the ambulance comes near the traffic, the ambulance will
transmit a code; say “emergency”; the receiver will receive this signal. Then, it
immediately makes all the signals red in other lanes.

Whenever the driver wants to send the information about the status of the patient
to the hospital, by a switch press the system will send the information through SMS.

We developed a smart street light system (SSLS) as shown in Fig. 7. This system
will help to save the power in such a way that if any vehicle or object will come near
the street light, then only that street light will remain on; otherwise, lights remain
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Fig. 7 Smart street light
system in real-time scenario

off and if no vehicles or objects in its range street light remain in off state. This
system embedded with light sensors will sense the light and make the decision either
street light on or off state. In morning time, street lights are always off state, and
in nighttime, street lights are on state based on vehicle or object in its range, and
also, no manual operations are needed. Through this system, we can save maximum
power, and also, it reduces the manual operations. In this system, each street light
embedded with light sensor, IR sensor, and object detection sensor.

We developed a smart street light system (SSLS) as shown in Fig. 7.

5 Results

When this system is deployed in traffic signals, it will give way to ambulance by
changing the traffic signal lights and stolen vehicles can be identified and catch with
the help of Smart Vehicle Theft Identification as shown in Figs. 8, 9, 10 and 11.

Figure 8 shows the traffic flow in a junction with different kinds of vehicles in
real-time scenario.
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Fig. 8 Traffic flow in
real-time scenario

Fig. 9 Ambulance in
real-time scenario

Fig. 10 Giving green signal
to ambulance through smart
ambulance systems
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Fig. 11 Thefted vehicle
identification system (TVIS)

Figure 9 shows that ambulance comes to near the junction with vehicular traffic.
Figure 10 shows that emergence message in its display and SAS will makes the

signal green till ambulance leaves the junction.
TVIS embedded with ARM-7 processor displays other components as shown in

Fig. 11.

6 Conclusion

This researchworkpresents developing a theftedvehicle identification system (TVIS)
and smart ambulance system (SAS). These kinds of systems are very useful to people.
Smart ambulance system (SAS) helps to providing faster movement of ambulances
on heavy traffic lanes and stolen vehicles can be identified and catch with the help of
thefted vehicle identification system (TVIS), and also, we developed a smart street
light system (SSLS) will help to save the power in such a way that if any vehicle
or object will come near the street light, then only that street light will remain on
state; otherwise, lights remain off state and if no vehicles or objects in its range street
light remain in off state. SSLS system also embedded with light sensors will sense
the light and make the decision either street light on or off state. In morning time,
street lights are always off state, and in nighttime, street lights are on state based on
vehicle or object in its range, and also, no manual operations are needed. Through
this system, we can save maximum power and also it reduces the manual operations.
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Performance Study of OpenMP
and Hybrid Programming Models
on CPU–GPU Cluster

B. N. Chandrashekhar and H. A. Sanjay

Abstract Optimizing complex code of scientific and engineering applications is a
challenging area of research. There are many parallel and distributed programming
frameworkswhich efficiently optimize the code for the performance. In this study, we
did a comparison study of the performance of parallel computing models. We have
used irregular graph algorithms such as Floyd’s algorithm (shortest path problems)
and Kruskal’s algorithm (minimum spanning tree problems). We have considered
OpenMP and hybrid [OpenMP + MPI] on CPU cluster and MPI + CUDA program-
ming strategies on theGPU cluster to improve the performance on shared–distributed
memory architecture by minimizing communication and computation overlap over-
head between individual nodes. A singleMPI process per node is used to launch small
chunks of large irregular graph algorithm on various nodes on the cluster. CUDA is
used to distribute the work between the different GPU cores within a cluster node.
Results show that from the performance perspective GPU, implementation of graph
algorithms is effective than the CPU implementation. Results also show that hybrid
[MPI + CUDA] parallel programming framework for Floyd’s algorithm on GPU
cluster yields an average speedup of 19.03 when compared to the OpenMP and a
speedup of 15.96 is observed against CPU cluster with hybrid [MPI + OpenMP]
frameworks. For Kruskal’s algorithm, average speedup of 27.26 is observed when
compared against OpenMP and a speedup of 20.74 is observed against CPU’s cluster
with hybrid [MPI + OpenMP] frameworks.

Keywords CPU · GPU · CUDA · MPI · OpenMP

1 Introduction

Parallel and distributed computing technologies have been used for fast and scal-
able processing of large irregular graph algorithms in various applications such as
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social networks and systembiology. Electronic design automation (EDA), computing
canonical form of different boundedmatrices, etc., which are solved using the graphs
and algorithms have millions to trillions of vertices and edges. Most prominently for
various research and scientific applications CPU has become commonplace. The
idea of using GPU for irregular graph computations is popular because of its high
computing capacity due to that there will be a tremendous performance improvement
at low cost when applied to suitable problems.

Floyd’s and Kruskal’s algorithm are the most popular graph algorithm for optimal
routing in irregular graph algorithm. In sequential execution of Floyd’s algorithm,
it requires a long time to find the shortest path between all pairs of vertices in a
graph and similarly in a Kruskal’s algorithm requires more time to find a minimum
spanning tree (MST) [1] in which sum of edge weights is as small as possible. So,
it is a difficult task to solve these issues during large irregular graph using serial
programming model. And therefore, in our study we use the parallel programming
models OpenMP and hybrid [OpenMP + MPI] on CPU and [MPI + CUDA] on
GPU. These frameworks take less execution time than the serial execution. And
then, it is easy to compute the shortest path in a graph or many other applications.
Parallelization of Floyd’s serial algorithm, in which each process is allotted as a
subsection of vertices and in each stage of calculation, all process creates a set of
threads on sharedmemory architecture. The set of threads per core runs concurrently;
i.e., each small chunks of an algorithm are run parallel to solve large irregular Floyd’s
graph algorithms. Minimum spanning tree algorithm is built on Kruskal’s method.
Each process gets a subsection of the irregular graph and then finds a nativeminimum
spanning tree (forest). Following, processes combine theirMST edges till only single
process leftovers,which embrace edges that form aminimumspanning tree of a graph
[2].

In this study, even we have demonstrated the performance exploration of differ-
ent frameworks: OpenMP and hybrid implementation of [MPI +OpenMP and MPI
+ CUDA]. The comparative study has been conducted on two irregular graph algo-
rithms such as Floyd’s algorithm and Kruskal’s algorithm for a large number of
vertices, where OpenMP is for shared memory architecture [3]. In the OpenMP, the
compiler creates numerous threads that stake a common data space. After identifica-
tion of which loops to be parallelized, apply various compiler pragmas and the com-
piler handles all that horrible parallel junk. Then, compilers take care of parallelizing
irregular graph applications automatically and boost synchronization and commu-
nication directives when needed. And hybrid [MPI + OpenMP] is for distributed
memory architecture implementation in which MPI is used for communication and
OpenMP is for computation to provide communication and computation overlap:
that is, while a few threads are interconnected with each other, and a few threads
are implementing an application. Here, each thread handles its own communication
demands. Therefore, the hybrid framework is to improve the parallel throughput of
applications running on clusters of multi-core nodes on CPU and a hybrid [MPI +
CUDA] framework with multi-core architecture for acceleration of an application
on GPUs. In which host (CPU) processor spawns multithreaded processes (kernels)
on to the GPU device. The GPU has a scheduler that will then assign the kernels to
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different computing capability GPUs hardware is present. For each irregular graph
algorithms, parallel programs have been developed in terms of three frameworks on
CPU and GPU cluster, and their performance is observed for the large graph. All the
parallel programming model are compared using applications performance in terms
of speedup.

The details of the study are organized as follows: Sect. 2 briefly reviews related
work of the three parallel computing models for irregular algorithms. Section 3
presents selected three frameworks implementation for irregular graph algorithms.
Section 4 presents experimental results and performance analyses, and finally, Sect. 5
draws some conclusions and future work.

2 Related Work

This section discusses related work on performance comparison of programming
models such as OpenMP, MPI + OpenMP, and MPI + CUDA for irregular graph
applications on the CPU and GPU. Most of the earlier research is the subset of work
what we have proposed.

Huang and Guo [4] present the execution of Prim’s algorithm using the smallest
data equivalent primitive under CUDA design on GPU to solve most of the graph
problems. The result demonstrates that the algorithm efficiently increases the per-
formance as compared to the CPU. The reason is the case that since the number of
cores in the CPU is less compared to that of GPU, it would take longer time as well
as the cost of communication is more. In this paper author not considered CPU based
programming models OpenMP, and hybrid [MPI + OpenMP] for their comparison.

Kang et al. [5] proposed performance comparison of MPI, OpenMP, and MapRe-
duce research work, and they have demonstrated that if a problem is small enough to
be accommodated and the computing resources such as cores and memory are suffi-
cient enough, then OpenMP is a better choice. But MPI is preferred when the input
is large, and computation is quite complex. When the input size is huge, and when
the computational work is out of iterative processing technique, MapReduce can be
a very useful framework. OpenMP is the easiest to use among all of them because
there is no special attention to be paid because we need to place some directives in
the sequential code. In this paper author not considered GPU based MPI + CUDA
programming models for their comparison

Qingshuang [6] has implemented all pair shortest path algorithm based on MPI +
CUDAdistributed programmingmodel.We can notice that this combination gives the
powerful programming environment and instruction set to build the kernel functions
by making direct use of C/C++ languages. This idea highly lightens and stresses that
the programmer can focus on the parallel algorithm designing only, without having to
know the otherGPUhardware programming details. All these noteworthy advantages
of CUDA reduce the GPU programming difficulty and also speed up the popularity
and use of GPU architecture for HPC applications. To use the GPU cluster’s powerful
parallel computing performance, the parallel algorithm can combine the strength of
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bothMPI andCUDA technologies together and henceforth provide two-level parallel
computing. The experimental results show that the MPI + CUDA-based parallel
algorithm provides full, powerful computing capability of the GPU cluster, and can,
therefore, a time speed of about 100 times faster than a single technology usage can
be achived. In this paper, author not considered CPU-based programming models
OpenMP and hybrid [MPI + OpenMP] for their comparison.

Loncar [7] proposed the research work authors which were discussed how to
parallelize minimum spanning tree algorithms using MPI. Implementations of tree
traversal algorithms of this research work were tested on a cluster containing 32
computing nodes where each of this computer in the cluster had two Intel Xeon
E5345 2.33-GHz quad-core CPUs and 8 GB of memory space along with installation
of Scientific Linux OS installed. They used OpenMPI v1.6 implementation of the
MPI standard. The cluster nodes were connected to the network with a throughput of
1 Gbit/s. Both of these procedural implementations were compiled using GCC 4.4
compiler. This cluster has also proved its effectiveness in testing algorithms through
the use ofmore than 256 processes. And also, by testing graphswith densities ranging
up to 20% on varying number of vertices and number of edges. Dissemination of
edges in graphs was consistently random, and all edge weights were distinctive. But
the major issues of this research work are also possible that due to the heavy memory
necessities for large graphs, not possible to partition all input into small chunks to
cluster nodes. However, in our work divided large applications into small chunks
of applications and executed using different parallel programming models OpenMP
and hybrid [MPI + OpenMP andMPI + CUDA] on CPU–GPU cluster and compared
their results.

Rostrup et al. [8] projected a parallel algorithm for computing the minimum span-
ning tree of very large graphs with minimum utilization of memory by presenting
Kruskal’s algorithm. The paper presents a data-parallel Kruskal’s (DPK) algorithm
that solves the limitations of the previous work that could not map well to the fine-
grained parallelism of the GPU. In order to keep lowmemory utilization, each edge is
stored once. The full problem is divided into sub-problems so that optimal parallelism
can be exploited while keeping low provisional storage. The algorithm was imple-
mented on an NVIDIA Tesla T10 GPU. In this paper, author has not utilized CPU
computational power by using a framework like OpenMP, hybrid [MPI + OpenMP
and MPI + CUDA].

3 Proposed Parallel Computing Frameworks

In this framework, we have proposed three parallel programs using OpenMP, hybrid
[MPI + OpenMP], and [MPI + CUDA]. Parallel processing is employed to split a
large irregular graph application into small chunks of applications which will be
solved concurrently, utilizing multi-core architecture. However, it is important to
note that while computing concurrently results in one small chunk should not affect
the other chunks. Thus, each small chunk should be modeled independently.
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Fig. 1 OpenMP framework for implementation of irregular Floyd’s graph algorithms for shortest
path problems

3.1 Parallelization with OpenMP Framework

As we can observe in Fig. 1 OpenMP framework for implementation of irregular
Floyd’s graph algorithms for shortest path problems. OpenMP in an API comprises
multiple compiler directives for creation and manipulations of threads. Threads cre-
ated are shredded same address space; hence, communication between threads is
very efficient. In our proposed frameworks, as soon as irregular Floyd’s graph algo-
rithms for shortest path problems launched on different nodes of a cluster using
one MPI process, each node of a CPU creates a set of threads on shared memory
architecture. The set of threads per core runs concurrently. A specified small chunk
of as irregular Floyd’s graph algorithms is divided among threads, and each thread
will access the same information, i.e., variable, objects, and parameters in shared
memory. OpenMP uses fork/join model to switch execution serial to parallel as we
see Fig. 1 at the entrance of parallel chunk, a single thread is split into several sets
of threads once it finished, and the new serial thread will start.

In this work, we made use of OpenMP directives that offer provision for syn-
chronization, concurrency, and data handling while avoiding the need for clearly
setting mutexes, condition variables, data scope, and initialization. Floyd algorithm
is one of the extremely known algorithms to this problem, which iteratively searches
the shortest paths by considering the transitional nodes (vertices) one by one [9].
The recursive Floyd’s algorithm may be parallelized by applying the parallel direc-
tive: #pragma omp directive [clause list] implements sequentially till they compiler
encounter the parallel directive, the clause if (scalar expression) defines whether
parallel models consequences in creation of thread, amount of parallelization: The
clause num_threads (integer expression) stipulates the amount of threads that are
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produced by the parallel directive, data handling: The clause private (variable list)
specifies that the established variables identified in local to each thread that is indi-
vidually thread have its private copy of each variable in the list such as firstprivate
(variable list): This is equivalent to the private clause, but the value of variables on
entering the threads is adjusted to parallel values before the parallel directive shared
(variable list): It shows that all variables in the list are pooled across all the threads.
In the classic Floyd’s version, all repetitions of the ith loop can be performed totally
in parallel, so here we considered for directive: #pragma omp for [clause list]: Then
for omp, directive is used to divide parallel repetition places through threads. Here,
clause list specifies the lastprivate: This clause deals with how multiple local copies
of a variable are written back into a single copy at the end of the parallel for loop fin-
ished. A loop can be parallelized by accessing subroutine calls from OpenMP thread
libraries and inserting the OpenMP compiler directives. In this style, the threads can
attain new tasks, unprocessed loop iterations, directly from local shared memory.
The section directives: #pragma omp section [clause list]: the section directive sup-
ports non-iterative parallel task assignment. It allocates the struck block parallel to
each section of one thread. The clause list includes private, firstprivate, lastprivate,
reduction, and nowait. Clause list nowait: It stipulates that no implicit synchroniza-
tion among all threads at the end of the section directive. The other directives are that
we are considered are a barrier, single, master, critical, atomic, ordered, and flushed
directives.

We understood that way of OpenMP performed at a minor level. It was some-
what easy to increase the speedup. Subsequently, it is clear that OpenMP is the best
framework for quick, easy, and safe parallelizing. It is easy to learn, quickly to use
and supported by most of the existing compilers.

3.2 Parallelization with Hybrid [OpenMP +MPI] Framework

Figure 2 shows hybrid [OpenMP + MPI] framework on CPU cluster environment;
here, hybrid framework uses both the OpenMP + MPI models together for paral-
lelism. A hybrid model needs a more advanced programming model than either type
of the components so as to accomplish shared and distributed memory allocations
with multiple cores. We are aimed to use a higher number of cores in the irregular
application system and reduce the computation time. In this study, we are basically
aiming to provide information on basic programming models and compare their per-
formances in terms of computation time. With the hybrid model, Y task is created,
andX threads are employed to each task to distribute the small chunks among threads.
In this way, X × Y cores are used with hybrid parallelization. In Fig. 2, we can notice
that MPI is used to launch large irregular graph algorithm on various nodes in the
cluster and OpenMP to distribute the work between the cores within a cluster node.
Further, OpenMP parallel subdivisions are retained separate from MPI communica-
tion, since this streamlines synchronization equally for the user code and the MPI
implementation. In order to utilize existing resources, avoid internode communica-
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Fig. 2 AnOpenMP +MPI framework for implementation of irregular Floyd’s and Kruskal’s graph
algorithms

tion, and increase the intranode computation in our study, we have considered only
one MPI process on each node of a cluster. By using MPI, various tasks run concur-
rently on distinct cores defined by the user and each core has its private memory.MPI
offers numerous library routines to synchronize message passing in several modes
like blocked and unblocked message passing. MPI programming does not support a
shared memory architecture; thus, cores are not able to read the same information
stored in the memory. Therefore, cores are required for a messaging protocol and
standardized by the MPI, if information from other cores is needed. Hybrid MPI
+ OpenMP implementation can also take advantage of possibly non-blocking com-
munication which are overlapped with computations The simple difference among
OpenMP and OpenMP + MPI is the code is run for a defined number of MPI task
time concurrently while OpenMP is solving the optimization problem in parallel
according to the user-defined method.

3.3 Parallelization with Hybrid [MPI + CUDA] Framework

Figure 3 shows that each node in a cluster consists of two NVIDIA graphics cards
such as NVIDIAQUADROK2000 and NVIDIA. Quadro 2000 is built on the CUDA
architecture. Each GPU consists of several streaming multiprocessors (SMs) and a
data transfer from CPU to GPU by the use of the PCI-E bus. The framework con-
tains three sections, library functions, runtime, and CUDA driver. We can invoke
the virtual instruction set and memory of the parallel computational elements which
are in CUDA GPUs by using CUDA. In order to speed up the performance of large
irregular graph applications, we used GPUs with CUDA a general purpose paral-
lel computing framework [10]. It compromises of threads, blocks, and grids shared
memory and barrier synchronization. This framework has gained popularity for mul-
tithreaded programming onmultiple-core GPUs. Scientific domain and academia are
already utilizing CUDA to accomplish tremendous speedup on their research. In this
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Fig. 3 CUDA framework for implementation of irregular Floyd’s and Kruskal’s graph algorithms

research work, in order to minimize communication and computation overlap, we
have used hybrid [MPI + CUDA] programming strategy. In this strategy, on GPU
cluster, we have used a single MPI process per node to launch small chunks of large
irregular graph algorithm on various nodes and CUDA to distribute thework between
the different capability GPUs cores within a cluster node. Then, it calls the CUDA
kernel, in which complete GPU threads run the kernel in concurrently. Kruskal’s
algorithm is implemented as a thread in a thread block with two dimensions mgrid×
ngrid, and a thread block includes mblock × nblock of threads, where each thread
block has separate shared memory area in which variables invoked among threads
in the block. Thus, the application directed to GPU in the CUDA environment is
accessed as threads. The threads are gathered according to the part of a thread block.
Therefore, obtaining larger parallelism, a huge number of threads are invoked simul-
taneously. In these irregular applications on CUDA environment, the threads are
designated as a stream-based function written in C called as kernel functions. The
irregular application has two small chunks of code directed to CPU and GPUs which
is primarily called by CPU (main program) and kernel routines called as a thread
on GPU. The kernel routines are defined with the __global__ directive so that it is
implemented on GPU. In the kernel functions, gridDim, blockDim, blokIdx, and
threadIdx implicitly declared by CUDA runtime are accessible to specify the size of
the grid and thread of block. Lastly, transfers the output data from CPU to GPU and
runs as multiple threads thus increase productivity and performance of the irregular
graph applications.

However, a minimum spanning tree with Kruskal’s algorithm and shortest path
with Floyd’s algorithm has exertion of fine-grained parallelization in a cluster due
to which the recursive calculation is performed. Therefore, it is worth to implement
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Floyd’s andKruskal’s algorithms onGPUswhere themassively parallel environment
is equipped with a large number of stream processors as shown in Fig. 3.

4 Experimental Setup and Performance Analysis

The experimental environment is a cluster of six nodes which are used each of which
has six-core/socket Intel Xeon CPU processor at 2.40 GHz of 31 GB RAM as host
CPUswith twoCUDA-enabledGPUs (NVIDIAQuadroK2000 andQuadro 2000) as
device accelerators and configuration includes the system type that is Dell precision
R5500 with 227 cores and 192 cores. Each node is configured with MPICH2-1.2 for
MPI library. The compilers used are GCC version 4.4.7 and NVIDIA nvcc version
5.0 with fedora 24 operating systems. OpenMP was installed on a single node since
it supports only shared memory model but not distributed memory model.

In this section, the performances of the above-mentioned three paralleliza-
tion frameworks are compared with different numbers of vertices for Floyd’s and
Kruskal’s algorithm irregular graphs using OpenMP threads, hybrid [OpenMP +
MPI and MPI + CUDA]. The results are provided in terms of the total computation
time in seconds. The implementation of the proposed hybrid parallel computation
[MPI + CUDA] framework should show the superior performance on the OpenMP
parallel programming model and hybrid [OpenMP + MPI] model for different data
input sizes.

In this section, the speedup is the ratio of time required to execute the applications
in Programming Model 1 and time required to execute applications in Programming
Model 2 has been shown. The speedup measures the performance gain.

Speedup �
[

Ep1

Ep2

]
(1)

where

Ep1 is Elapsed_Time of programming model 1 computation
Ep2 is Elapsed_Time of programming model 2 computation
Elapsed Time � [

Excution_Time × 10−6
]

Execution_Time � [Proces_End_Time − Process_start_Time] (2)
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Table 1 Execution time of OpenMP, hybrid [OpenMP + MPI and MPI + CUDA] and speedup of
CUDA against OpenMP and hybrid framework on a cluster

Node size Frameworks execution times in
microseconds

Speedup in microseconds

OpenMP
(µs)

Hybrid
[OpenMP +
MPI] cluster
(µs)

Hybrid
[MPI +
CUDA]
cluster (µs)

Speedup of
MPI +
CUDA
against
OpenMP
(µs)

Speedup of
MPI +
CUDA
against
OpenMP +
MPI (µs)

100 10.32423 15.049295 0.986743 10.4629372 15.25148392

300 20.000092 17.99702 0.89769 22.2795085 20.0481458

500 30.000103 21.069183 1.006662 29.801565 20.92974901

700 50.064568 31.816783 3.005478 16.6577722 10.58626382

1000 80.000109 65.000105 5.0034591 15.9889603 12.99103354

4.1 Comparison Results of Parallel Frameworks OpenMP,
Hybrid [OpenMP +MPI and MPI + CUDA] for Irregular
Floyd’s Graph Algorithm

Table 1 shows the computed execution time of OpenMP, hybrid [OpenMP + MPI
and MPI + CUDA] and even speedup of hybrid [MPI + CUDA] against OpenMP
and hybrid [OpenMP + MPI] framework on a CPU’s cluster using Eqs. (1) and (2)
for irregular Floyd’s graph algorithm for varying number of vertices (nodes), respec-
tively. For this application, the OpenMP gave the best performance for where four
threads were used. On the CPU [hybrid OpenMP + MPI] cluster with six machines
total 6 processeswere considered.And also, the applicationwas executed onNVIDIA
Quadro K2000 and Quadro 2000 GPUs for performance acceleration. Due to the
computational and communication overhead, the hybrid [OpenMP + MPI] cluster
showed less improvement against hybrid [MPI + CUDA].

Figure 4 shows execution time of irregular graph algorithm (Floyd’s) on different
programming frameworks such as OpenMP, hybrid [MPI + OpenMP] on CPU, and
hybrid [MPI + CUDA] onGPU for varying node (vertices) sizes. In the figure, X-axis
shows the size of the nodes and Y -axis shows the execution time in microseconds.
We observed that during the initial experiment for less number of nodes (≤100), the
OpenMP framework with computing resources such as cores and memory is suffi-
cient. OpenMP is a great choice which yields better execution time 10.32423 µs.
On the hybrid cluster [MPI + OpenMP] on CPU was 15.049295. And on GPU, clus-
ter with hybrid [MPI + CUDA] programming strategy yields good optimal results
0.986743 µs. As we observed from CPU cluster that as we increase the node size
there will be increase in execution time to avoid this problem we executed the appli-
cations on GPUs cluster with hybrid [MPI + CUDA] framework we found significant
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Fig. 4 Execution time of OpenMP, hybrid [OpenMP + MPI] on CPU cluster, and hybrid [MPI +
CUDA] on GPU cluster

Fig. 5 Speedup of hybrid [MPI +CUDA] on GPU cluster against OpenMP, hybrid [OpenMP +
MPI] frameworks on CPU cluster

improvement in the performance due to more number of cores available on GPUs,
kernel optimization, improved GPUs memory bandwidth.

Figure 5 shows the speedup comparison irregular graph Floyd on the CPU using
parallel OpenMP, on CPU’s cluster using hybrid parallel [OpenMP + MPI] and on
GPU’s cluster using hybrid [MPI + CUDA] programming model where ‘x’ axis
shows the node (vertices) size and ‘y’ axis shows the speedup in microseconds. As
we observed a speedup of hybrid [MPI + CUDA], parallel programming framework
on GPU’s cluster yields better average speedup of 19.03 when compared against
OpenMP and 15.96 against CPU’s cluster with hybrid [MPI + OpenMP] program-
ming using Eq. (1).
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Table 2 Execution time of OpenMP, hybrid [OpenMP + MPI and MPI + CUDA] and speedup of
MPI + CUDA against OpenMP and hybrid framework on a cluster

Node size Frameworks execution times in
microseconds

Speedup in microseconds

OpenMP
(µs)

Hybrid
[OpenMP +
MPI] cluster
(µs)

Hybrid
[MPI +
CUDA]
cluster (µs)

Speedup of
MPI +
CUDA
against
OpenMP
(µs)

Speedup of
MPI +
CUDA
against
OpenMP +
MPI (µs)

100 28.39163 39.12817 1.973486 14.38654 19.826929

300 55.00025 49.49181 1.79538 30.63432 26.06259

500 82.50028 57.94025 2.013324 40.97715 27.208674

700 137.6776 87.49615 6.010956 22.90444 13.762143

1000 220.0003 178.7503 10.00692 21.98482 16.888344

4.2 Comparison Results of Parallel Frameworks OpenMP,
Hybrid [OpenMP +MPI and MPI + CUDA]
for Minimum Spanning Tree Problems Using Kruskal’s
Algorithm

Table 2 shows the computed execution time of OpenMP, hybrid [OpenMP + MPI
and MPI + CUDA] and even speedup of hybrid [MPI + CUDA] against OpenMP
and hybrid [OpenMP + MPI] framework on a cluster using Eqs. (1) and (2) for
minimum spanning tree algorithms with varying vertices. On the hybrid [OpenMP +
MPI], cluster of sixmachines iswith total six processes. And also, the applicationwas
executed on theGPUcluster,with hybrid programming [MPI+CUDA]programming
strategy having NVIDIA Quadro K2000 and Quadro 2000 on each node in order
to make performance acceleration. Due to the computational and communication
overhead, the CPU-based cluster hybrid [OpenMP + MPI] programming strategies
showed not as much of improvement against hybrid [MPI + CUDA] programming
strategies.

Figure 6 show execution time of a minimum spanning tree problems using
Kruskal’s graph algorithm for varying number of vertices (nodes) respectively on
different programming frameworks such as OpenMP, hybrid [MPI + OpenMP] on
CPU, CUDA on GPU for varying node (vertices) sizes. In the figure, X-axis shows
the size of the nodes and Y -axis shows the execution time in microseconds. We
observed that during the initial experiment for less number of nodes (≤100), the
OpenMP framework with computing resources such as cores and memory is suf-
ficient. OpenMP is a good choice which yields better execution time 28.39163 µs
where on hybrid [OpenMP +MPI] cluster on CPUwas 39.12817. And on GPU clus-
ter with hybrid [MPI + CUDA], programming strategy yields good optimal results
1.9734 µs when an application is desirable to be implemented in parallel and dis-
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Fig. 6 Execution time of OpenMP, hybrid [OpenMP + MPI] on CPU cluster and hybrid [MPI +
CUDA] on GPU cluster

Fig. 7 Speedup of hybrid [MPI + CUDA] on GPU cluster against OpenMP, hybrid [OpenMP +
MPI] frameworks on CPU cluster

tributed mode with complex synchronization between processes. As we observed
from CPU cluster that as we increase the node size there will be increase in exe-
cution time to avoid this problem we executed the applications on GPUs cluster
with hybrid [MPI + CUDA] framework we found significant improvement in the
performance due to more number of cores available on GPUs, kernel optimization,
improved GPUs memory bandwidth.

Figure 7 shows the speedup comparison irregular graph Floyd’s algorithm on the
CPUusing parallelOpenMP, onCPU’s cluster using hybrid parallel [OpenMP+MPI]
and on GPU’s cluster using hybrid [MPI + CUDA] programming model, where ‘x’
axis shows the node (vertices) size and ‘y’ axis shows the speedup in microseconds.
As we observed, speedup of hybrid[MPI + CUDA] parallel programming framework
on GPUs cluster yields better average speedup of 27.265535 when compared against
OpenMP and 20.749736 against CPU’s cluster with hybrid [MPI + OpenMP] cluster
using Eq. (1).
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5 Conclusion

In this study,we have considered parallel programming frameworks such asOpenMP,
hybrid [OpenMP + MPI and MPI + CUDA] to compare their performance using
two irregular applications which are Floyd’s algorithm (shortest path problems) and
Kruskal’s graph algorithms (minimum spanning tree problems). From experimental
results, we can conclude that for a minimum number of nodes with sufficient mem-
ory and cores, OpenMP yields good performance. If node size is reasonable and
the application is compute-intensive, then hybrid [OpenMP + MPI] is optimal for
shared–distributed architecture. We have also observed that hybrid [MPI + CUDA]
framework on GPU cluster was outperformed other frameworks such as OpenMP,
hybrid [OpenMP + MPI] which are implemented on CPU cluster.

Future Work

We will carry out the computation of same graph algorithms by making use of the
combination of MPI, OpenMP, CUDA, i.e., hybrid programming model [OpenMP +
MPI + CUDA]which has been proven extremely efficient for implementing irregular
applications. By combining CUDA with MPI, the libraries can send and receive the
GPU buffers in an easy and direct way without having the overhead of transferring
them to the host memory. By using OpenMP in a combination, it is possible to share
a small portion of GPU computation task to the CPU, so that CPU computing power
will be utilized or otherwise CPU will be used just for data transfer.
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Abstract Forgery of signature has become very common, and the need for identifi-
cation and verification is vital in security and resource access control. There are three
types of forgery: random forgery, simple or casual forgery, expert or skilled or simu-
lated forgery. The main aim of signature verification is to extract the characteristics
of the signature and determine whether it is genuine or forgery. There are two types
of signature verification: static or offline and dynamic or online. In our proposed
solution, we use offline signature analysis for forgery detection which is carried out
by first acquiring the signature and then using image pre-processing techniques to
enhance the image. Feature extraction algorithms are further used to extract the rel-
evant features. These features are used as input parameters to the machine learning
algorithm which analyses the signature and detects for forgery. Performance evalu-
ation is then carried out to check the accuracy of the output.
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1 Introduction

Handwritten signatures are used to distinctively recognize a person and check
whether the person has authorized the contents of the document. It also tells us that
the author of the signature was physically present at the time of signing. Handwritten
signatures have become a means to authenticate documents in various government
sectors and nongovernment sectors. Only when the person in authority signs the
document, the document has some value and meaning. Signatures are also used in
documents issued by government such as PAN cards, identity cards and driving
licence. In the banking sector, it is used on a cheque to withdraw money. In colleges
and schools, circulars are authenticated by the principal’s or head of the department’s
signature.

Hence, signature plays a vital role in our day-to-day life. Forging a signature is
equal to stealing a person’s identity and is considered a very serious crime and is
punishable under the law.Manually checking each signature for forgery is very tiring
and time-consuming job. The proposed solution makes use of the various geometric
features of the signature to check whether it is a forgery. Therefore, it automates the
entire process in a cheap and efficient manner. Some of the challenges in identifying
the forgery are:

• Signature of a person does not always remain constant. It keeps varying according
to the person’s mood, posture and time. Therefore, the data set should be collected
over a period of time at different mood and posture.

• Highly skilled forgeries are very difficult to detect.
• Since it is offline, we do not have any timing information.

The main objectives of this work are as follows:

• Build a simple graphical user interface to input the signature.
• Pre-process the image to remove unwanted noise and distortion.
• Extract the important features from the signature.
• Use the extracted features to train the machine learning model.
• Identify whether the test signature is genuine or forgery.

The above objectives are achieved using the following modules:

• Pre-processing—This module takes the input of a signature from the user and
then removes the unwanted noise in the background, and converts it into greyscale
image and then a binary image.

• Feature extraction—This module extracts all the two-dimensional shape features
from the signature and then stores it in the database to train the neural network.

• Feature selection—This module chooses a subclass of pertinent features out of
all the features that are extracted. Only the chosen features are used for further
analysis.
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2 Related Work

The authors in [1] use image processing and artificial neural network/s to detect
forgery in signatures. They collected 100 signatures from each individual user for
three total users. The signatures for the data set were collected in different pens,
pencils and different colours. They have used image processing techniques, namely
colour inversion, filtering and binarization. Images after being pre-processed undergo
feature extraction where area, centroid, eccentricity, kurtosis and skewness of the
image are extracted and stored in the database. The neural network is then trained
with the features that are extracted. The user provides the input signature which is
pre-processed and from which the same five features are extracted. The features of
the input are fed into the neural network that has been trained with the features of
the data set. The network gives the output verifying the input signature.

Authors in [2] propose a method for a signature verification system that uses
Freeman chain code (FCC) as data representation. The images first go through a
few pre-processing techniques such as binarization, noise removal, cropping and
thinning. The FCCwas obtained based on the largest continuous part of the signature.
It was then split into 4, 8 and 16 equivalent pieces. The image then undergoes feature
extraction where signature width, height, aspect ratio, diagonal distance, centres of
mass of all foreground pixels and total shift per horizontal/vertical line are obtained.
In the end, verification is done by measuring and matching Euclidean distance in
k-nearest neighbours. The database which was used for this paper was the MCYT
Bimodal Subcorpus Offline Signature which contained 15 genuine and highly skilled
forgery samples of 5 individuals totalling to 2250 signatures.

In [3], authors have used the pixel matching technique to identify a forgery. Here
the image is first pre-processed to remove the noise and colour and then normalized
and converted to a black and white image. Then its properties are adjusted like the
angular rotation and size. The signature is rotated so that it lies on the x-axis and is
resized to the size of the image in the database. Finally, pixel matching technique is
used to compare each pixel from the two images from left to right. A certain threshold
is set, and if the percentage of pixels matching is above the set threshold, then the
signature in genuine otherwise it is a forgery.

Authors in [4] propose a method for a signature verification system that uses
dynamic time warp (DTW). The objective of DTW is to compare the sequences X
and Y. The pre-processing techniques that are used in this paper are of two types,
Maximum Length Vertical Projection (MLVP) and Minimum Length Horizontal
Projection (MLHP), followed by feature extraction, one-dimentional features like
vertical projection (VP), horizontal projection (HP), top contour, bottom contour,
envelope width and contour ratio. The dynamic time warping (DTW) algorithm
which is founded on dynamic programming obtains an optimum match among two
sequences of feature vectors by permitting for stretching and compression of sections
of the sequences. This feature of the algorithm makes it appropriate for detecting
whether the signature is genuine or forged using the DTW algorithm.
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Fig. 1 Signature data set

3 Data set Description

We have used the Persian offline signature data set, UTSig, which comprises 8280
images from 115 classes. Each class contains 27 genuine signatures and 27 forged
signatures prepared by 6 forgers [5]. UTSig was selected as the benchmark data set
for this work as it contains many samples, classes and forgers [5]. Figure 1 shows
the signature data set.

3.1 Genuine Signatures

To obtain genuine signatures, 115 male participants signed 27 times on a form and
repeated the action for 3 days that can be used as forgery or disguise. As a result,
3105 genuine signatures were collected.

3.2 Forged Signatures

UTSig consists of 5130 forgeries, signed by 345 participants for three days giving 27
samples each. They were asked to make signatures as similar as possible to genuine
samples.

A simple noise removal systemwhere pixels brighter than a thresholdwas assigned
to pure white (255 in greyscale). To estimate the threshold, we scanned five blank
papers and found the darkest pixel, which resulted in 237 in greyscale as threshold.
The data obtained from each signature is stored in a MySQL database.
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Fig. 2 Flow chart of proposed system

4 Proposed System

Figure 2 describes the proposed system for detecting forgery. It consists of the fol-
lowing phases:

4.1 Training Phase

The training phase of the proposed system consists of the following steps:

• Signature acquisition: Collect genuine and forged signatures of each user and store
it in the database of the application. The signatures are collected over a period of
time in different moods.
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• Pre-processing: All the images in database have to be pre-processed before extract-
ing features. All the images undergo the following processes:

1. The image is first converted to greyscale from RGB.
2. This greyscale image is converted to black and white where the entire white

portion is numbered as 1 and the black portion as 0.
3. To obtain accurate values for the features, we then use complement function

to turn black into white and vice versa.

• Feature selection: All the chosen features hold different levels of importance to
the problem statement. This method is to filter only the crucial features which the
verification model depends on.

• Feature extraction: Once the important features are chosen, they must all be
extracted from the pre-processed image and stored in a local variable in the system.

• Training the neural network: The mined features are utilized to train the neural
network. The network has ten hidden layers and the output of two different classes:
one for genuine and one for forged signature.

4.2 Testing Phase

The testing phase consists of user input and verification. Here, the user gives a picture
of the signature as input to the verification system. The input image is pre-processed,
and all the selected features are extracted. These features are fed into the above
trained neural network. The neural network will now detect whether the user’s input
was a forged signature or a genuine signature.

5 Signature Pre-processing

Signature pre-processing is an essential step to enhance the accuracy of the algorithm
and to diminish their computational requirements. Following pre-processing steps
are taken into consideration:

• Transformation from colour to greyscale, and finally to black and white.
• Image is resized in order to make them normalized.
• Diminishing the black and white image leads to enormous information loss. It is
vital to choose a thinning algorithm which provides a reasonable abstraction of
the original signature, with a small noise level.
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6 Feature Extraction

The following features are extracted from the signature for forgery detection [6, 7]:

• Area: The definite number of pixels in the area is calculated, and it yields a scalar
value.

• Major axis length: The length of the main axis of the ellipse that has the similar
standardized subsequent essential instants as the region.

• Minor axis length: The length of the minor axis of the ellipse that has the similar
standardized subsequent essential instants as the region.

• EquivDiameter: The diameter of a circle with the equivalent area as the region is
calculated and it yields a scalar value and it is computed using the formula: sqrt
(4*Area/pi)

• Extent: The fraction of pixels in the region to pixels in the total bounding box is
calculated, and it returns a scalar value. It is calculated as the area divided by the
area of the bounding box.

• Orientation: Angle between the x-axis and the major axis of the ellipse that has
the similar subsequent instants as the region and yields a scalar value. This value
is in degrees, ranging from −90° to 90°.

• Solidity: It is the proportion of pixels in the region to pixels of the convex hull
image.

• Perimeter: It calculates the internal space about the border of the region. The
regionprops function calculates the perimeter by calculating the distance among
every neighbouring pixel around the border of the region. Perimeter is computed
as the number of pixels in the external contour of the object.

7 Artificial Neural Network for Forgery Detection

It is an approach made to recreate network to work like the neurons in our brain.
The network is trained with the existing data using which it learns and is able to
provide output in terms of detection or identification. In an ANN model, there are
input nodes that collect the data which is then sent to the hidden layers. These hidden
layers are the main part of the model. They process the data given by the input nodes
and provide output which is shown by the output nodes. Figure 3 describes the ANN
model for signature forgery detection.

We first launch the neural network toolbox in MATLAB. Using all the features
that were selected and extracted for each person in the previous process, we train the
neural network to differentiate between forged and genuine signatures.

• INPUT: The input for the toolbox is a fixed set of features for all the signatures in
the data set.

• TARGET: The target for the toolbox is the matrix of the class it belongs to.
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Class 1: Genuine
Class 2: Forged

To test the model, we make the user input a signature from the test set that then
undergoes pre-processing and feature extraction. These features are now fed to the
neural network.

• TEST: User input signature either genuine or forged.
After the neural network is given, the test signature it now provides output saying
which class the test signature belongs to.

• OUTPUT: Tells the user whether the signature is fake or genuine (Fig. 4).

Fig. 3 A training process flow chart

Fig. 4 Pattern recognition neural network
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8 Results

After training the neural network using the data collected from five individuals over
a period of time, we achieved 90–95% efficiency for the various test data between
them. Figure 5 shows how signature is given as input to the system. Figure 6 illustrates
how the signature image is pre-processed. Figure 7 depicts the output after testing.

Figure 8 shows the confusion matrix. Here, the diagonal elements indicate perfect
match of signatures where signatures detected by the system are correctly matched
with the actual signature, while other matrix elements indicate the false detection

Fig. 5 Input of image

Fig. 6 Pre-processing of
image
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Fig. 7 Output after testing

Fig. 8 Confusion matrix

9 Conclusion

In conclusion, we would like to state that the project signature analysis for forgery
detection is developed with the intention to automate the signature verification pro-
cess. Our project uses image processing along with artificial neural network to detect
a forgery. Artificial neural network has been used in many applications due to their
ability to solve problems with diverse ease of use and the model-free property. Main
feature of neural network is its ability to comprehend nonlinear offline problem with
selective training, which can lead to sufficiently accurate response. Our verification
system based on ANN is able to learn different kinds of signature data sets, by using
geometrical offline features and is able to detect whether the signature is genuine or
forged. In future, this work can be extended by using a larger data set and extracting
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more number of features to provide higher level of accuracy. A mobile application
can also be built for the same.
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Optimal Sensor Deployment and Battery
Life Enhancement Strategies to Employ
Smart Irrigation Solutions for Indian
Agricultural Sector

M. K. Ajay, H. A. Sanjay, Sai Jeevan, T. K. Harshitha, M. Farhana mobin
and K. Aditya Shastry

Abstract In this fast-growing technology, agriculture sector in India is one of the
domainswherewe have observed slow adoption of Internet of Things (IoT) solutions.
Unavailability, expensive seasonal labour and inadequate water resources are one of
the major problems faced by Indian agriculture. Use of costly industrial standard
sensors, energy utilization and placement of sensors also poses a greater problem
for adoption of IoT solutions. This paper proposes an IoT-based framework and a
strategy for placement of the optimal number of sensors and optimal utilization of
battery to address the mentioned issues. Framework adopts NodeMCU and moisture
sensor that addresses communication and water scarcity problems. We are using
ThingSpeak cloud to store and process the sensor data. Results demonstrate the
effectiveness of our strategies and proposed IoT framework.

Keywords Internet of things (IoT) · Sensors · Strategy · Power
consumption/utilization

1 Introduction

Agriculture has a vital influence on India’s economy. In today’s world, as we have a
tendency to see the rising in population, agriculture becomes necessary to fulfil the
needs of humanity. With every passing year, the water consumption is increasing,
especially for agriculture. Advancements in the field of IOT have a wide area of
applications such as smart home, enterprise IOT, health care and agriculture.

Developments in field include integration of sensors with cloud platforms which
helps in collecting vital information about environmental conditions. The sensors
that are being used are high-level industrial sensors which cost around Rs. 2500 per
sensor. Using such sensors for acres of land requires lakhs of rupees as investment for
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installing. This investment will be more than the investment required for agriculture.
Therefore, we use cost-effective sensors to conduct this experiment.

When you think about real-time application in the agriculture field, number of
sensors that are required to cover the crop area comes to picture. So the challenge
is to cover the whole crop with minimum number of sensors. For this, we have
strategies (triangular, square) which are detailed in the following sections. Once
sensors are deployed according to a strategy, the next question is at what intervals
the data should be retrieved so that battery is utilized effectively for longer periods.
For this challenge, we should learn about soil types, composition of soils and crop
that is planted. Different soils have different capacity to hold water.

The IoT framework allows the objects to be controlled remotely across exist-
ing network and monitors the weather parameters. Therefore, this project deals with
building strategy to computeminimum/optimal number of sensors for a given agricul-
tural space, building strategy to compute frequency of pushing the data to cloud and
building a IoT-based framework for smart irrigation. In this paper, Sect. 2 explains
the information gathered from the literature survey, Sect. 3 explains the different
strategies of sensor deployment, Sect. 4 explains power aware data retrieval, Sect. 5
describes the framework for smart agriculture with experimented results.

2 Related Work

In this survey, literature survey about wireless underground sensor for data transmis-
sion, deploying the sensors based on the type of the soil and its parameters, path loss
during data transmission and minimizing the number of sensors are discussed.

Thework byYu et al. [1] considersWSN to handle andmanage thewater resources
for agricultural irrigation. The author differentiates the communication of WUSN
and the terrestrial WSN. Wireless underground sensor networks can be utilized as
intelligent transportation system. The performance of WUSN rests on the spread of
electromagnetic waves in the soil, underground channel model, electrical features
of soil and positioned solutions of WUSN nodes. The authors Wu et al. [2] have
conducted experiments in the laboratory of Bogena wireless signal lessening of
ZigBee wireless transceiver unit having 2.44 GHz frequency. Experimental results
specified that increase of soil column depth and volumetric water content of the soil
could lead to surge of signal attenuation. The work by Akyildiz and Stuntebeck [3]
utilizes present machinery for underground sensing by deploying a buried sensor.
Here, the depth at which devices are deployed will depend upon the application of
the network. Pressure sensors must be placed close to the surface, while soil water
sensors should be located deeper near the roots of the plants.

The work by Tejal et al. [4] states that the production processes must be orga-
nized conferring to the demands of plants and environment in a location-specific
manner. There are four steps of precision agriculture which are data collection, anal-
ysis, management decision and farming. According to the existing system and our
proposed work, we get some deployment strategies such as triangular, square and
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hexagonal for sensor nodes in the greenhouse shed using ZigBee technology. The
work by Majone et al. [5] mainly deals with how many number of sensors need to
be deployed to monitor the field. Using huge number of low-cost sensors may cause
problems to the calibration curve which cannot handle huge amount of data.

3 Strategies of Sensor Deployment

The main strategy deals with minimizing the number of sensors and making it cost-
effective. As we are considering only the topsoil region, the quantity of water used
for the crop growth will be lesser when compared to the water required for the
mid-soil region. Most of the moisture level varies constantly in the topsoil area, so
concentrating on topsoil gives good yield (Fig. 1).

There are three main strategies of sensor deployment. We have experimented
square and triangular method of deployment for our 10 square feet land. Since there
is no range of the soil moisture sensor used in the experiment, we deploy the sensors
according to the water coverage capacity of the soil. This water holding capacity
will vary with respect to type of the soil and its parameters. In square method of
deployment, the readings obtained at the corners were the same for our experimented
area. Hence, here only one sensor is enough to push the data to cloud. If crop is
grown in shape of blocks and each block with one sensor, then square method of
deployment is feasible. In triangularmethod of deployment,wemaintained a gradient
to differentiate the dry soil and wet soil. The gradient is the point where there is
fluctuation in the reading for soil moisture sensor. For our project, gradient is 50.

For 330ml of water, the coverage area was 14 cmwide and 7 cm depth, for 500ml
of water, the coverage area was 19 cm wide and 12 cm depth. Accordingly, for 10
square feet (experimented land area) and 330 ml water, 10 lines are enough and each
with one sensor and for 500 ml water, 8 lines are enough and each with one sensor.

Hence, if the land is divided into multiple lines of the crop, then each individual
line can hold one sensor. Drip irrigation is designed in such a way that it will cover
the water coverage area of soil and each pipe outlet will pump out the same amount
of water. Therefore, this will maintain equal amount of moisture in the land. In one
acre of land, this could be arranged in triangular fashion as shown in Fig. 2.

Fig. 1 Strategies of
deployment
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Fig. 2 Triangular
deployment module

4 Battery Aware

Sensors and raspberry pi are powered with a power supply (normally batteries) to
function. Using the batteries for longer periods is a challenge. More often you power
them, more battery is drained which is not preferable. Raspberry pi 3 which we are
using is powered by 5.1 micro USB supply. The amount of current that a raspberry
pi consumes is dependent on what is connected to it. In our architecture, we connect
Arduino and few sensorswhich take 3A current. Continuously, supplying this current
will shorten the battery life. Considering this a challenge, we try to minimize the
activity time of raspberry pi. So the key is to identify the longest interval of time,
when the change in moisture level will normally be observed. Here the concept of
types of soils comes into the picture.

Capacity of soil to hold moisture depends on the size of soil particles. If the soil
particles are smaller, it allowsmore amount ofwater to hold andvice versa. The theory
behind this is as follows. Smaller soil particles give more space between particles.
This space is occupied by water that is what we call soil moisture. According to the
capacity of soil that can hold moisture, soil is classified into three types namely sand
soil, clay soil and silt soil.

Sandy soil has larger soil particles. So, this type of soil will hold water for less
time. Clay soil has small particles which is why it holds water for longer periods of
time. Sandy soil and clay soil both are not effective for agricultural purposes. Silt soil
comes in between sandy soil and clay soil which holds moderate amount of water.
Soil that is available is combination of the above-mentioned types of soils. If the soil
has more amount of clay, the soil holds water for longer time. So this means that the
amount of clay that is present in soil is directly proportional to interval of time to
power the sensors.

Different crops have different requirements of water. Few need more water for
proper growth,while fewgrowwith lesswater. Somecrops absorbmorewater quickly
and few slowly. For the crops which absorb quickly, the frequency to retrieve should
be high. Similarly for crops which absorb slowly, the frequency will be low. When
more number of sensors is deployed in the same region of land, it consumes more
battery power.
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5 Framework for Smart Agriculture

This Framework contains two DHT22 sensors and four soil moisture sensors. The
data collected by these sensors will be pushed to ThingSpeak cloud. ThingSpeak is
an IoT platform which collects, stores the sensor data and analyses the data. The data
collected can be visualized in an app. ThingSpeak provides a graphical user interface
to analyse the data and take particular decisions accordingly.

Virtual network computing (VNC) is used for our experiment to make our system
portable for outdoors. VNC is user friendly. VNC server is installed in raspberry pi,
and VNC viewer is installed in host machine or a mobile phone. The connection
is established in a common network through an IP address of raspberry pi. Host
connected to particular IP address can access the computer within the network.

5.1 Square Method of Deployment

Square method of deployment is feasible to the crops which are grown in blocks and
which are grown in bundle, for example paddy and ragi. This method uses many
sensors if we grow the crop in lines and decreases the number of sensors if the crop
is grown in blocks. Normally, the crops in India are not grown in blocks. Hence, we
use triangular method of deployment for sensor placement. Triangular deployment
minimizes the number of sensors and is suitable for all kind of crops. Figure 3
illustrates the square method of deployment.

5.2 Triangular Method of Deployment

Humidity and temperature change according to the condition of the soil and the
surrounding area. Soil moisture sensor does not have any range; therefore, we used a
gradient concept to place the sensors in thefield.This gradient is considered according
to the water coverage capacity of the soil and the varying readings from the sensors.
Gradient is a point where the threshold value changes for a particular sensor. For our
project, the gradient we used is 50 m3 for soil moisture sensor. Usually with a power

Fig. 3 Square deployment
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Fig. 4 Triangular
deployment

of 3.3 V, wet soil reading is below 300 m3, and dry soil is above 600 m3 and ranges
to 750 m3 for completely dry soil. Triangular module will minimize the number of
sensors and is suitable for any shape of the land as depicted in Fig. 4.

6 Experimental Setup and Results

The readingswere retrieved in the summer season, and the experimentwas conducted
for both dry soil and wet soil. We have tested this under two types of soil, namely
red and black soil. The result for red soil is shown below. We used two DHT sensors
and four soil moisture sensors to experiment on 10 square feet. The result is stored
in ThingSpeak, where it stimulates a graph based on the input fields. Here x-axis
indicates time and y-axis gives the output reading.

6.1 DHT for Dry Soil

When the experiment was conducted under dry soil in the summer season, the tem-
perature obtained is 43.9 °C at particular time as shown in Fig. 5.

When the experiment was conducted under dry soil in the summer season, the
humidity obtained is 28.5 g/m3 at particular time as shown in Fig. 6.

6.2 DHT for Wet Soil

When the experiment was conducted under wet soil in the summer season, the tem-
perature 1 obtained is 29.1 °C and humidity 1 obtained is 59.7 g/m3 at particular time
as shown in Fig. 7.

When the experiment was conducted under wet soil in the summer season, the
temperature 2 obtained is 29.9 °C and humidity 2 obtained is 49.0 g/m3 at particular
time as shown in Fig. 8.
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Fig. 5 Temperature reading

Fig. 6 Humidity reading

6.3 Soil Moisture for Dry Soil

When the experiment was conducted under dry soil in the summer season, the read-
ings obtained for soil moisture 1 is 757.0 m3 and soil moisture 2 is 757.0 m3 at
particular time as shown in Fig. 9.

When the experiment was conducted under dry soil in the summer season, the
readings obtained for soil moisture 3 is 756.0 m3 and soil moisture 4 is 757.0 m3 at
particular time as shown in Fig. 10.
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Fig. 7 Temperature 1 and humidity 1 readings

Fig. 8 Temperature 2 and humidity 2 readings
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Fig. 9 Readings for soil moisture 1 and 2 for dry soil

Fig. 10 Readings for soil moisture 3 and 4 for dry soil

6.4 Soil Moisture for Wet Soil

When the experiment was conducted under wet soil in the summer season, the read-
ings obtained for soil moisture 1 is 371.0 m3 and soil moisture 2 is 354.0 m3 at
particular time as depicted in Fig. 11.
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Fig. 11 Readings for soil moisture 1 and 2 for wet soil

Fig. 12 Readings for soil moisture 3 and 4 for wet soil
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When the experiment was conducted under wet soil in the summer season, the
readings obtained for soil moisture 3 is 353.0 m3 and soil moisture 4 is 354.0 m3 at
particular time as illustrated in Fig. 12.

7 Conclusion

The proposed system accomplishes the irrigation system in a better way. Sensor
deployment helps farmers and industrial people in many ways. Our work mainly
helps the farmers to grow healthy crops by using minimum amount of water. This
effective system serves majorly for water management through automatic actuation
by pumping water. Energy conservation can be increased by power aware archi-
tecture. Data analysis provides the proper amount of water used by the crops, and
it educates the farmer to grow different varieties of crops by managing the water
resources. This proposed system is cost effective and enriches the agriculture pro-
ductivity.

In future, the same work can be accomplished using wireless transmission tech-
nology like Lora, which communicates in rural areas up to 15 km and has high
bandwidth for communication. It can be set up as the whole device, so that there
is no human intervention. This technology can also be semi-wired, where the trans-
mitter lies on the field and the receiver is placed above ground to receive multiple
signals at the same time.
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Smart Waste Monitoring Using Wireless
Sensor Networks

T. V. Chandan, R. Chaitra Kumari, Renu Tekam and B. V. Shruti

Abstract In today’s technology, waste disposal andmanagement is becoming a very
big issue for the people, as it is the main cause for the unhygienic environment. This
leads to various diseases and human illness. To avoid this situation, we are going to
implement a system with the help of Python and IoT. The concept is based on smart
waste monitoring system. This will help us to maintain a clean environment in our
city. We can manage the waste disposal in various areas of the city. IoT is a concept
in which we can operate various devices without any user intervention. We can able
to manage all the devices with the help of IoT. Sitting at one place we can able to
monitor our system and keep an eye over the city. We are making use of Raspberry pi
to operate Raspbian OS to enable device connectivity. Different IR sensors are used
to detect the level of the dustbin camera which is also fixed in the area to capture the
image of the dust in the area. The information is send to the authorized person and
we can take the immediate action related to that.

Keywords Python · IoT · Raspberry pi · IR sensors · Camera

1 Introduction

As the technology is growing, we are finding different ways and remedies for a future
development. Building a smart city is one of the parts of our advanced technology.
One of the major issues in building a smart city is the waste management and waste
disposal. Waste disposal is a very challenging task for the current technology. It is
related to the problem of cleanliness and hygiene of our environment as we can keep
an eye over the city with the help of raspberry OS. As the technology is growing,
people are ignoring such kind of issues that will become a major problem in the
future. Monitoring the dust in different areas of locality will be possible with the
help of this system. We are going to implement this project with the help of IoT
and Python. The IoT is a kind of concept in which we can connect the object and
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monitor without any user intervention. Waste management is all the activities and
tasks that will help to manage the waste disposal. From inception to its final disposal
we are able to monitor with the help of this device. This system will also provide
awareness to the customer towards the cleanliness and hygiene of our environment.
In this paper, we will discuss design, implementation, limitation and use case of this
system.

2 Literature Survey

In the proposed system, we have found different studies that are related to the need
of managing the waste disposal and to create awareness among the people of our
country and the measure steps that have to be followed to ensure this. We have seen
the uses of Raspberry and Python to detect the level of the dustbin and handling the
information related to the waste disposal in the different locations.We have also seen
that how IoT is used to communicate with different devices to get the information.

From [1, 2]we have to find the amount of garbage that has been produced everyday
in different areas in different ways. In this technique, we can get to know the number
of people aware of the waste disposal. Then after this, we have to find proper solution
related to other waste disposal.

In [3, 4], we observed for how to fix different sensors in every dustbin at a correct
position that will help to detect the level of the dustbin and to keep track of the waste
disposal. The sensor will provide the enough information to handle things and to take
immediate actions. In [5], we will provide how these sensors will be cost effective
and efficient to use. We will provide proper information related to the sensors.

In [6], the Raspberry operating system will provide the communication between
the user and the devices and therefore provides remedies to this problem. Our liter-
ature survey will provide solution to the problem of waste disposal in the different
areas of our city.

3 Wireless Sensor Networks

Wireless sensor network is a collection of different kinds of sensors for monitoring
the condition of the environment and storing the information and data at a central site
location. It will monitor all the physical conditions of the environment like temper-
ature, wind, weather and humidity. This network will provide wireless connectivity
between the devices. This network is also referred to as dust networks because it will
provide information as small as the dust. It will work as minute sensors. The dust net-
work is defined by UCBerkley project in DARPA. They are the autonomous network
that will pass the data into the main locations. Today, this network is used for various
industrial and commercial networks. The major applications of these networks are
for military applications. The wireless sensor network is made up of nodes, we can
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Fig. 1 Wireless sensor
network

say it is a connection of thousand nodes and these nodes are connected to different
kind of sensors. A wireless sensor network consists of a radio transceiver, antenna,
electronic circuit and an interface connection between the devices. In wireless sen-
sor networks, sensor nodes can be of variable sizes depending on the network. The
cost also depends on the size, connectivity, speed and energy. There will be differ-
ent types of connectivity between the devices such as star network and multi-hop
network. The way of propagating of these sensor nodes can be routing and flooding.
Ipsn, ESWNand Senses are various research areas and project workshop conferences
where wireless sensor network have been studied (Fig. 1).

4 System Design

In the proposed system, the different kinds of sensors have been placed over the
dustbins; sense the level of the dustbin. The IR sensor senses the level of the dustbin
whether it is full or not. If the dustbin is full send the mail to the particular authorized
person. Another sensor is gas sensor that senses the bad odour smell; if the bad smell
is coming from the dustbin, it will send the mail to the particular authorized person.
The sensor will immediately detect the area and produce a beep signal in the office to
produce an alarm that somebody is trying to pollute the environment. A+++ camera
is also fixed in the area to capture the image of the person who is trying to escape
from the area after polluting the environment. The image will be immediately sent
to the authorized person to take the immediate action (Fig. 2).

5 Implementation

As shown in Fig. 3, the different kinds of sensors have been placed over the dustbins.
First will have checking all the components simultaneously, the Raspberry Pi is
checking all the conditions and it will be sent throughmail to the particular authorized
person.
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Fig. 2 Architecture design
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Fig. 3 Block diagram
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The Raspberry pi checking the condition senses the level of the dustbin. If it’s
Dustbin is full, send to the message on the particular authorized person.

A buzzer sensor is also used whenever somebody tries to throw the garbage in the
particular area or try to pollute the area with the garbage disposal.

The sensor will immediately detect the area and produce a beep signal in the office
to produce an alarm that somebody is trying to pollute the environment.

A camera is also fixed in the area to capture the image of the person who is
trying to escape from the area after polluting the environment. The image will be
immediately sent to the authorized person to take the immediate action.

Gas sensor will be sensing the bad odour and the smell coming from the dustbin.
Whenever the threshold value of the garbage smell reaches its maximum level the
gas sensor will quickly identify and send an appropriate message ‘bad odour’ to the
authorized person at that moment to take the immediate action.

6 Result

See Figs. 4, 5 and 6.

Fig. 4 Gas detected
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Fig. 5 Dustbin is full

Fig. 6 Capture the image
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7 Conclusion and Future Work

The technology has been changed past few decades and there is a great advancement
of various experiments. But we are not aware of global cause because of the waste in
the city.Weare developing a system thatwill increase the awareness among thepeople
to create the maintenance for the smart city. There will also be encouragement by the
government for kind of this project as it will provide a great smart waste monitoring
system for the garbage in the city.

As for the future scope of the project, the smart waste monitoring systems will
be segregating the garbage in the dustbin. If it segregates the garbage in the dustbin,
it will be easy to recycle. The ultrasonic sensor senses the level of the dustbin and it
will be showing on android application. If its dustbin is full, ROBO will come and
collect the garbage.
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Digital Filter Technique Used in Signal
Processing for Analysing of ECG Signal

A. E. Manjunath, M. V. Vijay Kumar and K. S. Swarnalatha

Abstract The area of signal processing holds high significance in biomedical engi-
neering, acoustics and sonar fields. The main finding of coronary heart illnesses is
done utilizing ECG. It demonstrates the bio-physiology of cardiac muscles and mod-
ifications like arrhythmia and also conduction surrenders. ECG in flag handling is
a prime zone of study in bio-signal processing. Present-day advancements in per-
sonal computer equipment and computerized channel approach in flag preparing have
made correspondence with personal computers through ECG signals suitable. Effi-
cient determination of ECG is a mechanical test. This study exhibits a far-reaching
review of computerized sifting strategies to adapt to the clamour curios in ECG flag.
The goal of this paper is to separate noteworthy components of ECG utilizing signal
preparing methods. Methodologies of different computerized channels for ECG in
flag preparing are analysed. Noteworthiness of flag preparing gives off an impression
of being with no noticeable indication of immersion in today’s world.

Keywords Finite impulse response (FIR) · Infinite impulse response (IIR) ·
Signal processing · Low frequency filtering · High frequency filtering

1 Introduction

Examining the flag from cathodes on physical surface is at first required in handling
of ECG flag utilizing computerized channel. Hence, low recurrence clamour com-
ing about because of baseline wander, movement and breath and high recurrence
commotion coming about because of muscle curio and electrical cable or emanated
electromagnetic obstruction must be suppressed or killed by the computerized ECG.
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Henceforth, ECGmotion at physical surface must experience filtration and enhance-
ment by the electro-cardiograph.

1.1 Signal Processing in ECG

Advanced channels can be intended to have straight stage qualities which keep away
from a portion of the twisting presented by exemplary simple channels. Singular lay-
outs are made for each lead from information tested from controlling edifices, from
which adequacy and term estimations are made, in the wake of sifting. Blunder of
measurement assumes an imperative part on the exactness of ECG analytic explana-
tions. Much research has been done on the issues related to energy line interference
(ELI) and baseline wander in the analysis of ECG flag. Various techniques have been
proposed for expelling impedances. Various researchers have presented worldwide
sifting of AC impedance in digitized ECG as another idea. Some recommended
two computerized channels. One depends on summation strategy and different uses
slightest squares approach. Genuine ECGs and fake signs utilized as a part of exam-
ination by applying each prescient channel and analysed two of the methods (1987).
Others have built up a computerized channel using shaft zero strategies. The Cheby-
shev and Butterworth channels were created. It was concentrated that both sorts
work adequately in the ECG image signal. Scientists evaluated two computerized
channels and found them to be extremely profitable in limiting sign adulteration.
Researchers established a straightforward yet exceptionally coordinated computer-
ized flag handling framework for continuous separating of biomedical filters. Others
characterized an advanced channel for concealment of benchmark meander. Some
suggested he straight sifting technique for gauge meander reduction. ECG has been
engaged as one of the biomedical flag in extensive measure of research. Despite the
changes that have been accomplished here, separating of ECG still confronts a few
difficulties. The strategies for various computerized channels for pre-processing of
ECG signs in regard to their applications have been examined in this paper.

2 Literature Survey

The process of real-time image detection based on two general-purpose processors
and fast digital signal processing released over 10 years ago. It is considered as one
of the most rapidly growing research areas in the arena of digital signal processing.
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2.1 Types of Filtering Approaches

Computerized channel have a wide variety of application such as biomedical flag
examination, picture investigation, picture coding and translating strategies. For the
most part to filter, digitization of the simple waveform is right off the bat done by a
simple to advanced convertor (ADC) and paired qualities are transmitted to DSP gad-
get which does a continuous convolution operation in non-analogue space utilizing
either limited finite impulse response or infinite impulse response calculation. The
information prepared is transferred to simple converter (DAC) that creates a separated
simple flag. A hostile to associating channel is incorporated before the ADC, and a
recreation channel is incorporated after the DAC to fulfil the necessities of sampling
theorem with respect to the info waveform and to expel quantization clamour in han-
dled flag. Channels fabricated applying DSP innovation give many advantages over
regular simple systems. Most altogether, they are inherently adaptable, as modifying
the elements of the channel simply includes changing the program code or channel
coefficients. Be that as it may, physical remaking is required with a simple channel.
Also, they are impervious to impacts of maturing and natural conditions, as separat-
ing procedure relies on upon numerical computations, not mechanical properties of
the segments. This renders them perfect for low recurrence signals. For this correct
reason, the execution of computerized channels can be characterizedwith outrageous
exactness, inverse to simple channels where a 5% figure is viewed as incredible.

Digital Signal Processing Filter Theory

The basic filtering equation is given as follows:

o(t) � ∞∫
−∞

ir(τ )i(t − τ)dτ (1)

o[n] �
M∑

k�0

ir [k]i[n − k] (2)

UsingZ-transform, then transfer function is represented by the following equation,

H( f ) � (Y (z))

(X(z))
�

∞∑

n�0

h[n]

/
z(−n) (3)

The output signal o[n] is represented by the following equation for infinite impulse
response,

o[n] �
N∑

k�0

a[k]i[n − k] −
M∑

k�1

b[k]o[n − k] (4)
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Table 1 Characteristics of
IIR and FIR filters

Sl. No Characteristics IIR FIR

1 Design case Labour-
intensive

Straightforward

2 Stability No Yes

3 Direct
analogue
equivalent

Yes No

4 Computational
load

Low High

H( f ) �
(∑M

m�0 a[m]z(−m)
)

(
1 +

∑N
n�1 b[n]z

−n
) (5)

where,

o(t) output signal,
i(t) input signal,
t time shift operator,
ir(τ ) impulse response of the filter,
H(f ) transfer function,
a and b are constants.

There are real outcomes and practices connected with these two methods to
advanced separating, which are outlined in Table 1. Stability is one of the prime
criteria in the evaluation of execution of a channel. As appeared in conditions 1 and
2, no recursion or criticism in convolution prepares display FIR channels to be gen-
uinely steady. Interestingly, a small amount of yield flag is constantly encouraged
back in IIR channels, commanding careful thoughtfulness regarding configuration
to guarantee dependability. This might be seen in an unexpected way: Eq. 5 presents
exchange work as the proportion of two polynomials in climbing negative forces of
z. In this manner, higher request polynomials are connected with little denominator
terms and thus the danger of not well-adapted division. IIR channels are touchy to
word length of DSP gadget therefore. By and large, more prominent the request of
channel, more noteworthy the danger of flimsiness, so high request IIR channels are
normally outlined by falling together a few low request areas.

Direct stage is alluring on account of superior sound framework channels. Conse-
quently, this property is attractive in the preparing of biomedical signs. Direct stage
infers that at whatever time postpone felt by one recurrence segment is felt by them
all in equivalent measure; along these lines the state of the sifted flag is safeguarded.
Direct stage is guaranteed if the motivation reaction is symmetrical as represented
in the below equation:

h(n) � h(N − n − 1), n � 0, 1,
(N − 1)

2
(6)
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Its impractical to achieve unadulterated direct stage, particularly experiencing
significant change groups, with IIR channels. Different properties likewise settle on
FIR channels the perfect decision for different objectives; for instance, they can be
provided subjective recurrence reactions by suggesting this in the Fourier region
and utilizing the inverse Fourier transform to get the drive reaction. This method is
called frequency sampling. Despite the fact that hypothetically it is conceivable to
create self-assertive IIR channels, the computational weight in figuring the channel
coefficients renders it totally unreasonable by and by. Outline of IIR channels is by
and large done by figuring the shafts and zeros for a specific channel and taking in
those which exist in the unit hover of the z plane. This method can be tedious, thus
there are set-up conditions to get the shafts and zeros of normally utilized channels.
For example, Butterworth and Chebyshev sorts. From this appraisal, it may create
the impression that FIR channels are better than anything IIR channels. Most cases,
they are both utilized. The vital favourable position that IIR sort has is computational
proficiency. IIR utilizes way less terms than FIR to develop a channel with a sharp
cut-off. Subsequently, IIR channels aremore profitable and use less memory asset for
a processor with given power. In addition, simple channels can be promptly changed
over into proportional IIR advanced channels, with comparative exhibitions. For the
most part, this does not remain constant for FIR channels. The framework portrayed
underneath utilizations FIR approaches, however, it can be balanced, without any
adjustments in equipment, to implement both finite impulse response and infinite
impulse response sorts.

Performance Measurement

Signal-to-noise ratio and mean square error which are defined in Eqs. 7 and 8 as
shown below.

SNR � 10 log 10

(∑B
n�0 x[n]

2
)

(∑N
n�0(xdn[n] − x[n])2

) (7)

MSE � 1

N

(
N∑

n�0

(xan[n] − x[n])2
)

(8)

3 Filtering Methods

Low Frequency Filtering: Critical twisting into the ECG is presented by traditional
simple sifting, a 0.5-Hz low recurrence cut-off, in comparison with the ST portion
level. It is from the stage nonlinearities that this mutilation starts. The stage non-
linearities considered are those that happen in zones of ECG flag where there is a
sudden change in recurrence substance and wave abundance, as happens where the
finish of QRS complex meets the ST section. Strategies to build the low recurrence
cut-off without the presentation of stage contortion are given by digital filtering. This
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can be achieved with a two-directional channel with a moment-sifting pass which is
connected backward time that is from end of T wave to onset of P wave. This pro-
cedure can be connected to ECG flags that are put away in PC memory that is from
ending of T wave to beginning of P wave. ECG signals kept away in memory can be
connected to this technique. Ceaseless continuous observations are difficult to obtain.
Then again, level stride reaction channel can be utilized to accomplish a zero-stage
move, permitting minimization of standard float without recurrence bending.

HighFrequency Filtering: Themaximum furthest reaches of flag recurrence that
can be rendered is controlled by the advanced examining rate (tests every second). As
indicated by Nyquist hypothesis, advanced examining must be tested at double the
rate of wanted high recurrence cut-off. Since this hypothesis remains constant just
for a vast inspecting interim, the AHA report published in 1990 suggested examining
rates at three or two times the hypothetical least. Different reviews have demonstrated
that information at 600 examples for every 1000ms are expected to allow the 150-Hz
high recurrence computerized channel threshold that is expected to limit plentifulness
estimations to 1% in grown-ups. Higher bandwidth might be required for exact
assurance of magnitude in newborn children.

3.1 Pre-processing of Signal

The point of separating is to expand the straightforwardness of succeeding prepar-
ing operations without the loss of appropriate data. Enhancing signal-to-noise ratio
(SNR) to enhance flag quality is a critical objective of pre-processing. A low or ter-
rible SNR suggests that there in impedance in unique flag rendering applicable data
hard to distinguish. For the most part, a high or great SNR makes the identification
and grouping errand simple. Everyone of the signs do not originate from the elec-
tronic action of the heart when measuring the ECG. Numerous potential varieties
observed in the ECG might arise due to different reasons. Most of these varieties in
ECG that are of cerebral beginning are known as curios, and their reasons might be
hardware or subject. Acceptance of 50–60-Hz part in the flag might be finished by
encompassing electrical flag. It is expelled by separating by step channel. Figure 1
describes the few techniques for analysis of ECG Signal.

4 Results Analysis

ECGfiltrationwas done utilizing low-pass, high-pass and notch filters independently.
The channels are felled towards the end to get the consolidated impact of these
channels. Figure 2 portrays crude ECG motion earlier filtration. Figure 3 delineates
ECG motion after work of fell channels. At long last, the channels are felled to get
the total impact of these channels.
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ECG Signal 
Analysis Types of Filters

1. High Pass Filter
2. Low Pass Filter
3. Notch Filter

Butterworth 
Filter

Chebyshev Filter

Fig. 1 Processing technique in ECG

Fig. 2 Raw signal

Fig. 3 Filtered signal

5 Conclusion

Separating is a vital strategy in preparing of surface ECG flag. This examination
assessed a portion of the different components influencing computerized sifting strat-
egy in the sifting of ECG and analysed the presentations of all IIR channels. At low
scope, the IIR channels dispensed with commotion superior to different channels
QRS complex is altered and benchmark meander is essentially limited. This work
prompts ideal arrangement without the loss of appropriate data in ECG flag. At long
last, the channels are felled to get the combined impact of these channels.
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GeoFencing-Based Accident Avoidance
Notification for Road Safety

Bhavyashree Nayak, Priyanka S. Mugali, B. Raksha Rao, Saloni Sindhava,
D. N. Disha and K. S. Swarnalatha

Abstract Theaimof the project is to attempt the reductionof occurrenceof accidents
by providing effective and precautionary notifications to the user on the progressive
Web app, if the user is approaching the accident-prone zone. In the past, due to
road accidents, over ten lakhs people had been killed and 50 lakhs had been severely
injured, in India. The project provides notifications about approaching vehicles in and
around accident-prone areas. Notifications are voice-based so that user could focus
on driving and need not constantly view the phone for the precautionary warnings.
The project uses global positioning system (GPS) to specify a virtual boundary called
the geofence and open-source Google APIs for setting the accident-prone areas on
Google Maps. Firebase is used as a backend to store the data on real-time databases
for providing awarning on approaching vehicles. The geofenced areas aremarked at a
sufficient distance from the actual accident-prone zones so as to provide notifications
in advance. Necessary notifications are provided on the app, only if the user is in the
geofenced area. The prototype also demonstrates temporary geofencing, to provide
warnings about the conditions like a roadblock.

Keywords Geofencing · Accident prone · GPS · 000webhost

1 Introduction

Roads and vehicles are a critical part of people’s daily routine. The tremendous
growth and increase in the number of vehicles on roads leads to traffic congestions
which requires to bemonitored in an effectiveway. These people are in different states
of mind, most of the time in a hurry or preoccupied with thoughts; unfamiliar and
unexperiencedwith roads andwhose behavior can be quite uncertain. Several reasons
such as bad roads, over speeding, overloaded vehicles, drunken driving, and failure
of sticking onto traffic rules contribute to accidents which maybe fatal or nonfatal.
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Hence, there is an immediate need to address this problem by designing efficient
systems for accident avoidance. The accident prevention system implemented in this
project is based on creating geofences and monitoring the entry of users into these
created geofence. Accident-prone areas are geofenced and when users enter such
defined areas, they are provided with notifications well in advance so that accidents
can be prevented.

Two types of notifications are required to be provided on the progressiveWeb app:
(1) Passive notification—notify driver when in geofenced accident-prone areas and
(2) Active notification—notify driver of any approaching vehicles from the opposite
direction. Current location of users is fetched through GPS receiver in the smart-
phone. The real-time database in firebase is used to store the geofence variables.
Additionally, geofences can be created at appropriate areas by specifying a set of
coordinates to provide other time- and location-specific information such as blocked
roads and fallen tree.

2 Related Work

Faiz et al. [1], A great many vehicles are being created every year. A large portion
of the mischances happen because of human carelessness, for example, rash driving,
absence of good framework for accident prevention and detection and so forth. A
prompt protection and rescue process following a casualty can be considered as a
tightrope stroll among life and demise.

As smartphones turn out to be such a critical piece of our life in today’s world, it is
achievable to utilize them in reducing and controlling the severity of a post-mischance
casualty.

The android application utilizes the in-built GPS receiver in smart mobile phones
to recognize the change in deceleration that happened at the time of accident. Addi-
tionally, it also measures the change of pressure detected by the pressure sensor and
the change of tilt detected by the accelerometer sensor. These three parameters help
detect the occurrence of an accident. The android application is programmed to send
the location of occurrence of accident to provide help. Japan experiences enormous
harm and disastrous events consistently. The reason for this is lack of timely sup-
ply of the right data to the general population who require it. Hence, this comes up
as a motivation for the need of such a scheme that effectively delivers time- and
location-specific risk information to users. Suyama and Inoue [2] proposed a disas-
ter information system that uses the geofencing technique. The system monitors the
movement of users and accordingly supplies risk information to them. Geofencing
is a mechanism that uses global positioning system (GPS) or radio frequency iden-
tification (RFID) to create a virtual fence in a specific area. The coordinates (pair
of latitude and longitude) are required to create a geofence. This application creates
a circular geofence at a critical area. This allows the administrator to monitor entry
and exit of users into and out of the geofence.
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3 Goal

• Using software approach to develop an accident prevention system and developing
a mobile application.

• The accident-prone areas are geofenced and notifications are provided to the users
through the progressive Web app on the smartphone.

• With the use of software techniques like geofencing, users are notified both pas-
sively and actively.

• Our proposed system will reduce the dependency on sensors and other hardware
components and the associated problems of deployment and monitoring.

4 Proposed Method

4.1 Geofencing

A geofence is a boundary or perimeter that is virtual on a real-world geographic area.
It could be generated by predefining a set of points as boundary such as setting a radius
around the selected location point. The geofence can be programmed accordingly to
send mobile push notifications, allow tracking of vehicle traffic, trigger alerts or text
messages, provide customer targeted advertisements on social media, prevent the use
of certain technology, or prompt location-based marketing or safety information.

4.2 Use of Geofencing

The developer or administrator who wishes to use geofencing should set a virtual
boundary around the specified location in the software that supports GPS. This could
be simply done by drawing a circle of 100 feet around the chosen point of location on
Google Maps using Google APIs, during the mobile app development. It could also
be done by specifying coordinates of the boundary. Then depending on the program
specified by the administrator or developer, this virtual perimeter could trigger a
response or an alert when an authorized device enters or exits that boundary.

For the project, geofence technique has been used to mark virtual boundary areas
at a sufficient distance from the actual accident-prone areas on Google maps. These
areas are used for issuing appropriate precautionary warnings to the users about
the nearing accident-prone zones. For every such prone area on bidirectional roads,
at least two bounded regions need to be marked on the Google maps, to supply
notifications to the vehicles on either side of the road.
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5 Flow of Process

An HTML code should be written for the progressive Web app. This should be then
hosted using 000Webhost service. Firebase needs to be initialized to store variables
that would support the issuing of active notifications.

5.1 Modules Involved

(1) Passive Notification

The components of thismodule are—Location detection—Marking the user’s current
location on the map if the user has allowed the app to use the location services (i.e.,
GPS).

Issuing notifications—Checking if the vehicle enters or is in the geofenced area,
and supplying appropriate voice notifications on the app.

Updating the database—Dynamically changing values of the variables associated
with a geofence in the database if a vehicle enters or exits from it.

(2) Active Notification

Retrieving data from database—Obtaining variable values associated with the
geofence area. Issuing notifications—Checking if there is at least one vehicle each in
the two different geofenced areas pertaining to an accident-prone area, and issuing
appropriate voice notifications for these vehicles, on the app.

For every accident-prone area, at least two geofences need to be marked to warn
the vehicles traveling in either direction of the road. These areas should be at an appro-
priate distance from the actual accident-prone zone to issue precautionary warning.

5.2 Flowchart

The description of the workflow of the system is depicted in the form of a flowchart.
On launching the app,Googlemap showing current location appears. If the vehicle

enters or is in the geofenced area, a voice notification warning that “the vehicle
has entered accident-prone area” needs to be provided. The value of the variable
associated with that geofenced area needs to be updated in the firebase. The values
of variables of two or more geofenced areas associated with one accident-prone
zone are then retrieved from the database If the comparison of the values of the
variables, implies that there are two vehicles simultaneously existing in the two
opposite geofenced areasmarked for an accident-prone area, then a voice notification
warning that “there is an approaching vehicle” needs to be provided. If the vehicle
exits or is not in the geofenced area, the values of the variables associated with
that geofenced area needs to be updated in the firebase. The voice notifications are
provided only if the vehicle is in the geofenced area, i.e., the virtual boundary (Fig. 1).
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Fig. 1 Sequence of actions involved

6 Experiment and Result

The users must allow the app to access the location services so that it could utilize it
for efficient functioning. Also, the cellular data should be switched on, in the user’s
device. A minimum of 2G network is required. The users who wish to utilize the app
must enter the URL of the app in the Web browser that supports adding Websites to
the home screen of their mobile. Users must then save this Website to their home
screen. They also get an opportunity to save the app with the name of their choice

To demonstrate the effectiveness of the prototype designed, it was deployed in
the college premises.

The geofenced areas (covering around 50 m of the road stretch) were marked
on the Google Maps using a set of points or coordinates. These boundaries which
looked similar to rectangle shape were marked at a distance of about 100 m from the
actual accident-prone zone so as to provide precautionary warning to the driver who
would be using the app.

In Fig. 2, there are two geofenced areas (50 m in length) marked about 100 m
away from the actual accident-prone area.

For simplicity of understanding consider the geofenced area between the Maggi
Station and the ATM as geofence area ‘GA1’ and the one between the parking
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Fig. 2 Screenshot showing
geofences to notify about
accident-prone area

and Potenza Cafe as ‘GA2’ and the values associated with them be GA_val1 and
GA_val2, respectively.

If a vehicle (i.e., user device) enters or is in GA1

– Voice notification that “the vehicle is in the accident-prone area” was provided on
app.

– Value of GA_val1 was changed and updated in the database of firebase.

This procedure shall be similar for GA2.
Values of GA_val1 and GA_val2 were obtained from the database. They were

compared to check if there were vehicles present in GA1 and GA2 at the same point
of time. If so voice notification about “approaching vehicle” was provided on the
app.

If a vehicle (i.e., user device) exits or is out ofGA1, value ofGA_val1was changed
and updated in the database. This procedure shall be similar for GA2 (Fig. 3).
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Fig. 3 Screenshot showing
geofences to notify about
blocked road ahead

This project also demonstrates the use of geofencing for temporary purposes like
for providing notifications about road block which has been caused due to fallen tree
on the road.

For the screenshot (number) mentioned above, a geofenced area was marked
assuming that some tree has fallen around the temple. There would be a road block
because of that fallen tree. Therefore, this geofenced area could provide efficient
warnings, so that the user of the device (vehicle) can decide on taking an alternate
route in advance, as opposed to the user traveling a distance and later finding out about
the roadblock situation and then deciding on alternate path to reach the destination.

7 Conclusion and Future Work

A system to avoid accident occurrence by providing precautionary notifications was
proposed. The prototype was implemented with the use of geofencing method and
was evaluated in the college premises. Users of the app had to add the Website
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on their smartphone’s home screen. It was confirmed that the app provided relevant
notifications to the users if they entered or were present in the geofenced areas, which
were marked at adequate distance from the real accident-prone zone. Appropriate
warnings were also received if there were two or more vehicles present in the two
opposite geofenced areas (associated with an accident-prone zone) at the same point
of time. At least 2G cellular data and allowance to use the location services were
necessary for efficient functioning of the prototype. The values of the variables
associated with the geofenced areas were successfully updated and retrieved from
the firebase database.

For fatal accident-prone areas, the area of fencing should be larger than the non-
fatal ones. Google APIs need to be bought for real-time location monitoring and
geofencing. It is important to improve the location accuracy to provide timely warn-
ings. Information sources like the government transport department needs to be added
to our system to obtain genuine accident-prone areas information, and this could also
be stored and maintained in the firebase database.
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An Innovative IoT-
and Middleware-Based Architecture
for Real-Time Patient Health Monitoring

B. A. Mohan and H. Sarojadevi

Abstract WSN is deployed in every sector of human life, an instance of which is in
medical device network. With the increasing requirement of handling large patient
data and faster data conversion in the hospital and medical diagnostic centres, there
is a need for innovative and low-cost ways of interconnecting medical equipment,
middleware and network support. Hospitals and medical diagnostic centres require
cost-effective sensor network for handling large patient data and fast conversion. The
high cost of medical devices, equipment and lack of interoperability and portability
necessitates new approaches. This paper presents low-cost and portable approach
for medical data transmission from devices to middleware using IoT support and
conversion to universal standard called Health Level-7 (HL7) and a method to store
in cloud.

Keywords Medical health record · Health monitoring system · IoT ·
Middleware · Health level-7

1 Introduction

Sensors are used in every part of our life. Medical devices that acquire medical
data invariably incorporate sensors communicating wirelessly which forms domain-
specific wireless sensor network (WSN). The data collected in this way is transferred
to the middleware and converted into HL7 format for portability. The present-day
technology in medical domain is of high cost, lacks interoperability in some cases
and slows in data conversion. In this paper, we propose middleware with the support
of WSN in conjunction with microcontroller for collecting and processing medical
data which results in fast and low-cost conversion into HL7 format.
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Patient data in standardized and convertible format is essential for hospitals, diag-
nostic centres, research centres and end-users, which are produced by versatile med-
ical equipment from various end points connected through network. Medical device
integration is a process of interconnection of medical equipment through which the
data is transferred between devices, middleware and servers. Data is in the form
of MRI, ECG, surgical data and other data required for electronic medical record.
Integrating medical devices will eliminate the need for manual working on data and
benefits in faster and more accurate data exchange with improved workflow effi-
ciency. To achieve such integration, IoT-based middleware solutions proposed here
will be useful. While there exist efforts towards middleware development, which are
proprietary and expensive, this proposed approach reduces cost, besides making it
more interoperable.

Many vendors manufacture different medical devices resulting in unstandardized
data format. So, amiddleware is proposed to convert data into HL7 compliant format,
which is an international standard for data exchange betweenmedical equipment and
suitable for storage and processing.

The proposed approach consists of following modules.

• Medical equipment interface to IoT (Internet of Things) devices.
• Communication modules (wireless) to connect IoT sensors to Middleware.
• Middleware for information gathering and converting it to HL7 format.
• Method for storing Converted data in the cloud for analysis.

2 Related Work

The hospital management system (HMS) involves data gathering and processing
from IoT devices [1, 2]. The data model selected can be structured or unstructured
depending on the back-end technology used for data storage in database. The network
integration is based on the data exchange format. Researchers are focusing on the
infrastructure integration, process automation and application framework. But, a
very few are targeting the data model, processing data and linking data across design
process.

Development of biomedical interface usingmiddleware [3] for facilitatingmedical
device connectivitywas a leading researchwork done. Asmany vendorsmanufacture
variety ofmedical devices resulting in different data formats,middleware is suggested
for converting different data formats to international standard format called HL7
(IEEE 1073 Communication Standard).

Many have proposed generalized system for monitoring the health status with the
following functions [4]: electrocardiogram, pulse oximeter, thermometer, accelerom-
eter, etc. The centrepiece being the platform TWR-K53N512 Tower System from
Free Scale Semiconductor Inc. can collect data from connected sensors and transfer
them via USB, Bluetooth or Wi-fi to a local computer or cloud server [5].
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2.1 Research in Industry

Manycompanies likeTCS [6, 7], IBM, Infosys andPhilips are into research providing
the smart hospitals to improve the healthcare facility. To face the challenges posed
by different equipment manufacturers for interconnecting them, Internet of Things
for Medical Devices (IoT-MD) [7–10] was considered as suitable solution and some
working models were also released. These models are proprietary and costlier to
implement by all the hospitals [11–13]. So, cost-effective solution is needed for
countries like India.

2.2 Python’s Support for HL7

Python is a most famous scripting language which includes library module called
hl7APIs. HL7 APIs help parsing messages of HL7 into Python objects. It also
includes a simple client engine that can send HL7 messages to a minimal lower-
level protocol (MLLP) server. The current widely accepted version of HL7 is 2.x
series. Python API’s at present parse HL7 version 2.x message and has ability to
create HL7 v2.x messages.

Medical health record data (HL7 data) is parsed into objects of specific subclasses
of container. The container message itself is a subclass of a Python list which can
easily access the HL7 message as an n-dimensional list. The subclasses of container
class include message, segment, field, repetition and component. However, Python
is not very platform generic. There may be compatibility issues.

2.3 Cloud for Storage

Applications today need the ability to simply and securely collect, store and analyse
data at massive scale. Nowadays, we find many cloud storage service providers
offering storage space for any amount of data from anywhere—websites and mobile
apps [14–17]. Cloud is designed to deliver 99% durability and stores data formillions
of applications in every industry. It gives customers flexibility in theway theymanage
data for cost optimization, access control and compliance. Cloud allows user to run
powerful analytics directly on their data, with integration from the largest community
of third-party solutions and services.
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3 Proposed Technique

The architecture shown in Fig. 1 indicates organizations of the main modules for
IoT-based medical data transmission and conversion to HL7 at the middleware. The
IoT transceivers such as Raspberry Pi/ARM-7 help in connecting medical devices to
procure data and propagate to middleware integration. Converted data can be further
stored in the centralized servers or in cloud.

The middleware solution proposed here ensures accurate analysis of patient and
medical device data, documentation and workflow automation to support improve-
ment in healthcare quality and medical records.

3.1 ARM in IoT

IoT interconnects all the dumb/electronics devices in home to automate its function,
which can be further connected to the Internet for remote control. Devices like
toasters, washing machines and lights will be able to communicate each other to
solve day-to-day problems. It also includes the use of sensors and smart devices
in the wider environment to automate processes and give information to human
operators, such as road-side units that alerting drivers about potholes or recycling
bins alerting authorities when it is full.

Fig. 1 Proposed middleware architecture
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IoT is still in its early stages. However, there are small collection of consumer
devices and a few commercial devices that actually link into the wider world. Some
of the best-known smart devices are smart thermostats, such as (a) Nest’s Learning
Thermostat (b) lighting systems like Philips Hue and Light-wave RF devices (c)
smart devices such as electronic locks and cameras. Various smart electronic devices
are available that allow users to control remotely with various interconnected sys-
tems. Further advanced set-ups can be established with specialized equipment and
protocols such as Z-wave or ZigBee, which allow dissimilar devices to communicate
wirelessly without Wi-fi or the Internet.

Advanced RISC Machine [18] holdings is a designer of low-power chips and
processors that can be found in devices such as mobile phones, smart-TVs, smart-
watches, tablets and other various computing devices.

ARM is a family of processor architecture for computer processors based on a
reduced instruction set computing architecture. ARM is a 32-bit architecture used in
many processors and microcontrollers available from various manufacturers. ARM-
7 series is largest success of ARM architecture embedded in products ranging from
mobile phones to anti-lock braking systems (ABS) in cars.

ARM does not fabricate the processors, but its designs are used by the companies
all over the globe, including companies like Apple, Samsung and Qualcomm and
used to drive devices all over the home and in the wider world. As the IoT expands,
the demand for low-power chips will increase.

3.2 Conversion Details

HL7 is a standard for transferring medical data between medical applications used
by various healthcare providers. This standard focuses on application layer of OSI
Model called layer 7 orHigherLayer 7. TheHL7 standard is given by theHealthLevel
Seven International, an international standards organization and is adopted by other
standards issuing bodies such as American National Standards Institute and Interna-
tional Organization for Standardization (ANSI).

HL7 International identifies a number of flexible standards, guidelines and
methodologies to follow for successful communication within healthcare system and
outside system. Such standards permit information to be processed and shared in a
uniform and consistent manner. These data standards are meant to allow healthcare
organizations to easily share clinical information.

HL7 International standard defines the following documents format.

• Version 2.x Messaging Standard.
• Continuity of Care Document (CCD).
• Clinical Document Architecture (CDA).
• Clinical Context Object Workgroup (CCOW).
• Structured Product Labelling (SPL).
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3.3 Storing Converted Data in Cloud

For the purpose of increased availability and portability, the medical health record
(MHR) data is stored in the cloud for easy analytics as proposed in our approach.
TheMHR data in the cloud is also made available in HL7 format for any of the client
purposes. There is a real-time implication also with our proposed method, which is
achieved by means of Google’s firebase real-time database. Client applications in
the form of doctors and patient attendants connected to a single real-time database
instance will instantaneously receive the updates as soon as patient parameters are
written into database.

4 Implementation

The implementation of proposed architecture is done using the following hardware
components.

i. Microcontroller (ARM-7 LPC-2148)—for interconnecting different sensors for
sensing temperature, ECG, Blood Pressure, Heart Rate and Eye Blink.

ii. Sensors

a. Temperature Sensor (LM-35 Thermostat)
b. Heart Rate Sensors (TCRT-1000)
c. Blood Pressure Sensors (SEN244)
d. Drowse Sensors/Eye Blink Sensor (LM-324 Power Operational Amplifier).

iii. GSMModule (SIM-300) for interconnecting microcontroller to the middleware
server.

The ARM microcontroller is connected with the above-mentioned sensors as
shown in Fig. 2, for sensing the patients’ health status, which is then sent to the mid-
dleware server [19, 20] for converting it into HL7 format and before storing in cloud.
Global system for mobile communication (GSM) is used as wireless technology for
interconnecting microcontroller to the middleware.

The patient data received from microcontroller is first stored in MySql database,
and then Python parser is used for converting the sensed data to the HL7 format,
which is later written into the cloud.

Google’s firebase cloud platform is used for storing patient data. It has a real-time
database hosted on it for storing data in a JSON format and synchronizes in real time
to every connected client. The connected clients share single database instance for
receiving instantaneous update.Multiple receivers like doctors and patient attendants
can be connected to cloud to get the real-time updates on patient health parameters.
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Fig. 2 ARM-7 with sensors

Fig. 3 Patients’ live data in doctors’ device
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Fig. 4 Patients’ HL7 data

5 Results

This section shows results of creating sample HL7 message from the cloud. Figure 3
shows doctors’ interface for monitoring live patient critical health parameters using
a hand-held android mobile device. The data displayed corresponds to single patient.
The data shown in Fig. 4 represents multiple parameters in HL7 format acquired
from the sensors through IoT devices via GSM wireless connections. At present,
four fields of patient data, viz. temperature, heart rate, ECG and eye blink status are
acquired.

The results presented here represent mere experimental attempts. Real cloud
deployment of health data is not recommended as per the standards.

6 Conclusion

A WSN-based solution architecture approach for the conversion of medical data in
themiddleware using IoT is presented in this paper. Themethod proposed is observed
to be of low cost and interoperable. The cost of the complete set-up accomplished
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with our approach is less, i.e. about Rs. 40,000 compared to lakhs of rupees of
the similar units used at present in the hospital, which are not IoT-driven and on
wired network which has strict distance limitations. Integration with cloud is enabled
with its seamless storage capacity, real-time implication and instant data conversion.
Hospitals and medical centres can now handle the patient data in large quantities and
perform the conversion of that data efficiently.
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Travelling Salesman Problem:
An Empirical Comparison Between
ACO, PSO, ABC, FA and GA

Kinjal Chaudhari and Ankit Thakkar

Abstract Travelling salesman problem (TSP) is one of the optimization problems
which has been studiedwith a large number of heuristic andmetaheuristic algorithms,
wherein swarm and evolutionary algorithms have provided effective solutions to TSP
even with a large number of cities. In this paper, our objective is to solve some of the
benchmark TSPs using ant colony optimization (ACO), particle swarm optimization
(PSO), artificial bee colony (ABC), firefly algorithm (FA) and genetic algorithm
(GA). The empirical comparisons of the experimental outcomes show that ACO and
GA outperform to ABC, PSO and FA for the given TSP.

Keywords TSP · ACO · PSO · ABC · FA · GA

1 Introduction

The collective behaviour of social insects such as ants, bees and of other animals such
as bird flocking, fish schooling have motivated designing of intelligent multi-agent
systems [1, 2]. The non-sophisticated individuals of such colonies are self-organized;
they are capable of solving a complex problem. Swarm intelligence-based algorithms
provide a better solution in reasonable time. ACO [3], PSO [4], ABC [5] and FA
[6] can be used to solve NP-hard problems such as TSP [7]. On the other hand,
evolutionary algorithms such as GA [8] are inspired by the biological evolution.
These are population-based metaheuristic algorithms and are designed for global
optimization. These algorithms are designed to efficiently explore the search space
in order to find near-optimal solutions [9].
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TSP has been studied thoroughly for optimizing the shortest route. Given a list
of cities and the distances between each of them, the objective is to find the shortest
possible route for a salesman such that he visits each city exactly once and returns
to the original city [7]. Many approaches have been developed for solving TSP that
provide either an exact or an approximate solution. Algorithms such as branch-and-
bound [10], dynamic programming [11] are devised to give the exact solution of TSP
with a small number of cities. However, for a large number of cities, identification
of an approximate solution may suffice. Various metaheuristic algorithms based on
swarm and evolutionary techniques approximate good solutions for the given TSP.

In this paper, we have applied ACO, PSO, ABC, FA and GA for solving few of
the benchmark TSPs named Burma14 [12], Bayg29 [13], and Att48 [14] and shown
analysis of the empirical results by carrying out each simulation ten times with the
given configuration.

The remaining paper is organized as follows: Sect. 2 briefs about TSP and how
ACO, PSO, ABC, FA and GA are applied for solving TSP. In Sect. 3, we have given
simulation parameter specifications and experimental result discussions; concluding
remarks are given in Sect. 4.

2 Related Work

In this section, we have discussed TSP, followed by the discussion of the identified
swarm intelligence and evolutionary algorithms, and their use to solve TSP.

2.1 Travelling Salesman Problem (TSP)

In combinatorial optimization, TSP is an NP-hard problem [7]. One of the repre-
sentations of TSP is a complete undirected weighted graph, G = (V, E). Here, a
total of N cities are the vertices of the graph, V = {1, 2, . . . , N } and distance, di j
between two cities i and j , is the distance of the path, i.e., weight of the edge,
E = {(i, j) | i, j ∈ V }. For the given (x, y) coordinates, distance can be evaluated
using the Euclidean distance between cities i and j as given by Eq.1 [7].

di j =
√

(xi − x j )2 + (yi − y j )2 (1)

This heuristic information, di j has to be preserved before applying any approach
for solving TSP. Depending on the approach, the shortest route is to be found by
adding up the Euclidean distances of the consecutive edges within the tour.
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2.2 Ant Colony Optimization (ACO)

Motivated by the foraging behaviour of ant species,ACOwas developed to be amulti-
agent approach. To symbolize a favourable route which other members of the colony
should follow, ants deposit pheromone on the ground. ACO [3] exploits a similar
mechanism with artificial ants, behaving in a similar manner to solve optimization
problems iteratively.

In each iteration, an artificial ant constructs a solution by walking from vertex to
vertex, provided that the vertex was not previously visited by her in that iteration.
Based on the pheromone trail, the next vertex is selected to be visited. From any
vertex i , if vertex j has not been previously visited by ant k, j can be chosen with
probability proportional to the pheromone on edge (i, j). The pheromone deposit
values on all edges are updated after every iteration as given by Eq.2 [15]. The
pheromone, τi j associated with edge (i, j) is updated by allm ants. ACO can be used
to solve TSP; the cities are represented by vertices and path joining them are given
by edges.

τi j ← (1 − ρ) · τi j +
m∑

k=1

�τ k
i j (2)

where, ρ is the evaporation rate of pheromone, and �τ k
i j is the pheromone quantity

laid on edge (i, j) by ant k as given by Eq.3 [15].

�τ k
i j =

{
Q
Lk

if ant k used edge(i, j) in its tour

0 otherwise
(3)

where, Q is a constant, and Lk is the length of the tour built by ant k. When ant k is
at city i , the probability of going to city j is given by Eq.4 [15].

pki j =
⎧
⎨
⎩

τα
i j ·ηβ

i j∑
cil∈N(s p ) τα

il ·ηβ
il

if ci j ∈ N (sp)

0 otherwise
(4)

where, sp is the partial solution constructed by ant k; N (sp) are the edges (i, l),
where l is the unvisited city by ant k so far. The parameters α and β control the
relative importance of the pheromone and the heuristic information, respectively.
This heuristic information, ηi j is given by Eq.5 [15] for distance di j between cities
i and j .

ηi j = 1

di j
(5)
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2.3 Particle Swarm Optimization (PSO)

For solving problems with continuous quantities, PSO has been widely used [4]. It
is inspired by the social behaviour of bird flocking and fish schooling organisms.
For a given problem, a number of particles are placed in the search space to evaluate
the objective function. Each particle determines its movement through the search
space [4]. This procedure is repeated in each iteration by all the particles. PSO
aims at designing an optimization technique where these particles move close to an
optimum solution eventually.

In PSO, each particle i has a form of three D-dimensional vectors, where D
is the dimensionality of the search space [4]. For the i th particle, these compo-
nents include the current position Xi = (xi1, xi2, . . . , xiD), the previous best position
pbesti = (pi1, pi2, . . . , piD), and the velocity Vi = (vi1, vi2, . . . , vi D). The global
best position gbest = (g1, g2, . . . , gD) is known to all m particles [16]. The particle
swarm works by handling coordinates of the particles and hence, adjusting the ori-
entation [17]. Velocity and position coordinates are updated by each particle after
every iteration as given by Eqs. 6 and 7 [4], respectively.

Vid ← ω × Vid + η1 × rand() × (pbestid − Xid ) + η2 × rand() × (gbestd − Xid ) (6)

Xid ← Xid + Vid (7)

where, ω is the inertia weight (0 < ω < 1); η1 and η2 are acceleration constants, and
rand() generates a random value in the interval [0, 1]. The velocities of particles are
constrained within interval [Vmin, Vmax].

Solving TSP using PSO includes velocity Vi and position Xi to each particle;
here, the position denotes the sequence in which the i th particle has visited the cities
[18]. The quality of solutions is evaluated after every iteration and the personal best
(pbest i ) of each particle and the global best (gbest ) of overall swarm are updated.

2.4 Artificial Bee Colony (ABC)

Foraging behaviour of a honeybee colony has been a research curiosity for many
researchers. A model based on reaction-diffusion equations [5] was developed; it
leads to the emergence of collective intelligence of honeybee swarms. Three essential
components of this model are food sources, employed foragers and unemployed
foragers whereas two leading modes of the behaviour include recruitment to a nectar
source and abandonment of a source [5].

In ABC algorithm, bees initially select a set of food sources randomly; they
provide their respective nectar information to onlookers and hence recruit them, and
return back to their food sources. The recruited onlookers become employed bees
and exploit the food sources depending upon the probability value associated with
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the food source [19]; the probability, pi is calculated by Eq.8 [5].

pi = f i t i∑SN
n=1 f i tn

(8)

where, f i t i is the fitness value of the i th solution; SN is the number of food sources
which is the same as the number of employed bees or onlookers [20]. For producing
a candidate food position, i.e., the new solution from the old one in memory, ABC
uses Eq.9 [5].

vi j = xi j + φi j (xi j − xk j ) (9)

where, k ∈ {1, 2, . . . , SN } and j ∈ {1, 2, . . . , D} are randomly chosen; φi j is a ran-
dom number in interval [−1, 1], and xi j is the food position, i.e., the solution. Here,
D is the number of optimization parameters.

Each candidate solution vi j is evaluated in every iteration and compared with xi j
to select the best solution. The nectar gets abandoned for a food source if a position
cannot be improved by a predetermined number of cycles; the scouts then replace
such food source with a new one. This predetermined number of cycles is called
limit for abandonment [19]. For an abandoned source, xi , the scout discovers a new
food source as given by Eq.10 [5].

x j
i ← x j

min + rand[0, 1](x j
max − x j

min) (10)

where, j ∈ {1, 2, . . . , D}. The same can be applied to solve TSP by providing initial
solutions, i.e., a reference path. The artificial beesmemorize the best solution. In each
iteration, the solutions of the best tours are updated until the termination criterion is
not satisfied.

2.5 Firefly Algorithm (FA)

FA was developed based on the idealized behaviour of the flashing characteristics
of fireflies [6]. This optimization technique is based on the assumption that solution
of an optimization problem can be perceived as an agent, i.e., a firefly, that glows
proportionally to its quality in a considered problem setting [21]. The flashing char-
acteristics are idealized with three rules: all fireflies are unisex and can get attracted
to any other firefly; attractiveness is proportional to their brightness; and the bright-
ness or light intensity of a firefly is affected or determined by the landscape of the
objective function to be optimized [6].

In FA, the search space is explored more efficiently as each brighter firefly attracts
its partners, irrespective of their sex. The light intensity, I (r) varies monotonically
and exponentially with the distance r as given by Eq.11 [6].

I (r) = I0e
−γr (11)
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where, I0 is the original light intensity and γ is the light absorption coefficient. A
firefly’s attractiveness is proportional to the light intensity seen by adjacent fireflies.
Hence, this attractiveness β(r) can be given by Eq.12 [6].

β(r) = β0e
−γr2 (12)

where, β0 is the attractiveness at r = 0. The distance between two fireflies, i and j
at xi and x j , respectively, can be given by the Cartesian distance or the l2-norm [6].
The movement of firefly i is attracted by another more attractive, i.e., brighter firefly
j , which can be given by Eq.13 [6].

xi ← xi + β0e
−γr2i j (x j − xi ) + αεi (13)

where, the last term provides randomization with the vector of random variables εi
and α ∈ [0, 1].

Formerly, FA was designed to solve continuous optimization problems. This ap-
proach can also be discretized for solving a permutation problem such as TSP [22];
initial solutions are provided and based on the distance, a firefly moves towards a
brighter one and hence, updates the solution in each iteration.

2.6 Genetic Algorithm (GA)

GA first selects individuals for producing the next generation and then manipulates
the selected individuals by crossover and mutation techniques to form the next gen-
eration [8]. This can also be applied for solving TSP.

The chromosomes in GA are potential solutions and can be encoded by permuta-
tion coding to represent a tour of TSP. Here, each gene in a chromosome represents
the city. An initial random population of chromosomes is generated and the fitness
function is evaluated. Selection, crossover and mutation are the genetic operators
applied for generating new solutions in each iteration [23].

3 Simulation Parameters and Result Discussions

The simulation parameters used for experimentation are given in Table1. The exper-
iments have been carried out on the benchmark problems Burma14 (14 cities) [12],
Bayg29 (29 cities) [13], and Att48 (48 cities) [14], and results of experimentation
are shown in Table2. In order to verify robustness of the experimentation, we have
repeated each simulation for ten times. We have calculated an average of the resulted
routes retrieved from these simulations as well as the best route found in our work.
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Table 1 Simulation parameter specifications of various algorithms for TSP

Parameter ACO [24] PSO [4] ABC [20] FA [6] GA [23]

Maximum iterations 500 500 500 500 500

Number of agents 40 ants 40 parti-
cles

40 bees 40 fireflies 40 chro-
mosomes

Initial pheromone on all edges (τ0) 0.5 NAa NAa NAa NAa

Pheromone exponential weight (α) 1 NAa NAa NAa NAa

Heuristic exponential weight (β) 5 NAa NAa NAa NAa

Evaporation rate (ρ) 0.5 NAa NAa NAa NAa

Pheromone quantity constant (Q) 1 NAa NAa NAa NAa

Inertia weight (ω) NAa 0.9 NAa NAa NAa

Acceleration constant (η1) NAa 2 NAa NAa NAa

Acceleration constant (η2) NAa 2 NAa NAa NAa

Number of onlookers NAa NAa 40 NAa NAa

Number of scouts NAa NAa 1 NAa NAa

Acceleration coefficient (φ) NAa NAa [−1, 1] NAa NAa

Initial attractiveness (β0) NAa NAa NAa 2 NAa

Light absorption coefficient (γ) NAa NAa NAa 1 NAa

Random variable (ε) NAa NAa NAa [−1, 1] NAa

Randomization variable (α) NAa NAa NAa 0.2 NAa

Selection strategy NAa NAa NAa NAa Elitism
selection

Mutation operator NAa NAa NAa NAa Swap
aNot Applicable

Table 2 Comparison of average and best route (in km) for solving TSP

Algorithm Route Few of the benchmark TSPs

Burma14 [12] Bayg29 [13] Att48 [14]

ACO Average 31.05 9274.79 35043.34

Best 30.88 9195.22 34600.71

PSO Average 32.34 15047.83 109979.87

Best 30.88 14036.75 91237.09

ABC Average 32.36 17404.62 107883.76

Best 30.88 16658.30 101985.88

FA Average 31.80 14283.51 81182.32

Best 30.88 13062.40 78479.69

GA Average 31.49 11023.70 50753.50

Best 30.88 10018.10 46362.05
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The results show that for a small number of cities, e.g., for 14 cities in our experi-
ment, the results are comparable for identified algorithms. However, as the number of
cities is increased, the performance of PSO, ABC and FA have degraded drastically.
This is because PSO does not work well on optimizing a scattered problem [25].
Consequently, ABC may provide fast convergence but its search space is limited by
the initial solution. FA has a limitation of being trapped into several local minima
[26].

Hence, for a scattered, population-based optimization problem such as TSP, ACO
provides the near-optimal solution even for a large number of cities.

4 Concluding Remarks

In this paper, we have compared ACO, PSO, ABC, FA and GA for solving TSP. We
have considered few of the benchmark TSPs and have experimented with identified
algorithms. Our simulation outcomes suggest that two algorithms, ACO and GA,
outperform in solving TSP for considerably large number of cities.
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Twitter Data Sentiment Analysis
on a Malayalam Dataset Using
Rule-Based Approach
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Abstract Opinion characterization is nowadays a potential and intense research
focus because of the hasty growth of social media such as blogs and social net-
working sites, where individuals put in freely their perspectives on different themes.
Researches prove that people find it comfortable to opinionate in their mother tongue,
be it verbal or written. Given that now almost all social platforms support most of
the popular languages, the requirement to mine the sentiments in various dialects is
on the rise. However, not all data may be relevant; some may not have any impact on
the end result and some may have similar meanings. A preprocessing phase is hence
required to help make the dataset concise. In this paper, the authors focus on finding
out the polarity of the words input by various users through their reviews exhibited
using the South Indian language, Malayalam. Malayalam like the other languages in
the Dravidian family exhibits the characteristics of an agglutinative language. The
preprocessing process consists of cleaning the data, tokenization, stopword removal,
etc. In this paper, authors are focusing on the document-based polarity calculation of
the Malayalam reviews. The overall polarity of the corpus is calculated based on the
positivity and negativity values of individual documents. It is found that negativity
value is higher for the user reviews in our corpus which shows their negative attitude
toward the news thread with the classifier accuracy of 89.33%.
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1 Introduction

Since English is a universal language, many research works in sentiment analysis
are done in English dialect. Owing to the exponential rise in the number of users
expressing their opinions in their native languages, the tools that mine English data
is becoming less and less useful. In India, where there are 22 officially recognized
languages and more than 132 crore people out of which a significant percentage are
active Internet users, the amount of data generated on a daily basis is huge. This
data, if processed efficiently, can be routed to dig out many valuable patterns like
the customers’ buying pattern, product feedback, and so on at micro level. However,
there are not many tools available to extract these patterns. Hence, it has become
imperative to perform sentiment analyses in more languages.

Our intention was to test whether we could automatically predict users’ views on a
particular topic from their free-text responses expressed inMalayalam language. The
essence of sentiment analysis or standpoint analysis is in identifying and extracting
relevant information from a given text by means of various algorithms. It determines
or quantifies the attitude, opinion, or feeling toward aperson, organization, product, or
location. Reading the polarity of the texts and classifying them as positive, negative,
or neutral will help us determine whether the underlying mood is happy, sad, angry,
or excited.

The most vital indicator of sentiments is sentiment lexis. The set of
these vocabularies are usually used to convey the polarity. For instance,

, etc., are positive Malayalam sentiment words, and
, etc., are negativeMalay-

alam sentiment words. A list of such words called as sentiment lexicons is created in-
house based on the Olam dataset. The authors survey the feasible ways to analyze the
user sentiments using Python programming libraries and classification algorithms.

2 Related Works

Limited works have been accounted in Malayalam so far in the area of sentiment
analysis though many works have been proposed for sentiment analysis in English.
preprocessing phases like stemming, POS tagging, etc., on the Malayalam reviews
requires special attention as Malayalam is an agglutinative language. A lightweight
Malayalam stemmer called LALITHA which is developed using suffix stripping
method is introduced [1] in the year 2013. In the article, the authors demonstrate
that TnT and rule-based suit combination are better for Malayalam [2]. In the year
2014, the authors proposed a rule-based approach for extracting sentiments from
Malayalam film reviews [3]. The authors in their paper [4] stated that they face a lot
of difficulties while dealing with Malayalam due of the morphological variations of
the language. The authors in their paper [5], use PageRank method for ranking the
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judgment in the document. In [6], the machine learning techniques CRF combined
with a rule-based approach have been used to carry out the sentiment analysis of
Malayalam film reviews. An effort to accomplish aspect-based sentiment analysis
in Malayalam is done by the authors in their paper [7] in the year 2016. In the
paper “Domain Specific Sentence Level Mood Extraction from Malayalam Text”
[8], the authors focused on a specific domain and the SO-PMI-IR formula classifies
an input text into one of the two classes that indicate desirable or not desirable. The
other contributions in stemming on the Malayalam reviews are depicted in [9, 10]. A
hybrid approach of Max Entropy model and certain rules for handling special cases
in Malayalam is used by the authors in their paper [11, 12].

3 Methodology

Machine learning algorithms can be used to find meaningful patterns in the dataset
that generate insight and help us in taking better decisions and predictions. The
two components of machine learning approach are preprocessing, which cleans the
data, and the classification of sentiments. In this section, the process framework is
discussed. The various steps to be followed are

1. Extract the reviews and build the corpus.
2. Preprocessing of the corpus.
3. Build the sentiment classification system.
4. Test the Classifier.

A. Extract the Reviews and Build the Corpus

The data sources are mainly Malayalam News websites, Malayalam blogs, twitter,
and facebook. In order to collect a corpus, we scraped the text messages from reviews
of popular Malayalam newspapers and blogs. We queried accounts of four newspa-
pers to collect user comments. Here, the authors extracted user reviews from web-
sites like “www.manoramaonline.com”, “www.mathrubhumi.com”, “www.deepika.
com”, etc., linked to the particular news thread “two types of passport!” using beau-
tiful soup. Also the YouTube comments based on the same news thread in Malay-
alam language is collected using TAPoR 3. The reviews that are acquired are based
on the news thread . The YouTube com-
ments are stored in document 1, the reviews from manoramaonline.com are stored
in document 2, and the comments from other dailies like mathrubhumi.com and
deepika.com etc. are stored in document 3. The percentage of positive, negative, and
neutral reviews of the whole corpus is shown in Fig. 1. The statistics of the dataset
is shown in Table 1.

B. Preprocessing the Corpus

This is a key phase in the whole process where the dataset is thoroughly combed and
methodically shrunk so that the size of opinionated text is reduced and performance

http://www.manoramaonline.com
http://www.mathrubhumi.com
http://www.deepika.com
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Fig. 1 Sentiment
distribution in the training set

Table 1 Summary statistics
of dataset

Number of reviews 136

Percentage of positive reviews 11.76%

Percentage of negative reviews 65.44%

Percentage of neutral reviews 11.76%

is augmented. This step is vital to accelerate the process while dealing with large
corpora [13]. Tokenization is performed on the dataset and then the Malayalam
stopwords are removed. The stopwords are removed by following a lexicon-based
approach with the help of a generic list, which was created in-house, in which more
than 100 Malayalam stopwords were listed.

C. Classification of Reviews/Sentiments

In document level sentiment analysis, the polarity or the orientation of the reviews
are calculated based on the overall opinion expressed in the whole document. Naive
Bayes classifiers that make use of training data is used to estimate an experiential
likelihood of each class. Later, when the classifier is used on unseen data, it employs
the observed probabilities to envisage the majority class for the new features. The
probability of an item can be anticipated from observed data by dividing the number
of audition in which an item occurred by the total number of auditions. For e.g.,
while evaluating the passport reviews, if 230 reviews contain the word out
of 1000 reviews, the probability of can be anticipated as 23%. The notation
P(A) is used to symbolize the probability of item A, as in P � 0.23.

The total probability of all probable outcomes of an examination must always be
100%. Thus, if the test only has two conclusions that cannot happen concurrently
then knowing the possibility of either conclusion tells the possibility of the other.
For example, if P(negative) � 0.20, then P(positive) can be calculated as (1 − 0.20)
� 0.80. This works because the events are mutually exclusive and exhaustive. The
notation P(←A) can be used to denote the probability of event.
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Fig. 2 Probability of in positive and negative reviews

If some events occur with the event of interest, then theymay be useful for making
predictions. Consider, for instance, the review message contains the word .
For nearly all, this word is expected to be in a positive message; its occurrence in a
review is hence a very strong bit of proof that the users are very much satisfied. To
enumerate the extent of overlap amid these two proportions, we need to estimate the
probability P(positive ∩ ). Calculating P(positive ∩ ) depends on the
joint probability of the two events, or how the probability of one event depends on
the probability of the other. Figure 2 shows the probability of the word in
positive and negative reviews. If the two events are totally disparate, they are called
independent events. If all events were independent, it would be impossible to predict
any event using the data obtained by another. On the other hand, dependent events are
the basis of predictive modeling. For instance, the appearance of the word or

is predictive of a positive review. For independent events A and B, the
probability of both happening is P(A ∩ B) � P(A) ∗ P(B).

As per Bayes’ theorem, if there are two events e1 and e2, then the conditional
probability of occurrence of event e1 when e2 has previously occur is given by the
following formula:

P(e1|e2) � P(e2|e1)P(e1)
e2

This equation is applied to compute the likelihood of a data to be as positive or
negative [4]. Table 2 shows the document-based polarity values on the corpus.

The graphical representation of these values is shown inFig. 3. The overall polarity
of the corpus is calculated based on the positivity and negativity values of individual
documents. It is found that negativity value is higher for the user reviews in our
corpus which shows their negative attitude toward the news thread.
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Table 2 Document-based
polarity values

Malayalam
review
document #

Percentage
of positivity

Percentage
of negativity

Polarity

1 35.8209 64.1791 Negative

2 48.8889 51.1111 Negative

3 42.4242 57.5758 Negative

Fig. 3 Graphical representation of polarity in the review documents

4 Evaluation Measures

Table 3 stands for the lessening in the number of words after the preprocessing
processes were applied on the dataset. It is apparent that the preprocessing steps
performed on the Malayalam review documents lessened the number of words that
needs to be analyzed by a great extent. Reduction in the number of words, in turn,
helped reduced the time required for the analyses of the corpus. The table shows
that nearly 20% reduction of word count is happened on the whole corpus after the
preprocessing phases whichmay considerably reduce the processing time of analysis
process. Figure 4 is the graphical representation of the same.

Classifiers are learned or trained on a finite training set. The classifier model
generated after the learning phase has to be examined on different test sets. This

Table 3 Reduction in word count after preprocessing phases

Malayalam review
document #

No. of unigrams in
the document

No. of words after
removing
punctuations

No. of words after
stopwords removal

1 960 950 784

2 1296 1277 1108

3 876 845 717
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Fig. 4 Graphical representation of reduction preprocessing done on dataset

Table 4 Values of various evaluation measures

Malayalam review document # Precision Recall F Score Accuracy

1 88.88 75 81.35 85.89

2 88.88 82.75 85.7 89.33

3 73.68 63.63 68.28 71.23

classification produces four outcomes—TruePositive, TrueNegative, FalsePositive,
and FalseNegative. The experimental outcomes on the test_data are alternate for
the performance on unseen data. The accuracy is taken as the criterion function
for assessing the classifier performance experimentally. Various evaluation metrics
used in this article are Precision, Recall, F Score, and Accuracy (total number of
two correct predictions (TP + TN) divided by the total number of a dataset). The
Precision, Recall, F Score, and the Accuracy values calculated document-wise are
shown in Table 4 and its graphical representation in Fig. 5.

5 Conclusion and Future Scope

In this paper, the authors proposed document-based and sentence level sentiment
analysis on the user comments about “change in passport color” expressed inMalay-
alam language. This work also demonstrates the various preprocessing phases done
on the Malayalam words that were extracted from reviews/opinions of users as
expressed through social media platforms, comments sections of news websites,
etc. List of Malayalam positive words, negative words and stopwords need to cre-
ate in-house which takes lots of manual effort. The overall polarity of the corpus
is calculated based on the positivity and negativity values of individual documents.
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Fig. 5 Graphical representation of various evaluation measures

It is found that negativity value is higher for the user reviews in our corpus which
shows their negative attitude toward the news thread with the classifier accuracy of
89.33%. Various other supervised machine learning algorithms can also be used for
classification and it is a future scope.
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An IoT-Based Smart Water Microgrid
and Smart Water Tank Management
System

Shubham Kumar, Sushmita Yadav, H. M. Yashaswini and Sanket Salvi

Abstract Water is most important resource which needs to be managed smartly.
Managing house water supply in a society consisting of water tanks, motors, and
pumps automatically is an important task for efficient consumption of water. In this
paper, we propose a smart solution for leakage detection in the tank using its dimen-
sions and sensor data. The data from each house is stored on the cloud for analyzing
the water consumption of each house in a society and main water supply, through
GSM/GPRS 900a module. A hybrid application, Smart Water Grid, is responsible
for monitoring the water level in the tank continuously, to control the motor auto-
matically, and it consists of an inspection mode to detect the leakage in the tank and
its dimension.

Keywords GSM SIM 900a · Arduino · ThingSpeak cloud · Leakage detection
and dimension · Hybrid application

1 Introduction

In recent times, use of the android/hybrid apps and IoT devices have gain greater
importance for daily life. In day-to-day activities, water wastage in the houses has
increased and proper supply of water from main source is getting wasted. We devel-
oped two IoT devices, one for automatic water tank that senses the water tank level
and stores it in cloud for analysis using GPRSmodule and second device, motor with
an Arduino and GSM module to get automatically on and off. A hybrid application
“Smart Grid” has been developed tomonitor the water level, control themotor, detect
leakage and gives approximate dimension of the leakage in the tank.

In this paper, Sect. 2 is for the overview of the Smart Microgrid. In this, we will
see how the data is getting stored from the device to the cloud and how the stored
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data is used for leakage detection and proposed system architecture. In Sect. 3, we
discuss about the smart water level device and motor controlled device, how they
function and provide data for automatic tank system and leakage detection. In Sect. 4,
we discuss the hybrid app architecture, system flow information, and the leakage
detection/dimension algorithm of the water tank. In Sect. 5, we discuss the issues
faced by the Smart system and finally we will draw conclusion and future works.

2 Related Work

In [1] this project, we are presenting the idea of smart water tankmanagement system
which is operated with Arduino microcontroller. By using this microcontroller, we
are preventing the manual intervention for continuous water supply.

It can be also used for other industries. The main focus of this project is to provide
the optimal water distribution, and it also reduces the man power which is involved
in operating the water management manually. We can easily see that many of water
resources are wasted because of lack of inefficient and poor water allocation and lack
of integrated water management system. Measuring the level of water manually is a
big task for government and residential people.

Our project helps us to automatically measure the level of water in the tank and
prevent the wastage of water resource available. We all know that water is very
essential for each and every living creature in this world so, wasting water is not
good for anyone. So monitoring the water management system automatically helps
us to reduce the wastage of water.

The system is made using the ultrasonic sensor which will sense the accurate level
of water and according to that we can smartly manage our system through the mobile
app which is used by each and every person in today’s world.

We are dealing with a system, i.e., water tank monitoring [2] system which has
only one water tank and one pump. The procedure to implement this system is very
easy. But what we have to deal with the monitoring system consists of many valve,
tanks, and pumps. Managing this type of system is a challenging task with existing
resource and technology available. Also we are living in an era where everything is
controlled with mobile application or we can say ubiquitous computing system.

Ubiquitous computing is concept of software engineering where computing can
occur at any device in any location and any time not necessarily desktop computing.
This type of system is used in ships where there are multiple tanks and valves. Also
the main challenge is to control and monitor this system remotely through Web
application or mobile application. Here we are using mobile application to control
and monitor the system remotely.

The water tank system can be loaded with bunch of sensors on all three compo-
nents, i.e., tank, valve, and pump. The data from each sensor is stored in form of
tables in database. The database consists of three tables. The first table is for sen-
sor value of tank. The second and third tables consist of input and output values of
sensors which control signal.
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The mobile application fetches the data from database which is stored on cloud.
The mobile application fetches the data and does the calculation based on tables.
Then it shows the user current status of system. Also it shows the user whether the
system is in safe state or the system needs some set of operation to be performed to
bring the system in safe state.

The developed system solves various issues of monitoring and controlling the
circulation system of ships. The sailor can remotely access the current status of tanks
and valves and can perform on or off operation on a particular component in order
to control the ship properly.

Leakage at thermal power plants, water distribution system, overhead tanks, boil-
ers, etc., can occur due to aging of infrastructure and environmental conditions of
the tanks which should be detected and dimensions should be analyzed [3]. Due
to these problems, it is required to detect the leakage system wirelessly using the
microcontroller and various sensors through which it can be made portable and can
perform nondestructive techniques.

The sensors are placed to detect the humidity, temperature, pressure, and sound
detection around the leakage areas of the tanks using Arduino microcontrollers and
sensors.

The data is received from the sensors that are located outside the tanks to detect
the humidity and temperatures in the environment; the data will be stored though the
Zigbee and will be uploaded and processed with the GUI developed in the LabVIEW
which will be transferring to the Web page.

The data shown on the Web page can be analyzed for the future processing and
visualization. Zigbee is used for connecting the Internet and http requests to theWeb
pages and will be able to get and put the data through Zigbee.

The leakage with different parameters can be found out with low power source
using different types of testing values.

The leakage detection in the water grids can be made automatic, and a tool to pro-
vide more realistic leakage is EPANET [4]. More experiments have to be performed
with the pressure data sets for realistic leakage detection using EPANET tool.

The combination of flow and pressure features allows more significant improve-
ment in the leakage detection and leakage dimension detection methods. At regular
intervals, the temporal improvements should be done to improve the flow and pres-
sure data sets to get the proper leakage detection methods. According to EPA reports,
the leaks of average household are responsible of wastage of 10,000 gallons wasted
every year, with more than 1 trillion gallons of water wasted annually nationwide.
With performing frame-by-frame evaluation, the algorithm allows to perform with
more accuracy in the online monitoring of the data sets of flow and pressure data.
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3 Proposed Framework

In this paper, we monitor the real-time height of the water tank in each house. Before
we develop the whole Microgrid system, the structure needs to be analyzed (Fig. 1).

A. Overall Architecture
The Microgrid system consists of two devices and a hybrid application. The first
device, smart level device, measures the height of water tank to control the level and
uploads the real-time data to cloud. Graph below shows how the data is stored in the
cloud from smart level device.

Another device, motor controlled device, switches on/off the motor automatically
by receiving the signal from the smart level device through GSM module. The relay
is used to control the motor once they receive the signal.

We developed a hybrid application to monitor, control, and check the leakage
dimension through the algorithm developed (Fig. 2).

B. Tank Unit
The Smart level device uses the ultrasonic sensor to sense the tank height and uploads
the sensed data to the cloud every minute. The cloud is used for storage and analysis
purpose; the GSM/GPRS module has been used configured with Arduino and UR
sensor to upload the data to the cloud (Fig. 3).

Fig. 1 Proposed smart water tank
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Fig. 2 Complete smart water tank block diagram

Fig. 3 Tank unit
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Fig. 4 Water pump unit

The smart level device sends signal to the controlled motor device to ON or OFF
the motor at the specified time (when tank height reaches top and it reaches bottom)
automatically (Fig. 4).

C. Water Pump Unit
The second controlled motor device uses the relay connected with a motor to get
on/off automatically. The motor and relay are configured with Arduino and GSM
module to receive the signal and perform the specified operation to make motor
on/off.

D. Hybrid App
We decided to develop hybrid app as it combines the feature of both Web and native
apps [5]. The storage area is the cloud which is used for analyzing and visualization
of the sensed data. The app will be able to monitor the current level of the water
tank automatically; it fetches the data from cloud with an interval continuously. The
app will be able to force on or force off the motor by signaling the controlled motor
device; the priority will be given to the app to control the motor.

The signal will be in the form of text SMS sent from the app to the GSM module
in the controlled motor device which will automatically turn on/off the motor using
the relay. The app will provide an inspection mode which will be turn on by the user
occasionally in the night when they want to check if there is any leakage in the house
water tank.
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E. Inspection Mode
Once the inspection mode gets on, the user will not be able to use the tank over
the inspection time. During the inspection mode, the app will get the start time and
end time for further calculations; 6 h is the maximum time for which inspections
will be on; if there is no leakage, the inspection gets automatically off. Once the
inspectionmode gets started, the timer starts and the calculation for leakage detection
and dimension (if any found during the specified time) is performed in the app
continuously.

F. Leakage Detection Method
Leakage Detection Method: Once the timer starts, the first value app fetches from
the cloud it gets stored and later on every 30 s the data will be fetched from cloud and
compared with the starting value if any changes occur then the level is decreasing
and then the tank has leakage in it somewhere.

Leakage dimension algorithm:
We propose a new algorithm by using concepts of atmospheric pressure, physics,

and Bernoulli’s principle to determine the dimension of the leakage.

1. We use the physics formula Q � AV, where

Q: Rate of Flow of water from the tank,
A: Area of the leakage found,
V: Velocity of the water flowing out from the tank.

2. First we find the Q, the provided values are (a) Difference in the level of the tank
from starting the timer to the time leakage is found.

3. (b) Time difference (starting time level when it gets decreasing and time when
level gets constant).

4. We will get the Q value suppose it to be X.
5. Next the velocity needs to be calculated.
6. The velocity will be found with the help of Bernoulli’s principle and atmospheric

pressure, the pressure needs to be calculated at the each level of the tank.
7. The velocity can be calculated by using the Bernoulli principle and atmospheric

pressure; we derive at the following equation for velocity:
8. V � sqrt (2*g*h1).

Next using the above results, the area of the leakage will be found (A � Q/V);
from the area of the leakage, the radius can be calculated. Using the proposed leakage
detection/dimension algorithm, the approx. dimension can be found in the leakage
hole (Fig. 5).

The app controls, monitors, and calculates the dimension of leakage using this
algorithm and notifies the user with the required details of the leakage hole.
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Fig. 5 Leakage detection and approx. dimension

Fig. 6 Arduino UNO

4 Implementation

A. Hardware Requirements

i. Arduino Uno

Arduino UNO is a board which supports ATmega328P microcontroller. It consists
of 14 digital pins, a USB connection, reset button, 6 analog input, ICSP header, and
16MHz quartz crystal. It is mainly responsible for supporting microcontroller. It has
flash memory of 32 KB, SRAM 2 KB, EEPROM 1 KB. Arduino software is used
for programming Arduino UNO (Fig. 6).
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Fig. 7 Ultrasonic sensor

ii. Ultrasonic sensor

HC-SR04 ultrasonicmodule has four pins, ground, VCC, Trig, and Echo. The ground
and VCC pins should be connected to the Arduino 5 v and ground pins, respectively.
The Echo and Trig pins need to be connected to the digital pins of the Arduino to read
the sensor values and to print the sensor values on the serial monitor. The distance
calculated from ultrasonic sensor will be in meters(m), that can be modulated to any
form of units (Fig. 7).

iii. GSM/GPRS SIM 900A

Global system for mobile communication has frequencies of 900/1800 MHz. AT
commands can be used for setting up the frequency band. The baud rate can also be
configured using AT commands from 1200 to 115,200. It provides internal TCP/IP
stacks to enable Internet connections. SIM900a is compact and wireless module
(Fig. 8).

iv. Relay Board

Relay is an automatic electrically operated switch. It ismainly used for a circuitwhere
it is essential to control a device by a low power signal or one signal. Contractor is
a type of relay that handles electric motors (Fig. 9).

v. Submersible Motor

A submersible pump is a device that contains closed motor attached to the pump
body, basically tries to push fluid to the flat area as opposed to other pumps having
to pull fluids (Fig. 10).
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Fig. 8 GSM/GPRS module

Fig. 9 Relay board
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Fig. 10 Submersible motor

B. Software Requirements

i. Arduino software

Power up the Arduino by connecting USB cable to the computer; you will see the
LED label on light up. Select the required port in the Arduino software and upload
the code to the Arduino, with respect to the code the output can be seen on the serial
monitor.

ii. ThingSpeak cloud

The ThingSpeak cloud is generally used for IoT application for storing data and
retrieving data from the cloud directly to the IoT devices which have connectivity to
the Internet.
The data sensed by the sensors used in the IoT devices will send to the ThingSpeak
cloud using theHTTPprotocol request and responsemethods (GET, PUT,DELETE).
The data stored in the cloud is stored in the form of channels; user needs to make
private or public channel to store the data from IoT devices; once theymake channels,
the ThingSpeak will provide API keys to read and write on the cloud.

iii. Ionic framework

Ionic framework is open-source framework for hybrid app development. Ionic frame-
work is built on top of angular JS and Cordova. It provides services and tools for
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Fig. 11 Schematic diagram of sensor device

developing apps using Web technologies like HTML, CSS, angular JS, JavaScript,
and Node JS framework support for server-side programming.
Ionic provides ionic creator to make UI of apps easy by using drag and drop icons
which are difficult to program by using any editor.

iv. Atom

It is a free and open-source text editor. Atom works on different operating systems
like OS X, Linux, and Windows X. A user can build their own packages and can
install packages. It consists of many themes which catch user’s attention and hold
their interest. It makes user to understand and access the code easily by managing
multiple files of a project or the whole project.
As shown in Figs. 11 and 12, ultrasonic sensor reads the level of the water in the
tank and sends data through GSM/GPRS module to the cloud. For the GSM/GPRS
modules, the connection has to be made properly by using the AT commands for
uploading the data to the cloud in regular intervals. The issue was in connection with
the cloud and to get the data at regular intervals, the TCP connections had to made
first with the cloud, and then get the data with GET request in regular intervals.

The synchronizing of the timer and algorithm needs to be implemented properly
in the app, proper functions/methods need to address for the checking of constant
data receiving from the cloud to make the inspection mode off automatically.

Themotor is controlled using relay board. Figures 13 and 14 show the circuit con-
nection between relay and GSM/GPRSmodule. Figures 12 and 14 are the completed
image of the circuits.

5 Result

Input: height and capacity of tank
The proposed algorithm is tested for different test cases as shown in the Table 1.

In the Table 1, if there are any changes in the level of the water in the tank, then the
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Fig. 12 Actual circuit

Fig. 13 Schematic diagram of motor device

leakage is detected and the dimensions of leakage are calculated for that time period
given in column inspection time.

6 Conclusion and Future Work

This paper proposed and Smart Microgrid system to automatically turn on/off the
house motors using the IoT devices according to the tank levels and using the cloud
for analyzing the data for efficient and no wastage of water will be done and an app
that controls the house motor and finds the leakage dimension in the water tank of
each houses.
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Fig. 14 Actual circuit

Table 1 Test cases

Test cases Readings Calculating leakage

Inspection
time
(minutes)

Initial
level
(liters)

Final level
(liters)

Change in
level

Rate of flow
of water
(l/s)

Radius of
leakage
(cm)

01 30 7 3.75 Yes 0.00368 0.292

02 20 5 2.95 Yes 0.001708 0.0649

03 60 6.4 6.4 No No leakage No leakage

04 45 5.51 3.78 Yes 0.0006407 0.04149

05 20 6.5 6.5 No No leakage No leakage

The proposed system includes tank automatic controlling and leakage detec-
tion/dimension; in future works, we expect to send more data to cloud and analyze
it more and can generate some algorithm to find the lifetime of the tank and can get
proper dimensions of the leakage.
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Smart Sensing for Vehicular Approach

Mukesh Chandra Sah, Chandan Kumar Sah, Shuhaib Akhter Ansari,
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Abstract Every day around the world, a humongous amount of people die from
road accident and the subsequent injuries. There aremany problemswhich are largely
prevalent in the everyday life of a driver around the globe. Some of the techniques that
are available in the market are too expensive to implement on a common vehicle. If
we take a look around the common household in an Indian society, most of the people
are using average cost vehicles and they are not able to afford the existing techniques
which can detect the obstacle to prevent from the road accident. The survey has been
conducted on the problems which are being faced by the driver at the time of driving
and we have proposed a suitable and less expensive ways to implement the solutions
of, not all the problems, but few of them to detect the causes of road accident by
using some sensors like ultrasonic sensor, ldr sensor, ir sensor and prevention from
collision. As smart-driver assistance system, invisibility problem is our main focus
in this project. The concept is that it assists the driver with information and actions.
In our proposed work, the smart-driver assistant system will provide the information
after analyzing results of various sensors existing in the system and then if the driver
is unable with actions necessary to ensure the driver’s safety. Invisibility in fog is
one of the major reasons of road accidents, various approaches have been made to
counter this problem. We have found that ultrasonic sensor can be used to counter
this problem. The sensed information is provided to the driver who takes appropriate
action depending on the information. However, there are cases where the driver is
incapacitated or unable or there are cases where the driver actually needs to drive
faster for some urgency. In such cases, the smart-driver assistant system comes in play
and slows down the vehicle for the drive, which changes their direction. If unable,
the system slows the vehicle itself and if still not stopped, it stops the vehicle at 20 cm
away from the obstacle. The proposed work has been tested with four parameters
and found to be a better solution.

Keywords Smart-driver assistance system · LDR · IR · Ultrasonic sensor
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1 Introduction

Transportation has a key influence in the improvement of our civilization. Transporta-
tion intends to move individuals, creatures, or merchandise starting with one place
then onto the next. Furthermore, it can be accomplished by different means of land
(street and rail), water, air, pipeline, link, or space. Be that as it may, the most well-
known and the most utilized as a part of our everyday life are street transports like
transport, auto, cruiser, and so on. Road accidents are an essential stress for the both
made and making the world. Diminishing these setbacks and completing directing
factors for the security of drivers and individuals by walking is of most extraordinary
hugeness as the decrease and flow examinations exhibit that most of the roadmishaps
happen in light of roadwork or obstacles or clashing speed. The essential point is that
roads mishaps are dangerous and furthermore hurting to both individual lives and
properties. These should be avoided. There have been various progresses to control
the development prosperity and the starting late impelled driver help structures are
to some degree unmistakable. There are various such unique structures to control
the speed of the vehicles normally and avoid horrendous repercussions. One such
system to control the vehicles speed is cruise control (CC). It keeps up the speed of
the vehicle at customer reset capacity. The adaptable excursion control (AEC), which
adds to CC the capacity of keeping a shielded division from the principal vehicle.
A drawback of these structures is that they are not unreservedly fit for perceiving
straight and twisted parts of the road; where the speed must be conveyed down to
avoid setbacks [1].

2 Related Work

Smart vehicles are a thing of today, a rave among the vehicles. Regular vehicles while
helpful and responsive to human info, while vital does not give the wellbeing and
security of the smart vehicles which are involved numerous highlights that require no
human information and helpwhen the driver cannot and along these linesmaintaining
a strategic distance from the workload. Earlier investigations and examines have
indicated numerous enhancements in the ideas and outline of such vehicles with keen
highlights. In 1983, an entire creation four-wheel electronic hostile to slide control
was presented on the Toyota Crown. In 1987, Mercedes-Benz, BMW, and Toyota
delivered their first footing control frameworks. In 1990, Mitsubishi discharged the
Diamante (Sigma) in Japanwhichhighlighted another electronically controlled active
trace and traction control system (the first mix of these two frameworks on the planet)
that was created by Mitsubishi. It was basically named TCL in 1990. In any case,
now the framework has advanced into Mitsubishi’s cutting-edge Active Skid and
Traction Control (ASTC) framework [2].

There were numerous early cautioning frameworks that have been endeavored as
ahead of schedule as the late 1950s. For instance, Cadillac, which built up a proto-
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type vehicle named the Cadillac Cyclone and utilized the new innovation of radar
to distinguish protests in the front of the auto with the radar sensors, which was
mounted inside the “nose cones”. It was resolved too expensive and the model was
thusly dropped. In 1995, the primary current show, for really useful forward colli-
sion avoidance, was performed by a group of researchers and architects at Hughes
Research Laboratories in Malibu, California. It was financed by Delco Electron-
ics and was going by HRL physicist Ross D. Olney. This innovation was named
for promoting purposes as “Admonish”. The framework [3] was radar-based—an
innovation that was promptly accessible at Hughes Electronics, however, not eco-
nomically somewhere else. A little custom-manufactured radar-head was created
particularly for this car application at 77 GHz.

So also there have been numerous different endeavors on numerous different parts
of smart vehicles like utilizing ultrasonic sensors, and cruise control for advanced
driver framework. Here in this venture, we have adjusted numerous methodologies
endeavored before and have attempted to make a brilliant vehicle that is smart in
the sense it is simple, however, does its work without quite a bit of client input.
At the beginning of autos, paces of vehicles were low and there were generally a
couple of vehicles out and about. The expansion in the number of vehicles and their
speed has just outpaced the enhancements on streets and the other activity offices,
bringing about hazardous street travel. The principal part of night driving is the
headlight which gives better vision. On the other, the hand vision of the driver is
influenced by the headlights of approaching vehicles. In addition, the action moves
at a speedier rate during the evening, this prompts head-on impacts. Night driving is
a wonder administered by various components. So to give ideal enlightenment at all
separations when vehicles are in the region, a controller is planned to such an extent
that speed, separation of a vehicle from another vehicle, [4] driver activity, climate
condition, kind of street (terrain, bend, highway) while driving are considered to
create the compelling yield power free of glare. Since the data sources are fluffy in
nature, a fuzzy controller is outlined.

Obstacle detection framework is an exceptionally reasonable framework that can
be utilized as a part ofmoving or stationary frameworks. It can even be utilized to help
outwardly weakened individuals. It is additionally relevant to anything that moves,
incorporating robot controllers alongside kept an eye on or unmanned vehicles for
arriving, ocean, air, and space. Obstacle detection and risk recognition—these are
synonymous terms with comparable results, however, are once in a while connected
in various areas; for instance, obstacle detection is normally connected to ground
vehicle route, through hazard detection is regularly connected to flying machine
or rocket during the time spent arriving, as in “landing hazard detection.” It is a
framework issue that comprises of sensors that [5] investigate the world around,
world models that speak to the sensor information in a pertinent shape, numerical
models of the association between objects around and the vehicle, and algorithms to
process the majority of this to induce obstruction avoidance feature to the vehicle.

What it truly does is, utilize sensors both at the front and back of the vehicle guards
and afterward send radar and sonar signals outward. These outward moving signals
when striking against an impediment, they return back to the vehicle guards, or all the
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more exactly to their source. This path traveled by the waves is then estimated and the
separation between the vehicles and the obstacle is considered. Once the separation
between the vehicle and the object is resolved, the suitable move is thenmade to keep
up the security of the vehicle.As a rule, the vehicles, if the question is inside the range,
convey an alert to the driver who at that point acts likewise. In any case, there are
[6] additionally some advanced variants of this framework where the vehicle quickly
applies a brake to stop the auto before crash. Light-dependent resistors (LDRs) or
photoresistors are most of the time used as a piece of circuits where it is imperative
to distinguish the proximity or the level of light. They can be depicted by a grouping
of names from the light-dependent resistor (LDR), photoresistor, or even photocell,
photocell, or photoconductor. But unique contraptions, for instance, photo diodes or
photo transistor can in similarly be used, LDRs or photoresistors are a particularly
beneficial equipment fragment to use. They give considerable change in security
from changes in light level.

In perspective of their minimal effort, the simplicity of fabricating, and conve-
nience LDRs have been utilized as a part of a wide range of uses. At one time,
LDRs were utilized as a part of photographic light meters, and even now they are
as yet utilized as a part of an assortment of uses where it is important to recognize
light levels. LDRs are extremely helpful parts that can be utilized for an assortment
of light-detecting applications [7]. As the LDR resistance ranges over such a wide
range, they are especially valuable, and there are numerous LDR circuits accessible
past any appeared here. With a specific end goal to use these parts, it is important to
know something of how an LDR functions.

2.1 Automobile Manufacturers

i. Volvo:

2006: Volvo’s “Impact Warning with Auto Brake”, created in collaboration with
Mobileye,was presentedon the 2007S80.This framework is fueledby a radar/camera
sensor combination and gives a notice through a head up show that outwardly looks
like brake lights. On the off chance that the driver does not respond, the framework
pre-charges the brakes and expands the brake help affectability to boost driver brak-
ing execution. Later forms will naturally apply the brakes to limit person on foot
impacts. In a few models of Volvos, the programmed stopping mechanism can be
physically killed. The V40 likewise incorporated the primary walker airbag, when it
was presented in 2012.

2013: Volvo presented the primary cyclist identification framework. All Volvo
vehicles now come standard with a lidar laser sensor that screens the front of the
roadway, and if a potential impact is recognized, the seat straps will withdraw to
decrease overabundance slack. Volvo now incorporates this security gadget as a
discretionary in FH arrangement trucks.
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2015: “Intelli Safe” with auto brake at crossing point. The Volvo XC90 highlights
programmed braking if the driver hands over front of an approaching auto. This is a
typical situation at occupied city intersections and additionally on roadways, where
as far as possible are higher. [src: wikipedia]

ii. Audi:

2010: “Pre sense” self-governing crisis slowing mechanism utilizes twin radar and
monocular camera sensors and was presented in 2010 on the 2011 Audi A8. “Pre
sense in addition to” works in four stages. The framework initially gives cautioning
of an approaching mischance, initiating danger cautioning lights, shutting windows
and sunroof, and pretensioning front safety belts. The notice is trailed by light braking
to stand out enough to be noticed. The third stage starts self-governing incomplete
braking at a rate of 3 m/s2 (9.8 ft/s2). The fourth stage builds braking to 5 m/s2

(16.4 ft/s2) trailed via programmed full braking power, generally a large portion
of a moment before anticipated effect. “Pre sense raise”, is intended to diminish the
results of backside crashes. The sunroof and windows are shut and safety belts are set
up for affect. The seats are advanced to secure the auto’s inhabitants. 2015 presented
the “shirking partner” framework that mediates in the guiding to enable the driver
to maintain a strategic distance from a snag. On the off chance that a mischance
happens the “turning collaborator” screens contradicting movement when turning
left at low speeds. In basic circumstance, it brakes the auto. “Multicollision brake
help” utilizes controlled braking moves amid the mischance to help the driver. The
two frameworks were presented on the Second era Q7. [src: wikipedia]

iii. Ford:

Starting on the 2012 Ford Focus, Active City Stop was offered on the range topping
Titanium show, under the discretionary Sports Executive Pack. The framework uti-
lized windscreen mounted cameras, radars, and lidars to screen the street ahead. The
framework doesn’t give a notice, rather, it can keep a crash happening at speeds in the
vicinity of 3.6 and 30 kph. This speed was later raised to 50kph, and was accessible
on all models, the Trend, Sport, Titanium, ST, and RS (Limited Edition as it were.)
[src: wikipedia]

iv. Honda:

2003: Honda presented a self-sufficient braking (Collision Mitigation Brake System
CMBS, initially CMS) front impact evasion framework on the Inspire and later in
Acura, utilizing a radar-based framework to screen the circumstance ahead and give
brake help if the driver responds with deficient power on the brake pedal after a notice
in the instrument bunch and a fixing of the seat belts. The Honda framework was the
primary creation framework to give programmed braking. The 2003 Honda frame-
work additionally joined an “E-Pretensioner”, which worked in conjunction with
the CMBS framework with electric engines on the safety belts. Whenever initiated,
the CMBS has three cautioning stages. The principal cautioning stage incorporates
capable of being heard and visual notices to brake. In the event that disregarded, the
second stage would incorporate the E-Pretensioner’s pulling on the shoulder bit of
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the safety belt a few times as an extra material cautioning to the driver to make a
move. The third stage, in which the CMBS predicts that an impact is unavoidable,
incorporates full safety belt slack takeup by the E-Pretensioner for more powerful
safety belt insurance and programmed use of the brakes to reduce the seriousness
of the anticipated crash. The E-Pretensioner would likewise work to diminish safety
belt slack at whatever point the brakes are connected and the brake help framework
is actuated.) [src: wikipedia]

3 Algorithms

INPUT: List of sensor implemented in the vehicle sense the information/data
from the environment and transmits to the microcontroller.
OUTPUT: The microcontroller gives the perfect commands to the motor driver
for actuation.

1: Initialize the PIN of Arduino UNO board for the list of sensors and D.Cmotor.
2: Command is given by a smartphone via Bluetooth to control the vehicle in

the Forward, backward Left and Right directions. Here smart phone is used in
place of driver to control the vehicle.

3: if command equal to “F” and obstacle detected in the way then,
Target distance between the vehicle and obstacle will be calculated as given
bellow:
a. Ping-Time � Ping-Time/1,000,000*3600;
b. Target-distance � speed of sound * Ping-Time;
c. Target-distance � Target-distance/2;
d. Target-distance � Target-distance * 63,360*2.54//Target-distance is con-

verted into cm.
4: if Target-distance >40 cm then,

Vehicle starts moving smoothly and message will display in the LCD display
as “No obstacle in the Way”.

5: if Target-distance will be >20 cm and <=40 cm then,
6: Speed of the vehicle reduced slowly and message will display in the LCD

display as “obstacle detected in the way (e.g. 33 cm) ahead from the vehicle,
Drive slowly”.

7: if Target-distance will be equal to 20 cm.
8: Vehicle stops automatically with warning sound and message will display in

the LCD display as “obstacle is too nearer to the vehicle”.
9: if any objects with high Intensity detected with in/equal to 40 cm form the

vehicle then,
10: Intensity of a Vehicle Headlight becomes dim and becomes in the original state

after crossing the objects. (Object may be static or dynamic).
11: if command equals to “R” then,
12: Vehicle starts moving in the reverse direction.
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13: if command equals to “TL” then,
14: Vehicle turns in the left direction.
14: if command equals to “N” then,
15: Vehicle STOP.
16: if LDR status equals to ON then, Head Light TURN ON,
17: Else, Head Light TURN OFF.

Note: Here distance is kept in cm according to the ability of components used in
our project. For real-time implementation, the distance can be adjusted.

4 Proposed Implementation

4.1 Block Diagram

• The power supply is a rechargeable battery source which supplies power to the
DC motor and different components of the vehicles like the microcontroller and
sensors.

• The motor driver is an IC which receives power from the battery and signal from
the Arduino, microcontroller, to move the four wheels of the vehicle.

• Arduino is a microcontroller device which along with its own processor and ROM
supports various peripherals like the sensors, buzzers, and Bluetooth.

• Sensors represent the three different sensors used in this project. LDR sensor, IR
sensor, and ultrasonic sensor for performing variously proposed functionalities of
the system.

• Bluetooth module is a master/slave configured device used for controlling the
vehicle with a remote handheld controlling device.

• LED is a small light which reflects the action taken by the IR sensor and LDR
sensor.

• A buzzer is a sound device which gives a warning sound when certain criteria are
met by the vehicle.

• LCD is a displaying device that shows the information provided by the various
vehicular components (Fig. 1).

4.2 Adaptive Headlight

The central part of night driving is the headlight which gives better vision. On the
other, the hand vision of the driver is influenced by the headlights of approaching
vehicles. Also, the activity moves at a quicker rate around evening time, this prompts
head-on impacts. Night driving is a marvel administered by various variables. So
to give ideal light at all separations when vehicles are in the region, a controller
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Fig. 1 Block diagram of the proposed work

is planned with the end goal that speed, separation of a vehicle [8] from another
vehicle, driver activity, climate condition, kind of street (landscape, bend, highway)
while driving are considered to create the successful yield force free of glare. Since
the sources of info are fluffy in nature, a fluffy controller is composed.

Application:

When driving on twisting streets during the evening, amid dusk, or in other low-light
conditions, adaptive headlights are very helpful. Or maybe they can be necessities
on occasion. They can be utilized as a part of the accompanying circumstances and
situations.

• A stray creature amidst the street, during the evening.
• Sudden passageway of a vehicle in your path while turning.
• Hill peaking on a restricted and bowed street, we can not affirm if a vehicle is
coming or not.

• The headlights may turn the approaching rider bling amid turning.
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4.3 Electronic Stability

Accessible in numerous new autos, this innovation enables drivers to keep up control
of their vehicle amid extraordinary controlling moves by keeping the vehicle headed
in the driver’s planned course, notwithstanding when the vehicle nears or surpasses
the breaking points of street footing.

Electronic stability control (ESC) causes drivers to keep away from crashes by
diminishing the threat of slipping or losing control because of overdirecting. ESC
ends up dynamicwhen a driver loses control of their auto [9]. It utilizes PC-controlled
innovation to apply singular brakes and helps bring the auto securely back on track,
without the threat of fish-following.

Australian research demonstrates that ESC decreases the danger of:

• Single auto collisions by 25%
• Single 4WD crashes by 51%
• Single auto collisions in which the driver was harmed by 28%
• Single 4WD crashes in which the driver was harmed by 66%*

4.4 Obstacle Detection

Obstacle detection framework is an exceptionally common sense framework that
can be utilized as a part of moving or stationary frameworks. It can even be utilized
to help outwardly disabled individuals. It is additionally material to anything that
moves, incorporating robot controllers alongside kept an eyeonor unmannedvehicles
for arrive, ocean, air, and space. Hindrance recognition and peril discovery—these
are synonymous terms with comparable results, however, are at times connected in
various regions; for instance, impediment identification is generally connected to
ground vehicle route, while danger location is regularly connected to flying machine
or shuttle during the time spent arriving, as in “landing risk identification.” It is a
framework issue that comprises of sensors that examine the world around, world
models that speak to the sensor information in an applicable shape, scientific models
of the cooperation between objects around and the vehicle, and calculations to process
the greater part of this to gather deterrent evasion highlight to the vehicle.

What it truly does is, utilize sensors both at the front and back of the vehicle
guards and afterward send radar and sonar flags outward. These outward moving
signs when strike against a deterrent, they return back to the vehicle guards, or all the
more accurately to their source. This way went by the waves is then estimated and
the separation between the vehicles and the question is resolved. Once the separation
is resolved, suitable move is then made to keep up the security of the vehicle. Much
of the time, the vehicles, if the protest is inside the range, convey an alert to the driver
who at that point demonstrations in like manner. In any case, there are likewise some
propelled variants of this framework where the vehicle promptly applies brake to
stop the auto before crash.
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4.4.1 Forward Collision Avoidance

Forward collision avoidance frameworks are a dynamic security include that cautions
drivers in case of an unavoidable frontal crash.At the pointwhen the FCWframework
prepared vehicle comes excessively near another vehicle before it, a visual, capable
of being heard, or potentially material flag jumps out at alarm the driver to the
circumstance.

FCW frameworks are likewise alluded to as “Pre-safe Braking,” “CollisionWarn-
ing with Auto-Brake,” “Pre-CrashWarning Systems,” “CollisionMitigation Braking
System,” “Predictive Forward CollisionWarning,” and different names. The capacity
and limits of these frameworks can fluctuate incredibly, notwithstanding a typical
general objective to keep a forward impact. To discover the name of the particular
framework in your vehicle, counsel your proprietor’s manual or the dealership [9].

How it can help you avoid a crash
FCAT can be successful by:

• Warning the driver of a potential crash danger while going along an expressway
or in rush hour. On the off chance that the driver does not react to the notices, the
framework can lessen the vehicle’s speed.

• Emergency halting if a walker strolls before it
• Preventing a stationary vehicle from driving forward into the back of another
stationary vehicle.

Different innovations have been created for FCAT frameworks, varying in:

• Detection go
• Responsiveness.

4.5 Light-Dependent Resistor

Light-dependent resistors (LDRs) or photoresistors are frequently utilized as a part of
circuits where it is important to distinguish the nearness or the level of light. They can
be portrayed by an assortment of names from lightward resistor, LDR, photoresistor,
or even photograph cell, photocell, or photoconductor. Albeit different gadgets, for
example, photodiodes or photograph transistor can likewise be utilized, LDRs or
photoresistors are an especially advantageous hardware segment to utilize. They give
substantial change in protection from changes in light level. In perspective of their
minimal effort, simplicity of make, and usability LDRs have been utilized as a part of
a wide range of uses. At one time, LDRs were utilized as a part of photographic light
meters, and even now they are as yet utilized as a part of an assortment of uses where
it is important to distinguish light levels. LDRs are extremely helpful segments that
can be utilized for an assortment of light-detecting applications [10]. As the LDR
protection fluctuates over such a wide range, they are especially valuable, and there
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Table 1 Reading of
ultrasonic sensor

Distance Actions

0–20 Vehicle will stop automatically

21–40 Speed will reduced by 40 rpm

>=41 No obstacle in the way

Table 2 Reading of LDR
sensor

LDR status LED status Distance (cm)

300 ON 0–10

500–800 ON 25–35

>=800 ON >35

are numerous LDR circuits accessible past any appeared here. Keeping in mind the
end goal to use these parts, it is important to know something of how aLDR functions.

5 Results

The vehicle is successfully able to move in all the directions, and the integration of
various components is quite successful too.We successfully connect the LCDdisplay
to the microcontroller to display the warning messages. And as a driver, we are able
to control the vehicle with smart phone via Bluetooth. Alongwith the driver assistant,
we have implemented smart sensing through sensors to provide smart features.

5.1 Test Cases

Description

• Table 1 explains the working of the ultrasonic sensor in which it determines the
actionwith respect to the distance calculated or given.When the vehicle is between
0 and 20 cm then the vehicle will stop, between 20 and 40 cm the speed gets slowed
down and greater than 40 cm the vehicle will be running normally.

• Table 2 explains the working of LDR sensor that determines the LDR status along
with the LED status with respect to the distance of the light from the LDR. On
0–10 cm, the resistance is between 300� and the LED is ON, between 25 and
35 cm with nearly 500–800� the LED will glow, similarly for the distance greater
than 35. On minimum distance between 0 and 10, the LED will be OFF.

• Table 3 determines the LED by the IR sensor. Obstacle on less than 40 cm, the
LED will glow with less intensity but distance over 40 cm the LED will glow with
high intensity depending on day and night.
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Table 3 Reading of IR
sensor

Distance (cm) LED status

Less than equal to 40 Light intensity becomes LOW

Greater than 40 Light intensity becomes HIGH

Fig. 2 Detecting obstacle in
fog (low visibility)

Fig. 3 Obstacle detected by
the vehicle 22.75 cm ahead

5.2 Snap Shot

See Figs. 2, 3, 4, 5.
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Fig. 4 Vehicle stopped
because the distance between
obstacle and vehicle is less
than 20 cm

Fig. 5 Vehicle state after
demo
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6 Conclusion

Road accidents and crashes are now facing an all-time high number in modern India,
and there are various reasons for this—both natural and situational. And to counter
this increasing toll of lost lives, we have tried to present a smart-sensing vehicle with
Arduino as its microcontroller and DC motor for actuation of the vehicle. We have
considered some major reasons for road accidents like weather conditions, night
driving, or vehicle’s loss of control over its wheels. The project focuses on adaptive
headlights which can alter the level of the brightness of the headlights as per timing of
the day and light by sensing the amount of light it is receiving. The obstacle detection
feature is probably the most helpful as it measures the distance between the obstacle
and the vehicle and helps to take proper action.

The advancement in road transportation and its decreasing cost is enabling people
to take upon the automobiles and thus the increased traffic is a major reason for the
number of people dying on the roads for vehicle accidents. Thus, with this project,
we have called upon engineers to take up action to save those lives.While this project
gives a rudimentary prototype of where the vehicles have reached in regard to the
safety of vehicles, further methods can be developed to help with this aim.
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Android Malware Detection Techniques

Shreya Khemani, Darshil Jain and Gaurav Prasad

Abstract Importance of personal data has increased along with the evolution of
technology. To steal and misuse this data, malicious programs and software are writ-
ten to exploit the vulnerabilities of the current system. These programs are referred
to as malware. Malware harasses the users until their intentions are fulfilled. Earlier
malware was major threats to the personal computers. However, now there is a lateral
shift in interest toward Android operating system, which has a large market share in
smartphones. Day by day, malware is getting stronger and new type of malware is
being written so that they are undetected by the present software. Security param-
eters must be changed to cope up with the changes happening around the world.
In this paper, we discuss the different types of malware analysis techniques which
are proposed till date to detect the malware in Android platform. Moreover, it also
analyzes and concludes about the suitable techniques applicable to the different type
of malware.

Keywords Android malware · Static analysis · Hybrid analysis · Detection
techniques · Dynamic analysis

1 Introduction

Cybersecurity is a very challenging task which is becoming cumbersome day by
day. We live in the era of smartphones and laptops, which has made our life easier
in certain ways but also it has resulted in making all our information and data more
vulnerable. Cybercrimes are increasing at a rapid rate because the vulnerability has
increased largely over the time.

According to a survey conducted byWe are Social [1], 66% of the total population
use mobile phones. Moreover, Statista [2] reported, out of these 66% people, 47%
own a smartphone, and out of these 47% people, 87% use Android OS in their
smartphones. That means, two out of every seven people use Android platform in
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Fig. 1 Total malware
samples found in mobile
sector

Fig. 2 New malware
samples found quarterly

their smartphones. This is one of the reasons that attract malware writers to attack
on this particular smartphone operating system.

Kaspersky Lab reported that nearly 40 million attacks by malicious mobile soft-
ware in 2016 [3]. McAfee Labs reported that new malware rose by 60% from the
previous quarter in 2017 on Android platform [4]. Figure 1 shows the total malware
samples quarter by quarter since 2015. The total malware is increasing quarter by
quarter and thus increasing the chances of increase in attacks.

Figure 2 depicts the amount of new malware found. New malware found in 2017
Q3 is very high, this means writers are finding new ways on how getting the mal-
ware undetected is increasing. This scenario urges us to increase the security of all
platforms to keep it’s users safe from these malware. Hence, this malware must be
detected and removed for the betterment of users and proper functioning of Android
OS.

In order to detect this malware, the methods proposed are static analysis, dynamic
analysis, and hybrid analysis. The remainder of the paper is organized as follows:
Sect. 2 discusses different types of malware detection techniques; Sect. 3 presents
the concluding remarks.
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2 Malware Analysis

2.1 Static Analysis

Static analysis tests and evaluates an application by examining its source code, with-
out executing it. This analysis checks even those parts of the code, which may not
get invoked during execution.

Permission-Based Approach

These different types of malware are harmful to the systems, and hence, permissions
are inculcated in the Android system to ensure that that application gets access to
limited components and data of the smartphone. A user has the privilege of choosing
whether to install the application on the basis of the permissions requested by it.
All the permissions that are required by an app are mentioned in the AndroidMani-
fest.xml file. The manifest file contains inherent information about the application,
the information that the system must have before it can run any of the application’s
code.

Seth et al. [5] proposed malware detection using Android permission. Apktool is
used to extract the manifest file from an apk file. After extraction of permissions,
a feature vector is created for each application based on 35 permissions. Once the
feature vector is created, the accuracy of malware detection is evaluated by applying
three supervised machine learning algorithm namely K-Nearest Neighbor (KNN),
Decision Tree, and Support Vector Machine (SVM). Supervised machine learning
learns a function that maps an input to an output, based on already present input–out-
put pairs. KNN is a simple nonparametric algorithm that stores all obtainable cases
and classifies new cases on the basis of similarities. A decision tree is a map of the
viable outcomes of a series of interconnected choices. These can effectively deal
with large, complicated datasets without imposing a complicated parametric struc-
ture (Fig. 3).

Fig. 3 kNN Algorithm
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Fig. 4 Support vector
machine

Support Vector Machines are based on the concept of hyperplanes that define
decision boundaries. A hyperplane is one that divides the sets of objects having
unrelated class memberships. In other words, the algorithm results into an optimal
hyperplane which classifies new instances. For observation, a total of 90 applications
were taken into account, out of which 60 applications were used as training data, and
30 applications were used as test data. Decision tree classifier was claimed to obtain
the best results, with an accuracy of 93.33% (Fig. 4).

Xing et al. [6] proposed a two-layered permission-based detection. They analyzed
xml file and extracted features such as requested permissions, requested permission
pair, used permissions, used permission pair as their entities. They have extracted
20,548 benign apps and 1136 malicious apps as training set, and 800 benign apps
and 400 malicious apps as test set. A dataset comprises of a training set and a test
set. A training is built to formulate a model, while a test set is to validate the model
built. Thereafter, to evaluate the performance of the proposed method, the following
standard metrics such as true positive rate, false positive rate, precision, and accu-
racy are taken into account. True positive rate measures the proportion of positives
that are correctly identified. False positive rate measures the proportion of negatives
that are correctly identified. Precision is the fraction of relevant instances among
the retrieved instances, while accuracy is the fraction of relevant instances that have
been retrieved over the total amount of relevant instances. Both precision and accu-
racy are, therefore, based on the measure of relevance. Hereafter, to classify benign
and malicious applications, they have used Weka which is a collection of machine
learning algorithms for data mining tasks. It contains tools for data preprocessing,
classification, regression, clustering, association rules, and visualization. At last, they
have concluded that permission-based model can be used as the first step of malware
detection, but it certainly requires further detection to correctly determine whether
the app is malicious or not.
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Shahrier et al. [7] proposed Latent Semantic Indexing (LSI). It is an analysis
technique through which the concepts are produced by analyzing the relationship
between the set of documents and the words that are contained in those documents.
LSI works on a concept that the words whose meanings are close should occur in
similar pieces of text. To implement this technique, a matrix is computed where
rows are a set of permission keywords and columns are set of documents. The set
of short listed aberrant applications (documents) are identified and common set of
permissions are obtained from their respective categories. Further, singular-value
decomposition (SVD) is applied to reduce the matrix and get relevant data as the
outcome. Therefore, if permissions of an application significantly match with the
common set of relevant data, then the app is marked as an anomalous application,
which then requires dynamic analysis to detect its behavior. This approach has the
potential to discover new anomalous applications and holds scope for future work. It
works on knowledge-based analysis. It continuously detects attacks and can notify
the user about them.

Signature-Based Approach

Faruki et al. [8] proposed AndroSimilar. The malware that is crafted using code
obfuscation technique and repackaging are detected using AndroSimilar. A vari-
able length signature is generated using this tool for the application which is under
observation. The signature is matched with the AndroSimilar malware database to
identify the app as malicious or benign on the basis of matched percentage. A total
of 24,441 applications were taken for testing, out of which 15,993 apps were taken
fromGoogle Play Store, 5139 apps were taken from third-party App Store, and 3309
were malicious apps. As a result, 76% of the samples were detected correctly. To
increase the efficiency, the database of signatures should be large enough so that
there are sufficient entries to match the known malware signature. The limitation it
holds is that this method cannot detect unknown malware.

2.2 Dynamic Analysis

It is the type of analysis where the application or the program is executed and it’s
behavior, interaction with the system is monitored. It is implemented in an isolated
environment such as a virtual box, a sandbox so that it doesn’t infect the actual
machine. Static analysis cannot detect new or obfuscated malware since it examines
the code and not the nature of it. However, dynamic analysis is very effective in
detecting them.

In [9], Egele presented a comprehensive overview of different dynamic malware
analysis, techniques, and tools for categorizing benign and malware apps. Dynamic
analysis approach is potent against obfuscation techniques such as metamorphic and
polymorphic still; it requires more resources.
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Anomaly Detection

It is basedonmonitoring the behavior of the device and then classifying it asmalicious
or benign.

Iker et al. [10] proposed Crowdroid, a behavior-based malware detection system.
Applications are inspected on the basis of system calls made. Strace [6] tool is used
to collect these Linux kernel system calls. Also, crowdsourcing is used to obtain the
non-personal behavior-related data of each application user use and then this data is
passed onto a remote server. A system call vector with respect to user’s interaction
with the applications is created. Then, each dataset is clustered using the partial
clustering algorithm. Moreover, k-means algorithm is used at the server end, where
the value of k � 2, as an input parameter to determine the nature of the application as
benign or malicious. As a result, Crowdroid is capable of distinguishing applications
which have the same name and version. Crowdroid uses deep analysis. However, it
requires the installation of Crowdroid client application to perform detection, and it
also gives incorrect results if legitimate app invokes more system calls.

Portokalidos et al. [11] proposed Paranoid a platform where complete malware
analysis can be performed with the help of mobile phone replicas in cloud. The exact
mobile phone replicas need to be executed in a secure virtual environment which
limits the number of applications running to not greater than 105 simultaneously.
Paranoid is preferred for detecting continuous attacks like worm infection, DoS,
whereas it reduces the battery life of the device by 30%.

Shabtai et al. [12] proposed Andromaly, a framework for anomaly detection. It
constantly monitors features and patterns that indicate device status for instance
battery, etc., while it is executing. It works on knowledge-based analysis. It contin-
uously detects attacks and can notify the user about them. Andromaly also detects
continuous attacks. Although, only four self-created malware was used for testing
and depletes the battery very quickly.

Taint Analysis

It determines what type of data is sent where. Enck et al. [13] proposed TaintDroid,
an information flow tracking system. It keeps track third-party applications that use
sensitive data like location of device, camera, microphone data. Data is assigned
a taint marking (or a label) indicating the data type. When the app is tainted, data
leaves the system at taint sink. It informs the users if their data is compromised.
It provides efficient tracking of sensitive information but does not perform control
flow. It ends it tracking, the moment data leaves the device. When the tracked data
contains configuration identifiers, it causes significant false positives. Taintdroid is an
effective method for tracking private information. However, it does not track control
flows and the information that leaves the device and returns as a network reply.

Emulated Analysis

Amos et al. [14] proposed STREAM, a System for Training and Evaluating Android
Malware. It runs on a single server. It is an automation framework and simulates user
input to triggermalicious activity.Also, it implements random fuzz testing.Android’s
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monkey is used to generate random stream of events as an input to an application.
However, itmay not be that accurate as compared to a real user input. The information
collected is about battery consumption, binder, memory, network, and permissions.
Many machine learning algorithms were used to distinguish. However, Bayes net
classifier was the one with suitable results.

2.3 Hybrid Analysis

It is the combination of both dynamic and static analyses. This analysis consists of
merging both static features obtained analyzing the application and dynamic features
obtained from executing the applications. The accuracy of the detection rate can be
increased using this approach.

This analysis consists ofmerging both static features obtained analyzing the appli-
cation and dynamic features obtained from executing the application. The accuracy
of the detection rate can be increased using this approach.

Yang et al. [15] proposed a two-stage malware detection for Android platforms
using hybrid analysis. Static analysis is used to extract permission features, triggering
mechanism, software’s package feature, and component feature. Moreover, dynamic
analysis is being performed simultaneously to extract the behavior characteristics
of the app. DroidBox [16] a sandbox tool is used for performing dynamic analysis.
MonkeyRunner script is used to simulate user’s clicks and system events. Features
extracted from dynamic analysis will be based on dynamic loading behavior, ser-
vices started, transmitting and retrieval of network data, reading and writing file,
opening the network connection, closing the network connection, sending text mes-
sages, making calls, recording type of encryption algorithm, and encryption keys.
The common permissions of a malicious software along with 22 dangerous rights in
Android software permissions provided by Google in it’s developer documentation
are used in feature vector. From the component feature, only the service and broad-
cast receiver component, 10 triggering events which malware usually listens to are
also used in feature vector. For dynamically extracted features, dynamic behavior
monitoring uses 13 fields. In the two-stage classification, the first stage uses classi-
fiers to determine the malicious nature of the software. Furthermore, on the second
stage, random forest-based multi-classifier to determine the family which the mal-
ware belongs to. Drebin [3] is used for malware samples. Support Vector Machine,
RandomForest,NaïveBayes,DecisionTree J48,LogisticRegression are themachine
learning algorithms used in stage one. The criteria for evaluating these algorithms
will be on the basis of true positive rate (also known as recall rate), false positive rate,
precision, F-Measure, area under curve. Eigenvectors of all samples containing the
static and dynamic characteristics are stored in a local file. 256-dimensional eigen-
vector is used. Moreover, 10-fold cross-validation is used to divide the dataset. As a
result, random forest has the best optimal performance with accuracy of 95.9% and
recall rate of 95.1%. In the second stage, all the benign samples of the first stage are
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removed and use random 70% of malware for the second stage. Therefore, random
forest was able to classify the families with the accuracy of 94.8% and recall rate
95%.

3 Conclusion

Smartphones have become an important part of our day-to-day life, which is why
attackers are targeting this sector. With Android’s open-source platform and signif-
icant market share, it’s easy for attackers to exploit the vulnerabilities of this OS.
Techniques are devised to create a more secure environment in order to prevent
damages. This paper briefly discusses different techniques and it’s categories for
prevention and detection of malware.
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A Comparative Study of Machine
Learning Techniques for Emotion
Recognition

Rhea Sharma, Harshit Rajvaidya, Preksha Pareek and Ankit Thakkar

Abstract Humans share emotions which they exhibit through facial expressions.
Automatic human emotion recognition algorithm in images and videos aims at de-
tection, extraction, and evaluation of these facial expressions. This paper provides
a comparison between various multi-class prediction algorithms employed on the
Cohn-Kanade dataset (Lucey in The extended Cohn-Kanade dataset (CK+): a com-
plete dataset for action unit and emotion-specified expression, pp. 94–101, 2010 [1]).
The different machine learning algorithms can be used to provide emotion recog-
nition task. We have compared the performance of K-nearest neighbors, Support
Vector Machine, and neural network.

Keywords Emotion recognition · Machine learning · Cross-validation ·
Performance analysis

1 Introduction

The process of recognizing human emotions from pictures and facial expressions
can be performed almost instantaneously by humans but due to the generation of a
large amount of data, automated tools are required to perform emotion recognition
task. Recognizing emotions is crucial in many applications for which the system
requires to gain a deeper understanding of a particular subject. The categorization of
emotions is also an important aspect in the field of classification and is widely used in
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fields where customer relationship is paramount. Machine learning-based methods
arewidely used for classification. This paper presents an analysis of differentmachine
learning approaches of multi-class classification using Cohn-Kanade Dataset (CK+)
[1].

For an automatic emotion recognition task, preprocessing techniques generally
falls under fourmain categories: knowledge-based, feature invariant, templatematch-
ing, and appearance-based [2]. Theknowledge-basedmethod ismulti-resolution rule-
based method which provides the rules from the knowledge base which is prepared
by the experts from the field [3]. Feature invariant method performs preprocessing
using the grouping of edges using perceptual grouping using spatial feature points
[4]. For template matching statistical local features such as Local Binary Pattern is
used which performs texture analysis [5]. In the appearance-based method, invariant
features (under different lighting and background conditions) for faces are identified
[6].

In this paper, we have used an appearance-based feature which is robust against
different lighting and background conditions. Euclidean distance between the left
and right eye, the mouth and the angle between the eyes provide useful information
about the appearance of a face [7]. Dimensionality reduction of these facial features
is performed using Principal Component Analysis (PCA).

2 Methodology of Emotion Recognition

Emotion classification can be performed using intuitive learning such as Kekule-
Archimedean learning. It derives from theArchimedeanmoment of discovery, known
as the Eurekamoment. For automated emotion classification, this task will be tedious
and time-consuming.

Machine learning techniques are popular for multi-class classification [8]. The
problem statement for emotion recognition requires solvingmulti-class classification
problemwhich uses an algorithm that works well with both, supervised learning, and
multi-class classification [8]. In this paper, list of methods that are reviewed includes
K-Nearest Neighbor (K-NN) [9], Support Vector Machines (All-vs-All), Support
Vector Machines (One-vs-Rest), neural networks (All-vs-All) and neural networks
(One-vs-Rest) [10]. The working of these methods is as follows (Fig. 1).

In K-NN method, each sample from the dataset is treated as an n-dimensional
point where n is the number of the features for each sample. This algorithm finds k
closest points to a given point that represents the k classes into which the data is to
be classified.

SVM is a widely used algorithm for multi-class classification which finds optimal
hyperplane to separate the classes [11]. For experimentation with Cohn-Kanade
dataset [1], we have used 39-dimensional vectors (number of input features) each
corresponding to the Action Units (AU) along with their intensity. The dataset [1]
has 7 class labels (Number of output classes available with the dataset). Thus, so
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Fig. 1 Frontal and 30◦ views from the Cohn-Kanade dataset (taken from [1])

we cannot implement the generic SVM binary classifier. Hence, we compared the
performance of the One-vs-Rest method and All-vs-All [12].

Neural networks are widely used in many industrial applications as they offer
extremely efficient and highly accurate models to use in machine learning problems
[8]. These networks are modeled analogously to the neurons and their connections
through synapses in the human brain. A node in an artificial neural network is called
perceptron and is similar to the neuron in biological terms. The output of each node
is assigned a weight, which denotes the importance of a particular node to the overall
output. Weights are initialized by assigned random values. The purpose of a neural
network training algorithm is to adjust these weights in such a way so as to guarantee
a prediction closest to the expected output [13].

Neural network constructed using AUs as nodes is shown in Fig. 2 (taken from
[7]). Each node works by creating different combinations of the inputs by computing
a nonlinear function of the sum of all its inputs. Many such nodes constitute a layer,

Fig. 2 Neural network using
AUs from the upper face as
nodes (taken from [7])
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Table 1 Impact of learning rate, number of nodes in hidden layers, activation function, and opti-
mizer on Cohn-Kanade dataset

Learning rate Number of nodes
in 3 hidden layer

Activation
function

Optimizer Accuracy (in %)

Adaptive (42, 22, 22) tanh adam 98.6975058

Adaptive (42, 22, 22) tanh sgd 98.6298673

Adaptive (42, 22, 22) ReLu adam 98.6102597

Adaptive (42, 22, 22) ReLu sgd 98.0153405

Adaptive (40, 30, 20) tanh adam 98.5044672

Adaptive (40, 30, 20) tanh sgd 98.1788945

Adaptive (40, 30, 20) ReLu adam 98.6013195

Adaptive (40, 30, 20) ReLu sgd 97.5406853

Constant (42, 22, 22) tanh adam 98.4185531

Constant (42, 22, 22) tanh sgd 98.3261710

Constant (42, 22, 22) ReLu adam 98.9255603

Constant (42, 22, 22) ReLu sgd 97.7478002

Constant (40, 30, 20) tanh adam 98.6115917

Constant (40, 30, 20) tanh sgd 98.19916806

Constant (40, 30, 20) ReLu adam 98.68408955

Constant (40, 30, 20) ReLu sgd 98.22798670

which sends its output to the next layer. The final output is computed and the error
is sent back to the nodes. To accommodate this difference in output, the weights
at each node may be changed. Choosing the number of layers and nodes is almost
always an iterative hit and trial method. A higher number of nodes would lead to an
overfitted model that will not generalize well while a smaller number of nodes may
give a model with lower accuracy.

The effect of number of nodes in hidden layers, learning rate (adaptive and
constant == 0.0001), and activation function is shown in Table1.

ReLu is a linear activation function and it gives better accuracy with neural net-
works as compared to sigmoid functions.

Dataset used
The Cohn-Kanade Dataset (C K+) [1] contains a huge amount of subjects’ faces

going through a range of emotions. It uses a combination of features called AU
to make the distinction between different emotions (Happiness, Sadness, Anger,
Contempt, Disgust, Neutral, Surprise, and Fear) (see Fig. 1). A large number of
actors are used for this purpose to obtain diversity in the image samples. An AU is
a combination of Facial Action Coding (FAC) units [7] and is an extremely popular
method of identifying facial features in the study of emotions [14].
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Table 2 Accuracy of different classifiers

Classifier Accuracy (in %)

K-nearest neighbors 45.36

All-vs-All SVM classifier 82.56

RBF Kernel SVM classifier for each emotion 93.49

Polynomial Kernel SVM classifier for each emotion 89.16

SVM with RBF as Kernel (with k = 3) 94.23

Neural network with linear activation function 98.92

Neural network with sigmoid activation function 98.41

Neural network (All-vs-All) 93.27

3 Experimental Setup and Result Discussions

One-vs-Rest OR All-vs-All: In One-vs-Rest, the classifier is built for each and the
rest of the classes. However, this can lead to imbalanced classifiers [15]. In such cases
to incorporate regularization, cross-validation can be used on the data. Stratification
is performed to make the folds for an accurate representation of the distribution of
all different emotions in the actual dataset.

We have conducted experimentation on Cohn-Kanade dataset [1]. The accuracy
of different methods is summarized in Table2. The SVMmethod in nltk [16] creates
an All-vs-All classifier by default and using it was quick but gave an accuracy of
82.56%. Similarly, themultilayer perceptron also gave a reduced accuracy of 93.27%
as compared to a similar One-vs-Rest classifier with an accuracy of 98.92%.

4 Conclusion

In this work, we have performed the emotion recognition task usingmachine learning
techniques. We have analyzed the performance of ANN, SVM, and K-NN. The
solution provided by a neural networkwith linear activation function provides the best
accuracy on Cohn-Kanade database for the identified set of experiments. However,
the performance of the classifier may vary subject to the other datasets.
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IoT-Based Smart Parking System

G. Abhijith, H. A. Sanjay, Aditya Rajeev, Chidanandan, Rajath
and Mohan Murthy

Abstract Post liberalization, Indian cities are growing at an exponential growth
rate. The rapid growth of the towns is giving birth to many socioeconomic problems.
With the increase in the number of personal vehicles and shrinking parking spaces,
the problem of parking vehicles at wrong parking spaces is steadily increasing which
causes home and business establishment owners a lot of discontents, time wastage,
and unnecessary chaos. By adopting latest technologies, the parking issue can be
addressed more smartly. In this work, we have designed, developed, and tested an
IoT-based smart parking solution.We have conducted rigorous testing of our solution
in real life under various circumstances and observe that our approach provides a
practical solution to the wrong parking issue.

Keywords IoT · Smart parking · Raspberry Pi

1 Introduction

In the last 25 years, Indian automobile industry has seen significant growth. An
average of 25 lakhs cars sold in India every year [1]. At the same time, the population
of the urban areas is increasing at an exponential growth rate. The increase in people
per square kilometer and the number of vehicles has resulted in the scarcity of parking
spaces. Due to the limited legal parking spaces, sometimes people tend to park their
cars at others parking spaces (wrong parking space). This can happen knowingly or
unknowingly, in either case, parking a vehicle at thewrong parking space creates a lot
of nuisance and frustration to the actual owners of the parking spaces. This problem
is getting severe day by day and is bound to become worse in the future. Due to the
limited personnel of the traffic law department, they are unable to cope up with this
increase in the wrong parking of the vehicles in front of homes, government offices,
and business establishments. Since there is no sign of reduction in the growth rate of
population and number of vehicles, the coming days will be worst.

G. Abhijith · H. A. Sanjay · A. Rajeev · Chidanandan · Rajath · M. Murthy (B)
Department of ISE, Nitte Meenakshi Institute of Technology, Bengaluru, India
e-mail: motgharemm@rknec.edu

© Springer Nature Singapore Pte Ltd. 2019
N. R. Shetty et al. (eds.), Emerging Research in Computing, Information, Communication
and Applications, Advances in Intelligent Systems and Computing 906,
https://doi.org/10.1007/978-981-13-6001-5_38

465

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-6001-5_38&domain=pdf
mailto:motgharemm@rknec.edu
https://doi.org/10.1007/978-981-13-6001-5_38


466 G. Abhijith et al.

We have conducted a survey based on a quantitative questionnaire to get a bet-
ter understanding of the problems faced by building owners and traffic authorities.
Following are the survey questions:

1. Have you faced an issue of illegally parked vehicles near your
house/establishment?

2. How often do you face this issue?
3. How does it affect your daily routine/business?
4. How easy is it to report these vehicles to the authorities?

88.9% of people participated in the survey confirmed that they had faced wrong
parking issue. 25% of persons reported they are facing the issue every week, and
12.5% of persons reported they are facing the issue once in a month. Most of the
responses to the third question talk about the time waste and unnecessary anxiety,
and there were few responses which talk about the loss of business by a blocking
vehicle, where people cannot see shops. 55.6% of the persons said it is difficult to
report such incidents to the corresponding authorities, rest of them have not reported
such incidents yet. The result of our study confirmed the issues resulted by wrong
parking of a vehicle.

To address the wrong parking of four-wheelers, we proposed a smart parking
system, which helps to manage the parking problems more efficiently. The system
first sounds an alarm when any vehicle is parked in the wrong parking zone and
clicks an image of the vehicle’s number plate. We have used a Raspberry Pi camera
to capture the image of the wrongly parked vehicle; this number plate image is sent
to a server running Automatic License Plate Recognition (ALPR) software which
processes the number plate details and sends these details to the registered client’s
mobile application. The client can choose to report this incident to the corresponding
authorities or white list the vehicles if required. The mobile application also offers
different options to control the various aspects of the outdoor unit.We have conducted
various experiments by setting up our system in different real-life circumstances and
observe that our system helps in minimizing the no-parking issues.

Rest of the paper is organized as follows. Section 2 sheds light on the existing
literature. Section 3 explains the proposed system in detail. Section 4 briefs imple-
mentation. Section 5 gives details on the experiments conducted and result obtained
followed by a conclusion.

2 Related Work

The currently available systems are either sensor based [2–4] or RFID based [5–7],
and most of them are focused toward finding a vacant parking spot or determining
the vacancy status of the parking lots. There are no many solutions which address the
above-mentioned issues. The work [8] uses features such as color, edges, and size of
the plate for character extraction. But most of the papers argue that one of the major
reasons for inaccurate results is the character extraction phase [8–11]. Hence, there is
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a pressing need to invest an extended amount of time and effort on research activities
on increasing the accuracy of the system by trying to improving the extraction phase
[8, 10]. A major problem of using color features is that they are not powerful enough
due to the vastly varying license plate colors [8, 12]. Some papers used edge detection
to segment and partition the license plate to obtain significant information [8, 11,
12], but the use of edge detection is highly dependent on background noise and
thus inaccuracies tend to creep in during plate extraction phase [12, 13]. Another
solution tried to use a mix of morphological procedures and adjusted Hough changes
approach for plate extraction [13], but it concentratesmainly on the characters and not
the license plates fringes. This approach had somemajor drawbacks like requirement
of high calculation time, huge memory space, and not being reasonable progressive
application [13, 14].

3 Proposed System

The proposed system consists of three layers as shown in Fig. 1.
Each of these layers handles a specific set of tasks.
Outdoor Unit (Layer 1): The outdoor unit comprises the components that are

placed in the physical location where we intend to place our system. The outdoor
unit is instrumental in sensing the presence of vehicles in the no-parking zone; once
any vehicle is sensed, a sound clip warning is played and an image of the vehicle’s
license plate is captured. These images are converted to gray scale and sent to the
server along with the time details.

Server (Layer 3): The grayscale image is pre-processed to reduce background
noise, and only the license plate region is selected. Now character segmentation
process separates the different characters of the number plate and the region to

Fig. 1 Proposed system
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which the vehicle is registered. The individual characters are recognized and stored
in a local database before being sent to the client application.

Client Application (Layer 2): The registered building owner will get push noti-
fications on his mobile device indicating a wrongly parked vehicle in the wrong
parking zone. The client can choose to white list the license plate, report the inci-
dent to the authorities, or not do anything. The application can be used to set up the
working hours of the device, and it will also indicate the battery level of the outdoor
unit.

We have used the following hardware to build our system.
Raspberry Pi: The Raspberry Pi is a miniature-size single board computing

device, which can be used to interface the various sensors and other devices to the
Internet. We use the Raspberry Pi as it is small in size, independent, extensible
(software support), and economical.

PIR Sensor: The passive infrared sensor is a commonly used sensor for motion
detection. It works on the principle that all objects emit energy in the form of IR
radiations, and the PIR sensor detects the changes in this IR radiation to detect
motion.

Node MCU: Node MCU is an open-source, programmable, low cost, and Wi-Fi
enabled Arduino-like hardware device. Lua scripts are used to code the programs on
the ESP8266. The Node MCU is used to control the power of the Raspberry Pi.

Wi-Fi Module: The 802.11 Wi-Fi module is used to connect the Raspberry Pi
with the Internet. Instead of the Wi-Fi module, we can also make use of an Ethernet
cable. The Wi-Fi module is preferred in our project as it is a mobile.

The connections between the different components are as shown in Fig. 2.
We have used Ionic mobile app framework to develop the mobile app. Ionic is an

open-source software development kit for hybrid mobile application development.
Ionic is built using Apache Cordova and Angular JS.

Fig. 2 Connections between the components
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4 System Implementation

The pins of the PIR sensor are connected to the GPIO pins of the Raspberry Pi. The
camera module is attached to the Raspberry Pi camera slot. When the PIR sensor
detects movement, the camera module captures the image and transmits the image
to the server. The power settings of the Pi are controlled by the mobile app through
the Node MCU.

The steps that take place to obtain the license plate from the acquired image in
the server are:

A. Image acquisition and conversion to gray scale

The outdoor unit has a PIR sensor that detects for any movement in its coverage area,
when the sensor is triggered after a warning sound clip; an image of the vehicle is
clicked. This captured image is resized and converted to gray scale to increase the
efficiency of ALPR and to reduce the amount of data being transmitted to the server.
Algorithm for grayscale conversion is given below.

Algorithm 1.1 Algorithm for Grayscale Conversion

B. Reduction of background noise and selection of license plate region

The grayscale image consists of a lot of noise that might interfere and reduce the
efficiency of the ALPR algorithm; thus, these background noises have to be removed.
Once the noise is removed, the image is scanned to identify and select only the region
of the image corresponding to the license plate of the vehicle. We are referring the
official template of the license plate [15] to identify the license plate and contents in
it. The rest of the area is discarded, and selected region is enhanced and based on the
dimensions of the selected region, the state to which the license plate is registered is
found out.

C. Character segmentation and character recognition

Now the license plate region is split into the individual characters and fed to the recog-
nition algorithm. The correct separation of characters in the segmentation process is
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essential to get the most accurate results from the character recognition algorithm;
hence, each of the separated characters is flanked by dark pixels. Pattern matching
is used to identify each of these individual segmented characters. Initially, each of
the segmented characters are skeletonized by using edge detection algorithms and
then matched with a predefined input set of characters to obtain the correct character.
Once the license plate details are extracted, this data is sent to the client’s mobile
application where the license plate number is matched with a white list database
maintained on the mobile application; if there is a match, then the image is discarded
else a warning message is sent to the client via push notifications.

5 Setup and Results

Wehave designed and implemented an experimental setup of the systemat the college
campus using Raspberry Pi, Node MCU, and PIR sensors.

Table 1 discusses the performance and efficiency of our system for a total of 90
different license plates from different states of the country. From the tabulated data,
we can observe that each step has excellent success rate. Higher the success rate,
greater the accuracy.

Table 2 demonstrates the efficiency of our system during daytime and nighttime;
from the tabulated data, we can understand that our system gives more accurate
results at daytime when there is more natural light and lesser reflection on the license
plate.

Table 3 represents the effect of reflectionon thenumber plates. The light reflections
and illuminations on the license plate are treated as white pixels and are not detected

Table 1 Accuracy of the proposed system

Step # No. of inputs No. of successful
outputs

Success rate (%)

Reduction of noise 90 86 95.55

Selection of license
plate region

86 82 95.34

Character
segmentation

82 81 98.78

Character recognition 81 76 93.82

Table 2 Accuracy of different steps based on time of the day

Image type No. of
images

Noise
reduction

Region
selection

Segmentation Recognition

Daytime 64 64 63 63 61

Nighttime 26 22 19 18 15
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Table 3 Effect of reflection on license plate

Image type No. of
images with
reflection

Noise
reduction

Region
selection

Segmentation Recognition

Daytime 12 12 11 11 11

Nighttime 20 16 14 14 12

by the character recognition algorithm which causes slight reduction in the accuracy
during nighttime.

From the experiments and results, we can conclude that our system detects the
vehicles and recognizes the license plates in different circumstances with a decent
accuracy.

6 Conclusion and Future Work

Increased vehicles and reduced parking spaces in urban areas are resulting in
unwanted wrong parking incidents. Our proposed system aims to reduce such inci-
dents by alerting the registered user about wrong parking in front of their property.
The system also gives a warning sound to the impeaching driver beforehand to avoid
rising a traffic violation ticket. The experimental tests prove that our system consis-
tently gives success ratios of above 95% in the four steps after image acquisition,
i.e., noise reduction, selection of license plate region, character segmentation, and
character recognition. The system identifies the license plates of the vehicles (four-
wheelers) in various circumstances with a decent accuracy.

In future, we will be supporting the two-wheeler and three-wheeler plates. We
are also planning to enhance our system so that it can be placed in public no-parking
zones, and wrongful parking is directly notified to the traffic enforcement authorities.
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Smart Agricultural Monitoring System
Using Internet of Things

H. V. Asha, K. Kavya, S. Keerthana, G. Kruthika and R. Pavithra

Abstract India is one of the largest agricultural countries with a population of 1.3
billion. Farming in India is labor intensive and absolute. 70% of India’s residents are
dependent on farming, and one-third of nations’ funds come from agriculture. Even
after decades of cultivation practice, it is lagging behind in maximizing the yield
thereby hampering the progress of the nation. In order to overcome this, there is a
need for promoting cultivation practice for high yield of crops. With the availability
of IT and internet, Internet of Things is proliferating at an unprecedented rate. The
perception of agricultural IoT (Internet of things) utilizes networking equipment in
farming construction. The hardware part of this project includes processors with data
processing capability and sensors which are used to measure various parameters like
temperature, humidity, and water level. In this paper, the sensor node is designed to
monitor the environmental conditions that are vital for the proper growth of crops.
The collected data received are analyzed for proper monitoring and improving the
yield of the crop. The result depicts the data being stored and retrieved on Agri Cloud
(https://en.wikipedia.org/wiki/Internet_of_things [1]).

Keywords IoT · Sensors · Agri Cloud · Smart agriculture

1 Introduction

The IoT [2] is one of the ever-growing technologies contributing to the smarter world.
IoT is a giant network of people and thingswhich includesmany bodily strategy, vehi-
cles, domicile appliance, software, actuators, and sensors. The network-established
connectivity enables these interconnected objects to connect and exchange data [3].
Today pioneering and ground-breaking appeal are being developed in IoT—smart
cities, smart farming, automation home, connected cars [4], efficient industries, etc.
Nevertheless, the impact of IoT in agriculture is spell bound. The Internet of Things
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is remodeling the agribusiness generation by engaging ranchers and producers to
manage the difficulties they confront each day [5].

Indian economy is principally in view of farming, and the climatic conditions
are isotropic. Farming has been a high-chance, work concentrated, low-remunerate
industry. Ranchers are probably going to be affected by startling natural changes,
financial downturns, and numerous other hazard factors [6]. One of the solutions
to this problem is smart farming by modernizing the traditional methods of farm-
ing. The Internet of Things has opened up to a great degree beneficial approaches
to develop soil with the utilization of modest, simple to introduce sensors and
a plenitude of quick information they offer. IoT-based smart farming is offering
high-precision crop control, useful data collection, and automated farming tech-
niques [2]. In brilliant cultivating, a framework is worked for observing the product
field with the assistance of sensors to measure various parameters such as light,
humidity, temperature, soil dampness, and so on and mechanizing the water sys-
tem framework. With this framework the farmer is now able to screen the field
conditions from anyplace and whenever [7]. IoT based cultivating is very produc-
tive when compared with regular approach. According to recent survey [6], India
hosts population of 1.3 billion among which around 190.7 million people stay
hungry on a daily basis. Every year the crop yields are lower when compared to
countries like USA, Europe, and China. India is continuously facing challenges
like starvation of financial resources, continued neglect by the government [8],
weather patterns, and water availability. The solution for all these agriculture-related
difficulties is to augment the conventional practices with technology and imple-
ment automation into agriculture. IoT in smart farming helps in collection of data
and monitoring, and the gathered data can be further used to improvise the next
cycles.

In this paper, we propose the use of sensors and microcontroller to monitor the
environmental conditions that are vital for the growth of crops with an aim to max-
imize farming yield while maintaining quality. The reminder of this paper is orga-
nized as follows. In Sect. 2, the literature work related to the proposed system is
summarized. Section 3 gives the details of the system implementation that consti-
tutes different sensors, monitoring System and, Agri Cloud. Experimental scenarios
and results are explained in Sect. 4. Finally, in Sect. 5, the conclusions and future
extensions are discussed.

2 Literature Survey

The existing and conventional methods of agriculture usemanual methods for check-
ing the parameters. For example, soil moisture content is evaluated by looking at soil
physical properties like soil color, texture, density, and structure. Manual evalua-
tions are completely dependent on the farmer’s knowledge and experience and this
increases the probability of false predictions [4]. It focuses on automating the agri-
cultural practices by deploying sensors like temperature sensor, moisture sensor, and
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PIR sensor (it is for detecting the movement of people). The information gathered
from these sensors are associated with microcontroller, which additionally checks
the got information with the limit esteems. If the data exceeds the threshold value, a
buzzer is switched ON and alarm message is sent to the farmer. Web page is devel-
oped to generate the given set of values and the farmer gets the full description of the
information collected [9]. Present survey on Smart Drip Irrigation System is using
Raspberry Pi and Arduino. The monitoring system [2] is an embedded Linux board
used to collect information from sensor node continuously, store it in the data ware-
house, and provide the Web interface to the user. With the help of the Web interface
and database, the user can now easily understand the collected data, monitor, and
control the system which minimizes the human intervention and manual labor. The
scenario of decreasing water tables and appropriate use of water to adapt up to the
utilization of temperature and dampness sensor at reasonable areas for observing of
yields is actualized in [10]. Gondchavar and Kawitkar [7] has proposed IoT-based
smart agriculture that includes smart GPS-based remote control robot to perform
tasks like Weeding, spraying, moisture sensor, bird, and animal scaring, etc. It also
incorporates shrewdwater systemwith keen control in viewof constant field informa-
tion and stockroom administration for temperature upkeep, mugginess support and
burglary location utilizing interfacing sensors,Wi-Fimodules, cameras and actuators
with small scale controller, and monitoring framework. A smart administration of
agrarian nursery in light of Internet of Things is introduced in [3]. A brilliant water
system framework utilizing soil temperature and dampness sensor is proposed in
[10].

Most of the works done in literature survey on agriculture and IoT have con-
centrated on one parameter say either irrigation, temperature, or soil moisture and
very few have considered all aspects of farming say from weeding to yielding. And,
technology used is very costly and convoluted for regular agriculturists to utilize and
get it. Hence, there is a need and requirement to develop a cost effective and efficient
system to make farming automate which would increase the efficiency of the farm.

3 Implementation

Our project work is motivated by our farmers who work day and night in their
farm lands. They have been using several irrigation techniques which are performed
through themanual control in which the ranchers flood the land at consistent interims
by turning the water pump ON/OFF when required. They do not have any proper
method or system for monitoring and controlling the temperature, humidity, soil
moisture. and water level which are vital for proper growth of any crop. Hence, the
current project proposed a novel smart agriculture model based on IoT which assists
farmers to get real-time data such as temperature, soil moisture, water content, and
light availability. This ensures efficient environment monitoring, enabling them to do
smart farming and increases their overall yield and quality of products. The proposed
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Fig. 1 Block diagram

system mainly consists for three components: sensors, monitoring system, and Agri
Cloud. The block diagram of the same is shown in Fig. 1.

I. Sensors: Various Sensors are deployed to obtain the data.

• DHT11: The temperature and the humidity of the environment in which the
crops are grown ismonitored usingDHT11 [2] sensor. This sensor is connected
to gpio pin 2 of Raspberry Pi 3. We obtain new data from it once in every 2 s.

• Water level detector [11]: A float switch is a gadget used to identify the level
of fluid inside a tank which is given a power supply of 5 V. The switch is
utilized to control the water level.

• Soil moisture sensor [12]: This sensor is supplied with 3 V power supply from
monitoring system. Data can be obtained by inserting this rugged sensor into
the soil to be tested.

• LDR [13]: A photo resistor (or light-subordinate resistor, LDR, or photograph
conductive cell) is used to detect the presence and absence of sunlight. It is
provided with 5 V power by connecting it to Monitoring System.

II. Monitoring System

Wehave implemented themonitoring system by using the Raspberry Pi 3 [14] micro-
controller which is a powerful single board computer. After successful data acquisi-
tion using sensors, it is sent from credit card-sized computer monitoring system to
Agri Cloud after local processing.

III. Agri Cloud

It is an IoT application and has API to store and recover information from things
utilizing the HTTP convention over the Internet or by means of a local area network.
Application is implemented using ThingSpeak [15] open source which empowers
the formation of sensor logging applications, area following applications, and an
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Fig. 2 Connecting the different sensors to monitoring system

informal community of things with notices. This allows us to aggregate, observe,
and examine live data streams in the cloud. The farmer can visualize and monitor
the environmental parameters by creating an account. Figure 2 shows the connection
between various sensors and microcontroller.

The system as shown in Fig. 2 is integrated with monitoring system which uses
Raspbian operating system. This free operating system is based on Debian which is
Unix-like computer operating system.

Since the objective is to monitor environmental parameters wirelessly, we have
made use of Virtual Network Computing (VNC). VNC is a sort of remote-controlled
programming that makes it possible to control another PC over a framework
affiliation. Keystrokes and mouse clicks are transmitted beginning with one PC
then onto the following. VNC server is installed on remote computer, i.e., mon-
itoring system and the VNC client is installed on the client computer which is
used by the farmer (PC or laptop). Android IP scanner is used to obtain the
IP address of monitoring system microcontroller. Both server and customer must
be coordinated with TCP/IP and have open ports permitting movement from
the IP locations of gadgets. This guarantees the network among customer and
server.

The circuit is designed by connecting various sensors to microcontroller using
GPIO.BCM (Broadcom SOC channel) mode of pin numbering. The interfacing of
sensors is achieved using python programming language where LDR, water level,
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Fig. 3 Flowchart

and soilmoisture sensors are set as inputs. The output of these sensors is analog values
which are converted to digital values using Analog-to-digital converter. Parameters
like temperature and humidity are obtained as analog value from DH11 sensor. Dif-
ferent functions are used to read data from different functions. In case of DH11
sensor, we have written a function which converts the Celsius value to Fahrenheit
value. In the main function, the data are sent to Agri Cloud using Wi-Fi Module
which is in-built in Raspberry Pi 3. This cloud is identified using base URL which
locates the resources on World Wide Web. Each module/function is tested sepa-
rately by writing suitable test cases. Agri Cloud is used to visualize and analyze
live data streams in the cloud. Farmer or the concerned user can check the data
acquired from the fields in any device which supports IoT-based application. Using
login credentials, Read API and Write API keys one can log into their account on
any device. Each account holder can have various channels identified by channel ID,
each for one field. In this way, user can have the secure access to their account. Upon
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successful login, he can analyze the data obtained with respect to the range, time,
and date. The work flow process involved while retrieving the sensed data on Web
application is depicted in Fig. 3. The obtained value of each parameter is sent from
microcontroller to Web application through Wi-Fi module which is in-built in Rasp-
berry Pi [14]. Once Internet connection is established, farmers can create an account
or login to the existing one in order to monitor the environmental conditions. The
user can create channels for each of his field area and can access it securely. Secure
access is due to the authentication required for Read API and Write API keys. Each
channel displays the graphical representation of the values obtained over a period
of time. X-axis represents the time stamp and data can be obtained for a particular
time. Y -axis represents the range of value and hence user can identify the abnor-
mal environmental conditions by setting an allowed range for each sensor values.
This platform can be accessed either on Web or android application using log-in
credentials.

4 Results

All the various sensors are connected to microcontroller using GPIO. The exper-
imental results are viewed using Agri Cloud. Figure 4 is the snapshot of the
cloud stored data. This data is updated once in 15 s in the database. It provides
the graphical representation of the sensor data. The data read from the various
sensors assist the condition of the farm. Read data is sent to monitoring sys-
tem which is a mini computer and the same will be updated to cloud simul-
taneously through Wi-Fi. Data collected from LDR are plotted as graph using
Agri Cloud as shown in Fig. 5. The concerned person can read the data on
any IoT platform. LDR sensor is used where there is a need to sense the pres-
ence and absence of light is necessary. Soil moisture sensor determines the water
content in the soil. Presence of water content in the soil is determined by the
value 1 from the sensor else value 0. Similarly, the results obtained by water
level detector are of digital value. Value 0 corresponding to low water level and
value 1 to high water level. Humidity data read using DH11 is as shown in
Fig. 6.

In the same way, data from all the sensors are read periodically, graphs are plot,
and suitable action will be taken. The variations in the graph can be obtained by
setting the scale value of X-axis which is a time stamp. In Y -axis, a particular range
of values can be set, out of which the user can identify the abnormal conditions.
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Fig. 4 Cloud stored data

Fig. 5 Live data of LDR
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Fig. 6 Live humidity data of DH11

5 Conclusion

An attempt has beenmade to develop a smart agriculture system that will improve the
growth of agricultural yield. IoT-based smart agriculture is very helpful for farmers
who are required to monitor and analyze the environmental conditions without phys-
ically present in farm field. We can monitor the greenhouse from anywhere using
internet connection in our smart phones. The sensors are properly interfaced with the
monitoring system and the data relating to the temperature, humidity, water level, soil
moisture, and LDR are being represented graphically on an IoT platform. The given
set of corresponding values changes every 15 s and is updated hereafter. The analog
signals of sensors are converted into the digital values using microcontroller and the
data from sensors give the characteristic of environmental factors which is helpful
for farmers. After successful data acquisition, data is displayed in the graphical form
wherein the farmers can analyze the environmental conditions.

Usage of such a framework in the field can enhance the yield of the harvests and
general creation. In this way, the IoT agrarian applications are making it feasible for
ranchers to gather significant information and break down. Expansive landowners
and little ranchers must comprehend the capability of IoT showcase for horticulture
by introducing keen advancements to build intensity and maintainability in their
creations. The interest for developing populace can be effectively met if the farmers
and in addition little ranchers execute agrarian IoT arrangements in a fruitful way.
One of the limitations of this project is that Internet connectivity is required to user
and which is costly for farmers and this can be overcome by extending the system to
send notification via SMS directly to the farmer on his mobile using GSM module
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instead of using mobile app. Weather data from the meteorological department can
be used alongwith the sensed data to predict more information about the futurewhich
can help farmer plan accordingly to that and improve his livelihood. In this project,
we have used open source cloud. Instead we can develop our own cloud to enhance
the GUI.
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Detecting Healthiness of Leaves Using
Texture Features

Srishti Shetty, Zulaikha Lateef, Sparsha Pole, Vidyadevi G. Biradar,
S. Brunda and H. A. Sanjay

Abstract Agriculture is the dominant sector of our economy and contributes in
various ways but the yield in the productivity leads to a significant reduction in
the farmer’s income. Monitoring crop health is important to increase the quality and
quantity of the yield. But this requires manually monitoring the crops and also exper-
tise in the field. Hence, automatic disease detection using image texture features is
used for ease and to detect the disease at an early stage. The proposed methodology
for the project is to design and implement the algorithm on two sets of databases:
firstly, a locally generated leaf database which contains images of leaves and sec-
ondly, a standard database which is a common test database. The basic steps for crop
disease detection include image acquisition, image preprocessing, image segmenta-
tion, feature extraction, and classification using image processing techniques. The
acquired leaf images are preprocessed by removing undesired distortion and noise,
and then, the processed image is further subjected to K-means-based segmentation.
The segmented image is further analyzed using Haar wavelet transform and GLCM
based on its texture by extracting feature vector. SVM is used for classification of
image. Thus, the presence of diseases in leaf is identified along with all the features
values of the leaf. It also calculates the accuracy rate of the prediction made by the
system.
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1 Introduction

The main aim of a development project is to change the current situation into a better
one over time. Though industry has been playing an important role in Indian eco-
nomic scenario, the contribution of agriculture still cannot be denied [1]. Agriculture
is one of the biggest shares of economy in India, in terms of generating employment
as well as provision of food for the ever-increasing population. The recognition and
classification of crop diseases are of major economical and technical importance in
agricultural industry. Maize popularly known as “corn” is one of the most versatile
and major cash crops having wider adaptability under varied climatic conditions.
Maize is one of the major cereal crops and is the third most contributing major crop
in India after rice and wheat. Estimated losses due to major diseases of maize in
India are about 13% of which fungal diseases cause major yield losses [2]. As per
survey, bacterial blight, anthracnose, leaf spot, and rust are major commonly occur-
ring diseases affecting maize crops in northern parts of Karnataka. They affect the
photosynthesis with adverse reduction in the yield to an extent of 2891%. These
diseases affect the quality as well as quantity of the agricultural products and lead
economic losses. The leaves are the first one to be affected in case of any disease,
generally before or after blooming which effects the growth plants. Our main objec-
tive is to concentrate on maize leaf disease detection based on the texture of the
leaf.

2 Related Work

See Table 1.

3 Methodology

Image processing methods involve versatility, repeatability, and the preservation of
original data precision. The various image processing techniques are:

1. Image acquisition
2. Image preprocessing
3. Image segmentation
4. Feature extraction
5. Image classification

(i) Image Acquisition
The images of the maize leaves are captured using a digital camera in JPEG
format. The size of each image is 1500 × 1500. The samples are collected
from a field located in the University of Agricultural Sciences, Dharwad. Three
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Table 1 Literature review

Author name Preprocessing Feature
extraction

Result Name of the
data set used

Dheeb Al Bashish, Malik
Braik, Sulieman
Bani-Ahmad [10], 2010

CCM
SDGM
Neural
networks

93% Early scorch
Cottony mold,
ashen mold, late
scorch, tiny
whiteness

Sanjay B. Dhaygude, Nitin
P. Kumbhar [8], 2013

CCM Satisfied Self

Kiran R. Gavhale, Ujwalla
Gawande, Kamal O. Hajari
[3], 2014

DCT
L*a*b
YCbCr
CES

GLCM 96%—
SVMRBF
95%—
SVMPOLY

Created 300

Aakanksha Rastogi, Ritika
Arora, Shanu Sharma [4],
2015

Satisfied Hydrangea leaf
Maple leaf

Sachin D. Khirade, A. B.
Patil [9], 2015

Histogram
equalization

CCM Satisfied Wheat

Shivaputra S. Panchal,
Rutuja Sonar [6], 2016

Image
enhance-
ment

GLCM Satisfied Pomegranate
leaf, image
database
consortium

Anand R., Veni S.,
Aravinth J. [5], 2016

Histogram
equaliza-
tion,
L*a*b

CCM
SDGM

Satisfied

R. Meena Prakash,
G. P. Saraswathy,
G. Ramalakshmi,
K. H. Mangaleswari,
T. Kaviya [2], 2017

L*a*b GLCM 0.9–1.0 Self-created
database 60
citrus leaves
using camera

Amruta Ambatkar,
Ashwini Bhandekar, Avanti
Tawale, Chetna Vairagade,
Ketaki Kotamkar [7], 2017

Histogram
equalization

CCM
GLCM
SDGM

Satisfied Self

Ahmad Nor Ikhwan
Masazhar, Mahanijah Md
Kamal [1], 2017

L*a*b GLCM Chimaera 97%
Anthracnose
95%

Self
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hundred images of each category: healthy, northern blight, southern blight, and
rust, are collected by keeping constant distance of 1 foot. One hundred and
fifty images of each category are used for training, and remaining 150 images
are used for testing. Thus, we have 600 images for training and 600 images for
testing.

(ii) Image preprocessing
1. The images are of varying contrast. Preprocessing is necessary in order to cor-

rect nonuniform illumination. First, RGB image is converted into L*a*b [1–3]
color space and the luminance component (L) is extracted. Then, contrast lim-
ited adaptive histogram equalization (CLAHE) is applied to L component and
concatenated with ‘a’ and ‘b’ components, and finally, the image is converted
from L*a*b* color space to RGB space (Fig. 1).

(iii) Image segmentation
Image segmentation is the way toward partitioning a propelled image into
various bits (sets of pixels, generally called super-pixels). The goal of division is
to contemplate the picture in detail and also change the features of an image into
something that is more vital and less complex to analyze. Image segmentation
is consistently used to discover objects and edges (lines, curves, etc.) in images.
More definitively, image segmentation is the path toward consigning a label
to every pixel in an image to such a degree, to the point that pixels with a
comparative feature share certain characteristics. The yield of this division
is a course of action of portions that cover the entire image. Each pixel in a
fragmented zone is similar with respect to some basic element, for instance,
color, texture, intensity, and contrast. Neighboring locales are diverse relating
to similar characteristics.

(iv) Feature Extraction using Haar wavelet and GLCM
Texture analysis plays an important role in image analysis, such as disease
detection, medical imaging, machine vision, and content indexing of image
databases. Texture analysis can be done by wavelet transform. The Haar trans-
form has been used as a necessary tool in the wavelet transform for feature
extraction. The method is based on the application of Haar wavelet on RGB
image of the preprocessed image to obtain horizontal, vertical, and diagonal
coefficients. Then, gray-level co-occurrence matrix [1, 3, 6, 7] (GLCM) is con-
structed into two directions (0° and 90°) for each of the coefficients. GLCM
matrix produces four statistical features like contrast, correlation, energy, and
homogeneity.

(v) Classification using SVM classifiers
The concept of support vector machine (SVM) was presented by Vapnik and
collaborators. It gets predominance as it offers alluring highlights and compe-
tent equipment to handle the issue of order. The SVM depends on measurable
learning hypothesis. SVM’s better speculation execution depends on the stan-
dard of structural risk minimization (SRM). The idea of SRM is to expand
the edge of class partition. The SVM was characterized for two-class issue
and it searched for ideal hyperplane, which amplified the separation, the edge,
between the closest cases of the two classes, named SVM. At exhibit, SVM is
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Fig. 1 Steps in leaf segmentation

mainstream grouping instrument utilized for design acknowledgment and other
characterization purposes. The standard SVM classifier takes the arrangement
of information and predicts to characterize them in one of the main two unmis-
takable classes. For multiclass order issue, we decay multiclass issue into vari-
ous paired class issues, and we plan reasonable joined numerous parallel SVM
classifiers.
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4 Data set

For the purpose of this project, focus is laid mainly on maize leaves. The samples
are gathered from a field situated in University of Agricultural Sciences, Dharwad.
A total of 1200 deals were gathered with 600 images utilized for preparing and 600
for testing. In any case, non-dominant part of this maize is exhausted clearly by
individuals. A bit of the maize production is used for corn ethanol, animal support,
and other maize substances, for instance, corn starch and corn syrup. Some of the
normal ailments found in maize leaves are northern blight, southern blight, rust,
anthracnose, etc. These sicknesses are essentially found in Southern Indian districts.

5 Software Requirements

• The system will identify whether the leaf image is healthy or diseased.
• The system will detect different types of diseases that commonly occur in maize.
• The system is able to detect the percentage of the disease-affected area.
• The system is able to suggest the right treatment plan for the identified disease in
maize leaf.

6 Nonfunctional Requirements

1. Performance: Fast and accurate detection of disease. (3–5 s).
2. Usability: The system will be useful for farmers and agricultural analysts.
3. Reliability: The system will be able to detect the three commonly occurring

diseases in maize leaves and suggest the remedy.

a. SVM: 93–95% reliable with training data set of 400 images.
b. KNN: 86–90% reliable with training data set of 400 images.

4. Availability: The proposed system is readily available on any platform and pro-
vides on-demand service.

5. Simplicity: The proposed system is user friendly.
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7 Algorithms Used

1. Histogram equalization

Histogram shows the frequency of pixel intensity values. It is used for analysis of
image and thresholding. Histogram equalization is used for contrast adjustment.

2. K-Means Clustering

The K-means clustering is utilized for division and characterization of leaves in view
of an arrangement of features, into K number of groups. The classification is done
by minimizing clusters.

The algorithm for K-means clustering:

• Choose the center of K cluster, randomly or based on some logic.
• Relocate each pixel in the leaf image to the cluster that minimizes the distance
between the pixels and the cluster center.

• Recompute the cluster centers by averaging all of the pixels in the cluster.
• Repeat steps 2 and 3 until effective clustering is achieved.

3. Haar Wavelet

The Haar wavelet is used for texture analysis. In this method, the preprocessed image
is used to obtain the horizontal, vertical, and diagonal coefficients. The obtained
coefficients are used for texture analysis.

4. Gray-Level Co-occurrence Matrix (GLCM)

It is a statistical method of examining texture that considers the spatial relationship of
pixels. GLCM is used to calculate how often a pixel with gray-level value ‘i’ occurs
either horizontally, vertically, or diagonally to an adjacent pixel with gray-level value
‘j’.

Statistics derived from the GLCM include contrast, correlation, energy, homo-
geneity, etc., of the image.

5. Support Vector Machine (SVM)

Linear support vector machine is used for classification of leaf diseases. SVM is a
binary classifier which uses a hyperplane called the decision boundary between two
classes. It maximizes the margin around the separating hyperplane.

1. Mean: Itmeasures themean value of all pixels in the relationships that contributed
to the GLCM. It can be measured using the following formula:
where

Pij Element i, j of the image.
N Number of gray levels

μ �
N−1∑

i, j�0

i
(
Pi j

)
(1)
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2. Variance: The variance of the intensities of all the reference pixels is calculated
using the following formula:

σ 2 �
N−1∑

i, j�0

Pi j (i − μ)2 (2)

3. Contrast: Contrast measures the quantity of local change in an image. It reflects
the sensitivity of the textures in relation to the changes in the intensity. It returns
the measure of intensity contrast between a pixel and its neighborhood. Contrast
is 0 for a constant image. It can be measured using the following formula:

N−1∑

i, j�0

Pi j (i − j)2 (3)

4. Energy: Energy also means uniformity. It returns the sum of squared elements
in the GLCM. The more homogenous the image is, the larger the value. When
energy equals to 1, the image is believed to be a constant image. It can bemeasured
using the following formula:

N−1∑

i, j�0

(
Pi j

)2
(4)

5. Correlation: This feature is used to measure how correlated a pixel is to its neigh-
borhood. Correlation is 1 or −1 for a perfectly positive or negative correlated
image. It can be measured using the following formula:

N−1∑

i, j�0

Pi j
(i − μ)( j − μ)

σ 2
(5)

6. Homogeneity: Homogeneity measures the similarity of pixels. A diagonal gray-
level co-occurrence matrix gives homogeneity of 1. It becomes large if local
textures only have minimum changes. It can be measured using the following
formula:

N−1∑

i, j�0

Pi j
1 + (i − j)2

(6)

8 Result

Sample 1 (Fig. 2).
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Sample 2 (Fig. 3).
Sample 3 (Fig. 4).
Sample 4 (Fig. 5).
Sample 5 (Fig. 6).
Sample 6 (Fig. 7).
Sample 7 (Fig. 8).
Sample 8 (Fig. 9 and Table 2).

Fig. 2 a Input leaf and
b Segmented leaf

Sample 1
(a) (b)

Fig. 3 a Input leaf and
b Segmented leaf

Sample 2
(a) (b)
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Fig. 4 a Input leaf and
b Segmented leaf

Sample 3
(a) (b)

Fig. 5 a Input leaf and
b Segmented leaf

Sample 4
(a) (b)

Fig. 6 a Input leaf and
b Segmented leaf

(a) (b)
Sample 5
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Fig. 7 a Input leaf and
b Segmented leaf

Sample 6
(a) (b)

Fig. 8 a Input leaf and
b Segmented leaf

Sample 7
(a) (b)

Fig. 9 a Input leaf and
b Segmented leaf

Sample 8
(a) (b)
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Table 2 GLCM values of different samples
Mean S.D Entropy Variance Contrast Correlation Energy Homogeneity

Sample 1 5.3614 26.3431 1.313 674.395 0.371148 0.953555 0.153258 0.867639

Sample 2 23.8789 49.098 1.89308 1136.33 0.256279 0.871701 0.206531 0.882174

Sample 3 31.4184 41.643 4.00298 1416.95 0.223564 0.884036 0.210835 0.898197

Sample 4 49.5676 74.519 2.97791 5088.52 0.402556 0.828097 0.128442 0.820587

Sample 5 29.887 57.3747 2.40529 2835.69 0.347677 0.960773 0.246748 0.879001

Sample 6 15.0888 41.6127 1.29395 1111.79 0.182057 0.908318 0.218444 0.914992

Sample 7 18.5059 48.7076 1.41064 1767.55 0.252881 0.825716 0.222579 0.886234

Sample 8 42.8826 79.4477 2.42895 5831.5 0.321507 0.80492 0.246217 0.858014

9 Conclusion

This work deals with crop yield detection based on the healthiness of leaves using
image texture features. The texture features are Harlick features in addition to Haar
wavelet features. The classification algorithm is a combinational one, SVM and K-
means classification. The experiment is carried out on maize leaves database which
is collected from Dharwad University. The results are found satisfactory. However,
the accuracy may be improved by novel algorithms for texture features.
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A Survey on Different Network Intrusion
Detection Systems and CounterMeasure
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Abstract Recent studies have pulled tons of research in the domain of cloud security
and various intrusion detection systems (IDSs). This is because of advancement in the
different types of attacks on computer systems. Distributed denial of service (DDoS)
attack is one of them wherein the attackers can compromise the cloud system by ex-
ploiting vulnerabilities. Initially, during themulti-step exploration, vulnerabilitywith
low frequency along with the virtual machine which is identified and compromised
are included in DDoS attacks. In this context, various IDSs have been surveyed with
different countermeasure techniques including some effective techniques to mini-
mize the malicious activities within end systems or networks. The main aim of IDSs
is to detect different attacks within networks and end systems or to be precise against
any information systems which are very difficult to maintain in a secure state for a
long duration. Some studies have shown that the use of host-based systems and the
network-based systems help to improve the attack detection. This paper focuses on
the study of various well-known IDS and various techniques to minimize malicious
activities within the system.
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1 Introduction

Cloud Security Alliance (CSA) has performed studies that briefly describes all secu-
rity issues such as loopholes, exploitation, and malware where attack and vulnera-
bility are on the top consideration of security threat wherein the attackers within the
cloud exploit vulnerabilities and utilize the resource available on cloud systems to
deploy attacks. In the traditional approach, the system admin has the overall control
overmachines including vulnerabilities detection and patchingwhich is performed in
a centralized fashion. In some cases, fixing known gaps in cloud server may not work
efficiently due to the clients rule introduced in managed Virtual Machines (VMs) [1]
and as a result, it causes damage to service level agreement (SLA). Moreover, a
defenseless programming is introduced by the cloud clients that adds security fea-
tures to clouds. The main task is to set up an effective vulnerability-free/Attack-free
environment so that security breaches in the cloud clients would be minimized.

Different models have shown a better progress in the current IDSs/ intrusion pre-
vention systems (IPS) arrangements by utilizing programmable virtual network ad-
ministration approach that enables the framework to form a dynamic re-configurable
IDS [2]. A network attack graph approach for any attack location and countermeasure
action proposes most powerful countermeasures. It also enhances the versatility of
VM and attacks exploration discovery without affecting existing cloud admin. This
is because mirroring-based approach does not intercept with user traffic, compare to
proxy-based approach. The survey presented in this paper describes various network
intrusion detection systems (NIDS) approach to counter Zombie attacks. For more
accuracy and improvement, host-based intrusion detection systems (HIDS) is also
covered to complete the whole spectrum of cloud security.

2 Related Work

The survey focuses on describing few exceptionally related research zones to net-
work intrusion detection and countermeasure selection in the virtual private system
in cloud environment including Zombie detection and counteractive action, attack
graph development and security investigation, programming characterized systems
for attack countermeasures [3]. To avert DoS, system administrators need high accu-
racy in DDoS detection. There are various sorts of intrusion detection systems, they
are categorized as network-based detection systems and host-based detection system.
Wireless sensor networks use the intrusion detection systems for high security [4].
It is been observed that wireless sensor networks require high security due to their
nature and operation [5].

Identifying malicious activities within any process has been investigated well
in the literature. A recent work focuses on identifying compromised hosts that are
acting as spam zombies [6]. Their approach addresses the shortcoming of payload-
inspection-based IDS and standard traffic-based IDS by proposing traffic-based IDS
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build on randomized data partitioned learningmodel (RDPLM). This model depends
on features set, and techniques of feature selection are simplified sub-spacing and
multiple randomized meta-learning methods.

Using attack graphs to organize vulnerabilities makes an intrusion detection sys-
tem more efficient [7]. The nodes in an attack graph represent a possible exploit.
System’s most vulnerable components are been identified by the shortest path in an
attack graph. Attack graphs play an important role in vulnerability analysis in large
networks.

Sheyner et al. [8] proposed amethod of building attack graph that utilizes NuSMV
based on binary decision diagram (BDD) to generate multi-stage, multi-host attack
graphs wherein scalability is a major issue. Ou et al. [9] addressed the shortcoming of
NuSMV-based method and proposed another attack graph generation method using
MulVAL—a logic programming-based network security analysis engine. To give
the security evaluation and secure connection highlights, HIDS [10] and firewall are
generally used to filter and identify malicious activities within the system.

The various attacks against the networks, computer systems, and other distributed
application have become more diverse and sophisticated [11]. Security is the ma-
jor problem and the detection of attack is also difficult in the cloud environment.
Thus, detection and mitigation of attacks are a priority in order to avoid disastrous
outcomes. Dealing with such complex new attacks becomes difficult due to which
several solutions were proposed for IDS/IPS and web application firewalls (WAF).
The paper discussed several existing countermeasures on network intrusion and their
limitations. Zonouz et al. [12] presented attack response trees (ARTs) that can be
used to demonstrate how a system may be attacked. An ART is an enhanced attack
tree that includes the attack consequences. This method models a stochastic game
against the attacker and determines lower level attack consequences and their coun-
teractive measures by applying attack response trees (ART) on security events at the
system level within host computers. However, ARTs suffers from the ill effects of
the state-space blast issue. ARTs [12] demonstrate an ideal countermeasure against
a single target only.

Roy et al. [13] provide an improved method called attack countermeasure tree
(ACT) that allows probabilistic analysis of an attack on a node in the attack tree.
Specifically, some examination and improvement were managed as many individu-
als trust it is difficult to acquire probability calculations for the attack, discovery and
their mitigation. However, the ideal security countermeasure set can be chosen from
the pool of protection systems utilizing a non-state-space approach which is consid-
erably less costly than the state-space approach as presented by Zonouz et al. Greedy
procedures and certain identification methods (Divide and Conquer) are utilized to
register the ideal countermeasure set for different target work under various require-
ments. Although their countermeasure process is robust, they are computationally
heavy and unsuitable for deployment in a large number of virtual hosts where the
resources are dedicated to the consumers [12]. A survey on IDS and countermeasure
is presented in Table1.
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3 Review of the Models Used for the IDS

3.1 Attack Graph Model [14]

The concept of Attack Graph Model has been used in several research work. As per
network security perspective, agraph is the natural choice to show thedetailed viewof
vulnerabilitywithin a given systemwhichwasfirstly introducedbyDacier to show the
detailed view of vulnerabilities within a network system. The concept was proposed
by Philips and Swiler in 1998. The node within the privileged graph represents the
privilege set of users and vulnerabilities are been represented by edges. For a given
path of an attack tree, an initial stage has been represented by a leaf node through
which an attacker can reach to root (final state) of the tree by exploring different
possible vulnerability. Attack Graph model is the consolidated representation of
a given attack tree graph merged with different attack paths containing common
nodes. In real-time scenario, edges represents the change of state not only caused by
an attacker to perform the attack but also weighted on the basis of attackers efforts
required to be successful, and the nodes represent all the possible system state during
execution of an attack.

3.2 Virtual Machine Manager (VMM)-Based Model [26]

The malware instances try to compromise the services provided by the VM, i.e., OS
kernel due to which VMM Model came into the picture to avoid such a scenario to
take place. VM security can be compromised bymalware that may result in corrupted
VM. TheVMMmodel is a code-based observation of a VMM, i.e., smaller the VMM
more stable the OS. Further, it provides a limited interface to all the untrusted VMs
in an abstracting underlying physical resource form. As compared to other research
efforts on VM, this approach has proved to be the most consistent ones.

3.3 Alert Correlation Graph Model [27]

Alert Correlation GraphModel is based on the concept of correlating the alerts raised
during the attacks. This model has three different categories:

– Probabilistic Alert Correlation—In this category, alerts are been correlated
based on alert attributes similarities(i.e., alerts with the same source and desti-
nation IP address). It is an effective approach but it fails to discover the full casual
relationships between similar alerts.

– LAMBDA and the data mining approach—It is an attack scenario specified
approach which can be human specified or can be a fully trained dataset. This
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method is limited to attack scenarios only.Variation is also been done by specifying
which kind of attack can be followed from a given attack.

– JIGSAW approach—Its preconditions and consequences of an attack approach
wherein it correlates the preconditions of some future alerts that will satisfy the
consequences of the past alerts. This approach can potentially explore all the causal
relationship between alerts and it is not restricted to the known attacks.

3.4 Probabilistic Attack Graph Model [28]

This model has been widely preferred during large-scale attack graphs. It describes
the approximate probability of Common Vulnerability Scoring System Security
(CVSSS) [29] and attack graph. Initially, there will an approximate estimation of
maximum and a minimum probability of every node in an attack graph, where the
probability is either 0 or 1. Afterward, this model will be used for calculation of
maximum and a minimum probability of every node.

3.5 Network Intrusion Detection and Countermeasure
Selection (NICE) Model [14]

An agent NICE-A: NICE-A is an agent within a network-based intrusion detection
system which is installed in the cloud server. The main task is to scan the network
traffic passing through theLinux bridge aswell as the differentVMs from the physical
cloud server. Snort [30] is a type of NICE agent which used to capture the packets
at the initial phase of implementation. The main task of NICE-A is to sniff all the
ports in each virtual bridge in open switch.
VM profiling: VM profiling gives information about all the vulnerable and non-
vulnerable VM ports. After sniffing all the ports by NICE-A, VM profiler will scan
all the ports by running port scanning mechanism. The detailed information of any
open ports comes and the history will tell how vulnerable they are and also the VM.

– Attack Graph Generator—During generation of attack graph, the information
of detected vulnerability is been added to the corresponding VMs database entry.

– An agent NICE-A—The VM profile database will record all the alerts involving
the VM.

– TheNetwork controller—The five tuples-based traffic pattern is generated which
involves the VMs. The five tuples contain the source MAC address, destination
MAC address, source IP address, destination IP address, protocol.

AttackAnalyzer: Themain function of attack analyzer is to handle the analysis oper-
ation and alert correlation. The two major function of attack analyzer is constructing
Attack CorrelationGraph (ACG) and providing the solution to the network controller
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for virtual network reconfiguration by providing threat information and appropriate
countermeasures. Based on the severity of the results, the selected countermeasure
process is been applied to the network controller.
Network Controller: Due to the internal cloud discovery modules which use the
protocol like Domain Name System (DNS), Dynamic Host Configuration Protocol
(DHCP), Link Layer Discovery Protocol (LLDP) [31, 32] and flow initiations, the
ability to discover the network connectivity information by network controller from
Open vSwitch (OVS) andOpen FlowSwitch (OFS) is easy. The network connectivity
information like each switch’s current data paths and the associated flow information
such as MAC and TCP/IP header. The changes in topology and the network flow
will be sent to the controller automatically and after that, it is been delivered to the
attack analyzer for attack graph reconstruction. Network controller also assists the
attack analyzer module. Open Flow protocol states that the first packet received by
the controller, it holds it and check the complying traffic policies in the flow table.

In NICE, there is a mutual communication between the network controller and
the attack analyzer about the setting up of filtering rules for flow access on the
correspondingOFS [10] andOVS.During the admission of traffic flow, the upcoming
packets are not handled by the network controller instead of that they have been
monitored by agent NICE-A. Applying countermeasure from attack analyzer has
also been done by a network controller.

4 Conclusion

In general scenarios usually, the virtualization is what the cloud infrastructure relies
on. Without having much knowledge of guest OS configurations and security, the
cloud providers run the VMs due to which it may corrupt the entire cloud environ-
ment. In order to prevent such scenarios related to security of VMs, an efficient and
effective approach that uses various intrusion detection systems are surveyed and
discussed in the paper. To provide a solution, the cloud provider offers security-as-
a-service based on VM introspection which promises both effective protection and
efficient centralization. In this paper, the overview of NICE has been presentedwhich
uses attack graph model for detection and prevention of attacks in the cloud envi-
ronment. The countermeasure discussed provides the enhancement and accuracy of
detecting any malicious attacks and provide attack-free cloud environment.
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Compressed Sensing for Image
Compression: Survey of Algorithms

S. K. Gunasheela and H. S. Prasantha

Abstract Compressed sensing (CS) is an image acquisition method, where only
few random measurements are taken instead of taking all the necessary samples
as suggested by Nyquist sampling theorem. It is one of the most active research
areas in the past decade. In this age of digital revolution, where we are dealing with
humongous amount of digital data, exploring the concepts of compressed sensing and
its applications in the field of image processing is very much relevant and necessary.
The paper discusses the basic concepts of compressed sensing and advantages of
incorporating CS-based algorithms in image compression. The paper also discusses
the drawbacks of CS, and conclusion has been made regarding when the CS-based
algorithms are effective and appropriate in image compression applications. As an
example, reconstruction of an image acquired in compressed sensing way using l1
minimization, total variation-based augmented Lagrangian method and Bregman
method is presented.

Keywords Compressed sensing · Image compression · Nyquist sampling theorem

1 Introduction

Nyquist sampling theorem [1] states that it is possible to reconstruct the signal with
less ambiguity from its samples if the rate of sampling is greater than or equal to
twice the highest frequency content in the signal. The drawback of Nyquist sampling
theorem is in some applications it is not possible to acquire large volume of input
samples as required by Nyquist sampling theorem. For example, inMRI [2] imaging,
input samples need to be taken in a quick span of time as it is very inconvenient for the
patient and acquiring all the samples is not economically feasible. In some applica-
tions like satellite image processing, acquiring all the input samples will lead to high
computational and storage cost. In contrast to Nyquist sampling theorem proposed
by Shannon, compressed sensing [3] states that it is possible to reconstruct the signal
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with considerable accuracy by collecting very few samples when the signal is sparse
in some basis, e.g. Fourier basis, DCT basis. There are many applications of com-
pressed sensing in image processing. The main applications are image compression
[4], single-pixel camera [5], MRI, astronomy, sensing networks, etc.

Image compression can be broadly classified into lossless and lossy compression.
In most of the applications, lossy compression is acceptable since it reduces the stor-
age overhead by reproducing the image of considerable quality. Conventional lossy
compression algorithms are based on transform coding techniques. In general, the
conventional compression algorithms encode and decode the image in the following
fashion. First, the analog signal is captured by the digital camera, which converts it
into a digital signal. According to sampling theorem, the analog signal is sampled to
obtain sufficiently large number of input samples. To perform compression, first the
digitized input signal samples are transformed into a sparse domain, e.g. DFT, DCT
andwavelet domain. Sparse domain means that the energy in the digitized input sam-
ples is concentrated in very few coefficients; remaining coefficients are either zero or
have negligible value. Therefore, for encoding process, only the location and value of
significant coefficients are considered. Significant coefficients are quantized and then
entropy coded. In the reconstruction process, entropy coding is reversed and inverse
transform is applied to get back the original image with considerably good image
quality. This is the basic principle of conventional lossy compression algorithms.
Now arises the question, anyway we are discarding the insignificant coefficients in
the transform domain and coding only significant coefficients, so why do we need
to sense all the samples in the first place to discard it later? Can we just only sense
significant coefficients where the locations of significant coefficients are unknown
when the image is not acquired yet? The answer to the above questions is yes. This is
where compressed sensing-based algorithms come into picture. The aim of this paper
is to provide some insights into how compressed sensing works and why it is sensible
to use compressed sensing-based algorithms in image compression applications.

2 Related Work

Compressed sensing is first introduced in the literature as an abstract mathematical
idea [6–8], where the authors prove that it is possible to reconstruct the signal with
less number of samples than as is required by the sampling theoremwhen the original
signal is sparse is some basis. Based on the reconstruction strategy used to recover
the original image, compressed sensing recovery algorithms can be classified into
four different kinds. They are greedy algorithms, l1 minimization algorithms, Total
variation minimization algorithms and Bregman distance minimization algorithms.

Greedy algorithms are basedon the principle that every iterationfinds the best local
optima in the immediate neighbourhood, and it is expected to find the global optima
at the end of the iterations. It works in certain applications, but it is not guaranteed
that the algorithm finds the global optima in all applications [9]. Examples of greedy
algorithms are matching pursuit (MP [10]) and orthogonal matching pursuit (OMP
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[11]). Matching pursuit and its variants like orthogonal matching pursuit work on
the principle that when the signal is represented as linear combinations of atoms
in a redundant dictionary, some selected atoms match the structure of the original
signal. The advantages of using matching pursuit algorithms are they are easy to
implement and their convergence rate is also very high. The drawbacks are there is
no guarantee in theory regarding its capability to attain true sparse representation.
These drawbacks led to the development of l1 minimization-based algorithms.

l1 minimization was first used to reconstruct impulse train [12], later comes the
several papers [13–17] regarding howandwhy under certain conditionsminimization
works. Based on those early results, a newly compressed sensing framework has been
proposed which provides the theoretical guarantee for minimization. In [18–20], it is
proved that l0 minimization is equivalent to minimization under certain conditions.
This new compressed sensing framework leads to improvement in performance.
The restricted isometry property (RIP) introduced in [21] provides the theoretical
guarantee for the recovery. It is proved that if the measurement matrix satisfies RIP
to a certain extent then it guarantees the sparse recovery of the signal. The problem
with RIP is that it is very difficult to verify practically. But it is very likely the matrix
satisfies the RIP when it is random. Later, a detailed research is proposed which
investigates the reconstruction without RIP is performed in [22]. The formulation
of basis pursuit which seeks the solution by l1 minimization is an example of l1
minimization algorithms, and the advantage of basis pursuit [23, 24] is it works
when greedy algorithms fail under certain circumstances. Many applications of l1
minimization in compressed sensing framework have been discussed in the literature
[25–29]. The drawback of l1 minimization techniques is they do not preserve the edge
information very accurately leading to blurring of edges and sharp corners. This led to
the development of reconstruction techniques based on total variation minimization.

Total variation (TV) minimization [30] was first introduced in the literature for
image denoising by Rudin, Osher and Fatemi, which is famously known as ROF
model for image denoising. From then on, this technique is popularly used for
image restoration purposes. Detailed discussion on TV minimization can be found
in [31–33]. Even though TV minimization preserves the sharp edges and prevents
blurring, the TV functions are not linear and not differentiable, which makes them
mathematically more complex compared to l1 minimization. In [34–36], different
variations in TV minimization have been developed for image restoration and image
deblurring. In [37], a robust TVAL3 algorithm is presented to reconstruct the images
acquired by the single-pixel camera.

Bregman distance was first used by the mathematician L. Bregman in 1967 [38].
In [39], the application of Bregman iteration for l1 regularization and compressed
sensing-based applications is discussed. Bregman iteration is also used for denois-
ing, and a fast variant of Bregman iteration called linearized Bregman algorithm is
reported in [40]. In [41], split Bregman algorithm has been proposed which can be
used in image denoising, MRI applications and compresses sensing applications.
Split Bregman method has many advantages with regard to the computational com-
plexity. Due to its parallelizing nature, it can be efficiently implemented to have faster
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computation. The error-forgetting and error-cancellation properties of Bregman iter-
ation are presented in [42].

3 Compressed Sensing Overview

This section presents the brief overview of compressed sensing. First of all, let us
see what is compressed sensing. As the name suggests, it captures the compressed
form of signal. To illustrate this with example, consider an image of size 1MB. Con-
ventional image compression algorithms like JPEG transform the image into DCT
domain; then consider only significant coefficients. The location and value of signif-
icant coefficients are encoded. Now, one can store the image in just few kilobytes.
The principle of compressed sensing is, rather than collecting million samples, col-
lecting just few samples, i.e. in CS, number of samples taken is proportional to the
compressed size of an image rather than its original size. The beauty of compressed
sensing is that one is still able to reconstruct the original image almost exactly. To
understand the concept, let us revisit the classical problem in linear algebra:

Ax � b (1)

where A is an m × n matrix. It is assumed that the matrix A has full rank. That is, the
columns of matrix A are linearly independent. x is the n-dimensional vector, which
is unknown. In general, x can be any real or complex data like an image, sound wave,
etc., based on application. b is the m-dimensional measured vector. In compressed
sensing, one measures b not x, i.e. few linear combination of signal x(m � n). The
aim is to reconstruct x from b.

In real-world applications, it is not possible to have exact measurements. There
are so many perturbations involved like instrument error, round off error, sensing or
measurement error, transmission error, etc. The actual reconstruction problem is:

b � Ax + N (2)

N refers to perturbations, which vary with different applications. To simplify the
discussion, consider the noise-free ideal case ofEq. (1). Since very fewmeasurements
are considered in CS (m � n), the number of unknowns is greater than the number of
equations. Clearly, it is an underdetermined system of linear equations. From results
of linear algebra, an underdetermined system of equations either has no solution
(when the solution is not spanned by the columns of A) or has infinitely many
solution. It is assumed that matrix A has full rank, i.e. columns of A spans the entire
space R

n
, therefore the problem has infinitely many solutions. So, now the problem

is, how can one select just one solution out of many possible solutions available. The
answer to the question is different algorithms use different strategies to do this. It
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depends on application and how exactly one wants to recover the data. In general,
this process is called regularization.

Let R(x) be the regularization function. The problem in (1) can be now rewritten
as:

min
x

R(x) such that: b � Ax (3)

The choice of R(x) varies with application. If one considers R(x) � x0, the
problem in (1) can be written as:

min
x

‖x‖0 such that: b � Ax (4)

Even though the above equation seems to represent the ideal sparsest solution
possible for a given underdetermined system of equations, there is no theoretical
proof to guarantee the uniqueness of the solution. Moreover, this is combinatorial
problem and it is NP hard [43]. As a result, it is not practical to use l0 norm as a
regularization function.

The classical solution to Eq. (1) is to choose R(x) as the squared l2 norm. When
R(x) � x22 , by using the concept of Lagrange multipliers, Eq. (1) can be written as:

L(x) � ‖x‖22 + λ(Ax − b) (5)

λ denotes the Lagrange multipliers. Solution of Eq. (5) is popularly known as
pseudo-inverse solution or least squares solution, which is given by:

x ′ � AT
(
AAT

)−1
b � Apsuedo-inverseb (6)

The choice of l2 norm for regularization has been extensively used in the research
community. It is great in some applications as well, and it is mathematically not
complex.But, for evenbetter reconstruction results, it is necessary to explore different
choices for the regularization term. This is an important and significant topic of
research in the past few years. Among many available choices for regularization
term, l1 is very much popular because of its tendency to make solution sparse.

4 Compressed Sensing Compression and Reconstruction

Consider an input image X , which has m rows and n columns. The image is trans-
formed into a single vector x � vex(X), where X has mn components. Consider an
mn × mn measurement matrix M . The measurement matrix M should satisfy the
restricted isometry property [21] and other necessary conditions. Common examples
are matrices with Gaussian or Bernoulli i.i.d. entries and orthogonal DFT matrix.
Depending on the number of measurements N chosen (N � mn), N rows are
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selected at random from M . Nowwe have the matrix K (compressed sensing matrix)
where the rows in K are randomly selected N rows from M . First the original signal
is multiplied with the sparsifyingmatrixM ′. The resulting signal Y is multiplied with
the matrix K . The resulting signal is R. Figures 1, 2, 3 and 4 represent compressed
sensing methodology using toy diagram. Figure 1 shows the vectorization of input
image matrix. Figure 2 shows the selection of N random rows in the measurement
matrix M . Figure 3 shows the multiplication of image vector with the measurement
matrix. Figure 4 shows the multiplication of Y with the sensing matrix.

Now the reconstruction is performed using optimization techniques. Starting point
Y

′
can be calculated as Y ′ � K inverseR. With this Y

′
, K and R, it is possible to

reconstruct the signal X by iterative optimization algorithms. Now the reconstruction
problem is solving a system of underdetermined system of equations, X � KY

′
. An

underdetermined system of equations can have infinitely many solutions. In order
to choose a solution from a set of infinitely possible solutions, the condition of
sparse solution is imposed. That is, the solution which has less number of nonzero
coefficients is considered. Sparse solution constraint is employed by minimizing the

×
Input image

X 

x 

Fig. 1 Vectorization of image matrix X

×Measurement matrix
M 

×( ≪ )
Compressed sensing 

matrix
K 

Fig. 2 Generation of compressed sensing matrix K
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Fig. 3 Image sparsification

M’ Y
x

Fig. 4 Sparse reconstruction
using compressed sensing
matrix

K 

Y 

R 

l0 norm. In [18], authors have proved that in many cases, l1 norm is equivalent to l0
norm. Therefore, one can use l1 norm instead of l0 as it is easy to implement.

5 Results

This section describes the results of image reconstruction using three solvers, one is
based on l1 minimization, TVminimization and onemore based onBregman distance
minimization. The data sets used are 256× 256 Barbara image, 256× 256 phantom
image and 512 × 512 Lena image. These images are reconstructed using YALL1
[44] solver, TVAL3 [37] and Bregman solver [41], respectively. Figure 5 shows the
phantom image reconstructed with only 0.25 sampling rate. Figure 6 shows Lena
image reconstructed using Bregman solver with only 0.65 sampling rate. Figure 7
shows Barbara image reconstructed using YALL1 solver with only 0.6 sampling rate.
Sampling rate corresponds to the number of samples used out of all the samples.
Experiments are performed in MATLAB 2017b version, Mac operating system with
1.6 GHz Intel Core i5 processor and 8 GB RAM.
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Fig. 5 Reconstruction using TVAL3 solver, original image(left), reconstructed image (right)

Fig. 6 Reconstruction using Bregman solver, original image (left), reconstructed image (right)

Fig. 7 Reconstruction using YALL1 solver, original image (left), reconstructed image (right)
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6 Conclusion

The paper briefly describes the basic concepts and different methods for recon-
struction of images acquired in compressed sensing way. Compressed sensing is a
very effective way for image compression since it uses considerably less number of
input samples to reconstruct the image. It is an excellent alternative for conventional
image compression algorithms in case of medical imaging and satellite image com-
pression. The main drawback of compressed sensing algorithms is reconstruction
quality and computational time during reconstruction. The reconstruction quality
can be enhanced by choosing appropriate reconstruction technique for a particular
application. Computational time can be improved by using graphic processing units
(GPUs) and parallel architectures. Improving the computational time during recon-
struction by manipulations in algorithms construction or by using new optimization
strategies is the scope of research in the area of compressed sensing.
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Intrusion Detection System Using
Random Forest on the NSL-KDD Dataset

Prashil Negandhi, Yash Trivedi and Ramchandra Mangrulkar

Abstract In the modern world of interconnected systems, network security is gain-
ing importance and attracting a lot of new research and study. Intrusion detection
systems (IDSs) form an integral part of network security. To enhance the security
of a network, machine learning algorithms can be applied to detect and prevent net-
work attacks. Taking advantage of the robust NSL-KDD dataset, we have employed
the supervised learning algorithm random forests to train a model to detect various
networking attacks. To further increase the classification accuracy of our model, we
have employed the use of famous data mining technique of feature selection. Smart
feature selection using Gini importance has been employed to reduce the number of
features. Experimental results have shown that our model not only runs faster but
also performs with a higher accuracy.

Keywords NSL-KDD · Machine learning · Random forest · Classification ·
Computer networks · Cybersecurity

1 Introduction

Due to the development of widespread highly connected systems, the Internet is
slowly changing how people live, study, and work. Every year, even more networks
are established for social, business, and government purposes. However, with the
benefits of such a system come some drawbacks. With such huge-scale develop-
ment, securing these networks is getting harder day by day. This is evident from the
fact that with each passing year there is an increasing number of hacking and intru-
sion incidents. Thus, to prevent these breaches, research in cybersecurity is quickly
gaining importance.
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The concept of intrusion can be succinctly explained as the breaching of a com-
puter network’s security and forcing it to enter into an insecure state. Once this hap-
pens, the attackers can then exploit the resources of the network such as confidential
data and use it for malicious purposes. To secure against such events, organizations
usually use a firewall, which acts as an efficient first line of defense that protects
private networks. Firewalls work by monitoring the incoming and outgoing packets
in a computer network and based on a predefined set of rules allow or block spe-
cific connections. However, there aremyriadways to bypass firewalls, a common one
being passing malicious packets via ports that are usually left open and unguarded by
the network (e.g. SMTP, HTTP). This is where the importance of intrusion detection
systems gains prominence as an efficient second line of defense.

An intrusion detection system (IDS) can be a software or a device application
that manages the security of a computer network by monitoring the network traffic
for malicious activities or policy violations. It works by gathering data from various
devices in the network and analyzing this information to identify potential security
breaches. There are two main types of IDS [1]:

(a) Signature-based IDS (SBIDS): They work by searching network traffic for spe-
cific patterns and signatures (e.g., byte sequences) or known harmful sequences
frequently used by malware. This list of signatures is stored within the sys-
tem and compared with the ongoing traffic to detect intrusions. Although such
systems can easily catch known attacks, they find it impossible to detect novel
attacks for which no historic pattern is available.

(b) Anomaly-based IDS (ABIDS): These systems are quickly gaining prominence
due to their ability to detect hitherto unknown attacks. They commonly work by
leveraging machine learning algorithms to train a model that classifies network
traffic as either legitimate or malicious. This results in a more robust IDS that
can perform better in uncertain environments.

In this research paper, we have developed an intrusion detection system based
on the principles of anomaly-based IDS. We have leveraged the machine learning
algorithm of random forest classification due to the robustness it offers on large
datasets [2]. Random forestmodels tend to adapt to sparsity; that is, their convergence
rate depends mostly on the strong features present in the dataset. In spite of this, the
importance of preprocessing and prior feature selection cannot be ignored. Thus,
to further improve the accuracy of our model, smart feature selection using Gini
importance has been deployed. To train themodel, we have used an improved version
of the famous KDD dataset [3], called the NSL-KDD [4] dataset. Testing of the
proposed model has yielded much higher accuracy than existing systems.

2 Related Work

With the recent advances in machine learning, especially deep learning, their appli-
cation in novel domains has intensified. Ranging from geosciences to computer net-
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works, machine learning algorithms are being applied to increase the performance
of existing systems by leaps and bounds. The famous deep learning model of recur-
rent neural networks has been proposed by the researchers of [5] to classify network
attacks. They have trained their model onNSL-KDD to achieve both binary aswell as
multiclass classification of networking attacks. Although a high amount of accuracy
was achieved by the researchers, training the model required a lot of time (more than
10,000s for most combinations). This would be a huge disadvantage considering the
dynamic and ever-changing nature of networking. Each day, potentially millions of
new data points could be captured. Thus, integrating this new data to the existing
model would require retraining the whole model and would be time-consuming as
well as tedious.

An approach to use incremental learning to solve the intrusion detection prob-
lem has been proposed in [6]. The researchers have proposed the use of equality
constrained-optimization-based ELM (C-ELM) to the problem of network intrusion
detection (NID). However, as explained by them, an effective C-ELMmodel needs to
be constructed by trial and error which is very time-consuming. Moreover, the model
could produce high accuracy on a dataset, but sometimes the constraints of a custom
networking system might necessitate a reconstruction of the model. This might not
be feasible for the organization. The use of artificial neural networks (ANNs) on
various networking datasets has been studied by the researchers in [7]. After finding
that NSL-KDD dataset was one of the best datasets, they applied preprocessing tech-
niques and feature reductions before training their model. The model was trained for
both intrusion detection and attack classification with accuracies of 81.2 and 79.9%
which would not be up to the mark for securing networks that require a high level of
security like government and military networks.

Due to the huge amount of features in NSL-KDD dataset, smart feature selection
for further analysis has also attracted a lot of attention from researchers. In [8], it was
found that correlation-based feature selection (CFS) combinedwith information gain
(IG) leads to the highest accuracy for classification of networking attacks. However,
the features were reduced to such an extent that some relevant features (especially
host-based traffic features) were left out. Although the time spent to train the model
decreased slightly, the accuracy of the model also decreased. An improved version
of the model used in [8] was proposed by the researchers in [9]. Adding an extra
selection parameter of gain ratio (GR) was done to select more features and boost
the accuracy of the model further.

3 Dataset Description

The famous KDD dataset [3] had many errors as explained by Tavallaee et al. in
[10]. The NSL-KDD dataset was thus proposed to solve these issues. It has the
below-mentioned advantages over the previously popular KDD dataset:
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1. It has no redundant records present in the training set; thus, the classifiers applied
on it will not tend to be biased toward records that are more frequent.

2. It does not have duplicate records present in the test sets also. Thus, the classifier
performance is not skewed in favor of methods that have better detection rates
on the more frequent records.

3. There is an inversely proportional relation between the number of selected records
of each difficulty level group and the percentage of records in the original KDD
dataset. This leads to a wider range of classification rates for ML algorithms.
Thus, researchers can get an accurate assessment of the different learning tech-
niques.

4. The size of the train and test sets is within reason, which results in researchers
being able to perform experiments on the whole set without the necessity of
selecting a small portion randomly. Consequently, results from applying the same
algorithm would vary less as a result.

Each record of theNSL-KDDdataset has 41 attributes followedby a label assigned
to them to give its class, associated attack or normal. The characteristics of all the
attributes, that is, the attribute name, attribute description, and sample data present,
are listed in Tables 1, 2, 3, and 4. The 42nd attribute in each record contains data
about whether the record corresponds to an attack type or is a legitimate connection

Table 1 Basic features of each network connection vector

Attribute number Attribute name Attribute description Sample data

1 Duration Length of the connection’s time
duration

0

2 Protocol_type Protocol used by the connection udp

3 Service Service used by the destination
network

ftp_data

4 Flag Status of the current connection:
error or normal

SF

5 Src_bytes Number of bytes of data transferred
from source to destination in one
connection

146

6 Dst_bytes Number of bytes of data transferred
from destination to source in one
connection

0

7 Land This variable takes the value 1 if
source and destination IP addresses
in addition to port numbers are
equal. Value is 0 otherwise

0

8 Wrong_fragment Total number of wrong fragments
present in this connection

0

9 Urgent Total number of urgent packets in
this connection. Urgent bit is only
activated for urgent packets

0
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Table 2 Content-related features of each network connection vector

Attribute number Attribute name Attribute description Sample data

10 Hot Total number of ‘hot’ indicators
in the content such as creating
programs, entering a system
directory and executing
programs

0

11 Num_failed_logins Number of failed login attempts 0

12 Logged_in Indicates login status. It is 1 if
successfully logged in, 0 if not

0

13 Num_compromised Number of compromised
conditions in the connection

0

14 Root_shell If root shell is acquired, it is 1, 0
otherwise

0

15 Su_attempted If ‘su root’ command has been
tried or used, it is 1, 0 otherwise

0

16 Num_root Number of root accesses or
number of operations executed
as a root in the connection

0

17 Num_file_creations Number of file creation
operations performed in the
connection

0

18 Num_shells Number of shell prompts 0

19 Num_access_files Number of operations
performed on files with access
control

0

20 Num_outbound_cmds Number of outbound commands
given in a session which is ftp

0

21 Is_hot_login If the login falls under the ‘hot’
list that is root or admin, it is 1,
0 otherwise

0

22 Is_guest_login If the login falls under ‘guest’
login, it is 1, 0 otherwise

0

(normal). Table 5 contains the grouping of all the different attacks found in the dataset
into four attack classes, namely DoSs, Probe, R2L, and U2R.

TheNSL-KDDdataset is arguably one of the fewopen-source datasetswhich has a
very comprehensive collection of labeled intrusion events. It provides very intriguing
characteristics on the distribution of networking events and the dependencies between
different attributes. These features have made it as an appropriate benchmark for
intrusion detection research.
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Table 3 Time-related traffic features of each network connection vector

Attribute number Attribute name Attribute description Sample data

23 Count Number of connections to a
destination host which is the
same as current connection, for
the past two seconds

2

24 Srv_count Number of connections to a
service (port number) which is
the same as current connection
for the past two seconds

2

25 Serror_rate The percentage of connections
triggering the Flag (4) s0, s1,
s2, or s3, for the connections
accumulated in Count (23)

0

26 Srv_serror_rate The percentage of connections
triggering the Flag (4) s0, s1, s2
or s3, for the connections
accumulated in Srv_count (24)

0

27 Rerror_rate The percentage of connections
triggering the Flag (4) REJ, for
the connections accumulated in
Count (23)

0

28 Srv_rerror_rate The percentage of connections
triggering the Flag (4) REJ, for
the connections accumulated in
Srv_count (24)

0

29 Same_srv_rate The percentage of connections
to the same service, for the
connections accumulated in
Count (23)

1

30 Diff_srv_rate The percentage of connections
to different services, for the
connections accumulated in
Count (23)

0

31 Srv_diff_host_ rate The percentage of connections
to different destination
machines, for the connections
accumulated in Srv_count (24)

0

Table 4 Host-based traffic features in a network connection vector

Attribute number Attribute name Attribute description Sample data

32 Dst_host_coun t Number of connections that
have the same destination host
IP address

150

33 Dst_host_srv_ count Number of connections that
have the same port number

25

(continued)
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Table 4 (continued)

Attribute number Attribute name Attribute description Sample data

34 Dst_host_same
_srv_rate

The percentage of connections
to the same service, for the
connections accumulated in
Dst_host_count (32)

0.17

35 Dst_host_diff_
srv_rate

The percentage of connections
to different services, for the
connections accumulated in
Dst_host_count (32)

0.03

36 Dst_host_same
_src_port_rate

The percentage of connections
to the same source port, for the
connections accumulated in
Dst_host_srv_count (33)

0.17

37 Dst_host_srv_
diff_host_rate

The percentage of connections
to different destination
machines, for the connections
accumulated in
Dst_host_srv_count (33)

0

38 Dst_host_serror_rate The percentage of connections
triggering the Flag (4) s0, s1, s2
or s3, for the connections
accumulated in Dst_host_count
(32)

0

39 Dst_host_srv_s
error_rate

The percentage of connections
triggering the Flag (4) s0, s1, s2
or s3, for the connections
accumulated in
Dst_host_srv_count (33)

0

40 Dst_host_rerror_rate The percentage of connections
triggering the Flag (4) REJ, for
the connections accumulated in
Dst_host_count (32)

0.05

41 Dst_host_srv_r
error_rate

The percentage of connections
triggering the Flag (4) REJ, for
the connections accumulated in
Dst_host_srv_count (33)

1.00

Table 5 Attack class with attack types

Attack class Attack type

DoS Neptune, Pod, Teardrop, Smurf, Back, Land

Probe Ipsweep, Satan, Portsweep, Nmap, Mscan

R2L Ftp_write, Imap, Guess_Passwd, Warezclient,
Spy, Phf, Multihop, Warezmaster

U2R Loadmodule, Buffer_overflow, Rootkit,
Sqlattack, Perl
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4 Proposed Intrusion Detection System

The proposed intrusion detection system uses the NSL-KDD dataset to train a model
to classify all the 22 attacks present in the dataset. The supervised machine learning
algorithm, random forest, is used. The trained model then undergoes testing, and its
performance is measured. The steps in the proposed model are as shown in Fig. 1.

A. Overview of the Proposed System

Step (1)—Split the full NSL-KDD dataset into two parts: training data (75%) and
testing data (25%).
Step (2)—Perform preprocessing of the data.
Step (3)—Select appropriate features from all the attributes of the dataset.
Step (4)—Apply random forest classification on the resultant data to obtain a trained
model.
Step (5)—Evaluate the performance of the model by giving it testing data as input.

B. Preprocessing and Feature Selection

The entireNSL-KDDdataset is randomly split into two parts: training data (75%) and
testing data (25%). The training data are labeled, while the testing data are unlabeled.
It was found that three attributes of the dataset [Protocol_type (2), Service (3) and
Flag (4)] have string values. Since all classifiers need attributes in numeric format,
they must first be converted into equivalent numeric format. A python script that
factorizes these columns in the dataset is implemented. It ensures that each unique
entry is replaced by a different integer in the dataset. Moreover, the mapping between
the unique entries and the replacing integers is also returned so that we can use this
later on to ensure that the testing data are also consistent with this format.

Feature selection is an important process that selects a subset of relevant features
from all the features after applying some evaluation criteria. Although RF has an
implicit feature selection, applying feature selection to high-dimensional data boosts
the performance of random forest classification algorithm [11]. Feature selection is
done by ‘Gini importance’ [12] for our model by following the iterative approach.
Firstly, each features worth in the dataset was calculated by using Gini importance
criteria as shown in Fig. 2. Secondly, using this feature importance, noise and other

Fig. 1 Steps in proposed system
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Fig. 2 Relative importance of all attributes

low importance features were eliminated. Thirdly, the final subset of features is
evaluated to find if it is better than the whole. This process is done iteratively by
keeping on eliminating features with the lowest importance. The accuracy of each
subset was evaluated and formulated in Table 6, and the best subset was the final
subset of features.

Gini Importance:

This is defined as a feature significance score which gives us a relative ranking of
all the attributes. It is actually a consequence of the training associated with the RF
classifier. An optimal split, at a node ‘t’ inside the binary trees T of the RF, is achieved
using the Gini impurity i(t). Gini impurity is actually a computationally efficient
approximation for the entropy of the system. It measures how well a prospective
split would separate the data belonging to two separate classes at that node.

Now, with pk � nk
n indicating the nk sample points from class k � {0, 1} from a

total of n samples at a node ‘t’, Gini impurity, i(t), is computed as follows:

i(t) � 1 − p21 − p20

Its decrease Δi that results from the splitting and sending of samples to the two
sub-nodes tl (left) and tr (right) with the sampling fractions pl � nl

n and pr � nr
n by

a threshold th� on an attribute � is defined as:

�i(t) � i(t) − pli(tl) − pr i(tr )
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At the node, a comprehensive search is done over all of the variables � available
there (surprisingly RF has a property that restricts this search to a randomly generated
subset of the available features [12]), and over all the possible thresholds th�, the
pair {�, th�}which leads to a maximal�i is found out. The decrease in i(t) resulting
from this optimal split �i�(t, T ) is calculated and aggregated for all nodes t in all
the trees T present in forest, independently for all attributes �:

IG(�) �
∑

T

∑

t

�i�(t, T )

This is the quantity that gives us the Gini importance IG which finally is an
indicator of how often a specific attribute � was chosen for a split and how big is
its cumulative discriminative value under the classification problem currently being
studied.

As can be observed from Table 6, the combination at serial no. 5 generates the
highest accuracy and thus the features selected formaking themodel are the attributes:
[4,38,29,34,37,28,25,35,3,2,22,1,32,5,36,23,33,40,31,39,7,9,24,0,12].

C. Random Forest Classifier

A random forest classifier is an extremely flexible, easy to implement, supervised
machine learning algorithm that produces exceptional results evenwithout parameter
tuning. It is simplicity, and popularity is further enhanced by the fact that it can be
used for both classification and regression tasks, which form the majority of current
machine learning tasks. Random forests are an ensemble learning method that builds
multiple decision trees and merges them together such that the model results in a
more accurate and stable prediction of the data’s class. Random forests overcome the
overfitting disadvantage that decision trees have. A diagram explaining the working
of RF is shown in Fig. 3.

Fig. 3 Simplified explanation of random forest classification



530 P. Negandhi et al.

Table 7 Evaluation result of
proposed system

Parameters Basic RF model Proposed model

Accuracy (%) 99.752 99.880

Inaccuracy (%) 0.248 0.120

After selecting the features in the previous step, the training data are given to a
script that runs a RF classification algorithm on the training data. Since the number
of features is high, a higher number of decision trees are needed. The classifier was
run with 1000 trees due to this.

D. Evaluating Model Performance

After applying the random forest classification, we get a trained model that is then
used for the proposed intrusion detection system. The part of the dataset that was
initially set aside for testing purposes is now used to evaluate the performance of the
dataset. The testing data are factorized such that they are consistent with the training
data and the relevant features used to train the model are only used by the model to
calculate the accuracy of the intrusion detection system (IDS). The accuracy of the
system is tabulated in Table 7.

5 Conclusion and Future Work

Intrusion detection systems (IDSs) play a crucial role in the realmof network security.
Thus, in this paper, we have proposed a robust and highly accurate IDS that uses smart
feature selection based on Gini importance. This boosts the accuracy of the system
to much higher levels than not just a naive RF model but also other existing systems.
Future work will be based on modeling a hybrid IDS with binary classification
(intrusion detection) as a first step followed by multiple classification (attack-type
detection) which happens simultaneously with alerting the network analyst to take a
closer look at suspicious connections in a network.
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Dual-Mode Wide Band Microstrip
Bandpass Filter with Tunable Bandwidth
and Controlled Center Frequency
for C-Band Applications

Shobha I. Hugar, Vaishali Mungurwadi and J. S. Baligar

Abstract This paper presents a unique approach for designing dual-modewide band
BPF with tunable bandwidth and controlled center frequency for C-band (4–8 GHz)
applications. The proposed filter is designed using radial stub-loaded dual-mode
λg/2 resonator to get wide passband. The dual-mode behavior of the resonator, i.e.,
odd- and even-mode resonance frequencies are realized by inserting a radial stub
at the center of the resonator and further the size of filter is reduced by folding the
resonator. A modified feed structure which embraces the two arms of the resonator is
used to obtain two transmission zeros in upper stop band. By keeping all calculated
dimensions of filter fixed and by varying only radial angle θ (in degrees) of radial line
stub, FBW is tuned while controlling center frequency. From simulation results, it is
observed that the designed filter has very good passband characteristics, a wide 3-dB
passband from 4.4 to 7.8 GHz with center frequency at 6 GHz, fractional bandwidth
of 56.6%, return loss S11 more than 13 dB, and transmission loss S21 better than
0.3 dB, respectively.

Keywords SIR—Stepped impedance resonator · BPF—Bandpass filter ·
FBW—Fractional bandwidth

1 Introduction

Modern wireless communication technology demands compact, light weight, sharp-
frequency-selective, planar RF/microwave filters with wide stop band. Dual-mode
bandpass filters provide good features like excellent passband performance, good fre-
quency selectivity, and small size compared to conventional bandpass filters. A sym-
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metrical microstrip structure with perturbation element at symmetrical plane forms
a generic dual-mode microstrip resonator. A half wave length microstrip line loaded
centrally with open circuit/short circuit stub or grounded via forms a dual mode
resonators [1]. In literature, ring resonator [2], square-ring resonator [3], multi-arc
resonators [4], open-loop stub-loaded resonators [5], stepped impedance resonator
[6], meander loop resonator [7], etc. have been used to design dual-mode resonators.

T-shaped stub-loaded microstrip resonator has been proposed in [8] to configure
dual-mode broadband bandpass filter (BPF) with multiple controllable transmission
zeros. In this work, five controllable transmission zeros have been achieved by using
two capacitive and inductive S-L couplings. The proposed filterwas designed for cen-
ter frequency 5.8 GHz, insertion and return losses of 1.75 and 28.18 dB, respectively,
and 3-dB fraction bandwidth of 8.9% at center frequency are reported.

In [6], symmetrical T-shaped stub-loaded stepped impedance resonator has been
used to design dual-mode high-frequency-selective BPF. The designed filter has
fractional bandwidth of 10.1%, centered at 5.23 GHz. The filter has wide upper stop
band in range of 5.9–12.9 GHz with harmonic suppression level of more than 20 dB.

A pair of symmetrical T-type tap-connected open-ended stubs have been used as
load in a half wavelength stepped impedance resonator (SIR) [9] to design miniature
dual-modemicrostrip bandpass filter at the central frequency of 15.5GHz. Symmetri-
cal T-type stubs have been used to obtain good in-band and out of band performances.
The in-band return loss and insertion losses of greater than 12 and 2 dB, respectively,
are reported. The filter has wide stop band from 18 to 40 GHz with attenuation level
of 20 dB.

Authors Hong-Shu Lu, Qian Li, Jing-Jian Huang, Xiao-Fa Zhang, and Nai-Chang
Yuan have proposed a meander loop the resonator with Minkowski-like pre-fractal
geometry with first-order iteration embedded at the center to design dual-mode band-
pass filter to achieve improved BPF performance in [7].

In [10] by employing an open-circuited stubwhich can be switched by a pin diode,
a switchable notched band microstrip bandpass filter has been developed. A notched
band at 5.8 GHz has been achieved by switching an open-circuited stub via pin diode.
The designed filter has notched band centered at 5.75 GHz with 5-dB rejection and
FBW of 3.2%. The designed filter has 3-dB pass band width of 3.4 GHz centered at
4.9 GHz and insertion loss of 0.5 dB in passband.

In this work, a novel approach for designing dual-mode wide band pass filter
based on radial line stub-loaded λg/2 resonator for C-band applications is proposed.
In literature, many authors have used uniform impedance open-stub or short-stub to
design dual-mode resonators [6, 8–10]. But in this work, radial line stub is used since
they found towork better than low-impedance rectangular stubs [11]. The advantages
of using radial line stub compared to conventional stubs are that it provides spurious-
free broad passband. At high frequency, its size becomes relatively small compared
to conventional stubs [11]. By introducing modified stepped impedance feed lines
which embraces two horizontal arms of resonator and by adjusting gap ‘g’ between
feed lines two transmission zeros are realized in upper stop band.

The paper is organized as follows, in Sect. 2, designing of proposed dual-mode res-
onator is discussed. Section 3 illustrates dual-mode characteristics of the resonator.
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Section 4 validates designing of dual-mode wide bandpass filter from proposed res-
onator. ADS momentum results are discussed in Sect. 5. Section 6 is conclusion.

2 Dual-Mode Resonator

Figure 1 shows layout of proposed dual-mode resonator composed of radial line
stub at center of λg/2 resonator where λg guided wavelength at center frequency. The
proposedfilter is fabricated onRT/Duroid 6010 substratewith dielectric constant 10.8
and thickness of 1.27 mm. The dimensions of proposed filter are listed in Table 1.

3 Dual-Mode Characteristics of Proposed Resonator

In literature, it is reported that even- and odd-mode resonance frequencies of dual-
mode resonator are controlled by varying either width or length of the open-stub [6,
12]. But in this work, even- and odd-mode resonance frequencies of the resonator
are studied by varying radial angle θ (in degrees) of stub keeping its length and width
fixed. It is observed that by varying radial angle θ odd-mode resonance frequency
remains uninterrupted, whereas even-mode resonance frequency varies. Further it is
also noticed that narrow radial angle results into larger bandwidth. To observe odd-
and even-mode resonances, full-wave EM simulation is carried out using ADS.

As shown in Fig. 2, two coupling capacitors of value 0.2 pf are used for loose
coupling. By varying radial angle θ , it is observed that odd-mode frequency remains

Fig. 1 Proposed dual-mode
resonator

Table 1 Dimensions of
proposed resonator in mm

W L1 L2 L3 � in degrees W3

0.67 2.47 2.75 1.67 10, 20, 30 0.3
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Fig. 2 Proposed dual-mode resonator with coupling capacitors for loose coupling
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unchanged while even-mode frequency changes with radial angle θ in degrees
(Fig. 3).

4 Dual-Mode BPF Design

To validate design concept, two-pole wideband bandpass filter is designed from
proposed dual-mode resonator. 50 ohms transmission line is used at input and output.
To achieve two transmission zeros in upper stop band, a modified feed structure is
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Fig. 4 Dual-mode wide bandpass filter

Table 2 Dimensions of
proposed BPF in mm

L4 L5 L6 W1 W2 � in degrees W3 L7

2.6 1.5 2.51 1.12 0.1 30 0.3 0.95

used which embraces two arms of resonator as shown in Fig. 4. The dimensions of
proposed filter are listed in Table 2.

5 Result and Discussion

Figure 5 demonstrates frequency response of designed filter. From ADS momentum
results, it is observed that filter has wide 3-dB passband from 4.4 to 7.8 GHz centered
at 6 GHz. A transmission zero at 10 GHz with attenuation level of 34 dB is found at
upper edge of passband. The transmission loss S21 in passband is better than 0.3 dB
and return loss more than 13 dB. Two poles at 5.3 and 7 GHz are obtained. The
proposed filter reports 56.6% fractional bandwidth at center frequency.

Figure 6 demonstrates tuning of 3-dBbandwidth by varying radial angle θ . Further
it is observed that by varying θ , 3-dB fractional bandwidth can be tuned without
interrupting the center frequency and shift in location of transmission zeros in upper
stop band.

The filter response is observed for three different values of θ , and results are
tabulated in Table 3.

This work exploits the fact that narrow radial angle results into wider bandwidth.
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Fig. 6 Demonstrates tuning of 3-dB bandwidth by varying radial angle θ in degrees

Table 3 Tuning FBW by varying θ

� in degrees FBW in % Center frequency f c in GHz Location of transmission
zeros (GHz)

10° 56.6 6 10

20° 51.6 6 9.125, 10.25

30° 48 6 8.594, 10.29
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6 Conclusion

A dual-mode wide bandpass filter is designed using RT/Duroid6010 substrate with
dielectric constant 10.8 and thickness 1.27 mm. The designed filter has spurious-
free wide passband from 4.4 to 7.8 GHz with center frequency at 6 GHz, fractional
bandwidth of 56.6%, return loss S11 more than 13 dB, and transmission loss S21
better than 0.3 dB, respectively. Bandwidth tuning is achieved by varying radial
angle θ , while without changing center frequency. From the results, it is observed
that bandwidth can be tuned by varying radial angle θ , without disturbing center
frequency and wider bandwidth can be achieved by narrow radial angle. Designed
filter is suitable for C-band (4–8 GHz) applications.
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ADHYAYAN—An Innovative Interest
Finder and Career Guidance Application

Akshay Talke, Virendra Patil, Sanyam Raj, Rohit Kr. Singh,
Ameya Jawalgekar and Anand Bhosale

Abstract ADHYAYAN is an innovative mobile application which determines a
user’s interest in a particular domain and nurtures them effectively so that they can
pursue career in the field which they are interested in. The system takes into account
social media posts, results of a test and application activity to find out the interest of
users in different fields and then assists, guides and evaluates them continuously to
improve their skills in these fields. ADHYAYAN is a three-tier systemwhich consists
of a front-end, middle layer, and back-end. Front-end is an Android application
which provides personalized GUI for each user. Middle layer is Firebase, while
back-end is a server hosted on ‘Google Cloud Platform’. An algorithm has been
developed for ADHYAYAN which calculates the ratio of user’s interest in different
domains and eventually feeds are generated in the same ratio on user’s profile. To
cater the increasing need of skilled employees in different fields and promote interest-
based learning, ADHYAYAN has been proposed to overcome various limitations and
drawbacks of existing solutions.
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1 Introduction

Education system is the most important aspect to look upon for a country’s future
development. As today’s children are tomorrow’s driving force for the economy, it
is very important that these students are trained and mentored in the field of their
liking so that they are interested and passionate about their work, to gain maximum
efficiency. In today’s scenario, most of the people are dissatisfied with their jobs
because the nature of their job is not in line with their passion, reducing the overall
happiness index of the country. Today, students are not able to do critical analysis of
anything and are not able to look at things with their own perspective [1]. They take
decisions influenced by their elders or peers and end up taking a career path which is
not of their interest. This leads to unemployability, college dropouts, suicides, etc.,
thus affecting the youth of the country in an adverse manner. Taking into account all
of the problems mentioned and the current existing methodologies related to such
issues, we have come up with a system that tries to address these issues to a greater
extent. Our system collects data from various popular social media platforms and
results from a test which is based on ‘Gardner’s theory of Multiple Intelligences’
[2]. It helps users identify their area of interest, nurtures them in that field and also
helps them to build a career in it by providing various career options.

2 Existing Methodologies

There are some methodologies that are taking care of this issue, but all of them have
some limitations.

To determine student’s interest and motivate them, some privileged schools ap-
point psychologists or mentors. These facilities incur extra charges in schools which
is not affordable to major sector of the society. Also, psychologists or mentors make
decisions based on personal opinions which may be biased [3].

Different onlineWeb sites and mobile applications elaborate career options avail-
able but for this, the users must know their interest as a prerequisite.

Various start-ups or companies visit schools and take aptitude tests, based on
which the student’s interest is determined. This one-time assessment does not provide
continuous evaluation and is also expensive and time-consuming.

To overcome these limitations of the present solutions, we have proposed a system
which is an android application available to everyone at a very low cost, is personal-
ized for each user and is automated. Moreover, it is a continuous evaluation process
to give more precise interest prediction.
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3 Background and Related Work

There are systems proposed to address these issues. A system was proposed which
classifies students based on their school levels, personal and professional tendencies
and then builds a profile using semantic classification in ontology [4]. But this system
is restricted to only one domain, i.e., Academics. Another system was proposed
in which the system collects Facebook post data using ‘Facebook Graph API’ and
translate the data fromThai language toEnglish language using the ‘GoogleTranslate
API’, then it uses ‘Microsoft Cognitive Services API’ to find the useful keywords
which can be mapped to the words in their self-created static dictionary. Based on
the mapping, they find field similar to user’s interest [5]. This system is limiting
itself to determination of interest only, no further action is taken. Also, this system is
only doing text mapping to static dictionary without text analysis and only considers
textual posts.

Whereas our system is not limiting itself just to academics but expands into various
other domains which can be categorized into the general umbrellas namely Arts,
Sports and Academics. Our system takes into account textual as well as non-textual
posts (images, videos, etc.). It also does continuous evaluation and provides feeds to
motivate students and enhance their knowledge about different career options that
they can take up.

4 Implementation

Our system consists of three layers namely front layer, middle layer, and end layer.

4.1 Front Layer

The user registers throughEmail ID andPassword.User has to then provide Facebook
username, Instagram username and Twitter handle if they have an account on the
mentioned platforms. Then the user proceeds to the questionnaire section designed
on the basis of ‘Gardner’s Theory of Multiple Intelligences’ which is a set of defined
questions that need to be answered by the user. On the basis of the above-collected
information, a personalized profile is generated for the user in ourmobile application.
Some of the features present in our UI is mentioned below:

– Themainprofile feedpagewhichwould show theuser the feeds, i.e. the suggestions
by the system. These suggestions could be some information about the field of
interest, trending topics, career options, success stories in their field of interest to
motivate them, places, and events they could visit.
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– There would also be a timeline to track the list of events happening around the
user and for the same, a calendar would be maintained to suggest future events in
the area of user’s interest.

– A Google custom search bar to search for any query.

4.2 Middle Layer

Firebase serves as the middle layer for our system. Firebase provides us with the
user’s authentication services with its features like refreshing access tokens on its
own for ‘Facebook Login’ and other authentication services without the need of
maintaining a server for the same. ‘Firebase Cloud Functions’ is used to pass the
data collected from the front-end to our back-end system and call the back-end server
API hosted on ‘Google Cloud Platform (GCP)’. We have a virtual machine created
on GCP which hosts our back-end server. GCP and Firebase complement each other
fairly well as both of them belong to Google.

4.3 End Layer

Our back-end server uses Facebook User’s ‘Access Token’ to call ‘Facebook Graph
API’ and deduce relevant information from posts, feeds, pages liked, video, statuses,
etc., of the user. The back-end server gets the Instagram username and passes it to
the Instagram Crawler (a Python Script). The acquired ‘Twitter handle’ is passed
to an R script to get the tweets on the user’s timeline using ‘Twitter API’ [6]. The
activities of the user on our application are evaluated continuously and passed on to
the API hosted on back-end. This data helps in providing more and more relevant
feeds. The back-end also evaluates the result of the test based on ‘Gardener’s Theory
of Multiple Intelligences.’ It collects all the images from all the above sources and
passes to ‘Google Cloud Vision API’ which gives five labels to each image [7]. The
labels are then passed to ‘DatumBox’s Topic Classification API’ which helps us in
categorizing the images into either of academics, arts, or sports. Keywords extracted
from the textual data like tweets, Facebook posts, etc., are passed to ‘DatumBox’s
Keyword Extraction API’ which helps us in categorizing again [8]. The total number
of entities in each category are counted and fed to our Algorithm henceforth, referred
as ‘Profile&DomainRelevance (P.D.R)’Algorithm. P.D.Rgenerates output as a ratio
which tells us the proportion of a user’s interest in the threementioned domainswhich
helps us in providing feeds to the user in the calculated ratio. All the data from social
media and our application is gathered, updated and fed to P.D.R in real time (Fig. 1).

Feed Generation The feeds are categorized into suggestions and motivation. Sug-
gestions can be categorized as trending topics, tips, and events or competitions being
held at or around the user’s location. In motivation, career opportunities for differ-
ent domains are presented to users with the success rates and success stories in that
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Fig. 1 System Architecture of ADHYAYAN

particular domain. All this information is presented in the form of quizzes, fruitful
games, textual and non-textual feeds.

The feeds are generated by the following methods.

– meetup API: It gives nearby events happening around the location of the user. The
events are labeled into 24 categories by the Web site itself [9].

– news API: It provides latest news and feeds from various websites based on tech-
nology, sports, and entertainment [10].

– Real-time match statuses using API’s from different sports Web sites.
– And some manually entered static feeds in the form of textual and non-textual
information(based on our research on specified domains).

5 Profile and Domain Relevance (P.D.R) Algorithm

5.1 Aim

To determine the Ratio of Interests in Domains (i.e. Interest (D1): Interest (D2):...:
Interest (Dn))
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5.2 Variables Used and Explanation

1. “m” : It denotes the number of sources fromwhich data is collected. As of now, the
system has five sources(i.e. Facebook, Instagram, Twitter, Test [2] and Activities
performed on our APP)

2. “n” : It denotes the number of domains in which user interest is classified. As of
now, the system has three domains (i.e., Academics, Arts and Sports)

3. “Si” : Denotes the i th Source
4. “Dj” : Denotes the j th Domain
5. “W” : Weightage Matrix

W =

⎡
⎢⎢⎣
WS1D1 WS1D2 .. WS1Dn

WS2D1 WS2D2 .. WS2Dn

: : :
WSmD1 WSmD2 .. WSmDn

⎤
⎥⎥⎦ (1)

(a) ‘WSi Dj ’ in Eq. (1) denotes the weightage given to data from Source ‘i’ in
Domain ‘j’.

(b) The purpose behind using W matrix and giving weightage to data is that
people don’t post on social media with the same interest level as in their
real life. For example, an intelligent student interested in maths Olympiads
may participate in 10 Olympiads, but posts only 1 Olympiad post on social
media. This 1 post has to be given a highweightage in order to reduce the gap
between number of post on social media and number of real-life activities
done.

(c) ‘W’ matrix is universal and would be used for every user.
(d) Weget values of ‘WSi Dj ’ by studying Posts from100 profiles fromFacebook,

Twitter, Instagram each and then classifying them into domains. The values
of ‘W’ matrix are presented in Table 1.

6. “Ps/Pl” : Profile Matrix.

P =

⎡
⎢⎢⎣
PS1D1 PS1D2 .. PS1Dn

PS2D1 PS2D2 .. PS2Dn

: : :
PSmD1 PSmD2 .. PSmDn

⎤
⎥⎥⎦ (2)

Table 1 Table representing
values of ‘W’ Matrix for 4
sources and 3 domains

Source/Domain Academics Arts Sports

Facebook 22.62 12.24 15.43

Instagram 90.95 7.75 12.66

Twitter 6.80 11.36 15.87

Test 2 1 2
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(a) PSi D j in Eq. (2) denotes the number of Posts of a User from Source ‘i’ in
Domain ‘j’.

(b) Ps : Profile Matrix(Short Term)
i. Ps is active for 3 days. A snapshot of Ps is taken on every third day.

After which new Ps is initialized. In all, five snaps are taken in span of
15 days.

ii. After 15 days a new cycle starts.
iii. Use of Ps : It helps in dealing with sudden spike of number of topics

discussed in a particular domain. Such spike in social media are caused
due to a popular event in realworld. For example, recent death ofAvicii(a
Swedish musician, DJ) [11] caused number of people posting posts
related to him (Note: system classifies such posts into arts). But, in
reality these people may not be highly interested in music. People tend
to talk/post/share on the same topic on which their peers are talking
/posting /sharing, resulting in sudden spike of posts related to a specific
domain.

(c) Pl : Profile Matrix (Long Term)
i. Pl Is active infinitely. It is updated every 15 Days, by aggregating the

values of all 5 Snapshots of Ps and then aggregating this value (aggre-
gated value of 5 Ps) with previous value of Pl .

(d) Unlike W matrix, P is user specific.
(e) Larger weightage is given to Pl than Ps while determining the ratio of final

feeds.

7. “P.W” (dot product of matrices) : Calculates Profile domain relevance

(a) Ps .W : Short-term Profile domain relevance
(b) Pl .W : Long-term Profile domain relevance

8. “TDi” : Total Interest in i th Domain

T Di =
m∑

a=1

((WSaDi ).(PSaDi )) (3)

Note: Formula remains same for Short Term (Ps) and Long Term (Pl ).
9. “P(TDi )”: Percentage of Total Interest in i th Domain

P(T Di ) =
∑m

a=1((WSaDi ).(PSaDi ))∑n
b=1(

∑m
a=1((WSaDb).(PSaDb)))

(4)

Note: Formula remains same for Short Term (Ps) and Long Term (Pl )
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5.3 Algorithmic Steps

START

1. Read data for i th Source(such that i = 1:m)
2. Generate Ps
3. IF(Cycle of 15 Days Completes)

(a) Generate Pl
(b) Start new cycle for Ps

4. Compute (Ps).(W) and (Pl).(W) (Refer Eqs. (1) and (2))
5. Compute P(T Di ) [ for all i=1:n] (Refer Eq. (4))
6. Round off each P(T Di ) to multiples of 5.
7. Generate feeds for i th domain(i = 1:n) in percentage determined by corresponding

P(T Di )

END

5.4 Capping Rules

1. Capping rule ensures that users are always exposed to feeds from all the domains
at all the times. This gives them opportunity to explore new domains.

2. Upper cap: no P(T Di ) can exceed 90%
3. Lower cap : no P(T Di ) can fall below 5%.

6 Working of Algorithm using a Pseudo User

– A pseudo user profile was created on Instagram, Twitter, and Facebook. The ratio
of academics, arts, and sports posts was kept 1:1:8.

– This profile has major interest in sports and minor interest in arts and academics.
– Data was collected from these sources and then categorized into different domains
with help of different machine-learned modelś API(s) mentioned previously.

– Table 2 is generated at the end of categorizing images from posts.
– “Image ID” denotes the id of image which is unique to every image.
– “Lable1...Label5” are the labels generated for a particular image using ‘Google
Cloud Vision API’. These labels are classified into Academics, Arts, Sports and
Others labeled as 1, 2, 3 and 4 respectively (i.e. 1-Academics, 2-Arts, 3-Sports
and 4-Others), using ‘Datumbox Topic classification API’.

– “Category” stands for final category in which the image is classified based on the
label classification.

– Table 3 is generated after categorizing textual data from posts.
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Table 2 Table representing image data classification into specific domain

Image ID Label1 Label2 Label3 Label4 Label5 Category

1041...7799 Player (3) Football
player (3)

Sport venue
(3)

Team sport
(3)

Soccer
player (3)

3

1041...2122 Sports (4) Team sport
(3)

Fun (3) Football
player (3)

Player (3) 3

1041...8823 Barechested
(2)

Male (2) Eyebrow (2) Muscle (4) Leisure (4) 2

1041...2174 Face (4) Hair (4) Sport venue
(4)

Blond (2) Human hair
color (4)

4

1041...2179 Eyewear (4) Vision care
(4)

Human hair
color (4)

Eyebrow (4) Glasses (2) 4

Table 3 Table representing textual data classification into specific domain

S. No. Textual data Text domain

1 Former Arsenal goalkeeper David Seaman, who was a key cog in the
1998 and 2002 double-winning sides, called on fans https://t.co/
q4OlEAiXOx

3

2 Virat Kohli guides India to fighting total against New Zealand in first
ODI

3

3 Apple offers free battery replacement for this MacBook model 1

4 The International Monetary Fund expects India’s role in the Indo-Pacific
region’s development to continue to expand https://t.co/ahpNumtAqb

4

5 An officer of the Central Reserve Police Force (CRPF) was killed in a
gunfight with the Maoists in a dense forest i https://t.co/p2okanYa00

4

– Number of Posts in each domain, from each source, is calculated and P matrix is
updated as given in Table 4.

– According to the Step 4 of P.D.R Algorithm, we get following Values:

• P(T D1) : Percentage Interest in Academics is 22.45%
• P(T D2) : Percentage Interest in Arts is 10.32%
• P(T D3) : Percentage Interest in Sports is 67.39% (Table 5).

– Rounding Off Values to Nearest Multiple of 5:

• P(T D1) : Percentage Interest in Academics is 20%
• P(T D2) : Percentage Interest in Arts is 10%
• P(T D3) : Percentage Interest in Sports is 70%.

– Output : The generated ratio of Interests in Domains is:

Academics : Arts : Sports = 2 : 1 : 7

– Initial Feed can be generated in the same ratio as mentioned above.
– Once the feeds are displayed on APP, the user activities are tracked and updated
on server, which act as a fifth source in the PDR.

https://t.co/q4OlEAiXOx
https://t.co/q4OlEAiXOx
https://t.co/ahpNumtAqb
https://t.co/p2okanYa00
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Table 4 Table representing values of ‘Ps ’ Matrix

Source/Domain Academics Arts Sports

Facebook 3 5 15

Instagram 1 0 11

Twitter 1 1 8

Test 7 10 20

Table 5 Table representing values of Matrix (‘Ps ’.‘W’)

Source/Domain Academics Arts Sports

Facebook 67.86 61.20 231.45

Instagram 90.95 0 139.26

Twitter 6.80 11.36 126.96

Test 14 10 40

7 Conclusion

An article from ‘The Hindu’ states ‘Unemployability is a bigger crisis than unem-
ployment’ [12]. Statistics show that in all 57%of Indian youth has suffered from some
degree of unemployability. Such huge crisis could have been avoided if individuals
would have followed their passion and developed skill set in the field they wanted
to. Our system finds student’s interest area and makes constructive measures. As of
now, we have taken into account only three general domains namely arts, sports, and
academics as when we generalize the specific career options, we get these three as
generic domains but in future, we aim at expanding these general domains into more
specific ones.

Smartphones have become an integral part of a student’s life and lot of time is
invested in various uses of smartphone. So, we are trying to leverage this energy to
make them do fruitful and productive activities.
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Implementation of Cure Clustering
Algorithm for Video Summarization
and Healthcare Applications in Big Data

Jharna Majumdar, Sumant Udandakar and B. G. Mamatha Bai

Abstract The Data Mining Techniques provide useful ways to generate desired
patterns from the large data and establish relations between them to solve problems
using data analysis. This paper focuses on a data mining algorithm called CURE, and
its applications on Health Care and Video data. Big Data consists of large volume,
ever growing Datasets with multiple sources. Big Data in Health Care is an emerging
area which helps healthcare organizations for their analytics and reporting needs.
Data Mining Techniques, predictive analytics, and prescriptive analytics are some
of the methods to analyze the healthcare data and derive useful information for
several applications. On the other hand, Video Processing is an emerging area of
researchwhich gives rise to variety of applications like object tracking, shot detection,
Video Summarization, etc. This paper discusses the application of CURE clustering
algorithm on Video Processing for generating Video Summary and application of
the same algorithm on Big Data Health Care Dataset for deriving disease related
information.

Keywords Big Data Analytics · Video Processing · Data Mining Techniques ·
Health Care · CURE · Video Summarization

1 Introduction

Big Data Analytics is an emerging technology and an area of research with its vast
application areas. With technology advancement, the era of data (text, numerical,
and video) is growing abundantly and handling of such data is a major challenge
in real-time scenario. This paper discusses the two applications of Health Care and
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Video Summarization on big data using Data Mining Techniques. The purpose of
this paper is to deal with enormously produced data and predict the type of disease
the patient is sufferingwith respect to Health Care, whereas in Video Summarization,
the entire summary of the video for a given event is analyzed which helps the people
to know the gist of the event in their busy schedule thereby updating the happenings
around them.

1.1 Big Data in Health Care

Big data healthcare data pool consists of data belonging to a variety of sources.
Healthcare data can be structured or unstructured. It has to be formatted and restruc-
tured properly for proper analysis at later stages. The data obtained thus is used in
analytics to derive the information and relations to utilize the obtained relation in
the application in order to get the desired result. The volume of information that
one needs to negotiate has detonated to incomprehensible levels before decade, and
in the meantime, the cost of information stockpiling has methodically decreased.
Privately owned businesses and research foundations catch terabytes of information
about their user’s connections, business, online networking, and furthermore. The
test of this time is to comprehend this ocean of information. This is where enormous
information examination comes into picture.

The big data is described by five Vs [1]:

• Volume—The volume refers to the tremendous measure of the information which
is generated each second that are bigger than the standard social database.

• Variety—The variety deals with the kind of attributes of theDataset like numerical,
continuous, categorical, ratio, and ordinal.

• Velocity—The velocity deals with the algorithm analysis for the computation of
different types of attributes of process data.

• Veracity—The data accuracy of analysis depends on the veracity of the source
data.

• Value—The value is the most important aspect of big data. The data is useless
unless we convert it into value.

1.2 Video Summarization

In the recent years, there is an enormous growth in the ability of individuals to
create, capture video, gradually leading to large personal, and also corporate video
archives. In corporate field, there is a huge scope to Video Summarization. For
example, a company may desire to summarize the CCTV video of the buildings
so that only main events are included in the summary. An online education course
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material distributor may want to generate brief summaries of videos that concentrate
on the most interesting snippets of the course.

A summary of a video must satisfy the following three principles:

• The video summary must consist of main events from the video. For example, a
summary of a soccer game must show goals, as well as any other notable events
such as the elimination of a player from the game.

• The summary should show some degrees of continuity.
• The summary should not contain repetition which can be difficult. Like, in soccer
videos if the same goal to be replayed many times.

These three features, named the CPR (continuity, priority, and no repetition) is
the basic goal of all Video Summarization methods.

2 Literature Survey

Raghupathi and Raghupathi [2] explains in detail the field of big data in Health Care
and its advantages, and describes the examples found in the literature, different chal-
lenges, and comes upwith conclusions. BigDataAnalytics techniques can contribute
to Health Care in many areas like

• Evidence-based medicine: clinical data and genomic data are analyzed to check
matching treatments with outcomes and faster development of the more accurately
targeted vaccines.

• Aiding diagnosis: predictive analytics are used in aiding diagnosis. With a series
of tests performed, a set of symptoms, results, and observations could be provided
for potential diagnosis and identifying diseases.

Using big data inHealth Care and using analytics to identify andmanage high-risk
and high-cost patients are discussed in [3]. The patients with high risk are predicted
using previous patients’ data with same conditions as the current patient.

A proposed system which can help in diagnosing diseases like asthma, high/low
blood pressure, diabetes which are most prevalent and costly chronic conditions
which cannot be cured easily is presented in [4]. But if investigated early, they can
prevent the disease to not cross threshold. In this system, implemented k-means
algorithm and multi-rank walk algorithm used, on tweet streams to provide useful
tweets, apply filtering technique with regard to topics. Then whenever user searches
information on particular diseases that can help the user to get an overview of diseases
quickly. In paper [5], the automated healthcare management system is proposed for a
healthcare organization. It contains different modules like patient’s module, doctor’s
module, and pharmacist’s module which work together to manage the patient’s data.

The various challenges and hurdles for big data healthcare sector are explained
in detail in [6]. The patient’s privacy, availability of accurate data, and security
of data are few of the challenges. The CURE algorithm [7] stands for Clustering
Using Representatives, considered as an efficient algorithm for clustering of large
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databases. The algorithm starts by initial-clustering a sample of the whole data, uses
representative points obtained from the sample to assign the remaining points in the
Dataset. The clusters of the sample are produced by an agglomerative clustering
maintaining the representative points in each cluster, also the nearest neighbor of
every cluster.

The Video Summarization using k-means algorithm is presented in [8]. The paper
explains a competent algorithm using k-means clustering and RGB histograms for
summarizing video. It concentrates mainly on low-quality videos, e.g., videos from
YouTube.

The proposed method of the system discussed is as follows:

1. Divide the input file into different number of segments for every k seconds such
as frame 0 (f 0) … frame n (f n).

2. Consider first frame of every segment as representatives assigning values x0 …
xn.

3. Generate the histograms for x0 … xn and call them as y0 … yn.
4. The histograms are grouped into k groups with Euclidean distance being the error

function.
5. Iterate the process for k groups and randomly pick a segment.
6. Add the picked segment to the list until the desired no. of frames are selected.
7. Group all the frames in the list to generate the final video summary.

TheLocal Binary Patterns (LBP) [9] proposes amethod for feature extraction. The
LBP is nonparametric descriptor which efficiently summarizes the local structures of
an image. The LBP operator uses decimal numbers to name the pixels of an image,
known as Local Binary Patterns or LBP codes, that encodes the local neighbors
surrounding each pixel.

3 Proposed Methodology

The proposed systemworks for two applications forCUREAlgorithm:One forVideo
Summarization and another for big data in Health Care. For Video Summarization,
the input is the video shots corresponding to an event and the extracted frames are
used to extract the LBP features. Then the clustering technique is applied on the
features to get the clusters and extract the key frames and then generate the video
summary.

For big data, the input Dataset is normalized and then the clustering techniques
are applied to the Dataset to generate the clusters. Then the clusters are analyzed by
plotting the graph which predicts the type of Thyroid disease such as hypothyroid,
normal, and hyperthyroid conditions (Fig. 1).
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Fig. 1 Flow diagram of the proposed system

3.1 CURE Algorithm

The Clustering Using REpresentatives (CURE) algorithm uses a hierarchical clus-
tering approach. In CURE, random sample of the input Dataset is generated and the
data is divided into different partitions. A constant number of sufficient distant points
within a cluster are chosen and elected as representatives of the cluster. The clusters
with the nearest pair of representatives are merged at each step of the algorithm.

CURE (Total no of points, n)

Input: Set of points, S
Output: n clusters

(a) For each cluster p, p.mean contains the mean and a set of c representative points
wherein, m.closest holds the clusters nearest to m.

(b) The set of input points are included in a n-d tree “T.”
(c) Considering every input point to be a separate cluster, calculate m.closest value

for every m, where m and m.closest distances are stored in ascending ordering.
(d) It is further followed by inserting each cluster into the heap Q.
(e) While the heap size Q > n
(f) Eliminate top point of heap (denoted by “m”) and combine it with its near-

est cluster m.closest “l” and then compute new representative points for the
combined cluster e.

(g) Eliminate m and l from tree T and heap Q.
(h) For each cluster y in Q, update x.closest, displace x and insert it into the heap

Q.
(i) Repeat until no more updates.
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4 Applications

This section describes the unique applications of the CURE algorithm on two dif-
ferent domains: big data in Health Care and Video Summarization. The data mining
technique is applied on the medical data to get the disease prediction and on video to
get the meaning of the video through its summary. The inference obtained from this
work helps people to identify the early signs of the disease in particular by diagnosing
the symptoms, wherein, the Video Summarization gives a meaningful summary of
the corresponding video input so that the highlights reach the concerned people. This
work in particular focuses on the mindset and lifestyle of the society by giving them
what they need at any instant of time so that they can make their further decisions.
This also helps the healthcare organizations to prescribe the right medication in the
early stages of the disease or when a symptom is encountered.

4.1 Application for Big Data Health Care

The proposed system is to analyze and predict the presence of Thyroid disease using
early symptoms using CURE Algorithm. To analyze and predict the type of Thyroid
Disease using Data Mining Techniques which helps doctors to diagnose and suggest
the treatment. It also helps the patients to know about their health condition at an
earlier stage. The proposed system is the implementation of the CURE algorithm
which is applied to the healthcare Dataset that is Thyroid Dataset.

4.1.1 Design of Implementation

The modules of the proposed system include: The random sampling, drawing kd-
tree from the sample, and choosing representatives and then final clusters. These all
modules are implemented in the proposed system which gives final clusters which
correspond to the outcome of the symptoms. The kd-tree data structure is very essen-
tial and is helpful to calculate the nearest neighbor of each point. The modules of the
proposed system are the important routinesmentioned in the algorithm. The output of
the algorithm gives the different clusters of the given Dataset and the corresponding
elements which correspond to a particular type of Thyroid disease. The clinical data
on which the algorithm is applied consist of patient’s records which correspond to
different tests conducted and their values from them. The Dataset is taken from UCI
machine learning repository [10]. Totally 21 attributes are there in the Dataset out of
which 4 attributes are key attributes for deciding the disease condition as shown in
Table 1. There are three types of conditions: hyperthyroid, hypothyroid, and normal.

The modules of the Clustering algorithm are:
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Table 1 Attributes of Thyroid Dataset

S. No. Attributes Possible
values/types

S. No. Attributes Possible
values/types

1 Age Continuous 12 Lithium False, true

2 Sex Male, female 13 Goiter False, true

3 On thyroxine False, true 14 Tumor False, true

4 Query on
thyroxine

False, true 15 Hypopituitary False, true

5 On anti-thyroid
medication

False, true 16 Psych False, true

6 Sick False, true 17 Thyroxine
stimulating
hormone
(TSH)

Continuous

7 Pregnant False, true 18 Total tri-
iodothyronine
test (T3)

Continuous

8 Thyroid
surgery

False, true 19 Thyroxine test
(TT4)

Continuous

9 I131 treatment False, true 20 T4U test Continuous

10 Query
hypothyroid

False, true 21 Free thyroxine
index (FTI)

Continuous

11 Query
hyperthyroid

False, true

• Random sampling: Random sampling favors big Datasets. Usually, the random
sample is saved in primary memory and includes a trade-off between the accuracy
and efficiency.

• Initial Partitioning: Initial step is to partition the sample into p no. of partitions.
The no. of clusters is user defined in the first pass. For second pass, only the
representative points are chosen and used. Thus, partitioning the input reduces the
execution time drastically.

• Labeling data: This step uses only representative points for k no. of clusters,
where all the residual data points are assigned to clusters. Here, a set of randomly
chosen representative points are selected for every cluster and the data point is
passed on to the cluster containing representative point nearest to it.

4.2 Application for Video Summarization

The proposed system is to summarize a video by using LBP feature extraction and
CURE clustering method to obtain key frames corresponding to different shots and
then combining the key frames to generate video summary. The video summary thus
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obtained contains brief highlights about the input video. This application is useful
where videos are large and the user wants to see only the important parts of the video.
The summary enables the user to only see the highlights without missing important
events.

4.2.1 Design of Implementation

The input to the system is the set of video shot frames of the input video. The video
contains large no. of frames and shots. A single shot has similar frames. The task
is to extract the feature vectors from each frame by using a relevant method (LBP-
local binary patterns in this case) and then group similar frames in the corresponding
clusters using a datamining technique called CURE. The key frame from each cluster
which represents the whole cluster is then extracted using centroid of every cluster.
The frame closest to the centroid is chosen as the key frame. The LBP feature vectors
are obtained for each pixel in each frame. The histogram of LBP features of a single
frame represents the feature vector of that frame. Equation to compute LBP code is
given by:

LBPP,R(xc, yc) �
P−1∑

P�0

s
(
gp − gc

)
2P (1)

The feature vectors are then computed for all the frames of the video. Then the
file containing the feature vectors of all the frames is then passed as input to the
clustering algorithm. The clustering algorithm groups the similar frames of a shot
as one cluster. The clustering algorithm CURE computes the nearest neighbors of
the frames and clusters them. The farthest frames are chosen as representatives, and
then the key frames are chosen for each cluster. All the key frames are combined to
get the video summary.

5 Experimental Results

This section shows the results obtained from the two applications on medical and
video data. The output screenshots of the two applications in their respective domain
are given below.

5.1 CURE Algorithm on Thyroid Data

Figure 2 shows the final clusters obtained from the Thyroid Dataset. The no. of
points in the Dataset depends on the random sample taken by the algorithm. The
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Fig. 2 Clusters obtained for Thyroid Dataset

Fig. 3 Clusters analysis

final clusters are obtained by recalculating the distance between the representatives
and remaining points. The smallest distance is merged into new cluster.

Figure 3 shows the analysis part of the clustering output. The analysis shows
three categories of patients suffering from Thyroid disease. 43% patients suffer from
hypothyroid, 37% are normal, and 20% suffer from hypothyroid.



562 J. Majumdar et al.

Fig. 4 Summarised output of entertainment video

Fig. 5 Summarised output of nature video

5.2 Video Summarization

The video samples namely entertainment and nature are taken from the YouTube
website. The duration of each video is 60 seconds. The entertainment video contains
1850 frames and the nature video contains 1087 frames in total.

Figures 4 and 5 show the video summary of a sample video, each frame represents
a shot and is the key frame representing that shot. The key frames of all the shots
are combined to generate the video summary. The video summary thus obtained
highlights the main parts of the video. If there are any redundant frames they are
eliminated in cluster-merging phase.

6 Analysis and Conclusion

The proposed system focuses on the application of CURE algorithm on two different
domains, namely, big data in Health Care and Video Summarization, respectively.



Implementation of Cure Clustering Algorithm for Video … 563

The CURE Algorithm is efficient for large databases and is efficient to outliers.
The application on big data helps in getting useful information from the Health
Care, i.e., patient data and analyze it for future purposes. The application greatly
helps healthcare organizations to analyze patient’s data. On the other hand, Video
Summarization deals with highlighting main parts of the video by choosing key
frames for each shot. This helps the user to quickly view the main events in the video
without browsing through the whole video. This is especially helpful when the video
duration is high.

Thus, we conclude that the application of CURE algorithm on video and big data
Health Care can produce two different applications which may aid the healthcare
organizations and also in Video Summarization. This work can be further extended
by considering symptoms of various diseases to predict the presence of the disease.
Also, for Video Summarization, the longer duration videos can be summarized to
get the highlights of the video.
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Redundancy Management of On-board
Computer in Nanosatellites

Shubham, Vikash Kumar, Vishal Pandey, K. Arun Kumar and S. Sandya

Abstract Satellite bus has subsystems like attitude determination and control sys-
tem (ADCS); electrical power system (EPS); and communication, command and data
handling (C&DH) for operations at different phases of the mission. These subsys-
tems’ requirements are processed and controlled by the on-board computer (OBC)
subsystem in the satellite. On-board computer (OBC) subsystem plays a vital role in
the functioning of the satellite system; a small malfunction in this systemmight result
in the entiremission failure. For such critical subsystemwhere on-boardmanual inter-
vention to repair or replace a failed component is difficult, it is very much essential
to have a redundant mechanism. Using redundancy concepts to improve the relia-
bility of systems or subsystems is a well-known principle. This paper describes the
architecture of OBC and the redundancy configuration in the nanosatellite. Further,
the redundancy management between master and redundant subsystem is explained.
This is achieved by first detecting the failure by using an external watchdog timer
that monitors master OBC unit along with the redundant. The isolation of the fault
signals from the failed unit is controlled by the power control switch.

Keywords OBC (on-board computer) · ARM (advanced RISC machine) ·MCU
(master control unit) · RCC (reset and clock control) · USART (universal
synchronous/asynchronous receiver/transmitter) · GPIO (general-purpose
input/output) · CAN (controller area network) · C&DH (command and data
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handling) · ADCS (attitude determination control system) · IPC (inter-process
communication)

1 Introduction

OBC is a special-purpose on-board computer intended to screen and control the con-
stant activities of a satellite through sensors, actuators and other components. It takes
control of the satellite proximately after its launch and endures to remain in com-
mand until the end of the mission. The core component of the OBC subsystem is a
microcontroller unit. This paper deals with the design of the failure detection system
of an OBC for nanosatellite using an external watchdog timer. The work includes
redundancy design development for OBC architecture as well as the development of
the software for the microcontroller. The architecture detects the error and provides
isolation from the failed system. This approach would ensures the system fault toler-
ant and fail-safe. To implement this mechanism, an external watchdog timer is used.
The main advantage of using watchdog timer is that it can be used to automatically
detect programming and equipment glitches and produces the timeout flag. Inheri-
tance of a watchdog timer depends on counters that check down from beginning an
incentive to zero, if the counter ever achieves zero preceding the product restart it,
the product is ventured to glitch and the processor reset flag is affirmed.

Different redundancy methods like hot standby, warm standby and cold standby
can be used in satellites.Here, awarm standbymethodhas been used. The redundancy
architecture of OBC will provide a one-to-one redundancy for the OBC subsystem
in the satellites. The external watchdog timer is refreshed at regular intervals by the
master OBC. If the OBC fails to do so, the watchdog generates a timeout. Further-
more, it sends an interrupt to the backup OBC, which will send a message through
the primary CAN and wait for an acknowledgement. If acknowledgement is received
from the master OBC, the main microcontroller is reset. Otherwise, the same proce-
dure is repeated via the secondary CAN, assuming that the primary CAN has failed.
If still the acknowledgement is not received, the reconfiguration of redundant OBC
as master happens and the operations prevail.

2 Architecture of OBC

The command and data handling subsystem controls and handles information
between various subsystems of satellites. The OBC has programming introduced
that deals with the projects written to deal with different assignments. OBC consid-
ered for nanosatellite is 32-bit ARM Cortex M4-based STM32F407VGT6 micro-
controller which has built-in digital signal processing (DSP) and floating point unit
(FPU) features. The system operates at 168 MHz and is strong enough to execute
210 Dhrystonemillion instructions per second (DMIPS). The advantages of different



Redundancy Management of On-board Computer in Nanosatellites 567

Fig. 1 Architecture of OBC

low power modes like stop, standby, sleep with real-time clock enable the system to
switch between these power modes (Fig. 1).

3 Redundant Architecture of OBC

Redundancy is the replication of critical components of a system with the purpose
of increasing consistency or availability of the system, usually in the case of a catas-
trophe or degradation. The needs for redundancy are:

• Unpredictable hardware faults in OBC cause a malfunction in the satellite system
and would further lead to mission failure.

• Failures in the hardware could be due to environmental anomalies or any other
physical fluctuations in system, subsystem and interfacing modules.

• As OBC is one of the most crucial systems in the satellite, care must be taken
while designing the system.

Figure 2 shows the OBC architecture of nanosatellite where the master will be in
run mode and the redundant system will be in sleep mode. Communication between
the two is achieved throughCANbus, and IPCbetweenC&DHandADCS subsystem
is achieved through UART interface.

The on-board real-time clock (RTC) in the redundant system allows it to auto-
wake up from standby mode. Upon periodic wakeup, OBC will check the activeness
of the master OBC. If the master OBC is active, the redundant system will continue
to stay on standby; else, it will come into run mode and coup the satellite OBC
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Fig. 2 Architecture of OBC redundancy

operations. Interface failure between master–redundant OBC systems and between
C&DH and ADCS subsystem is evaded by offering alternative communication line.

3.1 Management of Master and Redundant OBC

The development of the OBC architecture has various factors related to it. The selec-
tion of the microcontroller for the OBC is based on the power consumption, software
and performance parameters. The STM32F407VG ARM Cortex M4 board has the
ability to switch between various power modes which is suitable for a nanosatellite
mission sequence. Active mode consumes power as less as 100 mA with all the
peripherals in run mode. In sleep mode, the power usage is only 2–3 µA which is
best suited for the redundancy management purpose. Since two identical STM32
microcontroller boards are used, the software overheads can be minimized. Also, the
same algorithm is used in both the microcontroller boards with minimum amount of
changes for the main and redundant OBC. The performance of the OBC is also fast
with a minimum delay of 2–3 s for the transfer of control from master to backup.
The combination of watchdog timer and CAN approach is used to provide the best
redundancy for this particular application.

3.1.1 Working of the Redundant Architecture

Initially, the main OBC will be configured to operate in run mode and continue
the mission operations, while the backup OBC will be configured with minimum
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configurations and switched into deep-sleep mode until an on-board real-time clock
(RTC) or external watchdog timer generates an interrupt. Failure of the two MCUs
in main OBC is checked at two levels in order to avoid the false failure report at
the single attempt. The first level is through external watchdog timer, which will be
continuously monitoring the microprocessor activity and generates a signal if MCU
operates incorrectly. The output signal from the watchdog timer is in turn fed to the
MCUs in the backup OBC as shown in Fig. 2. At the second level, backup MCUs
will broadcast message to main MCUs via primary CAN and confirm the activeness
of main MCUs through the reception of acknowledgement message from the main
microcontroller. If the acknowledgement is not received, same procedure is repeated
via the secondary CAN assuming the primary CAN has failed. A reset signal will
be sent to the MCUs in main OBC to reset the controllers when they fail to clear at
first- and second-level checks. The reset will be done for several number of attempts
in order recover the master OBC from the failure. In the redundancy architecture
of OBC shown in Fig. 2, there are probabilities that either one of the main MCU
or the entire OBC system would fail. Hence, the backup system will have the auto-
reconfigurability feature at subsystem level and system level to replace the failed
MCU or the main OBC. In order to isolate the erroneous output signals from failed
MCU in main and avoid unnecessary consequences in the mission cycle, the MCUs
in backup OBCwill send the disable signal to main and cut off the power distribution
to the main board through a switch.

4 Results

See Figs. 3 and 4.

Fig. 3 Experimental set-up
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Fig. 4 Output in H-term terminal window

5 Conclusion

This paper explains the redundancy concept of the on-board computer in a nanosatel-
lite. Redundancy management of OBC in nanosatellite is designed with a watchdog
timer to improve the reliability of OBC by providing redundancy at the system-level,
subsystem-level and communication-level interface. The watchdog timer reduces
the power consumption as the redundant OBC does not need to wake up regularly to
monitor the health of the master OBC. Thus, the communication between the OBCs
has a minimum delay (5–10 ms) after the master OBC starts malfunctioning. Hence,
the redundancy in the nanosatellite makes it robust and reliable for mission-critical
tasks.



A Fault Tolerant Architecture
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and S. RaviShankar

Abstract Software defined network is a single-point control architecture where
the control plane and data plane are disaggregated. It has a centralized controller,
switches and hosts. Here, the OVS switches which act as the data-forwarding plane
are connected to the controller having forwarding details. In the above-said archi-
tecture, if the controller goes down due to bottleneck problems that arise because
of packet injection or any other attacks, then the network experiences performance
drawbacks. Hence in this paper, we propose a fault tolerant approach for software
defined networks. Once the controller fails, OVS switches are made as controllers
by using a switch type by name “UserspaceSwitch in namespace” which separates
switches’ namespace from the controller. We have usedMininet an emulator for sim-
ulation of software defined networks with POX, a remote controller. The proposed
fault tolerant approach for software defined networks is also simulated using the
mentioned software. The hosts are made as client and server, and the data traffic is
generated between them using UDP which gives different parameters as output for
analysing the performance. Further, graphs are plotted considering three-parameter
delay, packet loss and throughput for both SDN with centralized control and fault
tolerant approach to analyse the performance.

Keywords Software defined networking · Network bottleneck · SDN controller ·
DHT-switch

1 Introduction

Similar to Google, Microsoft is also trying to use SDN with the help of an open-
source tool called OpenDaylight for providing a better Skype end-user experience in
branch offices. Gap Inc is one such company which uses software defined network
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approach for processing the credit card transactions more efficiently and securely.
FOX Broadcasting Company uses SDN, as SDN has better control over the net-
work packets. FOX uses it to broadcast the compressed videos to different stations
around the country efficiently. The Former CEO John Chambers of Cisco declared
victory about company’s battle with SDN due to the increase in popularity of their
Application-Centric Infrastructure (ACI), which is described as a “business-relevant
software defined networking policy model”. Many manufacturers are entering into
the market to compete against Cisco. HP as of late presented a new line of open
switches and expanded its organization with VMware, which demonstrates that it is
considering the SDN amusement quite important.

Software defined network, a centralized network architecture, helps the network
administrator to programmatically control, change and manage the behaviour of the
network with the help of interfaces. In software defined network, both the data plane
(network devices) and the control plane (controller) are decoupled. The data plane
is used to control the forwarding of the network traffic, whereas the control plane
is logical entity which receives the information from the applications. In SDN, we
use different programmable devices such as switches and routers. SDN contains
a centralized controller that manages the flow of the network. Since SDN has a
centralized controller, it provides various features like dynamic programmability,
easy network management and control and complexity reduction. Though SDN is
centralized, it encounters various challenges such as link failure, attacks, bottleneck
problem and many more that are to be taken care off.

The SDN architecture as shown in Fig. 1 consists of three layers, i.e. infrastructure
layer, control layer and application layer. The infrastructure layer comprises network
devices such as switches and routers for network traffic forwarding. The devices in the
infrastructure layer are controlled by the controller of SDN. Control layer is where
the logic of the network resides, which controls the entire network infrastructure.
There are many controllers in the market such as POX, OpenDaylight and floodlight.
It is one such area where currently most of the network vendors are working on to
come upwith their own product. The control layer or the controller lies in between the
application layer and the infrastructure layer; therefore to connect to the upper and
lower layer, the control layer exposes two interfaces called as northbound interface
and southbound interface. Northbound interface is used to connect the application
layer and the control layer. There are no any standard northbound interfaces yet;
hence, REST-based API is used. Southbound interface is used for the communication
between the control layer and the infrastructure layer. OpenFlow was the first and
most widely used southbound interface, and then came many other interfaces such
as OSPF, BGP and MPLS. Application layer is where different applications are
developed for network monitoring, network troubleshooting, network policies and
security. SDN applications are developed based on the different network information
available such as network state, network stats, network topology and more. Brocade
is one such vendor which provides applications such as brocade flow optimizer,
brocade virtual router and brocade network advisor. Also, there are other applications
like TechM server load balancer, HPE Network Visualizer and Aricent SDN Load
balancer.
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Fig. 1 SDN architecture

Due to the SDN-based framework adaptability, they accompanywith performance
penalty. Regardless of SDN’s growth and popularity, there are only few studies
regarding the performance of SDN models. Performance of any network is affected
by considering different parameters. Due to the functionalities provided by the SDN,
it enhances the, in general, efficiency of the network. But the performance mainly
depends on the SDNmodel and implementation rather than on the functionalities and
complexity of it. Therefore, programmable generic forwarding element (ProGFE),
an adaptable and reconfigurable stage which allows us to deploy different network
services, protocols and architectures, was introduced. This ProGFE platform is con-
figured through an XML-based API. ProGFE is fundamentally a superset of Open-
Flow regarding capacities and gives a wealthier usefulness than OpenFlow. It is a
completely different technology compared to OpenFlow which is based on the IETF
standard which targets on separating the data and control plane. When performance
analysis was done between SDN with OpenFlow and ProGFE, it was observed that
the throughput in ProGFE was higher compared to OpenFlow. The throughput and
latency of SDN are affected due to the complexity in workload. The jitter in Open-
Flow is higher compared to ProGFE and hence results in decreased throughput, even
though both OpenFlow and ProGFE are having similar latency.

Advantages
SDN provides a centralized controller which distributes the security and policy infor-
mation throughout the network. It is an important challenge to create a controller
which is highly secure. SDN operating costs can be reduced by centralizing and
automating the network administration issues. This results in the better server uti-
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lization and better control of virtualization. We can also reduce the overall infras-
tructure cost by using the available commercial off-the-shelf (COTS) devices. In
SDN, centralized controller has the capability to see into the resource requirements
of the applications and also the available resources at lower levels. Due to the net-
work visibility feature of SDN, the hardware which is overprovisioned is made to
work precisely, thus reducing the capital expenditures of the network. In a traditional
architecture, the instructions and policies were embedded into the network elements
like routers and switches. But in an SDN approach, these instructions and policies are
embedded into the centralized controller, which reduces the complexity of network
elements.

Disadvantages
Since SDN contains a centralized controller, it is prone to single-point failure which
results in network degradation. Software defined networking involves programming
of network through software. But software usually has security issues that are to be
taken care; even SDN suffers from these security issues. SDN requires virtualization
which is costly and takes more time for deployment. If SDNs are implemented in
data centres, when there is huge data traffic between the nodes. SDN should handle
this traffic efficiently, but due to huge data the controller may suffer from bottleneck
problem, which is one of the important challenges of SDN. In SDN networking,
tasks can be characterized as data plan or control plane. With continuous activities,
standard outlines that are given occasional cuts of a centre could present colossal
latencies on movement.

As software defined networks are prone to a single-point failure, in our proposed
work an approach to the software defined architecture is given where the switches in
the network which are situated in data plane of software defined network architecture
are converted to controllers on the occurrence of bottleneck problemat the centralized
controller. This conversion is done by using a switch type by name “UserSpaceSwitch
in namespace” which separates the switches (data plane) from the root directory
of the controller and creates its own namespace which can be programmed as the
programmer wants it to work as. We used this type of the switch and made the
controller run in the switches by opening its namespace. All these simulations are
carried out using available open-source software called Mininet which has an inbuilt
editor MiniEdit where the topologies are built. The controller we used here is the one
which came built inwith theMininet software called POXwhich is used as the remote
controller that can be made to run both as the centralized controller and inside the
switches namespace. After the topologies are built for SDN and our proposed work,
we then used another open-source software by name gnuplot which when given the
parameters of x- and y-axes plots the graph for us. We considered three performance
parameters, bandwidth, delay jitter and packet loss for which we drew the values
by running centralized controller as well as distributed controller and then plotted
graphs using gnuplot. Once the graphs for both types of networks were plotted, we
then analysed by comparing the performance of both types of networks. We found
that SDN performance was better but there are performance parameters which we
are yet to consider and analyse the performance. Basically, this approach to the SDN
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architecture was given in order to make the architecture fault tolerant where even if
the controller goes down the switches in data plane take over the network until the
centralized controller is ready and away from bottleneck problems.

2 Related Work

Motivation for SDN was because of the coupling of control plane and data plane in
traditional network which resulted in inefficient network performance; hence, SDN
was introduced where both the control plane and the data plane are decoupled. SDN
architecture mainly comprises three layers: application layer, control layer and an
infrastructure layer [1]. To overcome a DoS attack for SDN, a distributed firewall
with intrusion prevention system (IPS) for SDN has been proposed [2]. Since SDN
is used in many vulnerable areas, both the controller and the communication devices
can be attacked. For mitigating these attacks in software defined networks, a policy-
based security application is proposed that has the capability to protect and control
the SDN domain behaviour. The application is developed using an ONOS SDN
controller to test these attack scenarios [3]. Moving target défense (MTD) presents
a continually altering condition with a particular true objective to defer or hinder
attacks on a system [4]. Software defined network uses programmable devices like
switches and routers. As of in the traditional network, even SDN is prone to bugs that
are inevitable and ruin the software quality; hence, many SDN debugging tools are
provided. The capabilities of the tools are to check stability of stream tables, back
hints of system movement, checking switch sending rules, recording and replaying
of all or chose activity and identification of network configuration changes [5, 6].

Software defined network is a novel networking architecture that disaggregates
network control and forwarding functions from the data plane; therefore, many novel
attacks are introduced, namely packet injection attack in SDN. A packet injection
attack is where an unauthorized user injects malicious packets continuously into
the network which results in the blockage of certain network services. As a result, a
prototype called packet checker is implemented using afloodlight controller to defend
against these packet injection attacks [7]. Path restoration mechanism is where a
bypass path is used to provide solution against link failure [8]. Different technologies
are provided which allows user to control and remotely access network devices that
provides real-time information from intelligent devices [9].

In software defined network (SDN), the switches are statically doled out to con-
trollers, which cause stack unevenness among controllers. In this firm, we consider
a spread of SDN controlling switches running OpenFlow tradition. We propose an
add-on algorithm realized on the controllers. Reproductions exhibited that such algo-
rithms upgrade execution and unflinching quality, and it is an absolute necessary in a
distributed SDN. Failure handling and load balancing is to be the key features of such
algorithm. This algorithm works as a disturbed SDN, in which an immense system
is managed by various SDN controllers. The dynamic switch remapping algorithm
empowers controllers to impart among themselves to choose an origin controller.
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The algorithm can be effortlessly sent as an additional component for controllers,
and it chips away the controller’s inscription given in the controller design record,
permitting the presence of different controllers which will not utilize the algorithm in
the network that tends to be commendatory. As a subsequent work, more estimations
likewise, features will be installed to update load balancing, picking switches Sk that
should be remapped. Moreover, a troubleshooting and taking a short at the versatil-
ity safety measures of the estimation will be done to make it perfect for tremendous
courses of action on data centres [10].

Software defined networking (SDN) builds up an incorporated control plane to
deal with the entire system, yet the customary unified control plane experiences the
issues of unwavering quality and adaptability. Although a few techniques explain the
issues, they do not balance load among controllers. It puts forward a load-balancing
component in the light of switches gathered for various controllers. The component
not just stabilizes the load amid the controllers, yet it additionally tackles the load
swaying and enhances time effectiveness. Simulation results have shown that the
proposed component addresses the issue of stacks swaying among controllers and
achieving the time proficiency. From the above research to unravel the difficulty
of load swaying amid controllers and enhance network balancing, it sets forward a
switch selection algorithm and a target controller selection formula, which guaran-
tee that execution stays stable even under exceedingly unique movement conditions.
In expansion, to enhance the time proficiency, we additionally plan a Target con-
troller’s selection algorithm for switch gathering. Reproductions demonstrate that
our approach can explain the load-balancing issue and enhance network balancing
in a period productive way [11].

Software defined networking (SDN) is as of now viewed as a standout among the
most encouraging ideal models of future networks, in spite of, the fact that the acces-
sibility, versatility, security challenges are not fully addressed. Analysis established
on floodlight demonstrates that the system could adjust the load of every controller
dynamically and decrease the season of load balancing. From the above analysis, we
can conclude that the dissimilar load conveyance is an inescapable matter in send-
ing arrangements of numerous controllers. To resolve this issue, we put forward an
instrument in view of load-informing procedure to adjust the load amid controllers
and diminish the time of adjusting. Later on, it is proceeded with respect to stream-
lining of our proposed load-balancing component, with the emphasis on upgrading
load-informing component and balance decision component. In expansion, we mean
to actualize our load-balancing mechanism amid numerously varied SDN controllers
[12].

Software defined networking (SDN), empowered by OpenFlow, speaks to a
change perspective from conventional system to the future Internet. Recreate or
circulated controllers are put forward to mark the problem of accessibility and ver-
satility that brought together controller experiences. Be that as it may, it does not
have an adaptable instrument to adjust stack among circulated controllers. To mark
this problem, this paper tells dynamic and adaptive algorithm for controller load
balancing (DALB), a dynamic furthermore, adaptable algorithm for controller load
balancing completely in view of conveyed engineering, with no brought together
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segment. This algorithm runs as a module of SDN controller. On the other hand, it
receives a flexible load accumulation edge to decrease the elevated of trading mes-
sages for load accumulation, and then again it can make approach and race territory
keeping in mind the end goal to diminish the choice postponement occurred by net-
work transmission. It fabricates model framework on floodlight to show the outline
and test the execution of algorithm. From the above analysis, we set forward a load-
balancing technique mentioned DALB for SDN controller in the light of dispersed
choice. We portray each segment of DALB, test the execution to our appropriated
SDN controllers and test the DALB algorithm work. Later on, it centres to consider-
ation on the testing algorithm in depth. In addition, if we pick diverse estimations of
collection threshold (CT) and ρ, distinctive execution of the algorithmwill show. It is
essential for us to investigate on the most proficient method to choose the estimation
of CT and ρ keeping in mind the end goal to get the ideal execution [13].

Software defined networking (SDN) is a system design that has got ample con-
sideration lately. It speaks to the eventual fate of system industry. As the Internet
keeps on surpassing desires of quick advancement, a solitary unified controller can be
stretched out to circulated different controller designs. Be that as itmay, the circulated
different controller designs are confronting increasingly genuine trials in the parts
of versatility, dependability, security. Sequentially to overcome these difficulties, we
put forward a helpful stage for load balancing and security on SDNdisseminated con-
trollers, called smart cooperative platform for load balancing and security (SCPLBS).
The cooperative stage is based on the control plane. A safe correspondence compo-
nent in the light of message validation code is embraced between the helpful stage
and the controllers. Cooperative stage utilizes an information accumulation calcula-
tion adjusting to information variance to gather the controllers’ status and load data.
Community stage takes system to accomplish the circulated controller stack adjust-
ing and disappointment recuperation. The adequacy of the proposed system has been
tested. Trial comes about to demonstrate that this plan can skilfully accomplish the
heap adjusting and disappointment recuperation of the circulated controllers based
on the protected correspondence between the helpful stage and the controllers. This
paper proposes an agreeable stage for stack adjusting and security on SDN conveyed
controllers, named SCPLBS. Floodlight controller has been utilized to build up the
agreeable stage in the light of restlet structure. SCPLBS carriesmessage confirmation
module, information gathering module, load balancing and disappointment recuper-
ation module. From examination and investigation, it demonstrates that the stage
can understand the load balancing and disappointment recuperation of the circulated
controller in the light of the protected correspondence. Later on, we will enhance
the security encryption instrument in this plan to give more successful put stock in
administration. Besides, we will accomplish more inside and out examination on the
problems about security and versatility of multi-space disseminated controller [14].

Network-as-a-service (NaaS) is a cloud-based service model which provides nec-
essary network connectivity, contingency and management of network services. We
propose an SDN-based way to deal with the help of NaaSmodel. It actualizes a proof
of idea (PoC) on a physical test bed and approves on test performance assessment.
From the above analysis, we conclude that we have offered an SDN-based architec-
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ture for the network-as-a-service (NaaS) cloud-based model to be copied and have
instrumented a proof of concept putting into effect upon a physical network test bed
coupled with provisioning and business managers of basic network power to make
connection services over it [15].

Together, software defined network (SDN) and big data have drawn in extraordi-
nary attention from both industry and scholarly community. At any cost, on the other
hand, the tremendous highlights of SDN can incredibly encourage big data procure-
ment, transmission, stockpiling and preparing. Counting enormous information in
data centre networks, information conveyance, joint enhancement, logical Big Data
models and planning problems have necessitated the need of SDN. It demonstrates
SDN will deal with the system adequately to enhance the execution of big data
applications. Also, we demonstrate that big data can profit SDN too, in addition to
activity building, cross-layer configuration, vanquishing security assaults and SDN-
based intra- and inter-data centre networks. Recent trends have proved that Big Data
applications show better performance in SDN environment. Initially, we establish
some tremendous highlights of SDN that can profit enormous information applica-
tions, incorporating big data handling in cloud data centre, information conveyance,
joint enhancement, logical big data structures and scheduling issues. It demonstrates
that big data profits different parts of software defined network, together with activity
building, cross-layer configuration, crushing security assaults, SDN-based intra- and
inter-data centre. To whole up, the joint plan of big data and SDN can be a great
answer for large information organizing. Step-by-step instructions to completely
utilize SDN’s favourable circumstances to improvise the execution of enormous
information applications and to handle big data to improve SDN work and all the
more adequately are dire issues that should be tended to [16].

Software defined network (SDN) demonstrated advantages, and there stays huge
hesitance in embracing it. Among the issues that hamper SDNs appropriation, two
emerge: unwavering quality and adaptation to non-critical failure (fault tolerance).
At the centre of these issues is a course of action of predetermination sharing asso-
ciations: among the controllers and SDN apps, the crash of the previous actuates a
crash of the last mentioned, in this way influencing accessibility, later, between the
network and SDN app, wherein a byzantine disappointment example: dark gaps, sys-
tem circles, incites a disappointment in system, and in this way influencing system
accessibility. The main goal is that accessibility is of most extreme concern—and
just to security. It shows how these reflections can be utilized to enhance the depend-
ability of an SDN domain, in this manner disposing of one of the obstructions to
SDNs appropriation. Recent days, Packaging and implementing the applications in
controller code as a solitary solid procedure has become the regular practice; failure
of SDN app cuts down the whole controller. Moreover, an SDN app failure brings
about a conflicting system, as the controller cannot move back system modification
undergone by SDN app. We propose an arrangement of deliberations for improving
controller accessibility:AppVisor (fault isolation) andNetlog (network transactions).
We show the adequacy of our deliberations by building a framework, LegoSDN, that
retrofits a current controller stage to help these reflections with no progressions to
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either of the controller or SDN apps. The framework enables SDN administrators to
promptly send new SDN apps in their systems [17].

Software defined networking is getting to be increasingly predominant in data cen-
tre network for its programmability that empowers brought together system design
and administration. Since switches are statically allocated to controllers, intensive
activity between controllers brings unbalance in the load. As an outcome, a few
controllers are not completely used, while switches associated with overburden con-
trollers may encounter long reaction times. Considering Dynamic controller assign-
ment with a specific end goal to constrain the ordinary response of control plane will
enhance the overall performance of the system. We figure this issue as a stable plan-
ning issue with trades and propose a continuously two-stage algorithm that directs
key thoughts from both organizing theory and coalition amusements to enlighten it
capably. Theoretical examination shows that our count meets a nearby perfect Nash
stable course of action inside a few accentuations. Wide re-enactments give the idea
that our approach diminishes response time by around 86% and achieves better load
changing among controllers appeared differently in relation to static errand. From
the above examination we reason that the Dynamic Controller Assignment (DCA)
approach will overcome the constrains in controller response time. The DCA issue
is understood in two organized ways. Beginning a stable organizing is beneficially
made among switches and controllers, which guarantees the response time in most
critical situation. It fills in as a commitment to the second coalitional beguilement
stage to also diminish the response time. The two-stage algorithm which achieves
close perfect load altering among controllers lessens the controller response time by
around 22 and 86% took a gander from an optimistic standpoint in class DCP-GK
and the fundamental static task, independently [18].

3 Proposed Work

3.1 Workflow

Figure 2 defines the proposed workflow for the fault tolerant approach:

a. Decision to analyse the performance

The network performance analysis is a critical task where the different parameters
of the network configuration are to be analysed with different workloads, and helps
in knowing the quality of the network. SDN has centralized network infrastructure
and suffers a single-point failure. When the controller goes down, the network goes
down or crashes, so the performance of the network gradually comes down. So
in our work, the performance analysis of SDN during the network functioning is
done considering the parameters such as throughput, delay and packet loss. The
proposed work here, carries out performance analysis of traditional SDN for QOS
parameters and the sameprocedure is repeated for the SDNwith distributed controller
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Fig. 2 Workflow

architecture. Conclusions are drawn based on the comparision of the results obtained
in these procedures. Both the results on performance analysis and comparison are
done between the results.

b. Simulation of SDN

The simulation of SDN is done using Mininet with POX controller. The network
consists of elements such as controller, switches and hosts. The network is built
using a custom topology which consists of two OpenvSwitch and four hosts and
POX controller. The network topology is built using python programming language.
The traffic in the network can be generated by the communication of the hosts. The
hosts will transfer data to another host. The controller specifies the flow rules to
the switches based on which the switches forward the data to the destination. The
simulation of SDN in the Mininet environment on the given topology is done, and
the traffic is generated in the network to do the performance analysis.

c. Performance analysis of SDN

The performance analysis of SDN network in Mininet environment using POX con-
troller is done on the example topologywhich consists of one controller, two switches
and four hosts. For analysing the performance of the network, we consider some of
the parameters such as throughput, packet loss, packet delay. We create a client and
a server application in the host so that we establish a communication between the
hosts and observe the performance of the network. During the simulation fixed size
of data-packets are transmitted from client to server. The packet loss, utilization of
bandwidth and the delay experienced by the packets is estimated and evaluated for
the transmission. The result is stored in a log file.
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d. Implementation of DHT

The DHT is implemented using separate namespace in the OpenvSwitch. The SDN
network when controller goes down the user space in namespace switch is used to
change OVS to DHT. The user space in namespace switch has a separate network
namespace which separates the OVS switch from the controller and creates its own
namespace. The switch then acts as both controller and switch, and network is main-
tained without suffering any network issues. This approach can serve the SDN even
when controller fails.

e. Performance analysis of DHT in a network

The performance analysis of DHT in network using Mininet environment using
user space in namespace switch is done on the example topology which consists of
one controller, two switches and four hosts. For analysing the performance of the
network, we consider some of the parameters such as throughput, packet loss, packet
delay. We create a client and a server application in the host so that we establish
a communication between the hosts and observe the performance of the network.
During the simulation fixed size of data-packets are transmitted from client to server,
the packet loss during this transmission, effective utilization of bandwidth and the
delay experienced by the packets during transmission is evaluated. The result is
stored in a log file.

f. Comparison between SDN and DHT

The results of the performance analysis of SDN and DHT are stored in two log files,
the values observed during the performance analysis are taken, and graphs are drawn
considering the parameters such as throughput, delay and packet loss against time.
The graphs drawn are observed to have a clear comparison between the SDN and the
DHT; the proposed approach is evaluated to see whether the objectives have been
achieved.

3.2 Implementation

The network topology considered for the simulation is shown in Fig. 3; the network
consists of a controller, two switches and four hosts. The POX controller is used to
configure and specify the flow rules. C0 is the controller in the network. OVS switch
is used to forward the packets in the network; S1 and S2 are the two OVS switches
used for the simulation. The four hosts H1, H2, H3 and H4 are used. Hosts are end
users which generates the traffic in the network. Data packets are sent from one host
to another host to communicate with each other.

The host can generate traffic by doing the ping test to another host. During the ping
from one host to another host, if the controller is not functioning, then the path to the
destination host will be unreachable. The controller when functioning the host sends
a packet to another host, the packet is first forwarded to switch, and it checks the flow



582 B. Y Baby et al.

Fig. 3 Network topology for simulation

rules stored in the table. If it finds a path to the destination, then it forwards the packet;
if it does not find a path, then it sends a packet-in message to the controller asking
for the path to the destination. The controller then specifies a flow rule and sends
the path to the destination. If the flow rules are not available, then the first packet to
reach destination takes a greater time than the following packets to the destination. In
our network topology, we have implemented client–server applications in hosts H1
and H2. The client application is hosted in H1 and a server application in host H2,
respectively. A UDP connection is used to transfer the data packets from client to
server. During the simulation, the host H1 sends packet to the host H2 for duration of
ten seconds. Iperf command is used to set up the UDP connection and send packets
of fixed size to the server from client. The network analysis is done considering
the parameters such as throughput, delay and packet loss; for every one second, the
performance of the network for the parameters is analysed and the results are stored in
log file. Next, the network with DHT is analysed with same parameters by separating
the switch from controller and implementing DHT in the switch. The results are also
stored in the log file. The results are then compared to check the performance of both
the networks.

4 Simulation Results

We have analysed the performance of both SDN and DHT-switches by plotting a
graph, considering the parameters such as packet loss, throughput and delay. First,
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Fig. 4 Throughput with SDN

we will analyse the performance of SDN. The below three graphs will explain about
the performance of SDN.

Figure 4 explains the throughput of the network with SDN where the graph is
plotted by taking time (s) on X-axis and bandwidth (Kbps) utilization on the Y-axis.
According to Fig. 4, the bandwidth utilization for interval of ten seconds is considered
and at every second an average of 0.9 Mbps of bandwidth is utilized.

Figure 5 explains the packet loss in the network with SDN where the graph is
been plotted with time (s) on X-axis and number of packets on Y -axis. During the
simulation,UDPconnection between the hostswas established and around90packets
of data were sent each second with an interval of ten seconds. The packet lost during
this transmission due to network link was an average of 10 packets lost for every
second. So in the network with SDN, the packet loss was around 10% overall.

Figure 6 explains the packet delay in the network with SDN where the graph is
plotted with time (s) on X-axis and time (ms) to deliver packet to destination on
Y -axis. As we observe from the graph, the line tells delay experienced for every
second by the packets to reach the destination. In SDN network, the delay is less
ranging between 0 and 0.1 ms. So, we can observe almost straight line without much
variation giving a constant delay in the network.

Figure 7 explains the throughput of the network with DHT-switch when the con-
troller has gone down due to some bottleneck issues, where the graph is been plotted
by taking time (s) on X-axis and bandwidth (Kbps) utilization on the Y -axis. Accord-
ing to Fig. 4, the bandwidth utilization for interval of ten seconds is considered and
at every second an average of 0.9 Mbps of bandwidth is utilized. The throughput of
the network with DHT-switch is almost the same as seen in SDN network. There is
not much of variation when compared to the throughput of both of the networks.
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Fig. 5 Packet loss with SDN

Fig. 6 Packet delay with SDN



A Fault Tolerant Architecture for Software Defined Network 585

Fig. 7 Throughput with DHT-switch

Figure 8 explains the packet loss in the network with DHT-switch when the con-
troller has gone down facing bottleneck issues, where the graph is plotted with time
(s) on X-axis and number of packets on Y -axis. In this network also during the sim-
ulation, we established a UDP connection between the hosts and transfer of data
packets was done. Even here, around 90 packets of data were sent every second over
an interval of ten seconds. The packet loss in this network was found to be around
12–15 packets every second resulting in an average of 13% packet loss in the net-
work. Compared with SDN network, the DHT-switch has a greater packet loss but
still there was difference of overall 3% more packet loss.

Figure 9 explains the packet delay in the network with DHT-switch during con-
troller facing bottleneck issues, where the graph is been plotted with time (s) on
X-axis and time (ms) to deliver packet to destination on Y -axis. Graph here tells us
about the time delay experienced by the packets to get transmitted to the destination
in the DHT network. The delay is varied between 0 and 0.7 ms which is more com-
pared to the SDN network. The packet delay for every second is not constant in DHT
network producing varying delay to the packets.

Here,we can see from the abovegraphs that SDNnetworkhas a better performance
compared to the DHT-switch, times when controller is down and facing bottleneck
issues the DHT-switch can be used to maintain the network in the absence of the
controller and avoid the network from crashing or going down. Even though the
same performance as like in SDN cannot be rendered, we can give a performance
that is similar or almost near to that of an SDN using the DHT-switch in the absence
of the controller. It is also important to note down that both are producing the same
throughput in the network but varying in other parameters such as packet loss and
packet delay.
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Fig. 8 Packet loss with DHT-switch

Fig. 9 Packet delay with DHT-switch
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5 Conclusion

In contrary to the traditional architecture for networks where control plane and data
plane were together, software defined network was developed having control plane
and data plane decoupledwhere the control is centralized and data plane is distributed
among the switches. As the controller is centralized in software defined network, it
is prone to a single-point failure. If the controller goes down, then network expe-
riences drawbacks and hence a decentralized approach is given to software defined
networks wherein the switches in the network are made as controller so that even if
the controller experiences bottleneck problems the switches made as controller can
manage network.
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Optimal Thresholding in Direct Binary
Search Visual Cryptography
for Enhanced Bank Locker System

Sandhya Anne Thomas and Saylee Gharge

Abstract Visual cryptography (VC) is one of the strongest cryptographic method
present. The main advantage of this system is that the decryption doesnot need
any specific requirements for decoding other than human eyes. Using halftoning
techniques binary images are obtained for grayscale and color images, this technique
is applied in Halftone VC. In this paper, direct binary search (DBS) is implemented
and initial images are modified for better quality of recovered images. The concept
is proposed for bank locker systems. Comparison has been made using parameters
like PSNR, Correlation, UQI and SSIM.

Keywords Visual cryptography · Halftone visual cryptography · Direct binary
search · Color images · Bank lockers · Security

1 Introduction

Security is an undeniable problem, with the rapid need use and development of
modern technologies. Security for bank lockers is important and must be customer
friendly. Creating and sending a key is an issue because of that visual cryptography
(VC) is the best method to send information hidden. In visual cryptography [1] the
visual information is covered in such a manner that the decryption can be done
using human eyes which is the biggest advantage of this method. The person need
no previous knowledge about the cryptography or computers. Visual cryptography
operates on binary image. Images are available in monochrome, grayscale and color
format. Conversion of a grayscale and a color image to binary image is done using
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halftoning techniques. A commonly used halftone techniques for color image is
Direct Binary Search (DBS) which is implemented and improved in this paper.

The VC principle is that, in a (s, t) VC scheme a secret image is divided into t
shares which is to be divided among t participates. Each share shows a random noise
arrangement of black and white and doesn’t disclose any information of the secret
image by itself. In this scheme, s is the minimum qualifying participants required
to decode the secret image. Fewer participants that are s-1 will be considered has
false participant and decryption will fail and cannot occur even if they have high
computational knowledge. Qualified share will be stacked/superimposed to decrypt
the secret image.

Several methods have been developed by researches for VC in literature [2]. To
analyze the contrast of the recovered image for a (k, n)-threshold VCS, Blundo [3]
proposed an optimal contrast. Ateniese [4] developed a general scheme. Blundo [5]
implemented images in grayscale instead of the traditional VC method. A gray level
image is converted into a halftone image to generate a halftone share [6] which is
then used in VC. While a secret information is transferred, it is important to have
a cover image which can avoid intrusion. Extended visual cryptography developed
by Ateniese [7] got shares which carries secret information and cover images know
as meaningful shares that enhances the security. To get better visual images good
halftone shares must be generated using halftone methods in VC [8]. Error diffusion
[9] is a halftone method which is a neighborhood process, this technique is applied
by Inkoo [10] in Color Extended Visual Cryptography. Another commonly used
halftone method is Direct Binary Search (DBS) [11].

This paper also proposes the implemented VC for bank locker with enhanced
security. Presently, there are four types of lockers. The traditional and most com-
monly used is the key-based locker systems which involves human operated locks.
For the operation of this type of locker a human operated key is required. This is
comparatively simple to either access or duplicate. Access to the locker is easy since
it has no other verification or authentication involved. The second locker which is
available is known as Digital Locker Systems (DLS). In a DLS, a low-cost num-
ber system controls the lock to the locker instead of a key. The system consist of
a small screen mounted on the system and the system is attached to an embedded
controller which will manage the operations of locker using a verified password set
by the user. The third type of locker is called GSM-based locker systems. Here, every
locker is granted with a digital system which is linked to an electronic brain that has
data collection information of the users. A disordered number that is exclusive to
the user is generated using their personal details. To operate the locker they have to
see and send this disordered number through their registered cellular number to the
admin computer. GSM technology is the technology used for transferring messages.
The last type of locker which is available is called the RFID Based Locker System.
This system consists of a microcontroller to which the RFID reader is jointed. The
reader reads the ID number from the passive tags, if the information is correct then
the message is sent to the authenticated cellular number for the actual password for
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locker operations. The password is entered using a keyboard which is verified and
matched by the microcontroller if the provided password and typed password match
the locker is operational.

2 Methodology

Encryption: In this paper, a better recovered and secure image is implemented.
The implementation is done by using two different inputs to the Direct binary search
algorithm. VCworks only on binary images, therefore, it is necessary that it works on
all types on images. Halftoning helps in converting a color or a grayscale image into
a binary image that is required for VC. A DBS algorithm is a search-based algorithm
and is also known as iterative algorithm. In a DBS system, an initial halftone image
is given has it input. In this paper, two such inputs for the algorithm are taken. The
first input is taken using conventional halftoning like screening, error diffusion and
the second by taking an optimal thresholding method.

Encryption for a (2, 2) VC scheme is done using extended VC [10]. In order to
convert a grayscale image to the best possible binary image, it first takes some initial
(random) binary image and it then iteratively tries to modify this initial binary image
by toggling any random pixel of it. Then, it checks in every iteration whether the
binary image has any improved or not in term of any metric. This process is repeated
a number of times which is equal to the number of iterations given. Finally, the
required binary image is got at the end of the last iteration. Here, the conventional
method taken is error diffusion [10]. However, it is observed that the final binary
output image depends on the initial binary image taken. Therefore, an initial binary
image is proposed such that it gives a better output after the DBS procedure. In order
to do so, a Otsu [12, 13] thresholding technique is used. It is applied on the original
the grayscale image. It returns a binary image that is more suitable for the initial
binary image that is required at the starting of the DBS algorithm (Fig. 1).

A secret image of size m × m is taken and converted to its RGB plane and given
to the Otsu’s thresholding. This will give an initial binary image which is then fed to
the DBS algorithmwhere the toggling of the pixel takes place for n iterations. During

Fig. 1 Direct binary search using Otsu
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each iteration, the parameters are calculated and analyzed. The DBS halftone image
is taken based on this analysis. Share image of size n × n is taken for producing
meaningful share which is twice the size of the secret image. This also needs to
be halftoned using the previously explained optimized DBS method. The halftoned
secret image and the halftoned shares and given to VC. Now the Encrypted share
1 and share 2 are generated which carries both secret information and meaningful
images. These shares are ready to be given as qualified shares to the participants.

Decryption: The decryption remains same for all VC schemes. The qualified partic-
ipants on stacking/superimposing will recover the original secret image. The stack-
ing/superimposing is executed using the ⊗ the ‘OR’ Boolean function.

The parameter metrics used for analyzing the encrypted shares with the original
halftoned share are PSNR, Correlation, UQI [14] and SSIM [15]. By considering
more parametrics measures better understanding of the quality of the desired image
can be achieved. Therefore, correlation, UQI and SSIM are taken into consideration.

3 Results and Discussion

In this section, simulation results of 2-out of-2 Halftone VC is constructed using
DBS with error diffusion and DBS with Otsu. The secret images of size 128 × 128
to be encoded are 10 numbers (1 2 3 4 5 6 7 8 9 0), 10 symbols (α β λ η σ π μ Σ Δ

Ω), 8 lettered word (PHOTONIC). Two images with text ‘Mumbai university’ and
‘Engineer’ are taken as meaningful images having a size of 256 × 256.

Table1 shows results of Encrypted share 1 using DBS with error diffusion and
DBS with Otsu. Secret image taken here is 10 symbols α β λ η σ π μ Σ Δ Ω for
different font sizes 12, 14, 16, 18 and 20.

Table2 shows results of Encrypted share 1 using DBS with error diffusion and
DBS with Otsu for 10 numbers 1 2 3 4 5 6 7 8 9 0 secret image. The secret image
is taken in three different font types arial black, calibri and verdana having different
font sizes 12, 14, 16, 18 and 20.

Table3 shows the results of Encrypted share 1 using DBSwith error diffusion and
DBSwithOtsu for a eight letteredword, theword taken has secret here isPHOTONIC

Table 1 Encryption for share 1 using DBS with error diffusion and DBS with Otsu for 10 symbols

Type Size DBS with error diffusion share I DBS with Otsu share I

PSNR Correlation UQI SSIM PSNR Correlation UQI SSIM

Symbols 12 51.595 0.2990 0.1235 0.0817 52.137 0.3712 0.2012 0.0942
14 51.616 0.3006 0.1276 0.0867 52.131 0.3714 0.1999 0.0933

16 51.601 0.2997 0.1246 0.0825 52.125 0.3705 0.1990 0.0928

18 51.597 0.2988 0.1241 0.0827 52.13 0.3712 0.1997 0.0922

20 51.604 0.2993 0.1253 0.0827 52.125 0.3704 0.1992 0.0927
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Table 2 Encryption for share 1 for DBS with error diffusion and DBS with Otsu for 10 numbers

Type Size DBS with error diffusion share I DBS with Otsu share I

PSNR Correlation UQI SSIM PSNR Correlation UQI SSIM

Arial
black

12 51.608 0.2999 0.1260 0.0837 52.125 0.3705 0.1990 0.0917

14 51.619 0.3003 0.1283 0.0859 51.574 0.3043 0.1156 0.0794

16 51.601 0.2993 0.1246 0.0827 52.13 0.3709 0.1999 0.0929

18 51.612 0.2999 0.1269 0.0849 52.124 0.3710 0.1988 0.0918

20 51.605 0.2998 0.1253 0.0828 52.103 0.3697 0.1950 0.0876

Calibri 12 51.595 0.2990 0.1235 0.0817 52.137 0.3712 0.2012 0.0942
14 51.616 0.3006 0.1276 0.0867 52.131 0.3714 0.1999 0.0933

16 51.616 0.3001 0.1276 0.0851 52.124 0.3708 0.1989 0.0925

18 51.593 0.2988 0.1229 0.0804 52.126 0.3709 0.1991 0.0921

20 51.593 0.2991 0.1230 0.0804 52.122 0.3702 0.1987 0.0916

Verdana 12 51.401 0.3075 0.0724 0.0464 51.297 0.2919 0.0554 0.0371

14 51.374 0.3061 0.0666 0.0411 51.32 0.2931 0.0603 0.0412

16 51.383 0.3066 0.0686 0.0427 51.297 0.2919 0.0553 0.0366

18 51.359 0.3052 0.0632 0.0366 51.3 0.2920 0.0559 0.0372

20 51.38 0.3064 0.0679 0.0417 51.277 0.2908 0.0510 0.0325

secret image. The secret image is taken in three different font types arial black, calibri
and verdana having different font sizes 12, 14, 16, 18 and 20.

From the above three tables, it can be observed that for symbols the highest value
is at font size 12 which has a PSNR of 52.137, correlation of 0.3712, UQI of 0.2012
and SSIM of 0.0942. For 10 numbers font type calibri with a size 12 gave high values
for PSNR of 52.137, correlation of 0.3712, UQI of 0.2012 and SSIM of 0.0942. In
the eight lettered word, a PSNR of 52.138 correlation of 0.3718, UQI of 0.2010 and
SSIM of 0.0936 is the highest values in Table 3 for arial black font type having a
font size of 12. Same results have been obtained for share 2 also.

Table4 shows the final selection to form any secret message related to bank locker
system.

3.1 Proposed Model for Bank Lockers

Figure2 shows a proposed GUI model. The user will request the bank for locker
operation. With this request the bank will generate the shares using the improved
DBS algorithm on their systems. The model above is taken for two shares but the
number of shares can be varied. More the number of shares higher is the security. A
share is randomly generated and send to the user (to a registered device) and another
share to the locker operator. When the user comes to the locker room the shares can
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Table 3 Encryption for share 1 using DBS with error diffusion and DBS with Otsu for 8 letters

Type Size DBS with error diffusion share I DBS with Otsu share I

PSNR Correlation UQI SSIM PSNR Correlation UQI SSIM

Arial
black

12 51.606 0.3000 0.1255 0.0828 52.138 0.3718 0.2010 0.0936

14 51.612 0.3005 0.1267 0.0841 52.13 0.3709 0.1999 0.0930

16 51.617 0.3005 0.1278 0.0857 52.126 0.3711 0.1989 0.0922

18 51.592 0.2992 0.1227 0.0809 52.114 0.3705 0.1967 0.0890

20 51.61 0.2999 0.1264 0.0839 52.126 0.3710 0.1992 0.0922

Calibri 12 51.6 0.2993 0.1245 0.0823 52.127 0.3708 0.1994 0.0930

14 51.608 0.2994 0.1261 0.0841 52.126 0.3706 0.1994 0.0917

16 51.594 0.2991 0.1232 0.0813 52.123 0.3706 0.1986 0.0908

18 51.608 0.2999 0.1262 0.0841 52.121 0.3706 0.1982 0.0918

20 51.6 0.2990 0.1245 0.0830 52.125 0.3704 0.1992 0.0925

Verdana 12 51.616 0.3001 0.1276 0.0851 52.124 0.3708 0.1989 0.0925

14 51.593 0.2988 0.1229 0.0804 52.126 0.3709 0.1991 0.0921

16 51.593 0.2991 0.1230 0.0804 52.122 0.3702 0.1987 0.0916

18 51.608 0.2999 0.1260 0.0837 52.125 0.3705 0.1990 0.0917

20 51.619 0.3003 0.1283 0.0859 52.11 0.3699 0.1963 0.0900

Table 4 Template for any bank locker system

Type Font type Font size

Symbol – 12

10 numbers Calibri 12

8 Letter word Arial black 12

Fig. 2 GUI model for bank
locker system
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be transferred from the Bluetooth operated device to the GUI, which will read and
decrypt the shares. The share will be displayed if it is qualified share otherwise the
alarm will turn on. Based on the above tabulation a template for the proposed GUI
is made and implemented.

Figure3 shows illustrative results using DBS with error diffusion. A template for
secret image is considered as shown in Table 4 made by taking the best values from
Tables 1, 2, 3 and 4. That is for symbols font size 12 is taken, for numbers calibri
with size 12 for 10 letters verdana of font size 18 is taken Figure (a) is the Secret
image which is to be hidden, Figures (b) and (c) are Share images. Figure3d–f and
halftoned image using improved DBS. Figure (g) is Encrypted Share 1 and Figure
(h) is Encrypted Share 2. Figure (i) is the decoded secret image.

Figure4 shows illustrative results using DBS with Otsu. A template for secret
image is considered as shown in Table4. Figure4a is the secret image which is to be
hidden, Figures4b and c are Share images. Figure4d–f and halftoned image using

Fig. 3 Illustrative results of visual cryptography using direct binary search using error diffusion.
a Original secret image, b and c Original cover share image respectively, d Halftoned secret image
eHalftoned share1, f Halftoned share 2, g Encrypted share 1, h Encrypted share 2, iDecoded secret
image
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Fig. 4 Illustrative results of visual cryptography using Direct binary search using Otsu. a Original
secret image, b and cOriginal cover share image respectively, dHalftoned secret image eHalftoned
share 1, f Halftoned share 2, g Encrypted share 1, h Encrypted share 2, i Decoded secret image

Fig. 5 PSNR



Optimal Thresholding in Direct Binary Search Visual … 597

Fig. 6 Correlation

Fig. 7 UQI

improved DBS. Figure4g is Encrypted Share 1 and Figure4h is Encrypted Share 2.
Figure4i is the decoded secret image.

Graphical representation of PSNR, correlation, UQI and SSIM is shown in Figs. 5,
6, 7 and 8 for the secret image using DBS with error diffusion and DBS using Otsu
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Fig. 8 SSIM

4 Conclusion

Visual cryptography allows the transfer of images with high security in bank locker
system. Images in color and text have been encoded and decoded using DBS with
error diffusion and DBS with Otsu. For secret image ‘SBI MUM CH 1284%’ both
these methods have been implemented. DBSwith Otsu shows better decoded images
as compared to DBS with error diffusion. Otsu thresholding method is less complex
than error diffusion thus DBS with Otsu is less complex and gives better results.
According to performance measure like PSNR, Correlation, UQI and SSIM DBS
with Otsu is better. There is a 50% increase found in SSIM. It has been observed
that UQI decreases by a small value in case of DBS with Otsu but all the other
parameter values show increase and are better than DBS using error diffusion. This
method enhances the security which can be used in bank locker system. Even with
highest authority power it is not possible to get any information from the shares
which carries the secret. Also unlike the traditional method the access or duplication
is not possible. GSM technology not required. Personal details are not required for
generation of shares unlike in RFID tags. There by using theGUImodel, it is possible
to have better security.
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Comparison Between the DDFS
Implementation Using the Look-up Table
Method and the CORDIC Method

Anish K. Navalgund, V. Akshara, Ravali Jadhav, Shashank Shankar
and S. Sandya

Abstract An efficient communication system requires synchronization between the
transmitter and the receiver, which is achieved by generating the same local carrier
frequency. Direct Digital Frequency Synthesizer (DDFS) is one of the methods to
generate various frequencies, centered around a reference frequency. This paper
presents the comparison between the DDFS implementation using the look-up table
(LUT) method and the CORDIC, a multiplier-less algorithm. The implementation
has been carried out in Simulink and various parameters have been analyzed.

Keywords DDFS · LUT · CORDIC

1 Introduction

A communication system is used to transmit a signal or information from the
transmitter to the receiver, through a channel. For a reliable transmission, the fre-
quency of operation at both the ends is expected to be identical. A frequency syn-
thesizer is used to generate various frequencies which are centered on a reference
frequency, to establish the desired synchronization between the transmitter and the
receiver by keeping the transmitter signal frequency as the reference for the receiver.
Direct Digital Frequency Synthesizer is a type of frequency synthesizer that gener-
ates arbitrary waveforms from a single, fixed frequency reference clock, making it
an ideal synthesizer for digital communication domain.

The DDFS can be implemented using the LUT method which is a table of prede-
fined values corresponding to the sine function that aids in mapping the phase values
obtained from the digitally controlled oscillator (DCO) to the respective amplitudes.
An alternate method of implementation uses the CORDIC, a multiplier-less algo-
rithm, which reduces the amount of hardware consumed when implemented on a
field-programmable gate array as opposed to the conventional LUT method.
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2 CORDIC Algorithm

CORDIC,which stands for “CoordinateRotationDigitalComputer”was first coined
by Jack E. Volder in the year 1959. It is used to compute various mathematical
functions like trigonometric, logarithmic, and linear operations using iterative add
and shift method superseding multiplication. Being a hardware-efficient algorithm,
it uses micro-rotations of arc-tan function to provide an output. This algorithmworks
in two modes, namely the rotation and vector mode.

In vector mode, the initial vector is rotated to align it alongX-axis and it calculates
the angle by which the vector has rotated. In rotation mode, the angle is initialized
and the coordinates of the vector which has rotated by that angle are the output. The
flow of CORDIC algorithm is shown in Fig. 1.

Generalized CORDIC equations are:

xi+1 � xi−m. yi . di . 2
−i (1)

yi+1 � yi + xi . di . 2
−i (2)

Fig. 1 Flowchart of CORDIC algorithm
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zi+1 � zi− di . ei (3)

where

m � 1 implies circular coordinate system
m � 0 implies linear system
m � −1 implies hyperbolic system

ei � tan−1
(
2−i

)
form � 1

ei � (
2−i

)
form � 0

ei � tanh−1
(
2−i

)
form � −1

where,
ei is the elementary angle of rotation, for iteration i in the selected coordinate

system.
Finally, these equations are multiplied with CORDIC system processing gain An,

as given by Eq. 4, which is the product of iterative CORDIC gains Ki. This product
approaches 0.6073 as the number of iterations goes to infinity [1, 2].

An �
∏

n

√
1 + 2−2i (4)

3 Methodology

3.1 DDFS Using LUT

The essential blocks of theDDFS implemented usingLUThas the phase accumulator,
a look-up table containing a range of predefined values of amplitudes corresponding
to a −π to +π range of a sinusoidal waveform stored in a read-only memory device
and, if required, it also has the digital to analog converter (DAC) followed by a filter
[3].

The input to the phase accumulator is a frequency control word, of N-bit word
length, which is a constant and decides the resolution of the output frequency. This
accumulator, which is a combination of an adder and a register, stores up the phase
information corresponding to the N-bit input frequency, thus limiting the maximum
stored value to 2N−1. The output of the accumulator is a continuous ramp containing
the phase information in the form of steps which is fed to the ROM. The ROM
compares every phase step coming as the input with the indices of the look-up table
to give analogous sine amplitude. The output from the ROM is the digitized sine
wave, which can be smoothened by using an analog filter [3].
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Fig. 2 DDFS using LUT method

Fig. 3 DDFS using CORDIC algorithm

3.2 DDFS Using CORDIC

CORDIC can be utilized in applications that involve trigonometric functions as dis-
cussed in the previous section. In DDFS (which works in rotation mode), the look-up
table is replaced with the CORDIC block that takes three inputs x, y, and z where
x, y correspond to the axes of the Cartesian coordinate system and z to the angle in
the range of −π to +π which is acquired from the phase accumulator, for which a
corresponding sine and cosine value can be obtained. The values of x and y are 1/k
or 1 and 0, respectively. As also discussed, CORDIC aids in reducing the hardware
utilized by performing repeated shifts and additions, and hence, if implemented on
the FPGAwill considerably reduce the hardware utilization of the DDFS [4] (Figs. 2
and 3).

4 Implementation

EveryDDFS implementation has the sampling frequency, output frequency, theword
length, and frequency control word which to be considered as the design parameters.
The output frequency follows the Nyquist criterion and hence can be evaluated as
half the sampling frequency. From equation:

Fo � (Fs ∗ k) / 2N (5)

where

Fo Output frequency of the DDFS in Hertz
Fs Sampling frequency in Hertz
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Fig. 4 Simulink model of DDFS using LUT

Fig. 5 Ramp output of phase accumulator

k Frequency control word
2N Number of bits

4.1 DDFS Using LUT

Design considerations here are,

Fs � 16 KHz;
k � 1
N � 4
2N � 16

The input to the phase accumulator is a frequency control word of value 1, of 4-bit
word length, which is a constant and decides the resolution of the output frequency.
The Simulink model designed with these assumptions is shown in Fig. 4. Here, the
phase accumulator gives a range of phase steps from 0 to 24−1. The range conversion
processing block converts this range to a stepped ramp of range −0.5 to +0.5 as
shown in Fig. 5. These values are fed to the lookup-table block for mapping phase
to amplitudes. The design results in an output frequency of 1 Hz as shown in Fig. 6.
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Fig. 6 Results of DDFS using LUT

Fig. 7 Simulink model of DDFS using CORDIC

Fig. 8 Results of DDFS using CORDIC

4.2 DDFS Using CORDIC

Design considerations here are,

Fs � 16 KHz;
k � 1
N � 4
2N � 16

The input to the phase accumulator is a frequency control word of value 1, of 4-bit
word length, which is a constant and decides the resolution of the output frequency.
Here, the phase accumulator produces a range of phase steps from 0 to 24−1. The
range conversion processing block converts this range to a range between −0.5 and
+0.5 and is the same as the ramp generated by the LUT as is shown in Fig. 5.

The Simulink model and results for this is shown in Figs. 7 and 8 as, respectively.
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Table 1 DDFS using CORDIC

k Fs
(Khz)

Fout
(Khz)

Period
(μs)

THD
(dBc)

SNR
(dBc)

SINAD
(dBc)

SFDR

1 128 8 125 −79.88 77.96 75.8 77.96

1 256 16 62.5 −79.88 77.96 75.8 77.96

1 512 32 31.25 −79.88 77.96 75.8 77.96

Table 2 DDFS using LUT

k Fs
(Khz)

Fout
(Khz)

Period
(μs)

THD
(dBc)

SNR
(dBc)

SINAD
(dBc)

SFDR

1 128 8 125 −91.93 105.19 91.73 93.52

1 256 16 62.5 −91.93 105.19 91.73 93.52

1 512 32 31.25 −91.93 105.19 91.73 93.52

5 Observations

The parameters that have been used for the comparison between the two methods of
implementation have been displayed in Tables 1 and 2. These values were obtained
from the spectrum analyzer in Simulink.

6 Results and Conclusions

Direct Digital Frequency Synthesizer has been successfully implemented using LUT
method and CORDIC method. The results from the spectrum analyzer have been
analyzed, and it can be concluded that CORDIC method of implementation gives an
identical output to the lookup-table with a slightly increased distortion with lesser
consumption of hardware and thus can be used as an alternative for LUT.
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Adding Intelligence to a Car

Komal Suresh, Svati S. Murthy, Usha Nanthini, Shilpa Mondal and P. Raji

Abstract The automobile business has been globalized from its initial days.
Carmakers and innovation firms are investigating every possibility in their joint
endeavors to upgrade the execution of keen automobile stages. Mischances are
expanding everywhere; pace and different advancements are being utilized to dimin-
ish it. Utilizing generally straightforward programming and changes in accordance
with existing equipment, we can accomplish an exceedingly secure automobile. This
venture builds up a framework that themajority of its activities are controlled by smart
programming inside the ARMLPC 2148. It expects to plan and build up a framework
which can be controlled from the outside world utilizing Bluetooth and furthermore
guarantees the driver well-being by utilizing a contrasting option to air bags with
the assistance of rack and pinion framework. At the point when the automobile is
being utilized by any unapproved individual, a message containing the automobile
area with the assistance of GPS and GSM will achieve the proprietor quickly. The
proprietor derives about the security rupture and tries to control and stop the auto-
mobile with Bluetooth. Adding to this, when the temperature of the motor is raised
past a specific point of confinement, the automobile is made to stop naturally until
the point that the temperature is under control.
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Keywords ARM LPC 2148 · Bluetooth HC-05 · Rack and pinion system · Global
positioning system (GPS) · Global system of mobile communication (GSM) ·
Temperature sensor LM35

1 Introduction

From telephones to automobiles to spans, inserted advances are progressively influ-
encing the thingswe need to utilizemore quickly and consistently. As the progression
of vehicular innovation enhances, so does the need of giving more secure and more
effective vehicles for transportation. Vehicular innovation is utilized not just fill in
as an effect to our each life, however to give a support of a more secure condi-
tion.

As the automobile innovation progresses, the innovation to take it likewise propels.
Conventional automobile alerts are not excessively full of feeling any longer since
individuals are so used to hearing them go off accidently that the overall population
does not in any case investigate at an automobile with a caution actuating any longer.
However, following frameworks, latent immobilizers and individual caution pagers
offer high-tech choices or add ones to the customary alert that make the automobile
significantly harder to take and less demanding to recoup. Mishaps are avoided today
by different innovations. Air bags be worthwhile if there should arise an occurrence
of impacts to shield the driver from wounds yet these frameworks are restricted to
extravagance show automobiles.

This system uses ARM LPC 2148 which can be mounted in any hidden section
of the car. After the installation of this system, the owner will be able to track
and stop his vehicle in case of any unauthorized use. There are two states—active
and inactive. If the car is unlocked using the registered mobile Bluetooth, which is
paired with Bluetooth HC-05, the system remains inactive. In the second case, if the
system is unlocked by any other unauthorized manner, the system goes into active
state and sends the message to the owner via GSM module. The owner receives
the location of his vehicle. He can then control and stop the car by disconnecting
the Bluetooth in his phone. The engine is slowed down with the help of a relay
interlocked with the DCmotor and the wheels of the car. In addition to this, we know
that modern vehicles incorporate a vast array of technologies to reduce the likelihood
of injuries and fatalities in an event of a crash. To increase safety measures and as a
substitute for the air bags, we have implemented a rack and pinion mechanism using
IR sensors.
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2 Related Work

In [1],Ramani andValarmathy “Vehicle Following andBoltingFramework In viewof
GSM and GPS” portrayed when the burglary distinguished, the mindful individuals
send SMS to the smaller scale controller, at that point issue the control signs to stop
the motor engine. This plan will persistently watch a moving vehicle and report the
status of the vehicle on request.

In [2], the equipment and programming of the GPS and GSM organized were
produced. The proposed GPS-/GSM-based framework has the two sections; first
is a portable unit, and another is controlling station. The versatile unit and control
stations are working effectively with the framework forms, interfaces, associations,
information transmission, and gathering of information. These outcomes are good
with GPS advancements.

In vehicle, the following framework [3] is a gadget,which is introduced in a vehicle
to empower the proprietor or an outsider to track the vehicle. In this paper, the outline
chips away at the premise of GPS and GSM innovation. This framework depends
on inserted framework. Following and situating of any vehicle are distinguished
by utilizing worldwide situating framework (GPS) and worldwide framework for
versatile correspondence (GSM). The status of the moving vehicle is transferred
habitually on request.

In [4], Chen and Chiang portrayed to track the burglary vehicle by utilizing GPS
and GSM innovation. This framework puts into the resting mode after the vehicle
gets took care of by the proprietor or approved people through the reset catch over
it.

In [5], Thin Zar Thein Hlaing depicted the component of rack and pinion directing
framework. This explanatory examination is mostly in light of Lewis push formula.
It is centered around twisting and contact worries of the pinion apparatus and rack
bowing pressure utilizing diagnostic and limited component investigation.

3 Proposed Method

If the car is accessed by Bluetooth, then it is considered to be in the safe mode. If
it is not accessed through the registered Bluetooth, then a message through GSM is
sent to the owner which contains the latitude and the longitude of the car. The owner
uses Arduino Bluetooth controller app from his phone to stop the car. In this project,
we have also taken temperature of the engine into consideration. If the temperature
exceeds the threshold value of thermistor 103, the car stops automatically. We even
take the driver’s safety into account by using an IR sensor. If the IR sensor is set
high, the relay acts as a switch and activates the DC motor. This in turn moves the
seat back by the rack and pinion.
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Bluetooth            
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LPC-2148

GPS
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Fig. 1 Block diagram of the system

4 Design

The block diagram of the designed system is shown in Fig. 1; 5 V supply is given
to every one of the parts of the framework. At the point when the automobile is
utilized by some other unapproved individuals, the proprietor can stop the motor
utilizing Bluetooth and he can likewise get the area of the vehicle at the same time.
Notwithstanding this, we are utilizing a rack and pinion framework to move the seat
in reverse in the event of a crash.

5 Hardware Components

5.1 Arm LPC 2148

LPC 2148 is a generally utilized IC from ARM-7 family. It has 8 t 40 KB of on-chip
static slam and 32–512 KB of on-chip streak memory. Its 128 piece-wide inter-
face/quickening agent empowers rapid 60 MHz activity. It deals with 3.3 V power;
however, the fundamental peripherals like LCD,motor driver, and so on take a shot at
5 V. One or two 10-bit A/D converters give an aggregate of 6/14 simple contributions
inside.
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5.2 Bluetooth HC-05

HC-05 module is a Bluetooth SPP (serial port convention) module which is utilized
for straightforward remote serial association. The design utilized as a part of HC-05
Bluetooth module is an ace or a slave setup. This is a completely qualified Bluetooth
V2.0 +EDR (upgradedway rate) 3Mbps tweakwith finish 2.4GHz radio handset and
baseband. HC-05 can be designed by AT Summons. The slave modules cannot start
an association with another Bluetooth gadget, yet it can acknowledge associations.

5.3 GSM—SIM900

GSM module is an ultra-minimized and solid remote module which works at recur-
rence of 900MHz. It is a breakout board and least arrangement of SIM900 quad-band
GSM module. It speaks with the controller by means of AT summons. It has free
serial port associating, and it can be associated with equipment/programming serial
port control. It utilizes supercapacitor control supply for RTC. The inner module
is overseen by AMR926EJ-S processor which controls telephone correspondence,
information correspondence, and the correspondence with the circuit interfaced with
the phone itself.

5.4 Global Positioning System (GPS)

Theworldwide situating framework is a satellite-based route framework. It causes the
client to decide their two-dimensional position. It has three sections, space fragment,
client portion, and control section. In the space portion, it comprises 24 satellites,
each in its own circle. The client fragment comprises a collector, which is held
in the automobile. The control section comprises ground station and ensures that
the satellite is working legitimately. The radio signs are been transmitted by the
GPS satellites which empower the GPS beneficiary in your automobile to gauge the
satellite area. It additionally finds the separation between the satellite and the vehicle.
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5.5 103 Thermistor

These negative temperature coefficient thermistors are resistors with a negative tem-
perature coefficient and can be utilized as present restricting devices and resistive
temperature sensors. They can be utilized for temperature estimation, temperature
control, temperature remuneration, control supply fan control, and PCB temperature
checking.

5.6 IR Sensor

IR sensors can be worked for aloof or dynamic conditions. Infrared finders are essen-
tially aloof infrared sensors. Latent infrared sensors are typically used to distinguish
vitality radiated by deterrent in the field of view. Infrared source and infrared iden-
tifiers are two components of dynamic infrared sensors. Infrared source comprises
drove or infrared laser, and an infrared finder comprises photodiode or phototran-
sistor. The vitality produced by infrared source I reflected by a protest and falls on
infrared locator.

5.7 Relay

Relays are straightforward switches which are worked both electrically and mechan-
ically. The exchanging system is done with the assistance of the electromagnet.
Single shaft single throw (SPST) has an aggregate of four terminals. Out of these
two terminals can be associated or disconnected. The other two are required for the
loop.
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6 Flowchart
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Fig. 2 Message sent to the
owner of the car in case of
unauthorized user

7 Result

The hardware was tested and gave accurate results on testing as shown with the help
of figures below.All the stages from receiving themessage till the complete prototype
of the car are shown. With the help of model, we are able to deliver a system where
the owner can control his car from outside with the help of Bluetooth and also ensure
the driver safety with the help of rack and pinion system. In addition to this, we also
control the engine based on the temperature hike (Fig. 2).

8 Conclusion

Remote control is a standout among the most fundamental requirements for every
single living being. Be that as it may, tragically because of a lot of information
and correspondence overheads, innovation is not completely used. In this paper, we
have made utilization of Arduino Bluetooth application for controlling the auto. This
proposed strategy is extremelymodest and effectively accessible. For this application
to work, the android versatile client needs to introduce the application on his/her
portable. At that point, the client needs to turn on the Bluetooth in the versatile for
availability. The client can utilize different summons to turn on and off the motor
of the vehicle which are sent from the android portable. The vehicle has a recipient
unit which gets the charge and offers it to the microcontroller circuit to control the
engines. Android Bluetooth empowers telephones and Bluetooth modules by means
of HC-05 and imparts among the Bluetooth gadget. Additionally, controlling the
auto based on temperature and execution of rack and pinion framework is finished
effectively.
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9 Future Scope

The undertaking can be actualized on an extensive scale utilizing Wi-fi technology
and Raspberry Pi. As of now, the model is being created. In the future, it should be
possible on ongoing cars.
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Thermal Care and Saline Level
Monitoring System for Neonatal Using
IoT

Huma Kousar Sangreskop

Abstract Anewborn baby usually has a problem to adapt the change in temperature,
be it a full-term healthy baby or a preterm baby or low-birth-weight babies. Neonatal
usually has little body fat, and they are too immature in handling and regulating the
body temperature. A temperature ranging between 37.5° and 36.5° is considered to be
normal body temperature; according to the WHO, any newborn whose temperature
is below the normal range and drops below 32° is considered as a risk leading
to hypothermia condition in the newborn. In such conditions, babies are kept in
incubators so that the babies can regulate their body temperature and get adjusted
to the environment. Hypothermia in neonates is associated with increased mortality
rate. Thermal management of babies is a vital and critical part of neonatal care. And
frequent check on the level of saline status is amustwhen given to any neonatal which
cannot be neglected or show inattentiveness whichmay lead to life-risking condition.
With the advancement of technology and IOT in the boom, this paper provides the
health monitoring system of neonatal care using the IoT, a systemwhich can monitor
and maintain the necessary temperature of the neonates and monitoring of the saline
bottle from a distant place.

Keywords Neonates · Incubators · Saline · Internet of things (IoT) · IR Sensors ·
Arduino microcontroller

1 Introduction

The small infants require adequate warm environment as the newborn may have
problem in maintaining their own body heat. In the early 1900s, the essentiality of
infant’s thermal control was identified. Due to less insulation, the neonatal thermal
control was limited as compared to that of adult. Hypothermia is one of the major
factors to the increasing rate of morbidity and mortality among neonates. More than
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Fig. 1 Hypothermia in newborn infant

67% of high risk infants who were born outside of the hospital and according to a
study conducted by WHO showed around 80% of infants born were hypothermic
soon after birth. In developed countries, awareness of the problem has resulted in
improved care of newborn especially of preterm and low-birth-weight infants.

When the body temperature drops below 36.5 °C, the condition is called as
hypothermia. Similarly when the body temperature is between 32 and 35 °C, it
is considered as moderate hypothermia, and when the body temperature goes below
32°, it is considered as server hypothermia (Fig. 1).

Due to the increasing demand in the IoT, several technologies have been intro-
duced for automation. Using the recently introduced network connectivity solutions
such as Ethernet and wireless LAN, data process can be modified with software pro-
grams. Most of the works for IoT connection may include the usage of Arduino with
the help of Ethernet boards for expansion. As we require the Internet connectivity to
generate alert system and for remote monitoring, Arduino alone cannot provide the
solution due to its limitation of not executing multiple programs at once; therefore, a
raspberry pi is the best suitable option available, and this in turn makes the massive
growth for IoT.

2 Existing Approach

In the current healthcare system, there are complete dependencies on the professional
nurses for managing and monitoring the neonatal especially when the newborn is
kept in the incubators or in the case when the newborn is under observation for some
treatment and is receiving saline. Presently, it is the duty of the nurses to maintain
the appropriate temperature of the incubators and roller clamp is used for manually
controlling the saline infusion and rate. If roller clamp rolls in one way, it compresses
the intravenous tube more tightly which makes the tube more thin and allows saline
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fluid to flow through slower rate, and if it is rolled in other direction, it loosens
or releases the saline tubing which makes the tube less thin and allows the saline
fluid to flow through at a faster rate. In this era, there is no such monitoring system
which will reduce the dependency of the neonatal neonates on the nurses and nurses
frequently visiting the neonatal bed every time to check saline level status or to check
the temperature of the incubator. Hence, there is a need for development of thermal
care and saline level monitoring system for neonatal using IOT.

3 Proposed Methodology

The proposed methodology is going to use the smart health system with real-time
data and pervasive computing. Wireless sensor network assisting in various health-
care solutions by measuring physiological parameters. With the massive growth of
Internet of things and connections of things to the Internet with standard proto-
cols, suitable architectural changes facilitate unobtrusive health monitoring for all
day and any place. Modernized neonate centered monitoring system is the need of
today’s health care. Neonatal care is a very sensitive issue considering the utmost
care requires in this phase of life although baby is normal or at risks. Every parent
wants their just born fragile and tender baby should get non-disruptive care. Emerg-
ing of new technologies like bio-sensing devices and Arduino microcontrollers, it is
possible to have complete neonatal care. The system requirements are as follows.

3.1 LM35 Temperature Sensor

The main object in temperature system is the reading of temperature value from
LM35 temperature sensor. The primary use of LM35 temperature sensor is that it is
the simplest of all the temperature sensors and it has an integrated circuit that gives
an output as voltage that is proportional to the temperature in the degree Celsius.

3.2 IR Sensor

An infrared sensor [IR sensor] is an electronic device that emits in order to sense
some aspects of the surroundings. IR sensor will be positioned at the critical level
of the saline on the saline bottle to sense the critical level of saline as well as saline
completion status.
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3.3 Arduino Microcontroller

Arduino is an open-source microcontroller kit for building digital devices and inter-
active objects that can sense and control objects in the physicalworld.Arduinomicro-
controller will be used as processing and programming unit for sending instructions
to the DC motor and buzzer.

3.4 DC Motor

DC motor is a rotary electrical machine that converts direct current electrical energy
into mechanical energy. DC motor will function according to the commands given
by the microcontroller and causes movement in the spring.

3.5 Buzzer

Buzzer is an audio signaling device. Buzzer will alert the nurses, caretakers, and
doctors when saline reaches critical level and for replacement of saline bottle.

3.6 Power Supply Unit

Power supply unit converts mainAC to low-voltage regulatedDC power for the inter-
nal components of the computer. It will supply power to the rest of the components
of the proposed system.

3.7 Clamp

Clamp will be attached to the spring. With stretching of the spring, the clamp will
move in forward direction and pinch the intravenous tube and stop the reverse flow
of blood into the saline bottle.

3.8 Spring

Spring is an elastic object that stores mechanical energy. When a spring is trenched
from its resting position, the clamp attached to the spring will move toward the
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intravenous tube for stopping the reverse flow of blood into saline bottle. When a
spring is compressed, it will return to its rest position.

3.9 Display

The display is used to show the current temperature of the incubator and helped in
monitoring the body temperature of the neonates.

4 System Working

The system architecture is consisting of the following things as shown in the diagram
(Fig. 2).

The proposed system functions as explained below:After saline gets consumed by
the neonatal, the IR sensors sense when the saline reaches the critical level (Fig. 3).

Fig. 2 System architecture

Fig. 3 Position of IR sensor
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Fig. 4 Mechanism for stop reverse flow of blood

Fig. 5 Monitoring temperature of baby and incubator

This sensed output is sent to the microcontroller and buzzer starts ringing for
alerting the nurses and doctors in the hospitals. An alert message is sent to the
concerned nurses and doctors associated with the neonate through the use of the
Internet. If the nurse attends the neonate, then she should stop the buzzer and reset
the whole system (Fig. 4).

If the nurse fails to attend the neonate within the set time limit, the reverse flow
of the blood into the saline bottle is stopped.

For this, a spring-DCmotor arrangement will bemade. The clampwill be attached
to spring; along with the compression and stretching of spring, the clamp will also
move in forward and backward directions. Again the IR sensor, at the neck of the
saline bottle will sense that the saline is totally consumed and buzzer will again start
ringing louder to notify the nurse that the saline is totally consumed, and there is a
requirement for replacement of saline bottle. The instructions for Arduino will be
sent to DC motor, and as per functioning of DC motor, the spring will be stretched
and the clamp will move in forward direction and pinch the intravenous tube and
stop the reverse flow of the blood in the saline bottle (Fig. 5).

On the other hand, the LM35 temperature sensor will constantly monitor the tem-
perature of the neonate and the incubator temperature. A predetermined temperature
would be set which will take appropriate action as directed by the Arduino micro-
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controller. Suppose if the body temperature of the baby reduces below the normal
range, then the light bulbs will be set on which will increase the temperature of the
incubator and it will increase the body temperature of the baby. And if the tempera-
ture of the baby is very high above the normal range, then the microcontroller will on
the fan and regulate the temperature of the incubator and set it back to the specified
and suitable temperature for the neonate.

5 Conclusion

With themore increasing usage of technology and growth of IoT, this system“thermal
care and saline level monitoring system for neonatal using IOT” the manual effort
on the part of nurses is saved. As this proposed system is automated, it requires very
less human intervention. The special requirement of newborn to keep babies away
from the germs which would be carried by frequent touch of humans/nurses can also
help in the better development of the babies. Also, it will be advantageous at night
as there will be no such requirement for the nurses to visit patient’s bed every time
to check the level of saline in the bottle since an alert notification will be sent to the
nurses, doctors, and caretakers when saline reaches the critical level. It will save the
life of the patients. This will reduce the stress in continual monitoring by the doctor
or nurse at an affordable cost.



Home Security System Using GSM

P. Mahalakshmi, Raunak Singhania, Debabrata Shil and A. Sharmila

Abstract In areas where robbery and theft are amajor issue, home security becomes
a matter of prime importance to the residents of that area. Everyone in the locality
is forced to take security measures to prevent their precious belongings from being
stolen. It is therefore invincible that a technological solution has to be formulated to
ensure the safety of the house. Hence, a security device has been designed to send an
alert message to the owner of the house and to the security forces nearby in an attempt
to void the theft taking place. The system is designed by interfacing sensor modules
with a microcontroller to detect the motion in the house and a GSM module to send
alert message to the owner of the house when the house is locked. This system uses
low-cost sensors for motion detection and proves to be affordable. The installation
of the system is easy and also the sensors and modules require very less space and
consume low power when installed.

Keywords GSM · PIR · Arduino · SMS · IDE · Ultrasonic

1 Introduction

From most recent few years, home security has become a crucial necessity of family
units to keep home safe from interlopers to get burglarized. So the analysts and
organizations try to actualize the calculations and make some gradates that can keep
your home safe from the burglars [1]. What’s more there is a need to automate the
home with the goal that client can exploit the mechanical headway in a manner that
a man leaving his house unattended, does not need to consider his home security
over and over again. It is subsequently this motivation behind this creation to give
a gadget, which is able to give quick notice to the proprietor and administrations
like police headquarters right away when the unwanted occasion may happen. This
reason for existing is refined by means of utilization of a device which sends at least
one SMS (Short Message Service) via GSM (Global System for Mobile) module
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to the proprietor and security administrations at the time of happening of theft [2].
This framework is minimal effort since it doesn’t contain sensors which may be
unaffordable and it is additionally simple to actualize as this system if installed will
take very less space for establishment.

This work is mainly focused on the situation when the user is not present at the
home. The GSM-based model will update the user about the current scenario of
his/her house. In case of intrusion, the PIR or the ultrasonic sensors will detect the
motion of the intruders, giving out an alarm and sending an alert text message to the
user at the same time using the GSM.

2 Methodology

For home security, this paper proposes a novel approach using a microcontroller,
sensors formotion detection and alert viaGSMmodule and alarmvia buzzer. Figure 1
shows the interfacing of the required components to be connected together to provide
a security check at the house.

In order to practically layout the proposed model, the following components will
be required:

• Microcontroller preferably Arduino.
• GSM for communication.
• PIR sensor.
• Ultrasonic sensor.
• Power supply.
• Buzzer as an alarm.

Fig. 1 Proposed layout for
the home security system
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Fig. 2 Arduino Uno microcontroller

Fig. 3 GSM module to be used

The following is the detailed description of components:

Arduino

The microcontroller Arduino Uno hardware is shown in Fig. 2. It has ATmega328P
IC chip which is considered to be the brain of Arduino. It has a total of 14 digital
input/output pins, a 16 MHz crystal oscillator for the clock cycle, a USB connector
port, a power jack port and a reset button [3–5]. It has all the things needed for the
functioning of the microcontroller. It can be connected to a PC with a USB wire or
can be powered with an AC-to-DC adaptor [1]. One can play with Arduino UNO and
test its limits and it will respond quite correctly, further, one can change the hardware
for little amount and start the work again. Arduino can be used to create complex
codes to interface various other modules, switches or sensors, and thereby figuring
out to control various other outputs like buzzer, display, etc.
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Fig. 4 View of PIR sensor

GSM

TheGlobal System forMobile (GSM) is an advanced innovation used for transmitting
voice and information services. GSM is the most broadly used standard in media
communications. GSM as shown in Fig. 3 is a GSM 800H, which is a quad-band
GPS/GPRSmodule andworks in frequency range of 850–1800MHz [5, 6]. It requires
a power supply of 3.4–4.4 V and does a current utilization of 0.7 mA in sleep mode
of operation. It has a SIM card interface and can serially communicate with other
devices using serial port. It works on “AT Commands” which it receives from the
microcontroller. The GSM module can be used to send messages to users using AT
Commands. This functioning ability of GSM to interact with a microcontroller and
to send alert message to the user based on the microcontroller response makes it
viable to be used in this type of security system [1].

PIR Sensor

Figure 4 is shown a passive infrared (PIR) sensor which has a variable resistance
to align separation and deferral of timing. This sensor unit is definitely not hard to
use rather it has a sensible cost. This sensor requires an operating current range of
100–150µA and input voltage range of 3–5 V to be able to work. It can be calibrated
to detect motion from 0.1 to 6 m. It also has the ability to work at a temperature range
varying from −200 to 700 °C [1]. It works on a wavelength range of 7–14 µm. PIR
sensors permit you to detect movement, additionally used to distinguish in the event
that a person has stimulated in or out of the house. The PIR sensor has two regions
from which the transmission and receiving of the electromagnetic waves take place
[7]. When the PIR sensor is fitted in a region of space, and there is no motion of any
body, a similar measure of IR from both the sensor openings is received, but when a
bodily motion like that of a human comes in the sensor range, it automatically blocks
first opening of the sensor, which tends to generate a positive differential change in
current between the two openings of the sensor. Similarly, when the warm body tries
to move away from the detecting range, the inversion takes place, making the sensor
generate a negative differential change. These changes in beat are calculated and an
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Fig. 5 Ultrasonic sensor as seen from top

output is given out by the sensor whether a motion has taken place or not. The PIR
sensors are small, easily controlled and do not break easily. They are being used in
various home automation and security devices.

Ultrasonic Sensor

This ultrasonic sensor provides a rangemeasurement of 2–400 cm. It has a transmitter,
receiver and a control unit. The module will be sending 8, 40 kHz signals [8]. The
pulse in time of the signal is counted. This time is used to calculate the actual distance
of the object from the module.

The following is the pin diagram of the ultrasonic sensor as shown in Fig. 5:

Power: +5 V
Trigger Input
Echo Output
Ground.

This module will measure the real-time distance of the objects. So if any intruder
cuts its path, then the distance measured for a particular instance may drop below a
set threshold, this would alert the microcontroller that an intruder has come inside
the house. It will be fixed near the door or window, so any unwanted motion can
easily be detected.

Power Supply

Figure 6 shows a 12 V, 1 A DC adaptor required to power up all the components.

Arduino IDE

The Arduino Integrated Development Environment is shown in Fig. 7. It has a very
easy to work platform since execution of code is very fast. The programs can be
easily written in C/C++, Java. The Arduino IDE assigns Arduino hardware pins to
work as input and output pins accordingly as needed by the user thereby making
interfacing the microcontroller with other modules a lot easier. The following two
subparts of the program are the building blocks of the Arduino program [9]: void
setup (): used for initialization and void loop (): used for implementing a task.
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Fig. 6 Power supply unit

Fig. 7 Arduino IDE software
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3 Implementation

See Fig. 8.

4 Results and Discussion

Once an intruder enters the room, either the PIR sensor fitted on the ceiling of the
room or the ultrasonic sensor near the door and window, detects a motion and sends
the data to Arduino. The Arduino processes the data and correspondingly sends an
alert SMS to the owner of the house. The message reads as, “THE THIEVE IS IN
THE HOUSE”. Also a buzzer alarm goes high parallel to the SMS. Figure 9 shows
the SMS received by the owner of the house.

Fig. 8 Implementation of
proposed home security
system

System Activation Message via GSM 

Arduino starts taking data from sensors 

PIR and Ultrasonic sensors send data 
continuously 

If a threshold is crossed from any of the sensors 

Arduino senses the data and sends message 
command to GSM and a high to the buzzer. 

GSM sends an alert message to the owner and 
alarm is buzzed. 

Deactivation message sent by user.  

The system is deactivated. 
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Fig. 9 Alert SMS is sent to
the registered user

5 Conclusion

The proposed home security system is affordable and offers a standard security
system to the people who have to go out of the house, no one being there to guard the
house. It can easily be installed in homes and used by the people at any time since
most of the people have access to mobile phones these days. Further, the efforts
would be made in future to make the system cheaper and also to ensure that the
power backup is provided to the system remotely which may last for long time to
ensure security in case when there is no electricity at home.
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Automatic Toll Tax Collection Using
GSM

P. Mahalakshmi, Viraj Pradip Puntambekar, Aayushi Jain
and Raunak Singhania

Abstract This paper proposes a very novel approach to implement the automatic toll
tax collection system on the toll plazas using radio frequency identification (RFID)
and global system formobile (GSM). Nowadays, the cities and highways are bursting
with traffic, and very often long queues of vehicles can be seen at various toll plazas
so that they can pay the toll and then able to use the road or highway. So a system
is proposed wherein the toll tax could be paid via cashless transactions and people
wouldn’t have to wait for a long time for the cash payment of the toll tax. This would
save people’s money and time simultaneously. It would also eliminate errors in cash
transactions and further ease the job of the toll plaza companies. It would definitely
bring down any of the corruptions occurring at the toll plazas. Finally, it would make
the existing toll tax collection more efficient and ease our lives a bit more.

Keywords Arduino · RFID · GSM · Tags · Motor driver

1 Introduction

In our everyday life, we pay a certainmeasure of assessment through toll square to the
administration. The toll entryways are for the most part found on national thruways
and extensions and so on and we pay remaining over a line as money, despite the fact
that the portability of vehicles gets hindered by this conventional technique which
takes longer travel time and more utilization of fuel. Furthermore, the contamination
level gets expanded in that locale [1].

Let us assume that the conventional toll collection system is quite efficient and
the time taken by one vehicle to stop and pay toll tax is 1 min. Now let us suppose
that 1000 vehicles will go through the toll booth every day. Then, the time consumed
by a vehicle with an approximate stop of 1 min in a month is: 1 × 30 � 30 min
and the total time taken in a year � 30 × 12 min � 360 min. On a normal day each
vehicle going through the toll court needs to sit tight for 6.0 h in the engine on state
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condition. Additionally, every year 365,000 vehicles would be simply stopping for
6.0 h in engine on mode, subsequently expanding pollution and squandering fuel,
time, andmoney. This is the situation when the framework is viewed as exceptionally
productive; however, imagine a scenario in which every vehicle needs to hold up,
say 3–4 min! Also, this is a figure in which we have considered only one toll plaza.
Now considering the thousands of toll plazas, the above figure would be too big and
the wastage of fuel, time, and money would also be very large [2].

Therefore, a newmethod is urgently required to reform this problem. The automa-
tion of the toll collection system can prove to be one of the easiest methods to provide
a solution to the above-stated problem [3]. This framework does not require anyman-
ual operation of toll obstructions and gathering of toll sums; it is totally computerized
toll accumulation framework. The vehicle proprietors are enlistedwith their vehicle’s
appropriate data and their record is made, where they can renew their records with
the required sum. At the point when the vehicle goes through the toll entryway, the
data are shared between RFID tag and RFID reader and the sum is deducted from
the proprietor’s account and the balance amount message is sent to the user. This
strategy lessens the travel time and decreases the fuel utilization [1].

2 Methodology

In order to implement the proposed system, we need the following hardware com-
ponents and software tools for the design of our proposed system.

2.1 Arduino

Figure 1 shows Arduino Uno which is a microcontroller board having ATmega328P
IC chip, 14 digital input/output pins, a 16 MHz crystal oscillator for clock, a USB
port, a power jack, an ICSP header, and a reset catch [4, 5]. The microcontroller can
essentially be associated with a PC with a USB port, and to power it an AC-to-DC
connector or battery is required. You can play with your UNOwithout much thinking
as you can buy a new one for a couple of dollars and start over again. Arduino can
be used to create new projects with innovative ideas involved and also taking into
consideration various switches or sensors, and thereby controlling an assortment
of lights, engines, and other physical outputs. Arduino has many technical bene-
fits which include open source platform and a very clear and simple programming
environment.
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Fig. 1 Arduino Uno
hardware module

Fig. 2 GSM module used

2.2 GSM

The GSM stands for global system for mobile. It is an advanced product innovated
which is used for sending and receiving voice and text messages. GSM is widely
acknowledged in the field of mass communication globally. As shown in Fig. 2,
GSM module partitions every 200 kHz channel into eight 25 kHz time-openings.
GSM works on the versatile correspondence groups including 900 and 1800 MHz
in most parts of the world [6, 7].

GSMmakes use of short band time division multiple access (TDMA). GSM fully
supports voice and text messages and also gives facility for roaming which is the
ability to use your unique GSM number registered on a network in another GSM
network.GSMdigitizes and packs information and then sends it down through proper
channels [1].
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Fig. 3 RFID reader

Benefits of using GSM module:

• The quality of speech gets improved very efficiently and effectively.
• The availability of the spectrum increases.
• The compatibility becomes more with mobiles.

2.3 RFID Reader

TheRFID-RC522 reader is shown in Fig. 3. It has an operating frequency of 125 kHz,
a detection range of 10 cm, and a wide operating temperature range and is cost
effective also [8].

2.4 RFID Tags

The radio frequency identification system consists of three components [9]:

• An antenna
• A transceiver
• A transponder.

These RFID tags are classified as active tags and passive tags.
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Fig. 4 RFID tags with its
unique identity number fixed
in vehicles

Passive RFID labels do not have their own particular power supply; the tag sends
the reaction by the little electrical current actuated in the reception apparatus by
means of radio recurrence filter. The response of passive RFID tag is only a UID
number as shown in Fig. 4.

Active RFID labels have a power source and have longer ranges and bigger rec-
ollections than the passive labels; furthermore, they also have the ability to store the
additional data sent by the transceiver. It may be noted that the technical differences
between the tag types are not major concerns for collecting the data.

Additionally, the tags can be grouped on the basis of classes from Class 0 to
Class 5. The classes have been controlled by electronic product code (EPC) Global
Standard [9–11].

2.5 Motor

A DC motor is required as shown in Fig. 5 for rotating the gates, causing them to
open and close whenever required [7].
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Fig. 5 DC-powered motor

Fig. 6 L293D motor driver

2.6 Motor Driver

The L293D IC motor driver allows the DC motor to rotate in either direction as
shown in Fig. 6. It is a set of 16 pins IC which has the ability to rotate the two DC
motors simultaneously [6].

2.7 Power Supply

A power supply of 12 V, 1 A is expected to control the modules.
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2.8 Arduino IDE Software

TheArduino IntegratedDevelopment Environment offers a straightforward and clear
stage to execute codes and do nearly anything. The Arduino projects are composed
in C/C++, Java. It has numerous inbuilt libraries. It allocates Arduino pins as input or
output pins and makes collaboration with other modules and sensors a considerable
measure easier. It has the accompanying two code scraps which are important to be
composed dependably:

void setup (): used for setting up the initial conditions.
void loop (): used to run task infinitely.

3 Implementation

Figure 7 shows the workingmodel of the proposed system, and Fig. 8 gives a descrip-
tion of the steps involved in the process of automatic toll tax collection.

4 Results

As the registered vehicle enters the toll plaza, the RFID reader reads the tag and the
microcontroller deducts the balance and signals the traffic light to be green and also
signals the motor driver to open the gate for the vehicle to pass on. It also sends a
command to the GSM module to send message to the user as “Hey MR. XYZ. Your
vehicle is: ABC. SIR, Your Remaining Balance Amount is: Rs. ----. HAVE A NICE
DAY THANK YOU” as shown in Fig. 9.

Fig. 7 Working model of the proposed system
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Fig. 8 Steps involved in the
implementation of proposed
system

RFID tagged car approaches

RFID reader reads the tag and sends data 
to the Microcontroller

Microcontroller checks the data and 
compares it with the registered tags 

If registered tag If unregistered tag

Go to the 
registration 
counter and 
register the 
vehicle. 

Check if 
balance is 
sufficient

If balance 
sufficient

Turn the traffic 
light Green and 
Open the gate 
via motor driver   

Send transaction 
message to the 
registered phone 
number via GSM 
module

Close the gate and 
turn traffic light red 
after a threshold time

If balance low

Go to the 
registration 
counter and 
recharge the 
balance amount

5 Conclusion

The proposed system has been installed in a working model. Large-scale imple-
mentation of the proposed model can be done, and hence the traffic congestion can
be avoided. By adopting this system, the manual effort could be reduced drastically.
The emergency vehicles like ambulance, police cars, fire vans, etc., may be exempted
from paying taxes. In this fast moving world, we need to update our technology for
saving our precious time and money.
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Fig. 9 Alert message being
sent to the owner of the
vehicle
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Facial Expression Recognition
by Considering Nonuniform Local
Binary Patterns

K. Srinivasa Reddy, E. Sunil Reddy and N. Baswanth

Abstract Recognizing a face with an expression has paying attention due to its
well-known applications in a broad range of fields like data-driven animation,
human–machine interaction, robotics, and driver fatigue detection. People can vary
significantly their facial expression; hence, facial expression recognition is not an
easy problem. This paper presents a significant contribution for facial expression
recognition by deriving a new set of stable transitions of local binary pattern by
selecting the significant nonuniform local binary patterns. The proposed patterns
are stable, because of the transitions from two or more consecutive ones to two
or more consecutive zeros. For better recognition rate, the new set of patterns are
combined with uniform patterns of local binary pattern. A distance function is used
on proposed texture features for effective facial expression recognition. Preprocess-
ing method is also used to get rid of the effects of illumination changes in facial
expression by preserving the significant appearance details that are needed for facial
expression recognition. The investigational analysis was done on the popular JAFFE
facial expression database and has shown good performance.

Keywords Face · Expression · Pattern · Local binary pattern · Illumination ·
Preprocessing · Distance function and stable transition

1 Introduction

The face of human conveys a bunch of information concerning individuality and
emotional situation. Facial expression is an instant and effectual part of message
among humans which carries crucial information about the emotional, mental, and
physical state. It is a desirable feature of next-generation computers, which can recog-
nize facial expressions and responds accordingly and enables better human–machine
interactions, driver state monitoring, medical and aiding autistic children. In mod-
ern years, automatic facial expression recognition has paying much attention [1–3].
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Much progress has been made in this area [4–8]; the expression recognition of a face
with a high correctness remains hard due to the complexity and unpredictability of
facial expressions. However, the intrinsic changeability of facial expression images
is caused by different factors like variations in occlusions, pose, illumination, and
alignment, which makes expression recognition a challenging task. Major categories
of the facial expressions are annoyance (anger), disgust, terror (fear), happy, sad, sur-
prise, and unbiased (neutral). A very fine variation in muscular movements causes
different expressions, and hence, it is a critical task to do the local feature extraction
to represent expressions. Two main types of approaches to extract facial expression
features [9] are geometric feature-based methods [1, 2] and the appearance-based
methods [3, 7]. Methods based on former one extract geometric information from the
facial expression images; in later case, features are either extracted from the entire
facial expression or specific regions in facial expression images. For more effective-
ness, appearance-based approach was chosen. Appearance features evaluated from
Gabor wavelets to be more effective than geometric features [6] even though com-
putationally expensive.

Local Binary Pattern (LBP) [3, 4, 8] approach is empirically studied in this paper
for person-independent facial expression recognition. The LBP features were pro-
posed at first for texture analysis [10, 11] and are efficiently used in face detection
and recognition [10]. Simplicity and tolerance against illumination changes are the
most important properties of LBP. The experiment analysis was done with and with-
out preprocessing technique [12, 13] to perform facial expression recognition using
LBP features. By using LBP features, discriminative facial information in a compact
representation can be retained in faster way with a single scan through the image.
This paper proposes a facial expression recognition method by applying LBP opera-
tor and its variants on preprocessed images to extract features. This method is trained
and tested on popular Japanese Female Facial Expression (JAFFE) database [14].

The remainder of this paper is structured as follows. We present a brief review of
local binary pattern in the next section. Section 3 presents the proposedmethodology,
and Sects. 4 and 5 present the results, discussions, and conclusions.

2 Local Binary Pattern

The Local Binary Pattern (LBP) operator [11] is originally proposed for texture
analysis. LBP is a gray-scale and rotation invariant texture primitive, easy, com-
putationally competent, robust, and derives local attributes efficiently. Hence, LBP
is extensively used in different domains like security and authentication for face
recognition [10, 15] and facial expression recognition [3, 4, 7]. LBP operator can
be represented as LBP(P,R) with different values of (P, R) where P represents the
number of neighborhood pixels and R for radius. With P � 8 and R � 1, it is rep-
resented as LBP(8,1), i.e., eight-neighboring pixels on a 3 * 3 neighborhood which
ranges from 0 to 255. Equation 1 describes the working principle of LBP operator.
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Fig. 1 Operation of LBP operator
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Fig. 2 LBP histogram. a LBP image for facial expression image. bLBP histogram of facial expres-
sion image of (a)

LBP(8, 1) �
7∑

n�0

2n S(Pc − Pn) (1)

where ‘n’ is over the eight neighbors (0–7) of the central pixel C, Pc and Pn are the
gray-level intensities at c, and n and S(u) will be 1 if u ≥ 0 and 0 otherwise. Figure 1
illustrates the working process of LBP on a 3 * 3 neighborhood.

From Fig. 1c, a P-bit binary number is produced, and equivalent decimal repre-
sentation is replaced as central pixel value. Bilinear interpolation is used whenever
any neighboring pixel does not fall exactly on a pixel position. The histogram of the
LBP operator applied image is further used as a texture descriptor. Figure 2 shows
the LBP image and histogram representation.

Very minor muscular movement causes to vary the facial expressions, and LBP
concentrates on these minor movements using labeled micropatterns which are dis-
tributed throughout the face region. Furthermore, facial expression variations are
naturally characterized by areas like corners of mouth, inner corner of eyes, chin,
and supplementary subregions being slightly significant.
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3 Methodology

The proposed work consists of four key steps as given below.

Step 1: Conquering the noise and illuminated issues by using preprocessing.
Step 2: Obtain LBP, ULBP, and SNULBP features.
Step 3: Assess histograms of LBP, ULBP, E-SNULBP, and ULBP U E-SNULBP.
Step 4: Effective facial expression recognition by using a distance function.

3.1 Preprocessing

Gamma correction and Difference of Gaussian (DoG) filtering [1, 13] are the prepro-
cessingmethods used to address the effects of lighting variations and local shadowing
in this paper. Gamma is the most significant characteristic of image which defines
the pixel gray-level value and its real luminance association.Without gamma, shades
captured by digital camera would not come into view as they appear to human eyes.
Gamma correction (GC) is a nonlinear gray-level transformation, and new gray level
I , is defined in Eq. (2)

New grey level (I ) � I γ for γ > 0

log(I ) for γ � 1

Where γ ∈ {0, 1}. (2)

From, Eq. (2), the gray-level range of the pixels in dark or shadowed regions
is enhanced and compresses the dynamic range at bright regions. The limitation of
Gamma correction occasionally fails in removing shadowing effects, i.e., the influ-
ence of overall intensity gradients. To eliminate this problem on gamma-corrected
image, DoG is used. DoG is a very successful and accurate grayscale image enhance-
ment algorithm. To conquer the illumination and local shadowing problems, the
present paper utilized DoG feature.

3.2 Uniform and Nonuniform Local Binary Patterns

AnLBP is treated as uniform if it contains at most one 0–1 and one 1–0 transition in a
circular manner. For example, 11111111 (zero transitions) and 11000011 (two tran-
sitions) are uniform, whereas 11001100 (four transitions) 10101100 (six transitions),
and 01010101 (eight transitions) are not uniform. For P � 8, there are 58 uniform
local binary patterns (ULBP) and 198 nonuniform local binary patterns (NULBP).
Few researchers [12, 16–18] considered only ULBPs for classification and recog-
nition because of the subsequent reasons—(a) 80–85% of the texture images hold
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Table 1 Proportions (%) of
ULBP values on sample
images from the JAFFE
database

Facial expression image P � 8, R � 1 P � 16, R � 2

KA.FE2.46 62.04 52.84

KM.HA1.4 52.17 45.24

KM.HA4.7 48.72 35.81

YM.FE2.68 54.72 42.04

only ULBPs. (b) ULBPs are treated as the primary properties of texture image. (c)
Treating all 198 NULBPs as one miscellaneous set will reduce a lot of dimensional-
ity from 256 to 59 (58 + 1) without losing the texture content. (d) The background
information is preserved by considering only the pixels with uniform patterns. Much
of the pixels around the eyes (especially the eyebrows), mouth, and the nose are
uniform patterns.

For some facial expressions, we have observed that the leading patterns are not
always uniform. Table 1: shows the percentage (%) of uniform patterns on sample
images of the JAFFE database with different values of P and R [12, 15]. By con-
sidering all the nonuniform patterns under a miscellaneous set causes or may lose
helpful micropattern structural features in the facial expression images.

From Table 1, it implies that the dominant patterns are not mainly the ULBPs. In
order to describe the leading patterns contained in the facial expression images, the
conventional LBP is extended by considering the new set of patterns which also have
some NULBPs. The researchers [12, 19, 20] considered a part or a small number
of NULBPs along with ULBPs and proved that this combination yielded a better
progress than by considering only ULBPs.

3.3 Extended Significant Nonuniform Local Binary Pattern

The major difficulty is choosing the subset from NULBPs to get better performance
and to diminish large dimensionality problem. To achieve this, we have derived and
used extended significant nonuniform local binary pattern (E-SNULBP) [19]. The
E-SNULBP is a subset of NULBP, in which transition pattern is defined as two or
more 1’s to two or more 0’s and vice versa is not true. The transitions are measured
in a circular manner. No ULBP will have such transition pattern.

The derived E-SNULBPs are stable, since the transitions considered are from two
or more consecutive 0’s to two or more consecutive 1’s only, instead of zero to one
or vice versa. For efficient facial expression recognition, the present paper combined
the derived E-SNULBPs with ULBP using union operation only. Ninety different
LBPs are formed out of 256 by union operation between E-SNULBP and ULBP
(E-SNULBP U ULBP).

The ULBP codes like 24, 15, 64, and 243 do not fall into E-SNULBP, since their
binary representations are having the transitions from 00 to 11 and also 11 to 00.
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For example, 24 equivalent binary representations are 000110000; it is having the
transition from 00 to 11 and also 11 to 00. The ULBP code 64 also does not fall
into E-SNULBP, since the binary value of 64 is 01000000 which does not have a
transition from 00 to 11 at all.

TheNULBP codes like 9, 51, and 87 do not fall into E-SNULBP, since their binary
representations are not having the transitions from 11 to 00 at all. For example, 9
equivalent binary representation is 00001001; it is not having the transition from
11 to 00. The NULBP code 51 also does not fall into E-SNULBP, since the binary
representation of 35 is 00110011 which is having transitions from 11 to 00 and also
00 to 11 in circular manner. The NULBP codes like 23, 97, 151, and 188 fall into
the category of E-SNULBP patterns.

4 Results and Discussions

The performance of facial expression recognition is evaluated on popular database
JAFFE [14]which has 213 facial expression imageswith seven varieties of expression
of ten Japanesewomen. Each person has three to four facial expressionswith varieties
of facial expressions, including anger, disgust, fear, happy, sadness, surprise, and
neutral. Figure 3 shows seven expressions of a personwhich are selected from JAFFE
database.

For competent facial expression recognition the histograms of ULBP, ULBP U E-
SNULBP with various (P, R) on each individual facial expression image and placed
in training database. P � 8, 16 and R � 1, 2, 3, 4 are considered for experimentation
purpose. In the comparable way, the above histograms are evaluated for test facial
expression image and the facial expression recognition is evaluated based on chi-
square distance technique as given in Eq. 3.

R(d, t) � min

(
n∑

i�1

(
(di − ti )

2/(di + ti )
)
/2

)
(3)

where di represents the sum of histograms of all E-SNULBP U ULBPs of training
database image i and t represents the sum of histograms of all E-SNULBP UULBPs
of the test facial expression image. R(d, t) represents that the database image d is
nearer to test image t. Hence, the recognized image for t is d. The same procedure is
adopted for the ULBP, E-SNULBP, and E-SNULBP U ULBP, and the average per-
centage of recognition rate for each expression type with and without preprocessing
is shown in the tables. The present paper evaluated the histograms of the above three
texture features without and with preprocessing approach on the JAFFE database.
Tables 2, 3, and 4 show the facial expression recognition rates of angry, disgust, and
fear, respectively, without preprocessing.

Tables 5, 6, 7, and 8 show the facial expression recognition rates of happy, neutral,
sad, and surprise, respectively, without preprocessing.
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Table 2 Angry facial
expression recognition rate
without preprocessing

(P, R) ULBP E-
SNULBP

E-SNULBP
U ULBP

(8, 1) 65.56 20.56 68.82

(8, 2) 66.67 32.78 72.04

(8, 3) 69.89 40.67 76.48

(8, 4) 67.67 52.98 75.26

(16, 1) 76.56 15.67 80.82

(16, 2) 76.56 27.57 81.62

(16, 3) 69.89 29.78 75.71

(16, 4) 71.71 31.75 80.82

Average 70.56 31.47 76.45

Table 3 Disgust facial
expression recognition rate
without preprocessing

(P, R) ULBP E-
SNULBP

E-SNULBP
U ULBP

(8, 1) 66.57 19.42 71.09

(8, 2) 67.45 33.09 71.23

(8, 3) 66.56 38.38 73.67

(8, 4) 64.85 47.42 72.49

(16, 1) 74.53 17.59 78.01

(16, 2) 74.53 28.08 78.19

(16, 3) 70.15 29.51 75.90

(16, 4) 71.2 32.59 81.01

Average 69.48 30.76 75.20

Table 4 Fear facial
expression recognition rate
without preprocessing

(P, R) ULBP E-
SNULBP

E-SNULBP
U ULBP

(8, 1) 67.75 19.39 71.04

(8, 2) 68.25 25.41 71.36

(8, 3) 69.46 30.14 72.72

(8, 4) 67.67 51.76 71.60

(16, 1) 68.56 17.43 73.04

(16, 2) 70.45 25.44 75.02

(16, 3) 69.89 30.32 75.03

(16, 4) 70.77 31.73 76.05

Average 69.10 28.95 73.23
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Table 5 Happy facial
expression recognition rate
without preprocessing

(P, R) ULBP E-
SNULBP

E-SNULBP
U ULBP

(8, 1) 67.94 24.08 73.33

(8, 2) 69.05 36.30 76.55

(8, 3) 72.27 44.19 80.99

(8, 4) 70.05 56.50 79.77

(16, 1) 78.94 19.19 85.33

(16, 2) 78.94 31.09 86.13

(16, 3) 72.27 33.30 80.22

(16, 4) 74.09 35.27 85.33

Average 72.94 34.99 80.96

Table 6 Neutral facial
expression recognition rate
without preprocessing

(P, R) ULBP E-
SNULBP

E-SNULBP
U ULBP

(8, 1) 66.51 17.95 70.47

(8, 2) 67.01 23.97 70.79

(8, 3) 68.22 28.70 72.15

(8, 4) 66.43 50.32 71.03

(16, 1) 67.32 15.99 72.47

(16, 2) 69.21 24.00 74.45

(16, 3) 68.65 28.88 74.46

(16, 4) 69.53 30.29 75.48

Average 67.86 27.51 72.66

Table 7 Sad facial
expression recognition rate
without preprocessing

(P, R) ULBP E-
SNULBP

E-SNULBP
U ULBP

(8, 1) 65.38 17.02 68.67

(8, 2) 65.88 23.04 68.99

(8, 3) 67.09 27.77 70.35

(8, 4) 65.30 49.39 69.23

(16, 1) 66.19 15.06 70.67

(16, 2) 68.08 23.07 72.65

(16, 3) 67.52 27.95 72.66

(16, 4) 68.40 29.36 73.68

Average 66.73 26.58 70.86
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Fig. 3 Sample facial expression images from JAFFE dataset

Table 8 Surprise facial
expression recognition rate
without preprocessing

(P, R) ULBP E-
SNULBP

E-SNULBP
U ULBP

(8, 1) 67.45 22.45 70.71

(8, 2) 68.56 34.67 73.93

(8, 3) 71.78 42.56 78.37

(8, 4) 69.56 54.87 77.15

(16, 1) 78.45 17.56 82.71

(16, 2) 78.45 29.46 83.51

(16, 3) 71.78 31.67 77.60

(16, 4) 73.60 33.64 82.71

Average 72.45 33.36 78.34

Tables 9, 10, 11, 12, 13, 14, and 15 show the preprocessing results of seven facial
expressions recognition rates.

From Tables 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, and 15, we can clearly observe
that the facial expression recognition rate is high for (P2, R) when compared to (P1,
R) where P2 > P1; i.e., the considered neighborhood points are more, for the same
radius. This is evident for all facial expressions. The reason for this is the number
of NULBP’s will increase as we increase the number of neighboring points for the
same radius, treating them as miscellaneous will reduce overall facial expression
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Table 9 Angry facial
expression recognition rate
with preprocessing

(P, R) ULBP E-
SNULBP

E-SNULBP
U ULBP

(8, 1) 87.57 22.24 92.32

(8, 2) 87.57 32.98 92.62

(8, 3) 89.27 43.15 92.83

(8, 4) 90.40 57.27 93.40

(16, 1) 92.66 13.77 93.96

(16, 2) 92.53 28.46 94.12

(16, 3) 94.92 32.98 96.22

(16, 4) 94.35 33.54 95.66

Average 91.16 33.05 93.89

Table 10 Disgust facial
expression recognition rate
with preprocessing

(P, R) ULBP E-
SNULBP

E-SNULBP
U ULBP

(8, 1) 85.00 18.74 90.14

(8, 2) 86.25 31.24 90.34

(8, 3) 95.00 43.74 92.14

(8, 4) 91.25 59.99 93.24

(16, 1) 88.75 19.43 95.04

(16, 2) 95.00 21.42 96.25

(16, 3) 97.50 26.24 96.75

(16, 4) 92.50 49.24 97.44

Average 91.41 33.76 93.92

Table 11 Fear facial
expression recognition rate
with preprocessing

(P, R) ULBP E-
SNULBP

E-SNULBP
U ULBP

(8, 1) 80.97 16.78 82.65

(8, 2) 82.08 28.87 84.13

(8, 3) 83.19 41.11 86.85

(8, 4) 82.08 52.33 87.88

(16, 1) 86.53 14.56 87.88

(16, 2) 86.53 25.45 88.85

(16, 3) 83.19 28.94 88.64

(16, 4) 84.31 32.33 89.97

Average 83.61 30.05 87.11
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Table 12 Happy facial
expression recognition rate
with preprocessing

(P, R) ULBP E-
SNULBP

E-SNULBP
U ULBP

(8, 1) 92.54 31.96 93.50

(8, 2) 92.54 37.33 94.25

(8, 3) 93.38 42.42 94.75

(8, 4) 93.95 49.48 95.45

(16, 1) 95.08 27.73 95.25

(16, 2) 94.52 35.07 95.65

(16, 3) 96.21 37.33 96.45

(16, 4) 95.93 37.61 96.75

Average 94.27 37.37 95.26

Table 13 Neutral facial
expression recognition rate
with preprocessing

(P, R) ULBP E-
SNULBP

E-SNULBP
U ULBP

(8, 1) 91.25 19.15 93.63

(8, 2) 91.88 31.13 94.45

(8, 3) 96.25 42.35 96.75

(8, 4) 94.38 51.55 95.45

(16, 1) 93.13 25.42 96.88

(16, 2) 96.25 24.54 97.25

(16, 3) 97.50 34.25 97.50

(16, 4) 95.00 42.56 98.83

Average 94.45 33.87 96.34

Table 14 Sad facial
expression recognition rate
with preprocessing

(P, R) ULBP E-
SNULBP

E-SNULBP
U ULBP

(8, 1) 84.90 19.57 89.65

(8, 2) 84.90 30.31 89.95

(8, 3) 86.60 40.48 90.16

(8, 4) 87.73 54.60 90.73

(16, 1) 89.99 11.10 91.29

(16, 2) 89.86 25.79 91.45

(16, 3) 92.25 30.31 93.55

(16, 4) 91.68 30.87 92.99

Average 88.49 30.38 91.22



656 K. Srinivasa Reddy et al.

Table 15 Surprise facial
expression recognition rate
with preprocessing

(P, R) ULBP SNULBP SNULBP
U ULBP

(8, 1) 82.86 20.07 83.86

(8, 2) 83.97 23.41 85.08

(8, 3) 85.08 34.52 86.14

(8, 4) 83.97 36.74 86.54

(16, 1) 88.42 23.41 90.64

(16, 2) 88.42 27.34 91.53

(16, 3) 85.08 30.83 87.54

(16, 4) 86.20 34.22 86.44

Average 85.50 28.82 87.22

Fig. 4 Comparison of different facial expressions recognition rate without preprocessing

recognition rate. That’s why one needs to consider E-SNULBPs to increase face
recognition rate, and also by looking at E-SNULBP column in all tables, it is clearly
evident that facial expression recognition rate is increasing gradually by increasing
R. This is because as we increase R, the LBP contains more number of NULBPs.
Therefore, one should consider the proposed E-SNULBPs for an accurate facial
expression recognition, as R increases. Figures 4 and 5 show the average facial
expression recognition rates without and with preprocessing.

From Figs. 4 and 5, we can understand that angry, disgust, happy and neutral
expressions can be recognized with high accuracy (above 92%), but fear, sad, and
surprise with moderate recognition rate (80–92%) with preprocessing. The facial
expression recognition rates of the derived E-SNULBP U ULBP are higher than
ULBP alone in both cases without and with preprocessing. This clearly reflects
the advantages of the derived E-SNULBP and the importance of considering the
nonuniform local binary patterns for facial expression recognition.
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Fig. 5 Comparison of different facial expressions recognition rate with preprocessing

5 Conclusions

A facial expression recognition method is proposed which uses robust and sim-
ple LBP. The present work observed, the strong reason for considering NULBP’s,
because as the increase in values of P or R or both the number of NULBPs increases
abnormally. If one treats such a huge number of patterns as miscellaneous, then
definitely some image content will be lost and this degrades the overall perfor-
mance. To overcome this and to deal with dimensionality, the present paper derived
E-SNULBPs. The E-SNULBPs are stable because they considered the transition
pattern is defined as two or more zeros to two or more ones and vice versa is not
true. The results clearly indicate the proposed E-SNULBP U ULBP has shown high
performance when compared to ULBP alone for all facial expressions. This clearly
indicates that the significance of the proposed E-SNULBP will improve the overall
facial expression recognition rate. Experimental results evidently show that facial
expression recognition rate is improved by preprocessing. The proposed method can
be extended to identify facial expressions recognition in real-time situations with
video sequences.
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