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Abstract In this chapter, we present an adaptive guaranteed performance controller
for wind energy conversion system (WECS) equipped with doubly fed induction
generator (DFIG). The proposed controller consists of outer loop control concerning
the aeroturbine mechanical subsystem, and inner loop control concerning the elec-
trical subsystem. As opposed to most existing studies, we are capable of quantifying
and further guaranteeing the system performance on both transient and steady state
stages with the help of error transformation techniques. The stability is guaranteed
via standard Lyapunov synthesis. Finally, the effectiveness of the proposed scheme is
validated on a 1.5 MWDFIG-based wind turbine using the FAST (Fatigue, Aerody-
namics, Structures, and Turbulence) simulator developed by the National Renewable
Energy Laboratory (NREL).

Nomenclature

ρ Air density
V Wind speed
R Rotor radius
Cp Power coefficient
Cq(λ, β) Torque coefficient
β Pitch angle
λ Tip-speed ratio
Pr Rotor power
Ta Aerodynamic torque
Jr , Jg Rotor and generator inertias
Kr , Kg Rotor and generator external damping
Ths, Tls High-speed and low-speed torque

W. Meng · Q. Yang (B)
College of Control Science and Engineering, Zhejiang University,
Hangzhou Zhejiang 310027, People’s Republic of China
e-mail: qmyang@zju.edu.cn

W. Meng
e-mail: wmengzju@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
R.-E. Precup et al. (eds.), Advanced Control and Optimization Paradigms for Wind
Energy Systems, Power Systems, https://doi.org/10.1007/978-981-13-5995-8_6

141

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5995-8_6&domain=pdf
mailto:qmyang@zju.edu.cn
mailto:wmengzju@gmail.com
https://doi.org/10.1007/978-981-13-5995-8_6


142 W. Meng and Q. Yang

Tem Electromagnetic torque
nra Gearbox ratio
Ωr Rotor speed
Φd,qs Stator flux
Φd,qr Rotor flux
Ud,qs Stator winding voltage
Ud,qr Rotor winding voltage
Id,qs, Id,rq Stator and rotor winding currents
Ls, Lr Self-inductance of the stator and rotor
Lm Mutual inductance between windings
Rs, Rr Resistance of the stator and rotor
Ωs Frequency of the grid
p Number of pole pairs
Vcut-in Cut-in wind speed
Vcut-off Cut-off wind speed
Vrated Rated wind speed

1 Introduction

In recent years, the wind energy conversion systems have received more and more
attentions from both academic and industrial communities due to the depletion of
tradition energy source and increasing environment pollution [1, 2]. Because of this,
theWECS has experienced the fastest growth and this tendency is expected to endure
for a long time [3, 4]. However, it is still provide a very small share in the global
energy market due to its high costs, and developing advanced control algorithms is
considered to be a promising way to reduce its costs.

Linear control methods have been commonly used for control of wind energy
conversion systems [5, 6]. The linear methods only deliver satisfactory performance
when the plant works around the corresponding operation point, whereas the opera-
tion point of WECS changes frequently because of the random wind. Therefore, the
system performance will be impaired if the linear method is enforced.

In order to avoid the drawbacks of linearmethods,manynonlinear controlmethods
have been studied [7, 8]. However, in previous studies, only steady state performance
of the control system has been taken into account, while the more essential transient
performance has been rarely considered.

Therefore, in this chapter, an adaptive guaranteed performance control is proposed
for WECS equipped with DFIG. The proposed controller includes two loops [9, 10],
i.e., the outer loop control and inner loop control. The outer loop control concerns
the aeroturbine mechanical subsystem while the inner loop control concerns the
electrical subsystem. Compared with most existing studies, performance indexes
including steady-state error, convergence rate and overshoot are guaranteed.
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Fig. 1 Wind energy conversion system

2 Wind Energy Conversion System

Thewind energy conversion system includes themechanical subsystemand electrical
subsystem as depicted in Fig. 1. For the mechanical subsystem, the rotor power
extracted from wind can be formulated as [11]

Pr = 1

2
ρπR2Cp(λ, β)V 3 (1)

The tip-speed ratio λ is defined by

λ = RΩr

V
(2)

The rotor power Pr can also be formulated as

Pr = Ωr Ta . (3)

with

Cq(λ) = Cp(λ)

λ
(4)

Invoking (3), (4) and (1), we have

Ta = 1

2
ρπR3Cq(λ)V 2 (5)

The rotor dynamics together with the generator dynamics can be written as

JrΩ̇r = Ta − KrΩr − Tls (6)

JgΩ̇g = Ths − KgΩg − Tem (7)
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The gearbox ratio nra is defined as

nra = Ωg

Ωr
= Tls

Ths
(8)

Substituting (8) into the generator dynamic (7), we have

n2ra JgΩ̇r = Tls − (
n2raKg

)
Ωr − ngTem (9)

Thereafter, a simple model of the mechanic subsystem can be obtained as

JoΩ̇r = Ta − KoΩr − Tg (10)

where ⎧
⎨

⎩

Jo = Jr + n2ra Jg
Ko = Kr + n2raKg

Tg = nraTem
(11)

The generator power can be formulated as

Pg = TgΩr (12)

For the electrical subsystem, we consider the doubly-fed induction generator
which connects directly to the grid through the stator, while the rotor winding is inter-
faced through a bidirectional power electronic converter. In this kind of wound-rotor
machine, the power system electrical frequency and the rotor mechanical frequency
can be decoupled, which makes a variable speed operation of the wind turbine pos-
sible. One of the main advantages is that it can generate and deliver electrical power
at the frequency and voltage demanded by the grid. Inspired by [12], the model of
DFIG in the Park d − q frame is given by

⎧
⎪⎪⎨

⎪⎪⎩

Φ̇d,s = Ud,s − Rs Id,s + ΩsΦq,s

Φ̇q,s = Uq,s − Rs Iq,s − ΩsΦd,s

Φ̇d,r = Ud,r − Rr Id,r + (
Ωs − pΩg

)
Φq,r

Φ̇q,r = Uq,r − Rr Iq,r − (
Ωs − pΩg

)
Φd,r

(13)

with

Φd,s = Ls Id,s + Lm Id,r

Φq,s = Ls Iq,s + Lm Iq,r

Φd,r = Lr Id,r + Lm Id,s

Φq,r = Lr Iq,r + Lm Iq,s (14)

Inspired by [12], a simplified generator model can be given by
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İd,r = (
Ωs − pΩg

)
Iq,r − Ls Rr

Le
Id,r + Ls

Le
Ud,r + �d(t) (15)

İq,r = − Ls Rr

Le
Iq,r − (

Ωs − pΩg
) (

Id,r + LmVs

LeΩs

)
+ Ls

Le
Uq,r + �q(t) (16)

where Vs is the grid voltage and Le = Ls Lr − L2
m . The terms �d(t),�q(t) are

added to represent bounded disturbances [13]. Thereafter, the currents of stator can
be algebraically calculated as

Id,s = Vs

Ωs Ls
− Lm

Ls
Id,r

Iq,s = − Lm

Ls
Iq,r (17)

The electromagnetic torque along with reactive power is given by

Tem = −3

2
p
Vs Lm

Ωs Ls
Iq,r (18)

Q = 3V 2
s

2Ωs Ls
− 3VsLm Id,r

2Ls
(19)

3 Problem Formulation

There are two operation regions for the wind turbine, namely, below the low-speed
region and high-speed region as given in Fig. 2 [14, 15].

• Low-speed region: where Vcut-in ≤ V < Vrated and Pg < Prated .
• High speed region: where Vrated ≤ V ≤ Vcut-off and Pg = Prated .

In low-speed region, the desired power is given by

P∗
g = np P

max
r (20)

with

Pmax
r = 1

2
ρπR2Cmax

p V 3 (21)

Notice that the response of the WT electrical subsystem is much faster than that
of the mechanical part of the WT. Hence, the controller design for the electrical
subsystem and mechanical subsystem is usually decoupled and a cascaded control
structure containing two control loops is usually adopted as shown below

• The outer control loop concerns the aeroturbine mechanical subsystem.
• The inner control loop concerns the electrical subsystem.
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Fig. 2 Generator desired power curve

Because the aeroturbine runs much slower than electrical subsystem, the state
of the outer loop can be seen as a slow changing disturbance while calculating the
control signal for the inner loop. In the meantime, the outer loop controller is usually
designed based on the assumption that the inner electrical control loop is able to
track the reference T ∗ timely. It implies that the stability analysis in the outer control
loop and inner control loop can be addressed separately in literature [16].

In this chapter, we consider the low-speed operation region. For the outer control
loop, our main goal is to design appropriate generator torque Tg such that Pg can
track P∗

g . For the inner control loop, the control objective is to design input voltages
Ud,r ,Uq,r such that: (1) the electromagnetic torque Tem tracks its reference T ∗, and
(2) the reactive power Q follows its desired value Q∗.

For analysis convenience, we define the following tracking errors

	o = P∗
g − Pg (22)

	i,T = Tem − T ∗ (23)

	i,Q = Q − Q∗ (24)

4 Outer Loop Control

In the outer control loop, both the transient and steady state performance will be
considered. Specifically, the imposed performance requirements on 	o(t) are

P1:

• The steady tracking error 	o(∞) is required to be within −ηo�o(∞) ≤ 	o(∞) ≤
�o(∞).

• It converges faster than the signal �o(t).
• The maximum overshoot is required to be smaller than ηo�o(0).
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For evaluating the prescribed performance, the following performance function is
firstly introduced.

Definition 1 ([17]) A performance function is a smooth function �o(t) : �+ +
{0} → �+ that satisfies |	o(0)| < �o(0) and limt→∞ �o(t) = �o(∞) > 0.

Assume 0 ≤ 	o(0) < �o(0), if the tracking error satisfies

− ηo�o(t) < 	o(t) < �o(t) (25)

with 0 ≤ ηo ≤ 1 being a design parameter, the prescribed performance P1 can be
attained.

To proceed the prescribed performance design, an error transformation in [17],
which can convert the original error with imposed performance requirements into a
new error without imposed performance requirements, will be introduced. Specifi-
cally,

	o(t) = �o(t)Mo(γo) (26)

or

γo(t) = Mo
−1

(
	o(t)

�o(t)

)
(27)

with γo being the new error, and Mo(·) is a function that is smooth and strictly
increasing. The function Mo(·) is required to satisfy

{
limγo→−∞ Mo(γo) = −ηo
limγo→∞ Mo(γo) = 1

(28)

where Mo
−1(·) is the inverse function of Mo(·). There exist many choices for the

function Mo(γo), and a typical choice can be given as

Mo(γo) = dγo
o − ηodo

−γo

do
γo + do

−γo
(29)

with do > 1. The function Mo(γo) is demonstrated in Fig. 3.
The following fact holds as long as γo(t) exists

− ηo < Mo(γo) < 1 (30)

The above fact implies (25). It means that the imposed performance requirements in
P1 are achieved. Thence, the control task becomes finding a control law to ensure
the boundedness of γo. For this, by recalling (12), the time derivative of 	o is

	̇o = Ṗ∗
g − Ṗg = Ṗ∗

g − TgΩ̇r − ṪgΩr (31)
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Fig. 3 Graphical illustration of the Mo(γo) function

Thereafter, by differentiating (27) with respect to time, we have

γ̇o = ∂Mo
−1

∂
(

	o(t)
�o(t)

)
1

�o(t)

(

	̇o(t) − 	o(t)�̇o(t)

�o(t)

)

= αo
(
Ṗ∗
g − TgΩ̇r − ṪgΩr − βo

)

= αo Ṗ
∗
g − αoṪgΩr − αo

Tg
Jo

(
Ta − KoΩr − Tg

) − αoβo

= αo

[
Ṗ∗
g − 1

Jo

(
TgTa − T 2

g

) + Ko

Jo
TgΩr − ṪgΩr − βo

]
(32)

where αo = ∂Mo
−1

∂
(

	o(t)
�o(t)

) 1
�o(t)

and βo = 	o(t)�̇o(t)
�o(t)

. Both αo and βo are known signals since

	o(t),Mo
−1(·), �o(t) and �̇o(t) are all available. An ideal desired control law is firstly

presented to assist the controller design. With the known knowledge of the system
dynamics, consider the following ideal controller

Ṫg = 1

Ωr

[
koγo
αo

+ Ko

Jo
TgΩr + Ṗ∗

g − 1

Jo

(
TgTa − T 2

g

) − βo

]
(33)

where ko > 0 is a positive constant. Then, we can easily obtain that

γ̇o = −koγo (34)

It means that the ideal controller (33) can ensure the exponential convergence of
the transformed tracking error γo to zero. Notice that the expression of Ṗd is Ṗd =
1
2npρπR2Cmax

p 3V 2V̇ based on (21) and (20). In order to avoid the knowledge of
V̇ , we use a robust term sgn(αoγo)B to replace Ṗd in (33), and obtain the following
desired controller
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Ṫg = 1

Ωr

(
koγo
αo

− βo + τo
T ξo

)
(35)

where τo = [−1/Jo, Ko/Jo, B]T , ξo = [TgTa − T 2
g , TgΩr , sgn(αoγo)]T , and we

have used the upper bound of Ṗd . The main results of this ideal controller are sum-
marized in the following lemma.

Lemma 1 For the transformed error dynamics (32), the transformed tracking error
γo will converge to zero asymptotically if a desired controller is taken as (35).

Proof A Lyapunov function candidate is built as

Vγo = 1

2
γo

2 (36)

By recalling (32) and (54), its time derivative can be given

V̇γo ≤ γoαo

[
−ṪgΩr − Tg

Jo

(
Ta − KoΩr − Tg

) − βo

]
+ |γoαo| Bo

= γoαo
[−ṪgΩr + τo

T ξo − βo
]

≤ −koγo
2 (37)

which implies that γo converges to zero asymptotically [18].

However, the desired controller has two main defects which should be avoided in
practice

• The chattering phenomena may appear because the sgn(·) function is discontinu-
ous. In WECS, the chattering phenomena is undesirable because it will reduce the
lifetime of wind turbines.

• A priori knowledge of τo is needed, which may increase the operation costs.

Aimed at mitigating the chattering phenomena, we use the continuous hyperbolic
tangent function tanh(αoγo/ε1) to replace the discontinuous sgn(αoγo). Notice that
the following inequality holds [19]

0 ≤ |αoγo| − αoγo tanh

(
αoγo

εo

)
≤ κεo for αoγo ∈ � (38)

where κ = 0.2758. Furthermore, since τo is unknown, let its estimate be τ̂o, and the
following implementable controller is proposed as

Ṫg = 1

Ωr

(
koγo
αo

− βo + τ̂ T
o δo

)
(39)

where δo =
[
TgTa + T 2

g , TgΩr , tanh(
αoγo
εo

)
]T

. The adaptive law for τ̂o is given by
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Fig. 4 Controller scheme of the outer loop controller

˙̂τo = Λo
(
γoαoδo − σoτ̂o

)
(40)

where Λo ∈ �3×3, σo > 0.
Figure4 depicts the control structure of the outer loop controller.

Theorem 1 For the mechanical subsystem (10) and (12), if we design the outer
controller as (39) while the parameter is updated as (40), the imposed performance
given in P1 can be achieved.

Proof Consider the following Lyapunov function candidate

Vo = 1

2
γo

2 + 1

2
τ̃ T
o Λo

−1τ̃o (41)

where τ̃o = τ̂o − τo. By recalling (10), (32) and inequality (38), one has

V̇o = γoαo
(
Ṗ∗
g − TgΩ̇r − ṪgΩr − βo

) + τ̃ T
o Λo

−1 ˙̂τo
≤ γoαo

[
−ṪgΩr − Tg

Jo

(
Ta − KoΩr − Tg

) − βo

]
+ |γoαo| Bo + τ̃ T

o Λo
−1 ˙̂τo

≤ γoαo
[−ṪgΩr + τo

T δo − βo
] + κεoBo + τ̃ T

o Λo
−1 ˙̂τo (42)

Substituting the outer loop controller (39) and adaptive law (40) into above equation
yields

V̇o ≤ −koγo
2 + (τo

T − τ̂ T
o )γoαoδo + τ̃ T

o γoαoδo + κεoBo − σoτ̃
T
o τ̂o

= −koγo
2 + κεoBo − σoτ̃

T
o τ̂o (43)

Moreover, by completion of squares, one has

V̇o ≤ −koγo
2 − σo‖τ̃o‖2

2
+ Δo (44)
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whereΔo = σo‖τo‖2/2 + κεoBo. Hence, V̇o < 0 when |γo| >

√
Δo
ko

or ‖τ̃o‖ >

√
2Δo
σo

Therefore, based on the standard Lyapunov extension theorem [20, 21], it can be
concluded that γo and τ̃o are uniformly ultimately bounded (UUB).

Furthermore, since γo is bounded, αo, βo are also bounded. τ̂o is bounded because
of τ̂o = τ̃o + τo and the boundedness of τo. Hence, from (39), we have that the control
input Tg is also bounded. Finally, the boundedness of γo implies that the imposed
performance requirements as given in P1 are achieved.

5 Inner Loop Control

In the inner loop control, the prescribed transient and steady-state performance are
also considered. Specifically, the tracking errors are required to satisfy user-defined
conditions as

	i,T (t) < 	i,T < 	̄i,T (t) (45)

	i,Q(t) < 	i,Q < 	̄i,Q(t) (46)

where 	̄i,T (t), 	i,T (t) are lower and upper bounds of the tracking error 	i,T with
	i,T (t) < 0 < 	̄i,T (t), and 	̄i,Q(t), 	i,Q(t) are lower and upper bounds of the track-
ing error 	i,Q with 	i,Q(t) < 0 < 	̄i,Q(t).

Aimed at achieving the goal of guaranteed transient performance, we introduce
an improved error transformation technique inspired by [22] that can transform the
original constrained errors into new unconstrained errors. Specifically, we define

	i = 	̄i (t) − 	i (t)

π
arctan(γi ) + 	̄i (t) + 	i (t)

2
(47)

or

γi (t) = tan

(
π

2
× 2	i − 	̄i (t) − 	i (t)

	̄i (t) − 	i (t)

)
, (48)

where tan(·), arctan(·) are the tangent function and inverse tangent function, respec-
tively, γi (t) is the transformed error. It can be easily verified that the original tracking
error 	i strictly increases with respect to the transformed error γi , and thus we have
∂	i
∂γi

> 0. Furthermore, from (47), we have

⎧
⎨

⎩

lim
γi→−∞ 	i = 	i (t)

lim
γi→∞ 	i = 	̄i (t)

(49)

From (49), it can be concluded that if γi exists, the following fact holds
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Fig. 5 Graphical illustration of the map from 	i to γi

	i (t) < 	i < 	̄i (t) (50)

which further implies that the guaranteed transient performance in terms of tracking
errors is achieved. Therefore, the control objective is converted to finding an inner
loop controller that can ensure the boundedness of the transformed error γi . The
nonlinear mapping between 	i and γi is shown in Fig. 5.

Aimed at extracting power from wind as much as possible, the electromagnetic
torque should be designed to follow its desired value T ∗. The corresponding trans-
formed error of 	i,T is denoted as γi,T . Differentiating γi,T with respect to time and
recalling (18), (22) generate

γ̇i,T = ∂γi,T

∂	i,T

(
−3

2
p
UsLm

Ωs Ls
İq,r − Ṫ ∗

)
+ ∂γi,T

∂	̄i,T (t)
˙̄	i,T (t) + ∂γi,T

∂	i,T (t)
	̇i,T (t)

= αi,T

(
−3

2
p
UsLm

Ωs Ls
İq,r − Ṫ ∗

)
+ βi,T (51)

where αi,T = ∂γi,T
∂	i,T

and βi,T = ∂γi,T

∂	̄i,T (t)
˙̄	i,T (t) + ∂γi,T

∂	i,T (t) 	̇i,T (t). Because signals γi,T , 	i,T ,

	̄i,T (t),
˙̄	i,T (t), 	i,T (t), 	̇i,T (t) are known, we can easily compute the values of αi,T and

βi,T .
Substituting the dynamics of Iq,r given by (16) into (51) and taking the modeling

error into account, one has
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γ̇i,T = αi,T
(
fi,T (Zi,T ) + gi,TUq,r + di,T (t)

)
(52)

with

fi,T (Zi,T ) = 3

2
pLm

Us Rr

Ωs Le
Iq,r − Ṫ ∗ + βi,T

αi,T

+3

2
pLm

Us

Ωs Ls

(
Ωs − pΩg

) (
Id,r + LmUs

LeΩs

)

Zi,T = [Iq,r , Id,r ,Ωg, Ṫ
∗, γi,T , αi,T ]T

gi,T = −3

2
pLm

Us

Ωs Le
(53)

with di,T (t) = − 3
2 p

Us Lm
Ωs Ls

�q(t) being the system unknown disturbances. Similar to
most studies [13], we assume the disturbance term di,T is bounded.

If the systemparameter is available and di,T (t) = 0, a desired control input voltage
U ∗

q,r can be given as

U ∗
q,r = ki,T

γi,T

αi,T
+ τi,T

T ξi,T (54)

where τi,T = −
[
1.5pLmUs Rr

Ωs Le
,
1.5pLmUs

Ls
,
1.5pL2

mU
2
s

Ωs Le Ls
, − 1.5p2LmUs

Ωs Ls
,

−1.5U2
s L

2
m p2

Ω2
s Ls Le

, −1, 1
]T

/gi,T ,

and ξi,T = [Iq,r , Id,r , 1,Ωg Id,r ,Ωg, Ṫ ∗, γi,T/αi,T ]T , ki,T is a positive constant. There-
after, following lemma shows the system stability with the desired control inputU ∗

q,r .

Lemma 2 Consider the dynamics of γi,T in (52) with di,T (t) = 0. The transformed
tracking error γi,T will converge asymptotically to zero if the desired control input
U ∗

q,r is chosen as (54).

Proof Consider the following Lyapunov candidate

V ∗
i,T = −1

2

γ 2
i,T

gi,T
(55)

Taking its time derivative and recalling (52) with di,T = 0, we have

V̇ ∗
i,T = −γi,Tαi,T

(
fi,T (Zi,T )

gi,T
+Uq,r

)
= γi,Tαi,T

(
τi,T

T ξi,T −Uq,r
)

(56)

Substituting the desired controller (54) into the above equation, we have

V̇ ∗
i,T = −ki,Tγ

2
i,T (57)

which implies that γi,T converges to zero asymptotically.
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Thevalueof τi,T is always distinct for differentwind turbine systems, andobtaining
its value usually needs substantial human and technological efforts. Because of this,
it is not economical to extend the proposed controller to various wind turbines. In
order to circumvent such issues, the actual value of τi,T is supposed to be unknown
in the following adaptive controller design. Further, the bounded disturbance term
di,T is assumed to satisfy

∣∣∣
∣
di,T (t)

gi,T

∣∣∣
∣ ≤ Bi,T (58)

with Bi,T being a positive unknown constant and | · | being the absolute value operator.
Since both τi,T and Bi,T are unknown, let their estimates to be τ̂i,T and B̂i,T , and we
are ready to present the following adaptive control law

Uq,r = ki,T
γi,T

αi,T
+ τ̂ T

i,Tξi,T + tanh

(
αi,Tγi,T

εi,T

)
B̂i,T (59)

with tanh(·) being the hyperbolic tangent function. The adaptive law for τ̂i,T is chosen
as

˙̂τi,T = Λi,T
(
γi,Tαi,Tξi,T − σi,T 1τ̂i,T

)
(60)

where the learning rateΛi,T ∈ �7×7 is a positive definitematrix, and σi,T 11 is a positive
constant. Further, the adaptive law for B̂i,T is chosen as

˙̂Bi,T = li,T

(
γi,Tαi,T tanh

(
αi,Tγi,T

εi,T

)
− σi,T 2 B̂i,T

)
(61)

where li,T , σi,T 2 > 0.

Theorem 2 Consider the inner loop dynamics characterized by (13) and (14). If the
control input voltage Uq,r is selected as (59) with adaptive laws (60) and (61), the
electromagnetic torque Tem can track its desired value T ∗ with guaranteed perfor-
mance in terms of tracking error ei,T satisfying (45).

Proof Consider the following Lyapunov function candidate

V ∗
i,T = −1

2

γ 2
i,T

gi,T
+ 1

2
τ̃ T
i,TΛ

−1
i,T τ̃i,T + 1

2li,T
B̃2
i,T (62)

with τ̃i,T = τ̂i,T − τi,T , and B̃i,T = B̂i,T − Bi,T . Taking the time derivative of V ∗
i,T gen-

erates

V̇ ∗
i,T = γi,Tαi,T

(
− fi,T (Zi,T )

gi,T
−Uq,r − di,T (t)

gi,T

)
+ τ̃ T

i,TΛ
−1
i,T

˙̂τi,T + 1

li,T
B̃i,T

˙̂Bi,T

(63)
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Using the inequality (38), we have

−γi,Tαi,T
di,T (t)

gi,T
≤ |γi,Tαi,T |Bi,T ≤ γi,Tαi,T tanh

(
γi,Tαi,T

εi,T

)
Bi,T + κεi,T Bi,T (64)

Substituting (64) and (59) into (63) yields

V̇ ∗
i,T ≤ γi,Tαi,T

(
τi,T

T ξi,T −Uq,r + tanh

(
γi,Tαi,T

εi,T

)
Bi,T

)

+ τ̃ T
i,TΛ

−1
i,T

˙̂τi,T + 1

li,T
B̃i,T

˙̂Bi,T + κεi,T Bi,T

≤ −ki,Tγ
2
i,T + τ̃ T

i,T

(
Λ−1

i,T
˙̂τi,T − γi,Tαi,Tξi,T

)
+ κεi,T Bi,T

+ B̃i,T

(
1

li,T
˙̂Bi,T − γi,Tαi,T tanh

(
γi,Tαi,T

εi,T

))
(65)

Substituting the adaptive laws (60), (61) and by completion of squares, we have

V̇ ∗
i,T ≤ −ki,Tγ

2
i,T − σi,T 1τ̃

T
i,T τ̂i,T − σi,T 2 B̃i,T B̂i,T + κεi,T Bi,T

≤ −ki,Tγ
2
i,T − σi,T 1‖τ̃i,T‖2

2
− σi,T 2 B̃2

i,T

2
+ Δi,T (66)

with Δi,T = κεi,T Bi,T + σi,T 1‖τi,T‖2/2 + σi,T 2B2
i,T/2. Hence, the V̇ ∗

i,T will become
negative as long as

∣∣γi,T
∣∣ >

√
Δi,T

ki,T
(67)

or

∥
∥τ̃i,T

∥
∥ >

√
2Δi,T

σi,T 1
(68)

or

∣∣
∣B̃i,T

∣∣
∣ >

√
2Δi,T

σi,T 2
(69)

Based on the standard Lyapunov theorem extension [23], γi,T , τ̃i,T and B̃i,T are
bounded.

According to the properties of error transformation, the boundedness of γi,T con-
cludes that the guaranteed performance described by (45) is achieved, and thus ei,T
is bounded. The reference T ∗ generated by the MPPT algorithm is bounded. It thus
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follows that Tem is bounded. Since τ̂i,T = τ̃i,T + τi,T , and τi,T is bounded from def-
inition, we have that τ̂i,T is bounded as well. Since B̂i,T = B̃i,T + Bi,T , and Bi,T is
bounded from definition, we have that B̂i,T is also bounded.

The value of desired reactive power Q∗ is determined by grid needs, e.g., a spec-
ified amount of reactive power compensated in grid can improve the role of the grid
power factor, lower power transformer and transmission line losses. In this chapter,
for analysis convenience, the desired reactive power Q∗ is assumed to be a known
signal, and the control objective is to track a desired Q∗ with guaranteed perfor-
mance, i.e., to obtain the tracking error ei,Q satisfying (46). By recalling (19), the
time derivative of γi,Q can be obtained as

γ̇i,Q = ∂γi,Q

∂	i,Q

(
−3UsLm

2Ls
İd,r − Q̇∗

)
+ ∂γi,Q

∂	̄i,Q(t)
˙̄	i,Q(t) + ∂γi,Q

∂	i,Q(t)
	̇i,Q(t)

= αi,Q

(
−3UsLm

2Ls
İd,r − Q̇∗

)
+ βi,Q (70)

where αi,Q = ∂γi,Q
∂	i,Q

and βi,Q = ∂γi,Q

∂	̄i,Q(t)
˙̄	i,Q(t) + ∂γi,Q

∂	i,Q(t) 	̇i,Q(t), which are available as

feedback signals.
By recalling (15), (70) and considering the modeling error, we have

γ̇i,Q = αi,Q
(
fi,Q(Zi,Q) + gi,QUd,r + di,Q(t)

)
(71)

with

fi,Q(Zi,Q) = 3UsLm Rr

2Le
Id,r − 3UsLm

2Ls

(
Ωs − pΩg

)
Iq,r − Q̇∗ + γi,Q

αi,Q

Zi,Q = [Iq,r , Id,r ,Ωg, Q̇
∗, γi,Q, αi,Q]T

gi,Q = −3UsLm

2Le
(72)

with di,Q(t) = − 3Us Lm�d (t)
2Ls

being the bounded disturbance term embodyingmodeling
errors in the dynamics of 	i,Q . To facilitate the reactive power control design, it can
be observed that

− fi,Q(Zi,Q)

gi,Q
= τi,Q

T ξi,Q (73)

where τi,Q = −[1.5UsLm Rr/Le,−1.5UsLmΩs/Ls, 1.5UsLm p/Ls,−1, 1]T /gi,Q ,
and ξi,Q = [Id,r , Iq,r ,Ωg Iq,r , Q̇∗, γi,Q/αi,Q]T . Moreover, assume that the disturbance
term di,Q(t) is bounded such that

∣∣∣∣
di,Q(t)

gi,Q

∣∣∣∣ ≤ Bi,Q (74)
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Since both τi,Q and Bi,Q are unknown, let their estimates to be τ̂i,Q and B̂i,Q , we
propose the following input Ud,r

Ud,r = ki,Q
γi,Q

αi,Q
+ τ̂ T

i,Qξi,Q + tanh

(
αi,Qγi,Q

εi,Q

)
B̂i,Q (75)

with ki,Q being a user-defined positive constant. The adaptive laws for τ̂i,Q and B̂i,Q

are given by

˙̂τi,Q = Λi,Q
(
γi,Qαi,Qξi,Q − σi,Q1α̂o

)

˙̂Bi,Q = li,Q

(
γi,Qαi,Q tanh

(
αi,Qγi,Q

εi,Q

)
− σi,Q2 B̂i,Q

)
(76)

where the learning rate Λi,Q ∈ �5×5 is a positive definite matrix, and li,Q is a positive
constant.

The stability and control performance of the reactive power closed-loop system
is given in the following theorem.

Theorem 3 Consider the inner loop control characterized by (13) and (14). If the
control voltage Ud,r is designed by (75) with adaptive laws (76), the reactive power
Q can track its desired value Q∗ with guaranteed performance in terms of tracking
error 	i,Q satisfying (46).

Proof The proof is similar to Theorem 2 and thus omitted here.

6 Validation Results

To validate the proposed inner loop control and outer loop control, we have conducted
numerical analysis using NREL FAST code [24] on the NREL WP 1.5MW wind
turbine, which has three blades on a horizontal axis [25, 26]. The parameters of the
wind turbine are given in Table1.

We use the FAST module in the Simulink environment as shown in Fig. 6.
We choose the following system parameters in our validation: air density ρ =

Table 1 Parameters of wind turbine

Number of blades 3

Rotor radius 35 m

Hub height 84.3m

Rated power 1.5 MW

Turbine total inertia 4.4532 × 105 kgm2



158 W. Meng and Q. Yang

Fig. 6 FAST simulator block

Fig. 7 Wind profile for outer loop control

1.225 kg/m3, ratio np = 0.9, maximum power ratio Cmax
p = 0.412. The controller

parameters are listed as follows: ko = 5,Λo = diag(10−25, 10−15, 10−3), σo = 10,
εo = 10.

The wind speed used in this test is given in Fig. 7. It is generated by the TurbSim
[27] with the mean wind speed as 9.5m/s and turbulence intensity as 15%.

The tracking error performance is depicted in Fig. 8, which can be observed that
our proposedouter loop controller can ensure the imposedperformance requirements.
Figure9 shows the output power trajectory of the generator. It can be observed that the
power output can follow the maximum available power from wind. Finally, Fig. 10
depicts the generator torque input.

For the inner loop control, in order to consider the external noises, two Gaussian
distribution noises with standard deviations 0.1 and 0.5 are added in the dynamics
of Id,r and Iq,r . In this case study, the generated wind speed is shown in Fig. 11,
which is also created using the Kaimal turbulence model with a mean value of 6m/s
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and turbulence intensity of 10%. To be more realistic, the temporal evolution of the
electrical parameters (resistances, inductances), varying from their nominal values
is considered as shown in Fig. 12.

One of the control goal is to drive electromagnetic torque Tem to track T ∗ by
setting kopt = 0.2357, with tracking error 	i,T satisfying predefined constraints. The
corresponding upper bound 	̄T (t) is determined as 9 × exp(−2t) + 1 along with the
lower bound as −149 × exp(−3t) − 1. Moreover, control parameters in control of
electromagnetic torque are listed as follows: ki,T = 3 × 10−4,Λi,T = diag{10−6, 2 ×
10−6, 1, 2 × 10−10, 10−5, 3 × 10−7, 3 × 10−7}, σi,T 11 = 2 × 10−5, li,T = 0.01,
σi,T 2 = 3, εi,T = 2.
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Fig. 11 Wind speed profile

Figure13depicts the electromagnetic torque and its desired value T ∗, which shows
good tracking performance. The tracking error 	i,T with its performance bounds is
given in Fig. 14. It can be observed that the prescribed performance is achieved.

The desired reactive power is given by Q∗ = 1000 + 30 sin(0.1t). One of the
control goals is to drive the the reactive power to follow this desired power with
tracking error 	i,Q satisfying predefined constraints. The corresponding upper bound
	̄Q(t) is determined as 3.5 × exp(−2t) + 1 along with the lower bound as −118.5 ×
exp(−5t) − 1. Moreover, control parameters in control of reactive power are listed
as follows: ki,Q = 4 × 10−7, Λi,Q = diag{10−7, 9 × 10−8, 4 × 10−12, 0.001, 10−5},
σQ1 = 2, li,Q = 5 × 10−7, σQ2 = 1, εQ = 5.
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Fig. 12 Temporal evolution of the electromagnetic parameters

Figure15 shows the reactive power and its desired valueQ∗, and the corresponding
tracking error 	i,Q along with its performance bounds is plotted in Fig. 16. It can be
observed that the corresponding prescribed performance can also be ensured.
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Fig. 13 Electromagnetic torque and its reference

Fig. 14 Tracking error 	i,T along with its bounds

Fig. 15 Reactive power and its reference



Adaptive Guaranteed Performance Control of Wind Energy Systems 163

Fig. 16 Tracking error 	i,Q along with its bounds

7 Conclusion

Wehaveproposed an adaptive guaranteedperformance controller forWECSequipped
with DFIG. The WECS comprises the outer loop control concerning the aeroturbine
mechanical subsystem, and the inner loop control concerning the electrical sub-
system. Because the aeroturbine runs much slower than electrical subsystem, the
stability analysis in the outer control loop and inner control loop is addressed sep-
arately. With the help of error transformation, our proposed method is capable of
quantifying and further guaranteeing the system performance on both transient and
steady state stages.
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