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Preface

The Fifth International Conference on “Emerging Research in Computing,
Information, Communication and Applications,” ERCICA 2018, is an annual event
organized at the Nitte Meenakshi Institute of Technology (NMIT), Yelahanka,
Bangalore, India.

ERCICA aims to provide an interdisciplinary forum for discussion among
researchers, engineers and scientists to promote research and exchange of knowl-
edge in computing, information, communication and related applications. This
conference will provide a platform for networking of academicians, engineers and
scientists and also will enthuse the participants to undertake high-end research in
the above thrust areas.

ERCICA 18 received more than 400 papers from all over the world, viz. from
China, UK, Africa, Saudi Arabia and India. The ERCICA Technical Review
Committee has followed all necessary steps to screen more than 400 papers by
going through six rounds of quality checks on each paper before selection for
presentation/publication.

The acceptance ratio is only 1:3.

Kalaburagi, India N. R. Shetty
Bangalore, India L. M. Patnaik
July 2018 H. C. Nagaraj

Prasad Naik Hamsavath
N. Nalini
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A Computational Segmentation Tool
for Processing Patient Brain MRI Image
Data to Automatically Extract Gray
and White Matter Regions

Ayush Goyal, Sunayana Tirumalasetty, Disha Bathla, Manish K. Arya,
Rajeev Agrawal, Priya Ranjan, Gahangir Hossain and Rajab Challoo

Abstract BrainMRI imaging is necessary to screen and detect diseases in the brain,
and this requires processing, extracting, and analyzing a patient’sMRImedical image
data. Neurologists and neurological clinicians, technicians, and researchers would be
greatly facilitated and benefited by a graphical user interface-based computational
tool that could perform all the required medical MRI image processing functions
automatically, thus minimizing the cost, effort, and time required in screening dis-
ease from the patient’s MRI medical image data. Thus, there is a need for automatic
medical image processing software platforms and for developing tools with applica-
tions in the medical field to assist neurologists, scientists, doctors, and academicians
to analyzemedical image data automatically to obtain patient-specific clinical param-
eters and information. This research develops an automatic brain MRI segmentation
computational tool with a wide range of neurological applications to detect brain
patients’ disease by analyzing the special clinical parameters extracted from the
images and to provide patient-specific medical care, which can be especially helpful
at early stages of the disease. The automatic brain MRI segmentation is performed
based on modified pixel classification technique called fuzzy c-means followed by
connected component labeling.
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1 Introduction

In the field of medical image processing, themost challenging task to any neurologist
or a doctor or a scientist is to detect the patient’s disease by analyzing the patient’s
clinical information. Patient’s data is extracted and analyzed to detect the abnormal-
ities and to measure the illness of the disease which helps a medical practitioner to
cure the disease at its early stages. Extraction of brain abnormalities in brain MRI
images is performed by segmentation of gray and white matter regions in patient’s
brain MRI images. After segmentation is performed, patient’s clinical data such as
the area of the cortex, size of tumor, type of tumor (malignant or benign), and position
of tumor are determined which help a [1] doctor to take early decisions for surgery
or treatment to cure any brain disease.

During initial days, these segmentation techniques were performed manually by
subject matter experts or neurological experts, which consumes time and effort of
neurological specialists in the field. The segmentation results obtained [2, 3] from the
manual segmentation techniques may not be accurate due to vulnerable and unsat-
isfactory human errors which may lead to inappropriate surgical planning. There-
fore, it has become very much necessary for a neurologist or an academician or a
researcher to introduce automatic segmentation techniques which give accurate seg-
mentation results. These segmentation techniques that are performed automatically
are of two types typically known as semiautomatic and fully automatic segmentation
techniques. In a semiautomatic segmentation process, partial segmentation is per-
formed automatically, and then, the results thus obtained are checked by neurological
experts to modify for obtaining final segmentation results. In a fully automatic seg-
mentation technique, there is no need for manual checking by neurological experts
which minimizes his time and effort. These fully automatic segmentation techniques
are classified as threshold-based, region-based, pixel classification based, andmodel-
based techniques which are determined by the computer without any human partic-
ipation.

In this paper, regions in the brain are segmented automatically using a technique
called Fuzzy C-Means (FCM) algorithm, which is a pixel classification technique
followed by component labeling techniquewhich is usedwidely in biomedical image
processing to perform fully automatic segmentation in brain MRI images. This clus-
tering mechanism is the most widely used technique for segmentation and detection
of tumor, lesions, and other abnormalities in brainMRI scans. The above pixel classi-
fication technique gives accurate results especiallywhile analyzing non-homogenous
and dissimilar patterns of [4–7] brain MRI images. FCM is a unique method that
can be implemented in most of the MRI images to perform segmentation and obtain
efficient results even for the noisyMRI images. The main concept of clustering algo-
rithm is grouping of similar components (in this research, it is pixels of an image)
within the same cluster. This simple idea is implemented in this work to develop
a disease prediction framework that can automatically segment various regions of
multidimensional brain MRI scans.
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2 Automatic Segmentation

Recent studies have shown that the atrophy rate in the brain is the valid parameter
to measure the severity of diseases such as dementia, Alzheimer’s and other brain
disorders from brain MRI images. Therefore, the necessity to calculate the atrophy
rate has been increased which is the measurement of abnormalities in gray and white
matter regions in brain MRI images of the patient [8]. The method herein presents a
disease prediction framework that can automatically segment gray and white matter
regions of patient’s brain using modified adapted pixel clustering method. In the
proposed method, the gray and white matter regions of cerebral structures are auto-
matically segmented using a form of adaptive modified pixel clustering technique
called Fuzzy C-Means (FCM) in which the pixels having similar intensity values are
grouped [9] into similar clusters and followed by connected component labeling in
which each pixel of gray and white matter regions are labeled.

A. Image Acquisition
The patient’s brain MRI image and neurological data used in this research work
was obtained from the Image and Data Archive (IDA) powered by Laboratory
of Neuro Imaging (LONI) provided by the University of Southern California
(USC) and from the Department of Neurosurgery at the All India Institute of
Medical Sciences (AIIMS), NewDelhi, India. The data was anonymized as well
as followed all the ethical guidelines of the participating research institutions.

B. Segmentation Methodology
The segmentation methodology used in this research for automatically perform-
ing segmentation of gray and white matter regions in brain MRI images using
fuzzy c-means clustering algorithm is shown as a block diagram in Fig. 1. The
preliminary step in the process of segmentation is to remove the external sections
of the image which is not required for brain MRI image analysis. Therefore,
it is necessary to detect and remove the skull outline from the patient’s brain
MRI image. This mechanism is performed using elliptical Hough transform
which is used in digital image processing applications that identify the arbitrary
shapes such as circles, ellipses, and lines in an image data. After the skull outline
removal, the inner brain slice is subjected to adapted fuzzy c-means clustering
algorithm which is one of the pixel classification techniques mentioned above.
In this process, the brain internal slice is separated into different regions using
clustering mechanism which is based on the intensity values of the pixels in this
research.
Among the above-described pixel classification segmentation techniques,
clustering-based fuzzy c-means algorithm is used for segmentation of gray and
white matter regions in this research. Also, this technique generated accurate,
reliable, and robust results even with the noisy MR images of patients’ brain.
After clustering, the next step in the segmentation process is to perform con-
nected component labeling based on the connectivity of the neighboring pixels.
Even after performing clustering, some of the pixels positioning adjacent to
each other different similar intensity values of pixels may be in the same clus-
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Flowchart of Automatic Segmentation Methodology

Fig. 1 Block diagram of automatic gray and white matter segmentation

ter. Therefore, it is necessary to perform connected component labeling inwhich
each component of the image is labeled and given a membership to each of the
pixels in the clusters to determine and differentiate the pixels accurately. Also,
among many other techniques, this modified adaptive pixel classification tech-
nique called fuzzy c-means is used for both multi-featured and single featured
extraction and analysis using spatial data. The segmentation technique [8, 9]
used in this research is fully automatized unsupervised segmentation that can
perform feature analysis, clustering in many medical imaging applications. A
medical image data is formed with the combination of set of components or
data points that have similar or dissimilar parametric values. These similar and
dissimilar data points of the image are classified into various similar clusters
which can be performed based on similarity criteria. Image pixels of medical
image data can be correlated to each other which have similar characteristics
or feature information to the data points that are sitting next to the data point in
an image. In this segmentation mechanism, spatial data of the adjacent pixels
is taken to perform clustering. This research work presents an algorithm for
clustering of various regions of brain MRI images into various classes followed
by connected component labeling using a knowledge-based algorithm. Below
are the steps for fully automatic segmentation algorithm:

(a) Skull outline detection:
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Skull Detection Methodology

Fig. 2 Skull outline detection in brain MRI images

Skull outline present in the brain MRI scan is not required for analyzing brain
abnormalities in this research.Therefore, detectionof skull outline and removing
it play a vital role during the segmentation process so that feature extraction and
analysis becomes easier and results thus obtained without the skull outline part
will be accurate. This skull outline sections in brain MRI regions are not our
region of interest as this section are filled with fat, skin, and other unwanted
materials. This step allows a researcher to focusmore on the actual brain sections
which are responsible for brain disorders and to obtain reliable outputs [10]. In
this skull removal process, a widely used image feature extraction tool in digital
image processing is used to detect the superfluous components of the brain
MRI image data with in different shapes such as circle, ellipse, and lines. In this
research, we have used the elliptical Hough transforms to extract the unwanted
material (data objects or pixel components of an MRI image) from the actual
brain MRI image data. This elliptical Hough transform is applied to the original
brain MRI slice using a voting process in a parametric space [11]. Figure 2
shows the results obtained in the first step of the segmentation process:

(b) Adaptive fuzzy c-means clustering:
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Once the skull outline sections are detected and removed from the original
brain MRI image, the next and very important step in the segmentation process
is to perform clustering to the image that is obtained from the first step of the
segmentation process. In this clustering, the medical image is classified into
various regions of brain such as gray matter, white matter, and cerebrospinal
fluid. The concept of clustering helps a researcher especially in digital image
processing technique to classify different patterns of the image and for the
segmentation of any medical image data. It is a widely used technique for
various purposes for medical data analysis in the field of medical sciences. The
process of classifying different clusters by grouping the similar components into
same cluster based on some criteria is defined as clustering. In this research,
clustering of the medical MRI image data having different regions such as gray
matter and white matter is performed based on similar intensity values of the
pixels. Due to several internal and external parameters, patient’s MRI scans in
the field of biomedical sciences may have more noise which when analyzed
further may produce inappropriate results [12]. This is highly unacceptable as
these inappropriate resultsmay lead to improper diagnosis and surgical planning
of the patient. And hence, an effective algorithm is required to avoid inaccurate
results during the segmentation process. There are several types of clustering
techniques available in the field to perform segmentation of brain MRI images
in themedical field. In this research, we have used amodified pixel classification
technique called fuzzy c-means, which is based on the clustering mechanism.
This technique that is used for segmentation generates accurate results equally
for noisy MRI patient data [13–18]. Among many other clustering algorithms,
fuzzy c-means algorithm is themost popular techniquewhich has awide number
of benefits comparatively as it performs well even with the uncertain medical
image data. This technique used in our research enhances the features of fuzzy
c-means algorithm minimizing computational errors during the segmentation
process and this modified algorithm is called adaptive fuzzy c-means clustering
algorithm [19].

(c) Connected component labeling:
The next step in the proposed automatic segmentation is to perform connected
component labeling to the clustered image based on pixel connectivity mecha-
nism. In this stage, positions of several pixels which are located on the clustered
image are extracted and classified. In this process, several disjoint and also con-
nected components are labeled based on the connectivity procedures, which
is a very essential step in the segmentation process in order to reduce inaccu-
racy [20]. Every medical MRI image consists of pixels that are located side
by side sitting together forming connected components will have similar inten-
sity values. Therefore, in this method, the image is scanned such that every
pixel is detected and examined to extract the connected pixel regions of the
MRI image that are positioned adjacent to each other having similar intensity
values [21–25]. Each and every pixel component of the image irrespective of
which group it belongs to are labeled based on the connectivity of pixels. In this
research, connected component labeling is performed using two-dimensional
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eight-connectivity measures to determine the way in which each pixel is related
to its neighboring pixel in the medical MRI image.

(d) Final segmentation mask after removing noise:
Last but not the least, the step after skull outline detection, clustering, and
connected component labeling is to generate the required segmented gray and
white matter regions by superimposing gray and white matter masks on the
actual brain MRI image that has to be analyzed. Our major goal in this step is to
remove all background pixels and to only keep foreground pixels of region of
interest of the original MRI image [25–28]. This process of overlaying masks
on original brain MRI image and removing the background pixels from the
image improves the segmentation process by further increasing the quality of
separability of gray and white matter regions, and thus, accurate segmentation
results are obtained. The results obtained by the process of clustering using
fuzzy c-means followed by connected component labeling to extract gray and
white matter regions as masks and when these masks are further processed for
final segmentation of gray and white matter regions are shown in Fig. 3.

3 Graphical Computational Tool

A software tool is developed that can automatically perform the entire process of
feature extraction, classification, preprocessing, and segmentation as an effective
graphical computational tool with a user interface (GUI). This application is inde-
pendent and a standalone GUI application that can be installed on the users’ machine
acting as a desktop application. Neurologists or any user can load the brain MRI
image from his local machine and perform automatic segmentation to obtain various
results instantaneously. This automated segmentation tool can perform segmentation
and display the results as mask, color images, or boundaries of gray and white matter
regions of brain MRI image with just clicks of buttons that takes very less amount
of time and efforts of neurologists. The developed GUI system assists neurologists
or any user making it easy to upload patient’s brain image from his local computer,
viewing and obtaining the results in very less time reducing efforts due to manual
tracings [29–33] by the experts. The GUI has the following features:

(1) Segmentation of brain MRI images is provided as a software.
(2) It is freely accessible to all researchers in the medical field and neurologists,

radiologists, and doctors in any part of the world.
(3) It is user-friendly and easy to use.
(4) It automatically segments the brain images and so no manual tracing is required

by the user.
(5) It supports all medical image data types (nifty, dicom, png, etc.).
(6) Neurologists disease prediction framework is provided in this software tool.
(7) Automatically calculates the areas of gray and white matter regions or lesions

or tumors based on which it predicts disease in brain.
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GUI of Computational Software for Automatic Brain MRI Segmentation
(a) (b)

(c) (d)

Fig. 4 Graphical User Interface (GUI) of computational brain segmentation software developed
to a load MRI image, b gray and white matter regions, c gray and white matter masks, and d gray
and white matter boundaries

Below are the three screenshots which show running the GUI for loading the brain
MRI image (Fig. 4a), viewing the gray and white matter segmented regions (Fig. 4b),
viewing the gray and white matter extracted masks (Fig. 4c) and viewing the gray
and white matter region boundaries (Fig. 4d).

4 Manual Segmentation

In this research work, the manual segmentation is performed for several patients’
MRI image data to validate and verify the automatic segmentation techniques using
fuzzy c-means followed by connected component labeling performed in this research
with the manual segmentations done by neurological tracings of gray matter and
white matter regions by experts [34–38]. Figure 5 presents the manual segmentations
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Manual Segmentation Illustration

Fig. 5 Manual segmentation (labeling) by neurologist expert of the gray and white matter regions
in brain MRI images. Gray matter region (left) and white matter region (right)

performed by neurological experts to segment gray and white matter regions of brain
MRI images.

5 Validation

This research work presents the comparison of manual and automatic segmentation
results of five different patients’ sample MRI images. To compare these results, a
statistical measure called Dice coefficients is used to calculate the similarity mea-
sures of these two techniques. Figure 6a–c shows the sample manual and automatic
segmentation of three of the patients. The automatic segmentations are obtained from
the proposed algorithm, and the manual segmentation is obtained here from the neu-
rological tracings by experts in this research. For the validation purpose, five different
sample image data are considered, and the manual and automatic segmentations are
performed for the [39–42] same to compare both the segmentation results that are
obtained. For each of the patient MRI images, a dice coefficient value is calculated
between manual and automatic segmentation of patient brain MRI images. Manual
segmentation is performed three times by neurological experts for each of the sample
patient images among the five different MRI images. Finally, the Dice coefficient
values are plotted using box plots for each of the patient brain images that com-
pare manual and automatic segmentations for all sample patient images considered.
Figure 7 shows the box plots of the Dice coefficients calculated as the similarity
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Fig. 6 Sample manual and automatic segmentation of three specimens



12 A. Goyal et al.

Fig. 6 (continued)

measure to compare manual and automatic segmentation of the brain MRI images
for the five sample patients.

6 Discussion and Conclusion

The research presented in this work facilitates efficient and effective automatic seg-
mentation of gray and white matter regions from brain MRI images, which has
several clinical neurological applications. A fully automatic segmentation method-
ology using elliptical Hough transform along with pixel intensity and membership-
based adapted fuzzy c-means clustering followed by connected component labeling
and region analysis has been implemented in this research to perform segmentation
of gray and white matter regions in brain MRI images. The algorithm was tested
and verified for several sample brain MRI images. Manual segmentations were per-
formed by neurological experts for several patient brain MRI images. These manual
segmentations were used to compare and validate with the results obtained from the
automatic segmentations in this researchwork. Validations were performed by calcu-
lating several Dice coefficient values between the automatic segmentation results and
the manual segmentation results. The Dice coefficient values are similarity measures
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Validation: Dice Coefficients as Similarity Measures

Fig. 7 Box plots for Dice coefficients to compare manual and automatic segmentation of brain
MRI images of five patients

that are represented statistically using box plots in this research work. The automa-
tized computational segmentation tool developed in this research can be employed in
hospitals and neurology divisions as a computational software platform for assisting
neurologist in detection of disease from brain MRI images post MRI segmentation.
This tool obviates manual tracing and saves the precious time of neurologists or
radiologists. This research presented herein is foundational to a neurological dis-
ease prediction and disease detection framework, which in the future, with further
research work, can be developed and implemented with a machine learning model-
based prediction algorithm to detect and calculate the severity level of the disease,
based on the gray and white matter region segmentations and estimated gray and
white matter ratios to the total cortical matter, as outlined in this research.
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Developing Ontology for Smart
Irrigation of Vineyards

Archana Chougule and Debajyoti Mukhopadhyay

Abstract As the availability of groundwater is getting reduced these years, proper
scheduling of irrigation is very important for survival and improvement of vineyards
in the southern part of India. Well calculated irrigation scheduling also improves
quality of grapes. The knowledge about irrigation to vineyards is available in various
documents, and it is scattered. This knowledge can be made available to grape grow-
ers through computer-based applications. As Semantic Web is playing an important
role, information sharing among varying automated systems, extraction of informa-
tion from such documents and representing it as ontology is a good idea. This paper
presents techniques for automated extraction of knowledge from text resources using
natural language processing technique for building vineyard ontology. Smart irriga-
tion system can be developed using IoT sensors and other ICT devices. The paper
explains ontology built for resources used under smart irrigation system. It suggests
how smart irrigation systems can be built by grape growers by utilizing vineyard
ontology and smart irrigation ontology.

Keywords Ontology building · Irrigation scheduling · Grapes · Knowledge base ·
Natural language processing

1 Introduction

Water is the most important resource in agriculture. Irrigation scheduling is basically
deciding on the frequency andduration ofwater supply to any crop. Proper scheduling
of irrigation can minimize wasting water and can also help to improve the quality of
grapes. There are different methods of irrigation. Drip irrigation is used by almost all
vie yards in India. Manerajuri is a village in India, which is famous for grapes, but
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more than 10,000 bore wells have run dry in year 2016. This fact motivated authors
to develop the knowledge base and decision support system which can be used for
micromanagement of available water.

Knowledge base generation for scheduling water supply to grapes in hot tropical
region in India will help automation of water scheduling. Good irrigation practices
in ontology will be good education material for farmers. Structured representation of
knowledge is more useful than unstructured one. Ontologies can be used for struc-
tured representation of concepts in any domain. Along with concepts, relationships
between concepts can also be mentioned using ontology. Maintenance and sharing
of information can be facilitated using ontologies. Manual construction of domain
ontology is time-consuming and error-prone. Semi-automated approach will help
in enriching ontology building, reducing required time and enhancing the quality of
built ontology. For IoT-based automation of irrigation systems, formal representation
and management of IoT techniques and devices used important.

Automated irrigation system needs information like ambient temperature and
humidity, atmospheric pressure, soil temperature, soil moisture and leaf wetness.
System can be built with such information using sensors, actuators, monitors, col-
lectors and transmitters. Data generated and required from such varying sources can
be easily integrated using ontology [1].

This paper describes building ontology for developing IoT-based automated irri-
gation systems. It details mechanism used for constructing ontology. Two types of
ontologies, namely, vineyard irrigation ontology and smart irrigation ontology, are
described. These ontologies can be used for generating knowledge base and estab-
lishment of automated irrigation system based on available resources. It can also be
used to educate grape growers about principles of vineyard irrigation.

2 Research Method

Building ontology consists of five basic steps as defining domain, scope and objec-
tive of ontology, listing important keywords from the domain, finding hierarchies
between keywords, defining relations between them and the last step is to add those
keywords as concepts in ontology and define relationships between concepts. Various
formats for building ontology are available as RDF, RDF-S, OWL and OWL-DL.
Here ontology is developed in Web Ontology Language (OWL) format. Classes,
individuals, data properties, object properties and axioms are the main parts of OWL
ontology. Classes represent core concepts in the domain. Individuals are instances
of any specific class. Data properties are attributes of a class with specific values
and object properties hold values as objects of some other class. Two ontologies are
maintained separately as vineyard ontology and smart irrigation ontology.
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2.1 Building Vineyard Irrigation Ontology

Water management is also important to maintain yield and quality of grapes. This
section details how water management knowledge is represented in ontology form.
Knowledge about irrigation scheduling of grapes is available in various documents
published by researchers from organizations like National Research Center for
Grapes. To make use of this knowledge in decision support system, it must be trans-
formed to accessible form. As mentioned earlier, knowledge stored in ontology can
be accessed and shared by automated systems. This section discusses converting the
irrigation scheduling details available in text documents to ontology. As a reference
ontology, AGROVOC [2] is used. AGROVOC is an agricultural vocabulary available
as ontology. It is available in resource description framework (RDF) format.

The documents for irrigation scheduling are taken as input and the most relevant
documents are only considered. Relevancy of documents is ranked using TF-IDF
[3] algorithm. TF-IDF stands for term frequency, inverse document frequency. List
of keyword related to agriculture taken from agriculture experts is considered as
input for this purpose. Term frequency is considered as count of word occurring in
document and inverse document frequency is the count of documents containing the
word versus the total number of documents. Natural language processing techniques
are used then to extract important keywords from the text. The text is converted to
a number of tokens using StringTokenizer. The text is broken into words, phrases
and symbols under tokenization. Tokenization helps in finding meaningful keywords
from the text.

After tokenization, stop words are removed from the list of tokens. Stop words
are words which are used for joining words together in a sentence. They occur very
frequently in documents, but are of no importance for ontology building. Stop words
like ‘and’, ‘or’, ‘this’ and ‘the’ are not used for the classification of documents,
so they are removed. The process of conflating the variant forms of a word into
a common representation is called stemming. There can be the same words with
different forms. Such words are converted to common form using Porter’s stemmer
[4]. For example, the words: ‘irrigation’, ‘irrigated’ and ‘irrigating’ are reduced to
a common representation ‘irrigate’. OpenNLP [5] POS tagger is used for extracting
important keywords from tokens. POS tagger assigns labels to keywords as NN for
noun and NNP as proper nouns. Assigned labels are then considered for probable
classes, data properties, individuals or object properties.

Along with concepts relationships between concepts are also found by process-
ing sentences. Formal concept analysis [6] is used for deciding hierarchy among
concepts. Formal concept analysis is a technique used for defining conceptual struc-
tures among data sets [7]. Extracted individuals, data properties and object properties
are used for this purpose. The top-down approach is used here. Extracted concepts
are stored in the concept table. Extracted relations are used for defining hierarchy
among classes and among properties. For example, Table 1 has five concepts and
four attributes, showing which concepts carry which corresponding attributes, and
Fig. 1 shows corresponding concept lattice.
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Table 1 Example of formal
concept analysis

Amount Unit Timestamp Level

Sensor X X

Irrigation X X X

Groundwater X X X X

Surface water X X

Soil moisture X X X

Fig. 1 Concept lattice corresponding to context in Table 1

The ontology is built using ProtegeOWL APIs [8] available in java language.
The fundamental concepts related to irrigation are added as classes in ontology. The
ontology is built using the top-down approach. More general term is added at higher
level in the hierarchy, followed by more specific concepts at lower levels.

Vineyard ontology contains 16 classes, 56 individuals, 12 object properties and
19 data properties. The built ontology is further edited using Protégé 5.1 ontology
editor. Protégé editor has facilities to add, edit and delete concepts, change hierarchy,
view ontology and use reasoners on ontology. The irrigation knowledge is extracted
from research documents published by national research for grapes, Pune, India [9].
Irrigation schedule can be decided based on knowledge stored in vineyard irriga-
tion ontology in terms of individuals, object properties and data property values.
Requirements for irrigation for grapes are mentioned as individuals of Irrigation-
Schedule class. Under each object, water requirement is specified as data property
value.Growth stage-wisewater requirements of grapes are considered andmentioned
for each irrigation schedule.

Figure 2 shows classes under vineyard ontology.Water-Shortage-Symptoms class
stores all symptoms shown on grape leaves, stems, berries and in soil due to the
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Fig. 2 Classes in vineyard ontology

Fig. 3 Example of irrigation schedule defined in vineyard ontology as data and object property
assertions

shortage of water. Specific information about yard like root depth, soil type and
available water resources are covered byYard-Details class. All stages of vine growth
are stored as individuals ofGrape-Growth-Stage class and are referenced by irrigation
requirement schedule.

Irrigation-Requirement-Schedule is the most important class for modelling and
predicting irrigation requirements. It contains water requirement schedules as indi-
viduals detailing days after pruning of schedule, water requirement quantity in litres
per day per hectare, growth stage of vines, irrigation period in terms of month
and evapotranspiration measure. Figure 3 shows the example of irrigation sched-
ule defined in vineyard ontology.
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Fig. 4 Sensor class in smart irrigation ontology

2.2 Smart Irrigation Ontology

In order to provide a knowledge base of tools and techniques that can be used for
automation of irrigation scheduling, Smart Irrigation ontology is built. It contains
all concepts including IoT, for creating and managing smart irrigation system for
vineyard. The time and amount of water to apply to vineyard are generally based on
four methods as monitoring of soil moisture levels, measuring water status in plants,
based on evapotranspiration measurement and based on the estimated vineyard water
use rate and soil water storage. As irrigation decision depends on various factors in
vineyard, sensors are used for such measurements. Figure 4 shows types of sensors
that can be used for smart irrigation. Unit-of-measure, type-of-sensing, locating-of-
sensing and sensor-description are data properties of the Sensor class. The ontology
provides all support for storing information about IoT-based tools. It also provides
data and object properties for storing measurements read by such tools. It comes
under devices and communication techniques classes and their sub-classes. Knowl-
edge about irrigation techniques that can be used under vineyards and possible water
resources comes under Irrigation-Techniques and Water-Resources classes. Obser-
vations class contains sub-classes, data and object properties for storing measure-
ments taken by sensors. System-Design andUser-Interface are the classes suggesting
options for building irrigation automation system using available resources. As irri-
gation management depends on climate and weather details in specific region two
classes, namely, Climate andWeather-Details, are added in the ontology. Annual pre-
cipitation and annual rainfall are data properties of climate class. Rainfall, humidity
and temperature are parts of Weather-Details class. Figure 5 shows all classes under
smart irrigation ontology.
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Fig. 5 Classes in smart irrigation ontology
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3 Conclusion

Ontology plays an important role in IoT-based automation of agricultural systems.
The paper demonstrated how ontology can be built by using natural language pro-
cessing techniques and formal concept analysis. Paper demonstrated how irrigation
details about vineyards can be very well represented using ontology. The informa-
tion about sensors can also be stored in ontology and used for automated systems
building, which is shown in smart irrigation ontology. Based on given water require-
ments, the automated irrigation system can be built using knowledge from vineyard
ontology and smart irrigation ontology as proposed in the paper.

References

1. Cornejo, C., Beck, H. W., Haman, D. Z., & Zazueta, F. S. (2005). Development and application
of an irrigation ontology. 2005 EFITA/WCCA Joint Congress on IT and Agriculture, Vila Real,
Portugal, 25–28 July 2005.

2. AGROVOC Thesaurus. http://aims.fao.org/agrovoc#.VF29AvmUc2U.
3. TFIDF Algorithm. http://en.wikipedia.org/wiki/Tf-idf.
4. Porter, M. F. (1980). An algorithm for suffix stripping. Program, 14(3), 130–137.
5. OpenNLP. https://opennlp.apache.org/.
6. Obitko, M., Snasel, V., Smid, J. (2004). Ontology design with formal concept analysis. In V.

Snasel &R. Belohlavek (Eds.), CLA 2004, pp. 111–119, ISBN 80-248-0597-9. VSB—Technical
University of Ostrava, Deportment of Computer Science.

7. Ganter, B., & Wille, R. (1999). Formal concept analysis, mathematical foundation. Berlin:
Springer Verlag.

8. Protege-OWL API Programmer’s Guide. https://protegewiki.stanford.edu/wiki/ProtegeOWL_
API_Programmers_Guide [Accessed on 17 May 2017].

9. National Research Centre for Grapes. http://nrcgrapes.nic.in.

http://aims.fao.org/agrovoc#.VF29AvmUc2U
http://en.wikipedia.org/wiki/Tf-idf
https://opennlp.apache.org/
https://protegewiki.stanford.edu/wiki/ProtegeOWL_API_Programmers_Guide
http://nrcgrapes.nic.in


An Intensive Review of Data Replication
Algorithms for Cloud Systems

Chetna Dabas and Juhi Aggarwal

Abstract Cloud computing is a technological paradigm that facilitates a universal
platform for hosting and accessing services and data by means of a large number of
shared resources by an equally large number of users across the globe. Since a large
amount of data is involved, it becomes crucial to make the data available to the users
on the go without compromising with the integrity of data. Data replication is used
to make copies of the data and files such that they can be accessed without delay
and also act as a backup in case of any failure. Here we have discussed crucial data
replication algorithms, namely, adaptive data replication strategy (ADRS), highQoS-
first replication (HQFR), build time algorithm, cost-effective incremental replication
strategy (CIR) and dynamic replica control strategy (DRCS).

Keywords Quality of service · Hadoop file system (HDFS) · Replication factor

1 Introduction

Cloud has become increasingly popular as a data storage unit as many business
organizations and companies have decided to store their data in cloud data centres.
Some of the well-known cloud storage providers are the Amazon S3 [1], Google
cloud storage [2] and Microsoft Azure [3]. These storage providers meet the needs
of the companies by securely storing and analysing data while providing 99.9999%
durability in case of Amazon S3. The benefit of using such a system for storing data is
that data can be retrieved from anywhere at any time with help of a web application
or mobile phone. The services provided by these cloud service providers include
Software as a Service (SaaS), Platform as Service (PaaS) and Infrastructure as a
Service (IaaS). These services are provided as pay per use services, i.e. the customer
pays according to the amount of resources she/he uses of the cloud. Some of the
resources which are used by the client are bandwidth, storage space, networks and
servers, to name a few.
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The cloud infrastructure faces many challenges owing to a lot of factors such as
a large number of users, highly dispersed data centres, large numbers of data access
requests, heterogeneity of data and load balancing, among others [4]. Secure storage
of data is one of the major challenges faced by the cloud environment. Since the
data is stored in the public cloud, issues like data integrity, data confidentiality and
data privacy are of great concern. To deal with the aforementioned issues, cloud
platforms use data encryption algorithms to encrypt the data before storing it in
cloud as is done in [5] using Shamir’s secret sharing algorithm. Data availability and
reliability challenges are also related to cloud storage.Data availabilitymeans that the
data should be available with its agreed quality of service requirements irrespective
of any failure. Data reliability considers that the data is complete and error-free
whenever the client retrieves it. These issues of data availability and reliability are
well handled by two schemes: (1) erasure coding and (2) data replication. Erasure
coding [6, 7] partitions a data entity into k uniformly sized chunks in addition to
m extra chunks to hold the parity bit. The total (k + m � n) chunks are placed on
different nodes such that in case of failure data can be recovered using these parity
bits.

Data replication improves data availability and performance of the cloud storage
system by serving data request by various replicas placed at different locations either
at the same site or different sites. Replicating data onto different sites also provides as
ameans for fault tolerance. Failures can be of the type disk failure, site failure or node
failure. Data replication provides the benefits that there is more access to the shared
data. Since availability is improved therefore the waiting times are reduced, and
hence, the latency is also reduced. For data replication, there are several factors which
need to be considered like how many copies of a data item should be maintained,
how often should the replication process be called, in case of failure from where will
the data be retrieved, for how long should the copy of a data unit be maintained.
The main objective of this entire data replication scheme should be to enhance the
performance while keeping the number of replicas as minimum, as more number of
replicas will increase the storage overhead.

In this work, we have analysed five different data replication algorithms for replica
creation, replica placement, replica replacement and replica management. Following
are algorithms that we have reviewed (1) adaptive data replication strategy (ADRS),
(2) high quality of service-first replication (HQFR), (3) build time algorithm, (4)
cost-effective incremental replication strategy (CIR) and (5) dynamic replica control
strategy (DRCS). These algorithms take different approaches for generating best
replicas while optimizing the time constraints.

2 Related Work

Data reliability has been explored in various literatures [8, 9] which use concepts
like Markov models, Bayesian approaches, Monte Carlo method and graph theory
for modelling service reliability. However, in [8], the optimal resource scheduling
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strategies have been missed out for multiple computing intensive services. In [9],
load influence of the nodes has not been performed. In [10], however, data relia-
bility is examined in terms of variable disk failure rate. Herein, a proactive replica
checking for reliability (PRCR) strategy is applied such that reliability is achieved
by minimizing the number of replicas. This algorithm provides a reasonable solution
for creating minimum replicas as opposed to the traditional three-replica strategy
used by Hadoop file system [11]. In [10] the concept of location replicas needs to be
further addressed. The reliability of cloud storage over a period of time is expressed
as an exponential distribution with the failure rate λ which has its own disadvan-
tages. It is assumed that the reliability of data adopts memory-less property, i.e. the
reliability of data is same at time t + t1 as it was at time t. If the storage duration
of a data item is small then no replication is needed but if it is long enough then
PRCR is applied. Here the storage nodes are periodically scanned and checked by a
unit called the replication manager. After the scanning operation, it is decided which
replica has to be sent for checking. This bears the issue of overhead.

Some other studies have discussed data replication in terms of bandwidth con-
sumption and energy consumption. Energy consumption in cloud storage data centres
is immensely big since a huge amount of data are stored and the systems run con-
tinuously to provide availability. In [12], database replication is done according to
the popularity of data. The architecture adopted in this study is a level architecture
having a central database at the top most level; data centres at the middle level and
racks at the bottom most level. The system is modelled for performing data replica-
tion for minimizing the bandwidth utilization, energy utilization and network delay.
Energy consumed by the servers while performing its operation an even when sitting
idle is considered along with the power consumption of different types of switches.
Bandwidth is utilized during data transfer operations, i.e. when the request for a
data replica is invoked by the client to the server and when the server produces the
response to the request in the form of a replica. Overhead is a consistent issue with
the approach used by the authors. Moreover, in [12], the test bed implementation is
not addressed in the proposed work of the authors.

In the work of [13], a graph-based approach is used for data replication. This work
employs a locality replica manager (LRM) which coordinates the tasks of the system
and takes care of the quality of service (QoS) requirements. Herein, data replication
considers the physical neighbourhood of blocks for the query. With each inquiry
request, a full graph is constructed for the blocks for which the inquiry is raised and
these graphs are hosted by some data nodes. The decision as to who will host the
inquiry graph is made based on parameters like the QoS requirement of the inquiry,
delay of the graph, probability of a graph being available, storage space and load of
the node on which graph is to be hosted. In this paper, a genetic algorithm based
approach is used for maintaining the availability and delay of the system at desired
level but this approach lacks efficiency. In [13], no real-time implementation of the
proposed work has been performed.
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3 Data Replication Algorithms

This section presents an insight into five data replication algorithm providing data
replication and management functionalities. The main focus of these algorithms is
to ensure data availability and reliability by providing a minimum number of quality
of service satisfied replicas.

3.1 Adaptive Data Replication Strategy (ADRS)

Author, namely, Najme Mansouri in [13] has proposed a replica placement and
replica replacement strategy for improving the availability of data with low cost.
For the purpose of replica placement, five parameters are considered, namely, mean
service time, failure probability, load variance, latency and storage usage. The afore-
mentioned parameters are calculated as below:

Mean Service Time (MST) �
m∑

j�1

[
ST(i, j) ∗ Acc(i, j)

AR(i)

]
(1)

In Eq. (1), ST(i, j) is the expected time a file serves on a data node, Acc(i, j) is
the access rate of read requests coming from a data node asking for a file on it and
AR(i) is the mean access rate.

Load variance (LV) � Acc(i, j) ∗ ST(i, j) (2)

Latency � 1/ri ∗
m∑

j�1

d(i, j) ∗ Size(i)

B( j)
∗ Acc(i, j) (3)

Using the above equations, a cost function is calculated for each site. Smaller the
value of this cost function, the better is its fitness value. The new replica is placed at
a site with minimum cost function value.

Cost function (CF) � w1 × MST + w2 × LV + w3 × SU + w4 × FP + w5 × L
(4)

where SU is the storage unit and FP is the failure probability and w1, w2, w3, w4,
w5 are weight which are randomly assigned.

For replica replacement, the parameters considered are availability of file, last
time the replica was requested, number of accesses of the replica and file size of
replica. Based on these parameters, a V value is calculated and the replica whose V
value is the least is replaced. The V value is calculated as below:
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V � (w1 ∗ NA + w2 ∗ P)/(w3 ∗ (CT − LA) + w4 ∗ S) (5)

where NA is the number of access, CT is the current time, LA is the last request time
of replica and P is availability of file [14]. The working of this algorithm is further
explained conceptually and in detail in Fig. 1.

In this work, the number of times the replication process need to be called is
reduced because only when there is not enough space on the best site, then a replica
is created. Response time to access the data is reduced because it is available in the
best site and is easily available. Also only read-only data facility is provided which
limits the capability of the user to write any changes to the data. No file partitioning
is done thereby causing entire data to be stored at one storage location which can
lead to high storage space cost.

3.2 Build Time Algorithm

This algorithm considers that data has already been placed at the right data centres by
using some existing replication algorithm. Data in this algorithm is considered to be
datasets distributed over data centres. The data sets are classified into two types: free
flexible dataset (FFD) and constraint flexible dataset (CFD). The size of the storage
space decides which category the data set belongs to. If the size of the data set is less
than storage space it belongs to free flexible dataset category; otherwise, it belongs
to constrained flexible dataset. The storage unit itself is divided into two, i.e. original
data space and replicated data space. The dependency between two datasets and
access frequency are the parameters considered for this algorithm. The dependency
between two datasets is given as

Dep
(
Di , Dj

) � Count
(
T (di ) ∩ T

(
d j

))
(6)

In the above equation, T (di) represents the number of tasks which belong to that
dataset. Access frequency is frequency with which a dataset is accessed, which is
defined as follows:

Acc f di � AccNumdi/times (7)

Here, AccNumdi represents the number of times a dataset is accessed and times
is the time interval of data transfer [15]. Figure 2 gives the working flow of this
algorithm in a conceptual manner.

The strategy is compared with a normal data replication scheme and observed a
substantial decrease in total cost. Transfer cost is reduced because a dataset is placed
at a place where the task it is used for is located. The algorithm does not discuss
how the tasks are distributed among different data centres but it only discusses the
datasets.
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Fig. 1 Working of ADRS algorithm
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Fig. 2 Working of build time algorithm
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3.3 High QoS-First Replication Algorithm

In the QoS aware data replication (QADR) problem [16] the HQFR algorithm is used
for producing QoS aware data replicas. QoS can be defined differently according to
the user’s requirements; here it is taken to be the access time. This work also aims at
minimizing the count of those replicas that violate QoS requirement. This algorithm
is based on the HDFS [11] architecture and each data block has two copies of the
original data. A replication request is generated when an application running on the
disk attempt to write a data block. For the nodes to fulfil the replication request, they
should be QoS qualified. To qualify as QoS nodes following two conditions should
be met:

1. The requested node and the node on which data is to be placed should not be in
the same rack so as to avoid any possible rack failure.

2. The time to access a node qj, for a requested node ri, should be less than the time
required to access a QoS requested node.

The working of this algorithm is explained in Fig. 3 with the help of a conceptual
approach.

Minimum cost and minimum number of replicas can be achieved in polynomial
time.

Also, the system is highly scalable and can ensure that QoS requirements are
fulfilled for a large number of nodes. Every time the higher quality of service node
will be preferred so the load distribution is less.

3.4 Dynamic Replica Control Strategy

The algorithm proposed byWei in [17] finds a cost-effective replica placement strat-
egy which is based on capacity and blocking probability of nodes containing data.
Capacity of the node is defined as the number of sessions it can allow during a time
and period. Blocking probability is the probability of a request for a session being
blocked by the data node as its capacity exceeded. The algorithm imposes a con-
straint on the bandwidth that can be used for session requests that it should be less
the total bandwidth available for the network.

BWnet >

c∑

i�1

S(i)/T (i) (8)

whereBWnet is the network bandwidth, c is the upper bound on the number of sessions
of a node S and T is the permissible delay. The blocking probability is calculated as

BPi�(λiτi )
c/c! ∗

[
1/

c∑

k�0

(λi ∗ τi )
k/k!

]
(9)
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Fig. 3 Working of HQFR algorithm
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where λ is the arrival rate of requests and τ is the service time. The replica will
be stored at the node with the least value of blocking probability. The conceptual
workflow of the algorithm is explained in Fig. 4.

The availability of the data is increased when the number of replicas is kept small.
A few sessions are supported simultaneously which may lead to a lot of requests
getting blocked and thus consume more bandwidth and time.

3.5 Cost-Effective Incremental Replication (CIR)

TheCIR algorithm is proposed byLi in [18]works by creating replicas in incremental
steps for the purpose of increasing data reliability. Data reliability is based on many
factors such as the time data duration for which the data is stored, number of replicas
to be stored and rate of failure of a node. Data reliability is calculated as below:

X � 1 −
k∏

i�1

(
1 − e−λi∗ Tk

)
(10)

Here, k represents the number of replicas, λi is the failure rate and Tk is the storage
duration. This algorithm finds the storage reliability for up to three replicas. Working
flow of this algorithm is explained in a conceptual manner in Fig. 5. This algorithm
is able to cater to very large data requirements and works well for data-intensive
applications. As the replica is created only when the replica creation point is reached
therefore number of replicas is reduced which further improves the storage capacity.
While the reliability of data is discussed, the reliability of the metadata table which
contains the information about actual replicas is not considered.

4 Analysis

A comparative analysis of the five replication algorithms discussed above is pre-
sented in Table 1. We observe that the major objective of all the algorithms discussed
thus far is to maintain the availability and reliability requirements of the data while
distributing the load evenly in a cost-efficient way. The ADRS algorithm optimizes
various parameters likemean service time, failure probability, load variance and stor-
age usage. It produces a better response time when the number of nodes is increased
as compared to CIR, build time and DRCS algorithms.

The HQFR algorithm gives less computational complexity when calculating the
number of replicas. The CIR algorithm performs better than build time algorithm in
terms of network utilization. This algorithm also provides a very high reliability.
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Fig. 4 Working of DRCS algorithm



36 C. Dabas and J. Aggarwal

Fig. 5 Working of CIR algorithm
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Table 1 Comparison of data replication algorithms

Algorithm Author Objective Approach Parameters
considered

Advantage

ADRS [14] To minimize
response time
and make
load balanced
cloud storage

Multi-
objective
optimization

Mean service
time, failure
probability,
load variance,
storage usage

Load
variance,
response
time, network
usage is
improved as
the number of
files increases

HQFR [16] To
continuously
support
quality of
service
requirement
of a data after
corruption

Maintaining
quality of
service
requirement

Access time
of data block,
disk access
latency,
network
latency

Less
computation
complexity

DRCS [17] To maintain
load
balancing
while placing
replicas in a
cost-efficient
way

Placing the
replicas with
nodes having
lowest
blocking
probability

Blocking
probability,
replication
factor

Improves
system’s
availability

CIR [18] To reduce
storage cost
and improve
reliability

Incremental
replication

Storage
duration,
failure rates

Provides
99.9999%
reliability
with three
replicas

Build time [15] To reduce the
cost of data
storage and
transfer for
work
applications

Divide data
storage space
and datasets
into parts

Access
frequency,
dataset
dependency,
storage
capacity, size
of dataset

Greatly
reduces the
cost for data
management

5 Conclusions and Future Scope

Data replication for cloud computing systems has become popular because of its
availability to provide high data availability and ensure reliability. Replication is
done at file level as well as block level. The algorithms discussed in this paper
have particularly focused on maintaining the quality of service of the replicas stored
in the data nodes. Quality of service is maintained by ensuring that the time and
bandwidth required to retrieve a replica should not be more than the time to retrieve
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the original copy. Apart from this, the creation of minimum number of replicas for an
original data is taken into account. By taking all these parameters into consideration,
a cost-effective reliable data replication can be performed. In future, the authors
wish to overcome the problem of creating too many replicas by restricting the replica
creation procedure. Thework studied so far focusesmainly on read-only data thereby
giving no importance to coordination among replicas. The future work will take into
consideration consistency among replicas along with the best practices.
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Abstract In current trends, Internet-based portable system is on the huge demand,
and in coming future, it will be the most demanded technology among the smart
society. It is very difficult to say that entire world will use the smart technology but
majority of the developed and developing countries will base on smart work, using
smart technology. The people can control their smart devices from remote location
and can be causation free with security issues, which is associated with their valu-
ables and other belongings. But all these are not so easy to implement practically
to solve security pitfall and other issues to maintain reliable usage of smart devices.
Here, in our proposed system, we are providing data security on data layer by using
the concept of excessive cryptography and implementing the integrated approach
of two cryptography techniques, i.e. TBF-transposition and blowfish cryptography
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1 Introduction

In present scenario, Internet-based technology and resources are reachable to almost
every corner of the world. Due to the heterogeneous structure of IOT connectivity,
it creates service reliability along with several security challenges such as authen-
tication for every connected objects and privacy of data. Even though it is easy to
access Internet-based devices, it invites lots of security challenges when it comes to
daily life of human being; later on if the device control will go in wrong hand, then it
may create serious damage to the connected objects. IOT is an integrated approach
of hardware and software such as sensors, actuators, transistors and processors. IOT
needs a high degree of computational aptitude to perform the smart task. IoT is a
integrated product of electronic and electromagnetic devices such as sensors, actu-
ators and microcontrollers with internet connectivity which are embedded on high
degree circuit to conduct specific task. IoT is having major applications to make the
system smart that can be explore in face of smart city, smart health management
system, smart farming, smart home appliances, smart displays and smart security.
For making the system elegant, there is a need to collaborative the smart technology
but it should be mange through permitted users only to avoid the malicious usage
and access of resources.

2 Related Work

By studying several scientific journals and articles related to database security and
wireless sensor network security is exposing the several security threats to authentic
data accessing and transmission. Here Huang [1, 2] has discussed the application of
signature-based authenticated technique and the successful test on IOT devices with
the help of Burrows–Abadi–Needham logic for security and using of automated tools
and applications (AVISPA) tool. Instead of analysing a single-level security, multiple
nodes can also be secured, which provides security in communication, application
interface and cryptography for IOT security. Situation is not so far and by the year
of 2020, IOT devices will go beyond the billions counts, which create the collective
issues related to collaboration techniques. Security is a major challenge in presence
of many anomalies & malicious user. Kang and Lee [3, 4] has discussed the security
at different stages such as communication security, application level security. Where
as Kim. S has discussed deep impact of block chain technique on IoT devices. Zahra,
Majeed and Mohsin [5–7] has done the risk analysis and projected the framework
for security of IoT as future proof and Quality of services is provided by the Maliki,
Khanna with trust management approach [8–10]. Nawir, Baldini and Zada Khan
[11–13] they have presented several taxonomy for preventing the attacks with secu-
rity certificate. Metongnon, Nakagawa and Ben [14–16] has kept the heterogeneous
behaviour of IoT and how to secure this with the help of agent platform mechanism
for social IoT. Zonari, Midi and Urien [17–19] has discussed the different aspects
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of homomorphic cryptographic technique and intrusion detection with threat assess-
ment.

With the continuous growing of IOT technology, ‘Things’ alarming several critical
issues subsequently regarding how to access and monitor the authentication manage-
ment to transmit and access the data in wireless environment security management
is difficult in wireless environment which leads the service segment issues towards
the devices and human life. It turn out to be so risky once we fail to provide service
communication among them, Sklavos [20] has discussed several security issues to
solve this. Sharma and Baik [21, 22] have discussed Massey–Omura cryptography
approach as a private key encryption technique with its application and strength. M-
Omura works on the precept of the prime modulus with exponential system, where
the message is generated with secret key and transmits to the receiver side by using
primemodulo. Our study found different types of attacks and threats to our valuables
along with its possible security measures such as bootstrap modelling, cryptography
(symmetric/asymmetric) authentication protocol, security proxy servers and scan-
ners; in spite of all these available security tools, we cannot confident about data
security and we need more complex security techniques to safe our things and data.
Gong, Hu, Wen and Bose [23–25] then presented security mechanism at physical
layer and how the data can be transmit intelligently over the network by focusing the
different security techniques in different layers of IoT architecture. Andreas and Atat
[26, 27] proposed how to analyse the risk assessment and security certification with
Armour project in IoT. Xu and Moon [28, 29] introduced the concept of two-factor
authentication protocol whose working principle is to work in multi-server system to
provide more security for known attacks. Further, Jongho discussed the concept of
online enemy attack with process saver authentication protocol using AVISPA and
random Oracle. Jesus, Caminha and Du [30–32] revealed the strategy of the block
chain for securing the Internet of things, and Jean discussed the trust management
to show the issue of on-off attack for the IoT devices. Zhou, Wang and Li [33–35]
worked with the quantum cryptography for analysing the upcoming future security
challenges. Chen Wang provided the concept of novel security scheme for IoT by
implementing on instant encrypted transmission.

3 Proposed System

3.1 Transposition/Permutation

Transposition work is to produce the transpose of given matrix unless by supporting
column values with row values. First, we take a message and change the order of
message as a transposition and split this transposition message into four equal halves
and named it as ‘P(x)’.
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EXAMPLE Take a message which is string

Message � “IOT FOR MILITARY SERVICES”

Perform or split this message into transposition and the result will be as

I O L R R E

O R I Y V Z

T M T S I Z

F I A E C Z

where ‘Z’ are taken as dummy values, and the splitting result is

I O T F O R M I L I T A R Y S E R V I C E Z ZZ

3.2 Blowfish Algorithm

The working principle of blowfish is symmetrically block cipher approach, and it is
originated to replace the IDEA algorithm in cryptography. This blowfish algorithm
is used to convert plain text into cipher text which is entrenched with 32–448 bit
encryption and work with the block size of 64 bit, operational activity for making
final cipher is 16 rounds. Operational behaviour of blowfish as follows:

3.3 Algorithm

Step-1: Initiate the cryptography process.
Step-2: Let message (M)ˆT � P(x) //Apply transposition.
Step-3: Arrange the message in permutation order (transposition). If the permu-

tation order is not filled, place a dummy value.
Step-4: New confuse matrix [m]ˆCM � cipher value.
Step-5: Split the message as blocks in horizontal order so that each block contains

4-values that is taken as P(X).
Step-6: P(X) ¥ 64 bits.
Step-7: Divide 64 bit into 2 equal halves (32 bit) and named as left (XL) and right

(XR).
Step-8: For Pn � 1 to 16 //if n � true then next step otherwise go to Step-11.
Step-9: Perform operation XL � XL ⊕ Pi.
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Table 1 Comparison of available algorithms with blowfish

Cryptography
Algorithms

Key size (BITS) Block size
(BITS)

Security Speed

DES 56 64 Less secure Low

RC6 128,192 128 Less secure Low

AES 128,192,256 128 More secure Fast

RSA Maximum
1024 Bits

Minimum
512 bits

Less secure Fast

Idea 128 64 More secure Fast

Blowfish 32-448 64 More secure Fast

Step-10: Perform operation XR � F (XL) XOR XR

{ Where F(XL) � ((s1[a] + s2[b] mod 2∧32) ⊕ s3[c]) + s4[d] mod 2∧32
Logically it can be expressed as F(XL)

� ((
s1[a] + s2[b]%232

) ⊕ s3[c]
)
+ s4[d]%232}

Step-11: Run Swap() XL�XR.
Step-12: Perform XL and XR operations up to i value 16 and swap operation (undo

the last swap).
Step-13: Perform operation XR � XR ⊕ P17.
Step-14: Perform operation XL � XL ⊕ P18.
Step-15: Recombine XL and XR.
Step-16: Stop.

3.4 Application and How It Works

This article says about IOT security that helps to make secure data services. They are
equipped with latest crypto techniques to fight against the vulnerability of services.
Instead, constant improvement leveraging advanced technology is needed for the
tools to enable security forces edge out the amateurs. Security is a major challenge
during the development of IOT application where huge number of unprivileged user
try to use the resources illegaly. So our work is to create the complexity for malicious
users in case of intercepting the confidential data services. TBF creating the two-level
encryption technology where first level work is to create confusion for the amateur
using transposition, and the second level provides the encryption algorithm to secure
the data, after a long course of action making the concrete secure system for the IOT
(Fig. 1; Table 1).

DES: Data encryption is a old encryption algorithm which work on the symmetric
key where only one key is use for encryption and decryption process which is shared
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Fig. 1 Secure communication using TBF

by both sender and receiver as a private key. Here we are processing the block size
of 64 bit on which DES is applying 56 bit key length.
RC6: RC is stand for Rivest cipher which is available in market from RC 1 to RC6
versions (since 1987 to 1997) which is symmetric key block size 128 bits cipher and
support the size from 128, 192, 256 and 2040 bits up to maximum length.
AES: Advanced encryption standard algorithm is the powerful andwell known block
cipher techniques which implement on block cipher with symmetric key concept.
AES is considerably faster than DES with small key size which provides fast and
secure communication with the help of strong cryptography process with 16-rounds
of encryption process.
RSA: RSA is named on three scientist Rivest, Shamir andAdlemanwho has given the
widely accepted first public key cryptography for secure data transaction . Among all
the available public key cryptography it is most popular algorithmwhich work prime
number products and other operation. RSA algorithm is used as a basic algorithm to
generate other advance algorithmsuch asMassyOmura andDiffiehellmanalgorithm.
IDEA: Apart from all the cryptography algorithm the IDEA ( International Data
Encryption Algorithm ) is having its own unique importance which implement on
64 bit block size with 128 bit key along with 8 number of rounds to transform the
plaintext into subsequence strong cipher text.
Blowfish: Blowfish agorithm is also a symmetric block cipher technique which is
invented in 1993 to produce big number of cipher sets. Its block size is 64 bit and
takes key length from 32 bit to 448 bit and complete the encryption process in number
of rounds with fixed size of boxes such as Feistal algorithm.
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Example

(a) Encryption:

The process of encryption is converting plain text into cipher text because it should
not be visible to the third parties.

I N I Y V S

O M T S I Z

T I A E C Z

I L R R E Z

Here ‘Z’ is taken as a dummy value. The decimal values of above message is
9 + 15 + 20 + 9 + 14 + 13 + 9 + 12 + 9 + 20 + 1 + 18 + 25 + 19 + 5 + 18 + 22 + 9

+ 3 + 5 + 19 � 274
The value ‘274’ is converting into binary value as 64 bit the value is

X � 00000000000000000000000000000

00000000000000000000000000100010010

Now spilt the X into two halves as 32 bit named as XL and XR

where

XL � 00000000000000000000000000000000 (32 bit)

XR � 00000000000000000000000100101010 (32 bit)

P1 � 0 × 243f6a88 the binary value of p1 is
00100100001111110110101010001000 (Fig. 2)

Round 1:
Compile XL ⊕ p1

XL � 00000000 00000000 00000000 00000000
⊕ P1 � 00100100 00111111 01101010 10001000

00100100 00111111 01101010 10001000

Compile F(XL) ⊕ XR

F(XL) � 00000000 00000000 00000000 00000000
⊕ XR � 00000000 00000000 00000001 00010010

00000000 00000000 00000001 00010010

Swap XL → XR
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Fig. 2 Encryption process

XL ← XR

Round 2:

(a) Now perform ⊕ (XOR) operation for XL and p2

XL � 00000000 00000000 00000001 00010010
⊕ P2 � 10000101 10100011 00001000 11010011

10000101 10100011 00001001 11000001
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F(XL) � 00000000 00000000 00000001 00010010
↓ ↓ ↓ ↓
A B C D

Add(
∑

) values of A and B

00000000 00000000 00000000 00000000∑
00000000 00000000 00000000 00000000
00000000 00000000 00000000 00000000

Perform ⊕ (XOR) operation of A + B value with C

00000000 00000000 00000000 00000000
⊕ 00000000 00000000 00000000 00000001

00000000 00000000 00000000 00000001

Fig. 3 Decryption process
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Add (
∑

) C value with D

00000000 00000000 00000000 00000001∑
00000000 00000000 00000000 00000010
00000000 00000000 00000000 00000011

(b) Now perform ⊕ (XOR) operation for F(XL) and XR

F(XL) � 00000000 00000000 00000000 00010011
⊕ XR � 10000101 10100011 00001000 11010011

10000101 10100011 00001000 11000000

Swap XL and XR values so the values of XL and XR are interchanged.
Perform above operations up to the P18.

(b) Decryption:

The decryption means converting cipher text to plain text. In the above encryption
process, we performed operations as a result we got cipher text. Now convert this
cipher text into plain text.

From the above context Fig. 1 is giving the demonstration for secure communi-
cation using TBF, Fig. 2 showing the Encryption process and Fig. 3 is presenting the
decryption process.

4 Conclusion

By traversing the numerous factors related to security breach, we proposed and
concluded that single security cannot be work, and demanded to create the multiple
approaches to provide the security at every level to provide the maximum security of
data resources. In future work, our proposal is to design the secure communication
channel for the military vehicles to protect themselves from any casualties using
end-end security mechanisms.
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Data Governance on Local Storage
in Offsite

G. Priyadharshini and K. Shyamala

Abstract The major challenges faced by software industry are how to restrict
confidential data and protect copyright or intellectual property information between
customer location and delivery center. Typically customer will have multiple ven-
dors spread across various geographical locations. In global deliverymodel, customer
sensitive information will be exchanged between teams and there is possibility of
data breach from customer network. Though these delivery centers are firewall seg-
regated or air gap network, it is difficult to restrict end user to store information in
local device. Thin client installation at delivery center or Virtual Desktop Infrastruc-
ture (VDI) setup at customer location are trivial solution to ensure information is not
moved out of network. All traditional offshore development centers may not have
thin client set up and they use workstation with local storage. Converting these work-
stations into thin client is expensive and customer may not be ready to provide VDI
setup for offsite location. This paper provides simple solution with zero investment
for local workstations to act like Thin Client, and also to ensure that there is no data
or information leakage through local storage.

Keywords Data security · Local storage restriction · Group policy object · Thin
client · VDI · Data protection

1 Introduction

For any organization, one of the key strategic assets is data. Considering the way
data are growing and shared through multiple channels, it is equally important to do
data classification. We also need to take utmost care for protecting sensitive, confi-
dential, and restricted data. In information security, we need to secure both tangible
and intangible assets to ensure it is trustworthy to use for business. Tangible assets
include workstation, access points, servers, router, firewall, switches, etc. Intangible
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Fig. 1 Sensitive information flow across all locations

asset includes software code, development life cycle documents, customer details,
contracts, invoices, statement of works, personally identifiable information, and so
on. To secure assets, we also need to consider cost incurred for securing information.
Securing intangible asset plays vital role and challenge to keep them with restricted
access.

In this digital world, personal and industrial sensitive information spread across
the world and are stored in the cloud. Considering vulnerabilities and public threat,
there is no guarantee that these information are secured. There are several regula-
tory bodies and acts established across the globe to guide and product data. These
regulatory bodies want to give control over how individual data are used by orga-
nization. The organization will comply with these regulatory bodies based on the
geography or industry it operates. For example, healthcare industries follow HIPAA
(Health Insurance Portability and Accountability Act) which is established in 1996.
The organization which stores credit card information is following payment card
industry data security standard (PCI DSS).

United Kingdom (UK) came up with The Data Protection Act in 1998 [1] to
protect personal data stored on computers or in an organized paper filing system.
Europe Union (EU) establishes GDPR (Global Data Protection Regulation) which
will apply for all EU states from May 2018 (Fig. 1).

A customer may have multiple vendors for their operations like information tech-
nology, marketing, administration, human resources, etc. Each vendor will operate
from different locations spread across customer site, nearshore, and offshore. Cus-
tomer data will flow across all these locations in the form of document, data, and
source code which include sensitive detail.

As per “Infowatch Analytic center research report on confidential data leakage”
[2], 66% of leaks are from employees who include intentional as well as accentual.
The only way to prevent such data leakage is not to store any data locally andmonitor
local storage on periodic intervals (Fig. 2).
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Fig. 2 Sources for data leaks

As per data protection act, data [3]:

(a) is being processed by means of equipment operating automatically in response
to instructions given for that purpose,

(b) is recorded with the intention that it should be processed by means of such
equipment,

(c) is recorded as part of a relevant filing system or with the intention that it should
form part of a relevant filing system,

(d) does not fall within paragraph (a), (b) or (c) but forms part of an accessible
record as defined by Section 68, or

(e) is recorded information held by a public authority and does not fall within any
of paragraph (a) to (d).

Personal data [3] means data which relate to a living individual who can be
identified:

(a) from those data, or
(b) from those data and other information which is in the possession of, or is likely

to come into the possession of, the data controller,
(c) any expression of opinion about the individual and any indication of the inten-

tions of the data controller or any other person in respect of the individual.

2 Related Work

There are several tools available in the market to prevent data leakage from local
network. Most of leading products are licensed version and expensive to implement.
These software demonstrate the need for a high-profile acceptable use policy to
prevent data leakage and give practical guidance on how to allot funds for IT security.
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The challenges of protecting sensitive data from internal users, preventing from
insiders and monitoring data leakage are the most difficult area in information secu-
rity. Security personnel finding it difficult to identify potential insider threats by
investigating suspicious activities in a person’s physical behavior. Malicious insiders
continue to steal data from network leaking personally identifiable information (PII).
Whatever the approach, researchers are struggling to define exact problem and find
the solution for the problem for all scenarios. The research of Huth et al. [4] gives a
different solution to address components of the problem, with the goal of minimizing
the potential malicious insiders can inflict on an organization.

It is not easy to identify insider who is trying for security breach data and rea-
son for data leakage through the privilege and access given for their regular task.
There are few solutions derived through ontological approach, and utilize the notion
of semantic associations and their discovery among a collection of heterogeneous
documents. New approaches have been documented seeking to address components
of the problem, with the goal of reducing the harm malicious insiders can inflict
on an organization. An Ontological Approach to the Document Access Problem of
Insider Threat [5] describes the research and prototyping of a system that takes an
ontological approach and is primarily targeted for use by the intelligence community.

David Clark et al. did research on Quantitative Analysis of the Leakage of Con-
fidential Data [6] in which the team uses information theory to analyze the sensitive
and confidential informationwhichmay be leaked by software applicationswritten in
very simple conditional statements and improper iterative statements. This analysis
helps to determine the bounds on the quantity of information leaked.

Data leakage detection model has been developed [7] for data protection. This
research did a detailed study on watermarking technology and proved that this tech-
nique will not help for data protection. This study also gives the difference between
watermarking technology and data leakage detection model.

None of these studies provide the solution on preventing data leakage from local
storage through a potential insider. This research focuses on a simple solution for
such a scenario without any additional investment. This solution is fully automated
and there is no need for any manual intervention.

3 Problem Statement

When the vendor is working on customer’s data which is sensitive or contains per-
sonal detail like personal Identifiable Information (PII), vendor must comply with
data protection act based on Industry or geography.When an organization subcontract
or outsource their work, they need to ensure that vendor also support data protection
act and data is not misused or leaked through subcontractor or vendor organization.
As per the report published by breachlive [8], 59 records are stolen every second.

As per global leakage report 2017, published by infowatch [2], data leakage
through instant messaging, network is increased in the last 1 year. The share of data
leaks resulting from theft/loss of equipment, as well as through removable media
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Fig. 3 Distribution of Leaks by channel

and paper documents must be reduced [2]. It is necessary to find a solution to avoid
data leakage through network (Fig. 3).

Breachliveindex [9] research report presents top ten data breaches in the last
5 years which are listed in Table 1. Sources for these breaches are malicious outsider
and malicious insider.

The printing area is 122 mm × 193 mm. The text should be justified to occupy
the full line width, so that the right margin is not ragged, with words hyphenated as
appropriate. Please fill pages so that the length of the text is no less than 180 mm, if
possible.

To secure customer data, few organizations prefer to establish the connection
with the vendor through VDI (Virtual Desktop Infrastructure), citrix receiver or
forcing vendor to have air gap offshore development center. In air gap ODC or
shared network, several security controls like providing shared folder, spot check are
established to avoid local storage.

VDI [10] effectively addresses and resolves key problems in terminal server-
based approaches to server-based computing. VMware ESX Server allows multiple
user desktops to run as separate virtual machines while sharing underlying physical
hardware resources such as CPU, memory, networking, and storage. This isolates
users from each other, giving each user their own operating system, allowing gran-
ular resource allocation and protecting users from application crashes and operation
system faults caused by the activities of other users.

VDI interacts with remote virtual machine and local desktop acts as dump termi-
nal. The operating system, application, and data are stored on virtual machine hosted
on central server. This saves desktop management cost, software licensing cost and
most importantly it improves security and data leakage from customer location. It
requires additional investment on customer side. When customer does not want to
invest in setting up VDI and keen only on data leakage, we need solution at local
desktop used by vendor at various geographical locations.
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Table 1 Top 10 data breaches

Organization
breached

Records
breached

Date of breach Source of breach Industry

Equifax 143,000,000 7/15/2017 Malicious
Outsider

Financial

Friend Finder
Networks

412,214,295 10/16/2016 Malicious
Outsider

Entertainment

Anthem
Insurance
Companies
(anthem blue
cross)

78,800,000 1/27/2015 State Sponsored Health care

Home Depot 109,000,000 9/2/2014 Malicious
Outsider

Retail

JPMorgan
Chase

83,000,000 8/27/2014 Malicious
Outsider

Financial

eBay 145,000,000 5/21/2014 Malicious
Outsider

Retail

Korea Credit
Bureau, NH
Nonghyup Card,
Lotte card, KB
Kookmin card

104,000,000 1/20/2014 Malicious
Insider

Financial

Target 110,000,000 11/4/2013 Malicious
Outsider

Retail

Adobe Systems,
Inc.

152,000,000 9/18/2013 Malicious
Outsider

Technology

MySpace 360,000,000 6/11/2013 Malicious
Outsider

Other

Users tend to download various data from customer site and refer them for particu-
lar release. The data can be in the form of document, manuals, procedures, processes
or sensitive information. Most of the users will not delete these files and there is a
chance that some sensitive information stored in these folders without user knowl-
edge. In addition to default files, the users will download customer information for
project reference. After downloading the file, user will come to know that few files
may not be needed for project purpose, but felt good to have in the system. These
will lead to data leakage as per customer contract and lead to regulatory compliance
issue. To avoid such scenario, it is important to wipe out unwanted files from location
storage on regular basis. Table 2 gives some scenarios which lead to keep sensitive
data locally without the user’s knowledge.
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Table 2 Common files
stored locally by the user

Scenario Description

Temporary files Temporary files created by application

Downloaded Any files downloaded from Internet will
be stored in default location

Instant messages All individual or group chat transcription
and file shared between users will be
stored here

3.1 Research Objectives

The objective of this research is to find a low-cost solution to prevent data storage
from local drive where data flows between various vendor group and customer. In
a scenario where customer does not have VDI, citrix environment, vendor needs to
implement multiple controls includingmonitoring and log review to restrict sensitive
data within customer network.

This solution provides following benefits to vendor and customer:

• Restrict local storage with zero cost.
• Does not require any additional infrastructure set up.
• There is no manual process.
• Zero maintenance.
• No need for any additional review or log monitor.
• Easily portable and replicate to multiple locations.
• User group and file type are configurable.
• Policies and groups can be modified in no time.

4 Proposed Solution

Hackers and malware attackers are a major threat to data loss. These attackers target
right from global customers (particularly banks, health care, retail, and insurance)
to novice users. However, accidental breaches caused by employee error or data
breached while controlled by third-party suppliers continue to be a major problem,
accounting for 30% of breaches overall.

To avoid data theft/leakage from the network, no information should be stored
locally for a longer duration. The data includes user created, system generated, down-
loaded, temporary files, and cookies. This can be achieved by implementing different
Group Policy Objects to various user groups.

Group Policy Object (GPO) is a collection of settings that define what a system
will look like and how itwill behave for a defined group of users.Microsoft provides a
programsnap-in that allows you to use theGroupPolicyMicrosoftManagementCon-
sole (MMC). The selections result in a Group Policy Object. The GPO is associated



60 G. Priyadharshini and K. Shyamala

with selected Active Directory containers, such as sites, domains, or organizational
units (OUs). The MMC allows you to create a GPO that defines registry-based poli-
cies, security options, software installation and maintenance options, scripts options,
and folder redirection options [11].

To form a user group, we need to do detailed analysis based on nature of work
by the end user. The users may belong to any of below categories but not limited to
these groups alone:

• Users who are working on heavyweight software which has dependency on local
storage for installation and keeping libraries and APIs.

• Users who require more storage for coding, compilation, and testing.
• Users do not require any storage andwork onmaintenance and production support.

4.1 Group Classification

• Group 1: Those who do not construct any code and does not require any local
storage.

• Group 2: Those who develop code, store libraries, and make changes in config-
uration and settings. These groups can store files for their development purpose,
but should not store any documents or references on permanent basis.

• Group 3: Third group includes those who are considered as exceptions and require
storage for a longer duration. This group may work on heavy weight applications
or working on document management related activities.

4.2 Solution for Each Group

• Group 1: Local storage for this group should have two logical drives. Primary
drive should be hidden for this group and used for operating system and software
installation. Only secondary drive should be visible to this group, and they are
allowed to store their files in secondary drive or desktop. The files stored in desktop
are redirected internally to secondary drive. All files stored in secondary drive
should be deleted through scheduler on periodic basis.

• Group 2: This group will have access to all drives and they can store files which
are needed for their development work. They are not allowed to store any office
documents or pdf files. Scheduler will run every day to wipe out all documents
and pdf files irrespective of location including temp folder, downloaded or recycle
bin.

• Group 3: These are exception groups. These users should be educated to know data
classification and security risk on storing sensitive information. These machines
will be monitored on a periodic basis and appropriate action should be taken to
ensure compliance.
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5 Design Approach

5.1 Workstation Analysis

Installed software and required storage size for applications need to be analyzed
for all workstations. Table 3 gives minimum information to be collected from each
workstation. This will help to map them into different groups.

5.2 Group Classification

Asmentioned in the proposed solution, allworkstation should bemapped to particular
group. The mapping details can have either list of workstations to be included or
exempted from each group.

5.3 Group Policy Creation

Workstations belong to Group 1 and will not have any files which are created by the
user. All user files will be deleted on scheduled time from the local drive. This can
be achieved through the following settings:

Table 3 Settings for group policy I

Field name Description Usage

Hostname Hostname of workstation This hostname will be
included in GPO

Software All software installed in the
workstation

Helps to analyze whether it
has dependency on local
storage

Additional storage required for
executing software

This will have “Yes” or
“No”

To know whether software
is needed for additional
storage for storing
Libraries/configuration
settings or API

Additional storage required for
the user

Is there any additional space
needed for the user to store
reference files

This will help us to classify
correct group

Projected space required for
storing user file

Local storage space
required in MB

This is needed for future
work to calculate required
bandwidth to move files to
centralized location
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• USB, CD, and primary drive will be hidden normal user and accessible only for
admin.

• Only secondary drive will be visible and accessible.
• Files can be saved either in Desktop or secondary drive.
• Data stored in the desktop are automatically redirected to secondary drive.
• Scheduler will run from the workstation and all files will be deleted automatically
to ensure local storage restriction as part of security requirement.

Workstations belong to Group 2; specific file groups will be wipeout from local
storage. This can be achieved through the following settings:

• USB, CD, and primary drive will be hidden for normal user and accessible only
for admin.

• By using administrative template, below options should be disabled.
• Auto recover delay.
• Auto recover save location.
• Keep the last autoSaved version of files for the next session.
• AutoRecover time.
• Save AutoRecover info.
• Default file location.

6 Execution Approach

6.1 Group Policy Object-1

The basic requirement to implement this policy is workstation must have two parti-
tions (Primary and Secondary drive). In addition to basic function listed in Sect. 5,
the following sub-functions should also be applied. If the below sub-functions are
not applied, the user can do workaround to save file in primary location.

• Hide libraries fromWindows explorer (documents, downloads, music, videos, and
picture).

• Restrict adding files to the root folder of the user.
• Prohibit users from manually redirecting profile folders.
• Remove “My Documents”, “Recycle bin” from desktop.
• Remove “Documents”, “Music”, “Picture” from startup.
• Remove “Pinned program”, “Recent items”, “Network” from startup.
• Remove properties icon from context menu.
• Restrict access to control panel.
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6.2 Group Policy Object-2

This group policy is used for Group 2. To implement GPO to restrict on office files,
Microsoft Office administrative template files (ADMX/ADML) is required which
are available in Microsoft download center [12]. The policy can be implemented
using the steps given below.

• Download ADMX from Microsoft download center.
• Import ADMX to Domain Controller.
• Write PowerShell script in Netlogon to remove all file extensions used for MS
Office, Open Office, and pdf.

• This file extension can be customized as per user requirement. The sample code
given below is used for removing documents and pdf files alone.

$objShell � New-Object -ComObject Shell.Application
$objFolder � $objShell.Namespace(0xA)
$WinTemp � get-childitem C:\, D:\ - include *.doc,

*.docx, *.docm, *.dotm, *.odt, *.dotx, *.pdf -recurse
Remove-Item -Recurse $winTemp -Force

• This can be extended to remove other types of files as well.
• Configure GPO as mentioned in Sect. 5.3.
• Write batch file to clean files and place them in Windows startup script.
• Include workstation details to GPO.
• Apply GPO and enable scheduler to run on a regular interval.

7 Conclusion and Future Work

To avoid data leakage from customer network where we do not have VDI or citrix
infrastructure, it can be achieved through GPO implementation. This is easy to man-
age and scalable to future expansion without any additional investment. By using
existing windows group policy settings, administrative template files, and simple
PowerShell scripts and batch files, data leakage from the network can be restricted
and compliance to security requirementwith zero cost. This approachdoes not require
any change on network model and there is no impact on business continuity. This
Group policy can be configured to add additional file types.

As the next step, these policies can be enhanced to include exception on retaining
list of files so that all types of files can be wipeout. Also if the user renames the file
extension to accepted file types, there is no provision to delete those files through
this policy. We need to write a script which reads metadata of file to identify the
file type and implement same GPO. This is applicable only for Windows operating
system environment and does not apply for other operating systems. We need to find
a similar solution for other operating systems.
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Extraction of Character Personas
from Novels Using Dependency Trees
and POS Tags

Nikhil Prabhu and S. Natarajan

Abstract Novels are a rich source of data for extracting interesting information.
Besides the plot, the characters of a novel are its most important elements that shape
the story and its message. An interesting task to consider is extracting these charac-
ters from novels in the form of the personas they embody. In this paper, we define
and introduce a method to extract such personas of characters in fiction novels, in the
form of descriptive phrases. These personas are divided into three types of descrip-
tion—facts, states and feelings. We show that such a model performs satisfactorily
returning an extraction precision of 91% and average classification accuracy of 80%.
The algorithm uses universal dependency trees, POS tags and WordNet to capture
semantically meaningful descriptions of characters portrayed. The results have the
potential to serve as input for future NLP tasks on literature fiction like character
clustering and classification using techniques such as sentence embeddings.

Keywords Universal dependency trees · Part-of-speech tags ·WordNet · Natural
language processing

1 Introduction

A persona is defined as the aspect of a person’s character that is presented to or
perceived by others. It can include a person’s behaviour in different situations, opin-
ions on different matters, body language and background, among a score of other
parameters. In literary fiction, the persona a character displays is much easier to
define. Here, the motives, beliefs, behaviour and quirks of a character are explicitly
presented, unless intentionally hidden by the author. This paper presents an algo-
rithm that exploits the descriptions of characters given in a novel in order to extract
their personas. A persona is defined here as an encapsulation of three facets—facts,
states and feelings. Facts include character traits and attributes, (physical, cognitive,
or otherwise) as well as indisputable certainties describing the person. Facts could
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be ‘hates exercise’, or ‘She was a squat, smiling woman’. States include physical
and emotional states, including ‘howled with laughter’, and ‘ran home as fast as
he could’. Feelings refer to directly affective states, both physical and emotional.
Examples of valid feelings are ‘awkwardness’, and ‘emptiness’ with phrases such as
‘jealous and angry’, and ‘was hungry’ as descriptions.

2 Background and Related Work

Bamman et al. [1, 2] divided a persona into four categories based purely on typed
dependency relations. These are:

(i) ‘agent’ for verbs that have an (nsubj)/agent relation with a character,
(ii) ‘patient’ for verbs that have a (dobj)/nsubjpass relation with a character,
(iii) ‘predicative’ for a noun/adjective that has an (nsubj) relationwith the character,

with an inflection of the word be as a child, and
(iv) ‘possessive’ for words that have a poss relation with a character.

The personas extracted through this mechanism, however, are constituted by only
single words, like ‘strangled’, or ‘angry’, including many trivial ones like ‘told’,
and ‘came’, which, when they do provide a meaningful pointer to the character’s
personality, do so in a very limited sense, lacking context.

3 Proposed System

The philosophy behind the algorithm is that every non-trivial feature worth describ-
ing a character is done sowith an adjective. The algorithm implements this by finding
valid mappings between characters and adjectives in each sentence based on several
factors as shown in Step 1. These come together to achieve the goal of the task—ex-
tracting concise and comprehensive phrases that serve as descriptions. POS tags and
universal dependency trees used are extracted using the Stanford CoreNLP toolkit
(Chen and Manning [3], Manning et al. [4], Schuster and Manning [5], Toutanova
et al. [6]). The four steps of the algorithm are outlined below.

Step 1: Extracting Valid Mappings
In each sentence containing at least one person and adjective, each possible pair
is checked for validity by examining their dependency tree relationships, among
other conditions. The four relationships exploited for extraction and classification of
phrases are shown in Table 1.

Here, a person is any word with the dependency nsubj that refers to a character
in the novel. An adjective is any word with the POS tag JJ. In Fig. 1, Harry and
Malfoy are persons, while ‘bad’ and ‘quick’ are adjectives. Each mapping that meets
the conditions for the relationship it has, as shown in Table 2, is considered valid
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Table 1 Valid relationships for a person-adjective mapping

descendant ancestor

(g)_niece sibling

Fig. 1 Bare dependency tree
for the phrase

and proceeds to the next step. nsubj children refer to those nodes that the adjective
in a person-adjective mapping actually describes, rather than the person itself. This
occurs when an adjective is related to a node as its parent, or as its sibling or niece
along with the additional conditions described in Table 3 (Tables 2, 3 and 4 are
described in Prolog, some of whose syntax is described in Table 5. These tables are
described at the end). Checking for these weed out invalid mappings like that shown
in Fig. 1, where the adjective ‘quick’ describes Malfoy instead of Harry, making the
extracted phrase ‘quick to notice’ inappropriate for Harry, but apt for Malfoy.

Step 2: Adding Dependents
There are several dependent words which are added to the describing phrase that are
vital to the coherence and conciseness of the description returned. These dependents
and their conditions of addition are described in Table 6. For example, in the sentence
‘He drifted into an uneasy sleep, thinking about what happened’, adding the parents
of the person and the adjective extracts ‘drifted into an uneasy sleep’ instead of just
‘uneasy’, which gives a very different meaning. One particular condition checked
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Table 2 Procedure for ensuring validity and classifying type of person-adjective mapping
relationship(adjective, person, X):- 
  (sibling(adjective, person),  
   non_trivial_dep(adjective) ->  
     X = sibling; 
     (ancestor(adjective, person),  
      not(nsubj_child(parent, adjective, NODE)), 
      (no_valid_splitters(adjective, person, punctuations); 
       not(VB_in_lineage(adjective, person)))) -> X = ancestor; 
     (g)_nib_desc_condition(parent, adjective) -> 
       dep(adjective, dobj)) ->  
         ((g)_niece(adjective, parent) -> X = (g)_niece); 
          ancestor(parent, adjective) -> X = descendant). 
 
  (g)_nib_desc_condition(parent, adjective):- 
    (non_trivial_dep(adjective), not(nsubj_child(parent, adjective, NODE))). 
 
  VB_in_lineage(A, B):- 
    (ancestor(A, B), ancestor(V, B), ancestor(A, V), pos(V, ‘VB’)). 
 
  non_trivial_dep(A):-  
    not(dep(A, det); dep(A, case)). 
 
sibling(A, B):- parent(adjective, PA), parent(person, PA). 
 
(g)_niece(A, B):- ancestor(B, X), sibling(X, A). 
 
ancestor(A, B):- parent(A, B); parent(A, X), ancestor(X, B). 

Table 3 Definitions of sub-procedures and terminology used
nsubj_child(person, adjective, NODE):-
(not(same_name(person, NODE)), dep(NODE, nsubj), dep(person, conj)),
not(parent(person, NODE), (parent(NODE, adjective);
((relationship(NODE, P, sibling); parent(NODE, P)),
(pos(P, ‘VB’), no_valid_splitters(person, NODE))),
present_after(person, NODE), parent(adjective, P))).

no_valid_splitters(X, Y, PUNCT LIST):-
(word_in_between(X, Y, Z),
not(conjunction splitter(Z); punctuation_splitter(Z, PUNCT LIST))).

conjunction_splitter(NODE):-
is(NODE, conjunction), adjacent words condition(NODE).

punctuation_splitter(NODE, PUNCT LIST):-
(is(NODE, punctuation), not(descriptive comma(NODE)),
adjacent_words_condition(NODE), not(descriptive pair(PUNCT LIST))).

descriptive_comma(NODE):-
(punct_type(NODE, comma), dep(NODE, D), member(D, [amod, conj, advcl]),
pos(NODE, ‘RB’); pos(NODE, ‘JJ’)).

descriptive_pair(PUNCT_LIST):-
(length(PUNCT LIST, 2), type(PUNCT_LIST[0], P1), type(PUNCT_LIST[1], P1)).

adjacent_words_condition(NODE):-
(previous_word(NODE, P), next_word(NODE, N), not(pos(P, ‘RB’), pos(P, ‘JJ’), pos(N, ‘RB’),

pos(N, ‘JJ’)), dep(P, DP), not(dep(N, DP))).

same_name(person, NODE):-
name(NODE, NM), name(person, NM)).
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Table 4 Procedure for classifying extracted phrases into fact, state or feeling

7

relationship(adjective, person, ancestor) ->
(previous_word(adjective, PR), dep(PR, det) -> X = Fact;
feeling_condition -> X = Feeling;
desc_state_condition -> X = State; X = Fact);

(relationship(adjective, person, (g)_niece);
relationship(adjective, person, descendant)) -> 
feeling_condition -> X = Feeling;
parent(person, P), pos(P, ‘VB’) -> X = States; X = Fact).

person_condition(PER):-
(POS condition(PER); succeeding_word_condition(PER); have condition(PER)).

POS_condition(PER):-
((parent(PER, P), adjacent_word(PER, A), (pos(P, ‘VBZ’); pos(A, ‘VBZ’))).

succeeding_word_condition(PER):-
(succeeding word(PER, S), (inflection(S, ‘be’); inflection(S, ‘have’)), 
(root(sentence, S); parent(S, P), not(pos(P, ‘VB’)))).

have_condition(PER):-
((relationship(‘have’, PER, descendant); relationship(‘have’, P, (g) niece),
parent(PER, P)), no_valid_splitters(‘have’, PER, punctuations)).

feeling_condition:-
(present_in(adjective, WordNet feelings), (not(dep(P, dobj); pos(P, ‘NN’)),
parent(adjective, P)); (inflection(N, feel), nearby word(adjective, N))).

sibling_state_condition :-
(not(dep(adjective, dep)), child(adjective, C), not(dep(C, nsubj)),
(dep(adjective; nmod) -> parent(adjective, P), not(pos(P, ‘JJ’)))).

desc_state_condition:-
(child(adjective, C), not((inflection(C, ‘be’)); inflection(C, ‘have’));
root(sentence, adjective); no_valid_splitters(person, adjective, punctuations),
word_in_between(person, adjective, ‘in’); pos(adjacent words(adjective), ‘VBG’);
adjacent_words(adjective, A), pos(A, ‘VBD’)).

facet(phrase, X):-
(person_condition(person) -> X = Fact;
relationship(adjective, person, sibling) ->
(feeling condition -> X = Feeling;
parent(adjective, P), pos(P, ‘VB’) ->

(word_in_between(person, adjective, ‘in’),
no_valid_splitters(person, adjective, punctuations);
root(sentence, adjective) -> X = State; X = Feeling);

sibling_state_condition -> X = State);
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Table 5 Prolog syntax

X ; Y => Try X first; if it fails, try Y.

X -> Y => If X, then try Y, otherwise fail. 

X -> Y ; X => If X, then try Y, else try Z

X, Y => Try X, then try Y  

for is the presence of ‘splitters’ in the form of punctuations or conjunctions that split
the phrase, eliminating redundant details. A conjunction that splits a phrase into two
parts—of which one part describes something other than the ‘person’, is considered
as a valid splitter. A descriptive conjunction that has its adjacent words as describers,
like ‘and’ in ‘kind and sweet’, is invalid. A punctuation may similarly split a phrase
but will be considered invalid if it is either a descriptive comma, an aside-describing
identical pair, or fails the conditions for a conjunction splitter described in Table 3.
Examples of invalid punctuation splitters are present in ‘good, honest, thoughtful
man’, and ‘Bob, sitting on the chair, laughed’, with the first containing descriptive
commas and the second being a descriptive pair.

Step 3: Refinement
The words extracted till now may not form a contiguous phrase, so any gaps are
filled. The resulting phrase is divided into sub-phrases by valid punctuation splitters,
if present. The sub-phrases that satisfy any of the following conditions are then added
to the description:

(i) It contains the adjective of the mapping.
(ii) It immediately follows the person of the mapping.
(iii) The first word in the sub-phrase is the person.

Again, any gaps present are filled and any stop words present at the ends are
removed, giving the final description.

Step 4: Classification
The procedure for classification shown in Table 4 follows from validity checking,
where three of the initial conditions for classification follow from the type of relation-
ship between the person and adjective as found in Table 1, alongwith a new condition
person_condition(PER) onwords directly related to the person in themapping.Word-
Net_feelings is a set used in the decision to classify a phrase as a feeling. It is the
set of all the hyponyms of the synset feeling.n.01 present in the WordNet database.
Checking if a word is present here is complicated by the fact that adjectives are stored
as clusters rather than trees, making a direct search ineffective. Table 7 describes a
procedure that uses the presence of lemmas present for each word to check if a word
is present in this set.
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Table 6 List of dependents to be added to the descriptive phrase

1 All the words between the person and the adjective if the dependency of the adjective is
xcomp

2 All negative words that are either
i. child or sibling of the adjective, or
ii. are present between the person and the adjective in the sentence

3 i. All words with dependency nsubj that don’t represent a character and do not have
POS tag based on any of PRP, NNP, WP, DT

ii. All words with POS tags VBZ, VBD or VBG that are adjacent to the person
iii. All nodes with the POS tag JJ and the dependency advcl or acl:relcl, if they are

either siblings or children of the adjective or the person, respectively

4 All valid prepositions—children of the adjective with POS tag IN that don’t have the
dependency mark

5 i. All adverb children of the adjective
ii. All siblings or children of the adjective that have either advmod or det dependency

which are preceded by a word having an an inflection of ‘be’ or ‘have’

6 i. All nmod nodes that are either children, siblings, or parents of the adjective
ii. All conj children related in the same way as long as they don’t have POS tags VB

or VBD
iii. In addition, all prepositions that mark these nmod or conj words, for each of these

found

7 i. The parent of the person if it has POS tag VB and there are no valid punctuation
splitters between it and its parent. (Table 3, punctuation_splitter(X, Y, PUNCT
LIST))

ii. The parent of the adjective if the adjective’s dependency is any of nmod, conj,
xcomp, dobj, amod, advmod and there are no valid splitters between it and its
parent

8. i. All valid prepositions that are either siblings or children of the adjective, and
ii. all words with dependency cc that are either

(a) related to the adjective in the same way or
(b) are the parent of any node added to the list till now, as long as the words are present

after the person and the adjective in the sentence

9 All punctuations as long as the only punctuations extracted are not an aside-describing
identical pair, (Table 3, descriptive pair(PUNCT LIST)) as well as all ‘as…as’
comparative pairs

10 i. All words with dependency neg that are parents of any node in the list, and
ii. All neg words present before the adjective as long as the adjective has no valid

splitters between it and its parent, and the person in the mapping is not the first
person described in the sentence

11 All children nodes of nodes in the list that have either
i. dependencies xcomp, ccomp, nmod, conj, dobj, cc or aux, or
ii. have POS tags VB, RB, WRB, extracted recursively until there are no more to be

added
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Table 7 Procedure for checking if a word is present in WordNet_feelings

1 Get the synsets of the word, and convert each to its corresponding lemma and store them
in a list

2 For each lemma, get its derivationally related forms and store them along with the
existing lemmas in the list

3 Convert each lemma in the list to its corresponding synset, if it exists

4 If any of the synsets are present in WordNet_feelings, the word is considered present. If
not, extract synsets of words

Table 8 Performance of the algorithm

Task Precision Recall Negative
predicate value

Specificity F1 score Accuracy

Validity of
phrase

0.91 0.62 0.39 0.77 0.74 0.67

Classification
as fact

0.66 0.53 0.85 0.91 0.55 0.80

Classification
as state

0.75 0.86 0.73 0.58 0.79 0.73

Classification
as feeling

0.60 0.48 0.91 0.95 0.53 0.88

Average
classification

0.67 0.62 0.83 0.81 0.63 0.80

4 Results and Inferences

The algorithm was evaluated using an unbiased human evaluator who marked a
randomly generated subset containing both valid phrases (extracted by the algorithm)
and invalid ones (phrases filtered out by the conditions of the algorithms as in Table 4)
for the books ‘A Picture of Dorian Grey’ and ‘The Adventures of Huckleberry Finn’.
Each phrase was marked as valid or invalid, and if valid, it was marked as one class
out of Fact, State or Feeling. The total number of phrases evaluated amounted to
985. To perform the evaluation, one must be able to distinguish whether a phrase is
describing a given person or not. In addition, one must be able to confidently state
whether such a description falls under the category of a fact, state or feeling as clearly
distinguished in the Introduction. As this task would be simple for a person with
sufficient command of the English language and would bring very few ambiguities
that need to be resolved, one evaluator was considered sufficient for the purpose of
evaluation. Table 8 shows the results of the evaluation of validity of phrase extraction
and phrase classification. The precision of phrase validity was 91%while the average
accuracy of classification was 80%. Table 9 shows a handpicked subset of phrases
that represent the persona of the character Dorian Grey from the novel ‘The Picture
of Dorian Grey’, as extracted by the algorithm.
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Table 9 Sample phrases from the persona of the character ‘Dorian Grey’

Facts Is never more present in my work than when no image of him is there
As a rule, he is charming to me
Now and then, however, he is horribly thoughtless
Seems to take a real delight in giving me pain
Is my dearest friend
Has a simple and a beautiful nature
Does not think his natural thoughts, or burn with his natural passions
Was brilliant, fantastic, irresponsible
But he has been most pleasant; is far too wise not to do foolish things now and then

States Burying his face in the great cool lilac-blossoms
Saw it creeping into the stained trumpet of a Tyrian convolvulus; murmured,
flushing at his own
Boldness
Had recognized himself for the first time
Stood there motionless and in wonder, dimly conscious that Hallward was
speaking to him; was Reclining in a luxurious arm-chair
Will tell you more
Answered in his slow melodious voice
Replied, touching the thin stem of his glass with his pale, fine-pointed fingers
Had grown years older
Grew pale as he watched her

Feelings Far too charming
But he felt afraid of him, and
Ashamed of being afraid
Seemed quite angry
Was puzzled and anxious
Looked pale, and proud, and indifferent
Felt that he was on the brink of a horrible danger

5 Conclusion and Future Work

Extracting semantic summaries from the text is a useful task, and the results of the
algorithm described can be used as a basis for further literary and computational anal-
ysis. Skip-thought vectors (Kiros et al. 2015) [7] are representations of sentences in
the form of embeddings similar to word embeddings. These represent sentences in
the form of vectors where a sentence is represented by the sentences surrounding
it. They have been used to successfully perform tasks of semantic relatedness, para-
phrase detection and classification. This model can be used on the personas extracted
for the purpose of a variety of tasks. These can include clustering similar personas
of characters across novels, classifying character personas into a set of archetypes.

Acknowledgements We would like to thank Ms. V. Sruthi for her help in evaluation of the 985
phrases present in the test set for the purpose of determining the performance of the algorithm.
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AMultifactor Authentication Model
to Mitigate the Phishing Attack
of E-Service Systems from Bangladesh
Perspective

Md. Zahid Hasan, Abdus Sattar, Arif Mahmud and Khalid Hasan Talukder

Abstract A new multifactor authentication model has been proposed for
Bangladesh taking cost-effectiveness in primary concern. We considered two-factor
authentications in our previous e-servicemodels whichwere proven to be insufficient
in terms of phishing attack. Users often fail to identify phishing site and provide con-
fidential information unintentionally, resulting in a successful phishing attempt. As a
result, phishing can be considered as one of themost serious issues and required to be
addressed andmitigated. Three factors were included to formmultifactor authentica-
tion, namely, user ID, secured image with caption, and one-time password. Through
the survey, the proposed multifactor model is proven to be better by 59% points for
total users which comprises 55% points for technical users and 64% points for non-
technical users in comparison to traditional two-factor authentication model. Since
the results and recommendations from the user were reflected in the model, user
satisfaction was achieved.

Keywords Phishing attack · E-banking · E-service · Online banking
1 Introduction

At present, e-services can be considered as the most substantial concerns in our day-
to-day life. The efficient utilizations of computerized knowledge and tools expand
along with our requests. However, the ideas and tools will not be adequate to upkeep
novel technologies with the hi-tech devices in modern e-service system.
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We proposed models for two e-services, namely, e-healthcare [1] and mobile pay-
ment [2] system that guarantees accomplishing the objectives and requirements, as
supported by our previously suggested framework models [3]. Besides, the models
can have an important role in e-commerce sector which can lead to a giant accom-
plishment in terms of upgrading of e-care services. However, the suggested models
should be secure and reliable in terms of prevention of phishing attack which has
become a concern now a day.

Phishing is such kind of attack which exploits the weakness of end user of a
system [4]. A huge number of internet users cannot able to differentiate phishing and
original site, and they ignore passive warnings like toolbar indicator [5]. The aim of
phishing is to steal sensitive information like password, credit card information from
Internet user, etc. Therefore, authentication needs to be ensured in order to reduce
phishing attack.

Most of the e-services in Bangladesh use two-factor authentications (2FA) which
are insufficient to defend the phishing attack. As a result, multifactor authentication
needs to be implemented.Numerous security factors are being used for authentication
in economically advanced countries but it is not viable in a developing country like
Bangladesh where the cost-effectiveness in authentication is a challenging task.

The main purpose of a multifactor authentication solution is to verify the iden-
tity of the user by other means apart from the traditional username and password
authentication. These factors are usually combined with a PIN code that generates
one-time passwords (OTP). Based on the earlier papers, we have investigated the
login behavior of users and how the user compromises their login credentials with
phishing site through the survey. Along with this, we proposed a new authentication
mechanism in the context of developing country like Bangladesh to support our pre-
viously developed models. The specific objectives of this research can be listed as
follows:

• To propose a new multifactor authentication mechanism being supported by pre-
viously proposed e-service model.

• To exploit the login behavior and to figure out the user’s experience after applying
the proposed approach.

This model can be applied to stop deceitful emails, texts, and copycat websites
which share valuable information such as social security numbers, account numbers,
login IDs, and passwords. Besides, it will be beneficial in prevention of stealing
money and identity or both.

This paper is designed in the following way: Sect. 2 illustrates the background;
Sect. 3 clarifies the previously proposedmodels; Sect. 4 describes the proposedMFA
model; Sect. 5 illustrates the results; the discussions and conclusions are added in
Sect. 6.
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2 Background

Phishing can be considered as the social engineering attack which targets at manip-
ulating the limitation of the system procedure created by system users [4]. As for
illustration, a system might be technically safe against the attack like password theft
but passwords might get leaked from the end user when an attacker insists to update
their respective passwords through a fake HTTP link. So, this phenomenon threatens
the complete system security. In addition, we can take DNS cache poisoning, for
example, which can also be utilized by the attackers to create more influence on
social engineering messages [4].

According toWeider [6], the major motives behind phishing attack are as follows:

i. Financial benefit: Phishers can utilize the users’ banking credentials to gain
financial profits.

ii. Identity hiding: Phishers can advertise the users’ identities in the market and
can be used later by criminals who hide their authentication and activities from
the authority.

iii. Reputation and disrepute: Phishers can attack the victims for the peer recogni-
tion.

Due to abovementioned reasons, phishing attack can be considered as serious one
and an effectual lessening will be required.

Multifactor authentication involves the use of two or more independent security
factors to authenticate an information system and to lessen phishing attack. Unfor-
tunately, several technological, economical, and usability limitations exist that resist
sector-wide acceptance of MFA.

3 Previous Model

We have anticipated frameworks for e-care systems in our earlier works those mini-
mize the misinterpretation about design, development, and communication systems
and develop the harmonization among data, service, and management. E-services
can be considered as one of the most important factors, and the projected framework
ensures the ease of access of services anytime, anywhere without being delimited by
any periphery. These two models are described below in brief.

3.1 Contextual Mobile Payment System Implementation

Five players or entities are included in the projected system shown in Fig. 1 named
user, network operator, merchants, bank, and cell phone manufacturer that are placed
in the management level of ICTization model. Integration of mobile payment system
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Fig. 1 Contextual mobile payment system [3]

entities is the significant factor to develop a global open solution model in lieu of a
closed system given a small scope. The functionalities of these entities are as briefly
followed:

• Customers or mobile users are capable to purchase the products from merchants
and can make transaction even with others through mobile phones.

• The merchant play the role of a middleman who provides the requested services
for the users.

• The network operators are responsible for the network connectivity in mobile
devices and manage the user’s authenticity.

• Bank plays the role of a financial institute that is responsible for payment procedure
and monitors the flow of transaction.

• Device manufacturers are responsible to develop a generic ground for payment
functions as the demand of users.

The projected model allows subscribers to buy products, balance inquiry, and
money transfer to bank accounts through mobile SMS. It will enable users to check
the transaction status and history such as the amount is left to use, the amount has
been spent in the last day, week, and month, transaction acknowledgement, balance
notification, etc.
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For instance, when a subscriber desires to buy a transportation card, he/she can use
mobile phone to pay directly from his/her own bank account. According to the steps
in Fig. 8, user plans to obtain any services and/or goods utilizing mobile devices with
projected application from different kinds of services integrated with the application.
The apps/icons which are included in the mobile phones will be used to provide the
desired facilities to the consumer. Users pay for the applications or services and
proceed to advance activities. The procedure of these sending and receiving services
is happened between the user and the provider where merchant acts as the third party
who becomes connected with both ends and ensures authentication.

If a consumer desires to pay for the products and/or services, merchant will inform
the bank about the particular client and provide support to accomplish the financial
transaction. Afterward, the bank will conclude the financial transaction with con-
sumer and provider and inform the merchant to give the specific products or services
to the client. At last, the merchant will offer the services or products to the consumer
and the consumer can consume the products and/or services without any disturbance.

3.2 Contextual E-Healthcare Model

The anticipated model supports ambient healthcare services as supported by our for-
merly planned model frameworks. Five entities are included in our system as shown
in Figs. 3 and 5 named as patient, merchants, home network, network operators, and
healthcare centers. The functions of these entities are given below in brief:

Sensors are integrated into patients and patients can utilize their home networks
for requesting and receiving the desired services. The home network can be consid-
ered as the combination of mobile devices like cell phone, laptop, and PDA with
Internet functionalities. The merchants plays the role of a middleman to define and
provide the services as requested by the patients. They will also communicate with
banks regarding financial transactions. The network operators like mobile operators
and ISPs will provide the network connectivity to mobile devices and manages the
subscriber’s authenticity (Fig. 2).

The healthcare service centers can be considered as the collection of hospitals and
diagnostics center together with expert physicians and researchers. These centers are
scattered in several cities and countries as well. To be noted, the patient information
(located in databases) is shared among these centers. As for illustration, patients can
appeal the services through their home network both manually and automatically.
If we consider the automatic service, the sensors are used to capture the raw data
like heart bit, pulse rate, motion, etc. and transmit the data to the home network. On
the contrary, patients can utilize their home networks to demand explicit services
manually where home network forwards the data to the merchant in order to verify
the validity and authenticity of the client. The data can be sent in two ways such as
IP traffic and mobile traffic as chosen by the patient. As a result, user can demand
the services both using email and cell phones.
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Fig. 2 Contextual e-healthcare model [2]

The procedure of sending and receiving services and application happened
between consumer and provider, and themerchant acts as the third party that commu-
nicates with both sides and ensure authentication. The merchant can communicate
with banks to meet financial transactions as well. As for illustration, if a consumer
needs to pay for any registrations or services, merchant can inform the bank that the
specific user wants to accomplish the financial transaction. Afterward, the bank will
conclude the financial transaction with client and provider and inform the merchant
in order to grant the specific service to the consumer. Next, merchant will inform
the consumer. To be noted, the healthcare centers sustain an interaction with both
service provider and merchant in order to confirm the legitimacy of the client. At the
end, the demanded services will be received to the consumer through the merchant.

To be noted, we considered 2FA in these proposed models which is proven to be
insufficient in terms of security. However, phishing attack is one of themain concerns
for these models which need to be addressed and mitigated. In addition, additional
cost to ensure authentication will affect the utilization of these models.
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4 Proposed Multifactor Model

Most of the e-services inBangladesh use 2FAby combining knowledge base and one-
time password (OTP) base together. Here, we have combined three factors together
to authenticate a user as shown in Fig. 3. An extra factor, security image with caption
for defending the phishing attack was included.

Figure 3 describes the authentication procedure between a user and authentication
server. At first, user puts the email ID on the site. According to user ID, server replies
his/her security image and caption. If the client verifies the image and caption as given
through registration time, password is put. Phishers can send similar login page via
email, SMS, or other media, but they cannot send security image and caption. When
server confirms a valid password, OTP is provided to the client. After the successful
OTP reply, authentication process will be completed.

Figure 4 shows the process flow of the authentication approach. When a user
needs to login into the site, he/she enters the username at first. According to the
username, the site displays the predefined image and caption which was set by the
user during the registration phase. If the image and caption match with previous one,
the password is put afterward.

Fig. 3 Authentication
procedure flowchart
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Fig. 4 Authentication
procedure

5 Result

As a part of our research, we made the survey on two types of users: technical and
nontechnical.

• Technical: The students who have knowledge on computer applications
• Nontechnical: The students who do not have much knowledge on computer appli-
cations.

52 studentswere randomly selected fromdifferent facultieswhere 27 of themwere
technical students and 25 nontechnical students. Two different look-a-like sites for
login were provided where one is valid site and another is phishing site with different
URLs. After that, data were collected from user who logged into the phishing site
or who denied to login. We made the survey in two different phases: (1) Before
registration and (2) after registration. Before registration, as can be seen from Fig. 5,
72% of the total students were unable to identify the phishing site which comprises
62% technical and 80% nontechnical students.

After that, users have to complete the registration. From Fig. 6, we can see users
have to register themselves with their name, email ID, and password. Most impor-
tantly, users have to select their own image and caption which will be used for
authentication purpose.
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Fig. 5 Phishing result with 2FA model

Fig. 6 Registration
procedure

Thereafter, the security image is verified in three steps.

Step 1: The registered user gives his/her user ID, as shown in Fig. 7.
Step 2: Server returns his/her security image and caption (Fig. 8) according to the
email ID.
Step 3: The user confirms security image and password will be required to enter the
desired site.

After registration, it can be seen from Fig. 9 that only 13% of total students failed
to identify the phishing which includes 7% technical and 16% nontechnical students.
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Fig. 7 Enter only user ID

Fig. 8 Security image

If we compare our multifactor authentication model with tradition 2FA model, the
result is improved by 59% points for total students, 55% points for technical and
64% points for nontechnical students.

Next, we made an another survey based on two factors:

i. Agreeable: Users find this model effective and would like to continue.
ii. Annoying: Users find this model complicated and denied to continue.

Based on Fig. 10, it can be stated that most of the users find this model an efficient
one to prevent phishing attack. 88% of total students agreed to continue where only
11% denied. In addition, the difference between agreeable and annoying is 84% for
technical and 66% for nontechnical students.
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Fig. 9 Comparison between 2FA and MFA model

Fig. 10 Comparison between agreeable and annoying

6 Discussion and Conclusion

This paper is developed on previously developed e-service model which can extend
the effort on enlightening depiction of ICT setup. Taking the business into account,
this paper will assist in providing a system to categorize detailed collection of ICT
infrastructural features to achieve a secured authentication. On contrary, from the
social standpoint, this paper will offer a collective framework with a goal to obtain
secured citizen concerned services. We used 2FA in our earlier proposed e-service
model. To be noted, password is the key element for single-factor authentication
which cannot be considered as secures in the present e-commerce and Internet world.
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Attackers can use sophisticated applications to find out easy guessing password
like name, birthdate, phone number, etc. 2FA techniques are currently being used
by most of the e-services in Bangladesh. The combination of knowledge base and
possession base factor like one-time password (OTP) also cannot avoid phishing
attack. In this paper, by carrying out survey, we collect login behavior of 52 students
with phishing site. Using survey data, we have found that 72% of total students
compromise their password with phishing site and then we propose three-factor
authentication mechanisms by combining existing 2FA with security image.

The proposed multifactor model is experienced to be better than traditional 2FA
model by 55 and 64% points in case of technical and nontechnical students. Impor-
tantly, most users have found this model effective and have decided to continue with
the suggested approach. In short, this paper aimed to validate previously proposed
models in terms of authentication without adding any extra cost taking developing
country like Bangladesh in concern. Besides, we also addressed the user partici-
pation in accepting the multifactor authentication model. Therefore, surveys were
conducted to compare the traditional 2FA models with the proposed multifactor
authentication model. The outcomes and suggestions are set in the designed model
where the cost-effectiveness was one of the primary concerns. Besides, the execution
of this model can play noteworthy part in m-commerce that will have an enormous
success in terms of authentication of e-service system in Bangladesh.
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Study on Energy-Efficient
and Lifetime-Enhanced Clustering
Algorithm-Based Routing Protocols
in Wireless Sensor Network

Ishita Banerjee and P. Madhumathy

Abstract The sensor nodes in wireless sensor network (WSN) come with limited
battery life, thus energy usage in WSN is to be handled with great care. The routing
protocols are the major research area to work on the QoS of the network such as
network lifetime, scalability, energy consumption, packet overhead, etc. Since sensor
node posses limited battery life, to use nodes efficiently yet not loosing connectivity
in the network becomes a major issue in designing the routing protocols. To achieve
energy efficiency and better network lifetime, grouping of sensor nodes into small
clusters and selecting one cluster head seems to have more advantages in comparison
with other network models to get better scalability, robustness and end-to-end data
delivery. In this paper, we have discussed and studied the different energy-efficient
routing protocols for clustering of sensor nodes inwireless sensor network, its merits,
demerits and applications.

Keywords WSN · Energy-efficient routing protocols · Clustering algorithms

1 Introduction

Wireless sensor network (WSN) is a widely used area of communication in recent
days that faces few networking issues while implementation such as different appli-
cation fields, limited resources availability and functionality, packet dimensions, and
multi-hop transmissions for mobile users in dynamic scenario. Applications ofWSN
arewidely spread and hardly left any area untouched such as environmental and habi-
tat monitoring [1] such as water quality [2], river/flood monitoring [3], fire detection
and rainfall observation in the field of agriculture, and also extends its applications in
the field of military [4], coal mines [5], education [6], health monitoring [7] as well
as medical diagnostics, and many more. Wireless sensor network basically consists
of nodes which might have sensors to gather data. A common working of suchWSN
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is collection or generation of data in the sources and sending the data to the intended
sinks through wireless communication. This whole network is based on few inter-
mediate nodes. The wireless communication that takes place here is through radio
which is energy-expensive method. Effective use of this kind of transmission causes
the nodes to loose energy and eventually resulting in data collection loss and loss
or delayed data delivery. Though loss of few nodes is tolerable, loss of some highly
dependable or critical node may cause serious harm to the end-to-end connection.

Routing protocol classifications are based on functioningmode, participation style
and network structure. In the study of Li et al. [8], on the basis of functioning mode,
it can be subdivided into proactive routing protocols, reactive routing protocols and
hybrid routing protocols [9]. In the first case, i.e. proactive routing protocol, data is
sent to the base station through predefined path. In reactive routing protocol, path
is established on demand. Hybrid types already establish path initially but modify
according to the need for the improvement of the communication. On the basis of
network structure, it can be subdivided into data-centric routing protocol, hierarchi-
cal routing protocol and location-based routing protocols. The data-centric routing
protocols are sink initiated. Hierarchical routing protocols [10] are cluster-based,
energy-efficient routing protocols where low-energy nodes capture data and high-
energy nodes process and transmit data. Location-based routing protocols forward
data at each hop to the neighbour node which is geographically located nearest to the
sink. Here, the location of the nodes is to be known using GPS to find the optimum
path. Depending on participation style, the protocols are classified as direct commu-
nication, diffusion-based and clustering-based. In the study of Kaur and Kad [11]
and Yi [12], closely classifying, following are the protocols that are used according
to the way the nodes participate in transferring data to the destination.

• Direct communication (base station and nodes can communicate to each other
directly).

• Diffusion-based (this type of algorithm uses location data).
• E3D (majorly diffusion-based, uses location data as well as residual energy, node
utilization).

• Random clustering (chose cluster head randomly, collect all node data present in
that cluster and forward to base station).

• Optimum clustering algorithm (based on physical location and residual energy,
cluster head formation strategy changes after few rounds of communication for
optimum cluster formation).

Themajor issue in designing anywireless sensor architecture is limited battery life
of the sensor nodes which link the communication process. For effortless end-to-end
data delivery, increased lifetime of the network is required which could be achieved
by grouping few nodes and selecting one cluster head rather than randomly sending
the data directly through available nodes to the base station. As soon as a cluster is
formed and a cluster head is selected, the cluster head is in terms of maintaining the
data of each node in that cluster and is responsible for packet transmission to the
destination or sink node. In this paper, we shall discuss few energy-efficient routing
protocols for cluster-based network of nodes in WSN.



Study on Energy-Efficient and Lifetime-Enhanced… 89

2 Related Work

The few popular clustering-based routing protocols such as LEACH [13], PEGA-
SIS [14] and HEED [15] posses their own advantages and disadvantages in terms
of load balancing, lifetime of network, scalability and fields of application. LEACH
and HEED routing protocols are the clustering protocols which work in homogenous
WSN, whereas BEENISH works in heterogeneous platform. BEENISH utilizes four
different advanced energy levels improvising the previous protocols such as the two-
level heterogeneous ones like stable election protocol (SEP), DEEC [16] andDDEEC
[17], and also the three-level ones like EDEEC [18]. If network lifetime or through-
put is considered, then iBEENISH performs better than BEENISH. MBEENISH
and iMBEENISH give better results than BEENISH and iBEENISH if we consider
sink mobility model facilities [19]. An energy-efficient routing protocol (EERP) is
implemented to maximize network lifetime of WSNs using an optimal aggregated
cost function and A* algorithm [20]. In this paper, the authors have selected optimal
and shortest path between source and sink based on residual energy of sensor nodes,
free buffer of the nodes and link quality between sensor nodes. Here, A* algo-
rithm [21] is implemented to select optimal path to process the above-mentioned
parameters. Another improved routing protocol named EE-LEACH [22] yields bet-
ter performance in comparison with the LEACH by increasing packet delivery ratio,
reducing end-to-end delay, optimizing energy consumption and thus increasing net-
work lifetime. Cluster-based ACO BAN [23] creates a routing table from where
it selects minimum cost function value to find the optimal path in between source
and sink and provides less overhead, minimum number of packets delivered within
intermediate nodes and high data transmission rate. The protocol PDORP [24] uses
the characteristics of efficient gathering of sensor information system. It also uses
PEGASIS and DSR [25] routing protocols for reduction of energy consumption and
network overhead and faster response time, and ensures better connectivity of nodes.
The hybridization of genetic algorithm along with bacterial foraging optimization
[26, 27] used by PDORP proposes the optimal path. The E2HRC [28] routing proto-
col effectively balances the energy usage of wireless sensor network, thus decreasing
energy consumption of nodes as well as reduced numbers of control messages. Load-
balancing cluster-based protocol (LCP) [29] is a modified version of HEED protocol
to increase the energy efficiency of the network. A reliable, energy-balancing, multi-
group routing protocol (REM) [30] is implemented in the field, and data at critical
time is to be transmitted to the fire station real time with least delay to save the crisis
situation. Another routing protocol discussed here is PECE [31] that promises better
energy balancing of the network.
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3 Study of Different Routing Protocols
for Clustering-Based Design of Sensor Nodes

Here, we have discussed few clustering-based algorithm-based routing protocols for
wireless sensor network which all promise to be energy-efficient and also increases
network lifetime to provide better connectivity.

3.1 BEENISH

In this paper, BEENISH, iBEENISH, MBEENISH and iMBEENISH protocols for
heterogeneouswireless sensor networks (WSNs) are implemented. Balanced energy-
efficient network integrated super heterogeneous (BEENISH) selects four different
energy levels of sensor nodes and selects cluster heads (CHs) based on average energy
level of the entire network and residual energy levels of each node, whereas improved
BEENISH or iBEENISH uses different CHs selection schemes in an very efficient
manner by increasing the network lifetime.Here, amathematical sinkmobilitymodel
is created which is implemented on BEENISH (Mobile BEENISH or MBEENISH)
as well as iBEENISH (Improved Mobile BEENISH or iMBEENISH). Finally, sim-
ulation results show that BEENISH, MBEENISH, iBEENISH and iMBEENISH
protocols perform better than other contemporary protocols for stability period, life-
time of network and throughput. The selected four energy levels of the nodes are as
follows: normal energy level, advanced energy level, super energy level and ultra-
super energy level. The initial energy levels for the nodes are least for normal and
gradually most for ultra-super level. Here, CH is not fixed but rotated amongst the
nodes by the probability, i.e. the ratio of residual energy level of each node in the
cluster to the average energy level of the network. Here, the nodes which have higher
energy levels are chosen as CHs which means the nosed with lower energy levels
are unused and ultra-super, super and advanced node have higher probability to be
chosen as CHs. Here, iBEENISH comes to an approach of solving this problem of
choosing only the higher energy nodes as CHs, and thus both BEENISH and iBEEN-
ISH together claim to improve the network lifetime. If sink mobility is considered,
then iBEENISH and BEENISH perform better rather than the non-sink mobility.

3.2 EERP Using A* Algorithm

The energy-efficient routing protocol (EERP) is implemented to increase the network
lifetime ofWSNs using an optimal aggregated cost function alongwithA* algorithm.
A* algorithm helps to select the optimal path from the source node to the destination
node taking into consideration of residual energy of nodes, packet reception rate and
node buffer state. Here, the sink node is having awareness of criteria of each node



Study on Energy-Efficient and Lifetime-Enhanced… 91

to find the optimal path. Thus, at the initial state, all the nodes are supposed to send
the parameters to the sink node. Now while sending data to the sink node later, the
parameters of that particular node will be appended to data packet that is to be sent
to the sink node. Depending on the parameters that the sink node already gathers,
A* algorithm finds the optimal path. As the residual energy level of a node falls
below the predefined threshold level energy, that node can no more be considered as
a part of the optimal path, thus ensuring a better network lifetime. This node whose
energy has fallen below the threshold level need not send its parameters to the base
station/sink node anymore. Here, the network load is balanced depending on the
threshold value of energy of each node.

3.3 EE-LEACH

In this paper, EE-LEACH is implemented. Generally, the nodes which have maxi-
mum residual energy if participate in any routing protocol yield energy efficiency and
better network lifetime to the network, better packet delivery ration and less energy
utilization, better end-to-end delay. This makes only the highest residual energy
containing nodes to send their data to the base station. To implement EE-LEACH
probability of coverage is calculated from Gaussian distribution function. A list of
neighbour node is created with the residual energy data information of those neigh-
bouring nodes using one sorting algorithm. If the sink node is not near to the source
node, data ensemble source node cluster is formed in a relatively small area. Taking
into account the concentration degree of the source nodes and the residual energy,
the optimal cluster head is selected for this purpose. Though energy consumption is
reduced here, data confidentiality and integrity are not considered to greater extent.

3.4 Cluster-Based ACO BAN

In the field of health care, WSN plays a major role. The routing protocol named
cluster-based ACO BAN that is to be discussed here helps to monitor patient data
efficiently while sensitively takes care of the network lifetime and energy consump-
tion of the nodes. Here, cluster caves are formed, where nodes send their data to
the cluster head and cluster head sends its aggregated data to the net cluster head.
Sensitive and important data are passed to the destination effectively and reliably in
critical situations. Here, clusters are meant to send only critical information rather
than continuous information. At need, the critical information will be shared with the
corresponding healthcare department through only the cluster heads. A probabilistic
function is created to select the cluster heads in each level. In healthcare field since
the monitoring of physical parameters are required, link failure becomes a common
occurrence. Due to dead node in the transmission path, packet loss occurs and that
misuses the bandwidth and energy. To improve this drawback, minimum numbers of
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nodes are required to forward critical data to destination. This also reduces network
overhead. Amethod using CH-ACO algorithm enhances the accuracy of finding such
path. This is mainly based on ANT colony algorithm. The algorithm finds its path
from source to destination by connecting the neighbours and also updates data in the
routing table by collecting data from the nodes regarding their residual energy. To
avoid network overhead in this process, clustering concept is usedwhich balances the
load of the network, reduces the number of intermediate nodes and finally increases
network lifetime.

3.5 PDORP

In wireless sensor network, several routing protocols are used to deal with issues
like reliability of the connection/ network, energy consumption, shortest path,
delay, network overhead, resource utilization, etc. PDORP, known as directional
transmission-based energy-aware routing protocol, is directed towards solving the
above-mentioned issues. In case of dynamic source routing (DSR) for small energy
density as the node switches from active to sleep, the data packet waits initially which
increases the end-to-end delay of packets and waiting time, thus decreasing the effi-
ciency of the network. This drawback increases energy consumption of the network.
In PDORP, the goal is to choose the dead nodes and a different path is identified by
conserving less energy. This protocol uses the characteristics of efficient gathering of
sensor information system, also PEGASIS and DSR to reduce energy consumption,
overhead, response time and connectivity issues. Hybridization of genetic algorithm
and bacterial foraging optimization helps to find the optimal path. PDORP creates a
trust list of the nodes that transmit information. This type of trust list that contains
the node parameters and which is updated after every transmission is useful at the
time of aggressive transmission and helps to prevent existing route damage. The
use of directional transmission decreases the path distance, and thus less energy is
consumed. Overall, this protocol provides less BER, less time to packet delivery,
less energy utilization, better throughput, ultimately leading to better QoS as well as
enhanced lifetime of the network.

3.6 E2HRC

There are several clustering algorithms and routing protocols in the field of wire-
less sensor network in order to encounter the problem of dying out the nodes due
to energy consumption which in turn breaks the communication channels between
the nodes. The E2HRC routing protocol effectively balances the energy usage of
wireless sensor network, thus decreasing the energy consumption of nodes as well
as reduced numbers of control messages. E2HRC is experimented in a ring-domain
heterogeneous communication topology. A topology control model is created in a
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ring domain where nodes are divided into separate levels as compared to their posi-
tions and after that ring domains are also divided. While sending and receiving data,
next hop node is selected with the optimal direction angle, thus reducing the energy
consumption. Based on the node residual energy and relative node position in the
cluster, the network is divided into different heterogeneous clusters and along with
this cluster head rotation mechanism helps to balance the node energy consumption.
E2HRC routing protocol uses two parameters as optimal direction angle along with
energy to balance energy utilization of the network.

3.7 LCP

The energy-aware distributed and dynamic load-balancing cluster-based protocol
(LCP) is a modified version of HEED protocol. HEED protocol’s clustering part is
modified to increase the energy efficiency of the network. The clustering method
has two phases known as the setup phase and the steady-state phase. Features of
LCP are as follows: The selected cluster heads advertise message within its own
cluster range. Selection of cluster heads after every round, i.e. re-clustering, is one
of the energy-consuming jobs which is eliminated in this protocol discussed here
by setting an initial time interval at the starting stage of every cycle; this helps
to delay in re-clustering message that is to be received from the base station. As
the nodes do not receive base station messages such sooner, the cluster head keeps
rotating the authority among the existing member nodes by selecting the one that
contains maximum remaining energy. LCP promises network lifetime increase in
a considerable figure in comparison with the existing protocols such as LEACH,
HEED, RHEED, etc.

3.8 REM

A variety of routing algorithms are designed in the field of wireless sensor network
that promises better performance in terms of delay, packet dropping, intrusion, energy
consumption, network lifetime, etc. A major real-life scenario arises in the field of
firefighter operation majorly known as firefighter communication where sensors are
implemented in the field and data at critical time is to be transmitted to the fire
station real time with least delay to save the crisis situation. A very fast dependable
and robust communication network is required in this situation. Design of a specific
routing protocol meets the specific need to save the crucial situation. A reliable,
energy-balancing, multi-group routing protocol (REM) is designed for reliability
and energy-balancing communication by selection metric-based CH, cluster rotation
and imposing a routing algorithm. Sensor nodes are assigned metric value, and the
nodes are chosen as cluster heads according to the highest metric value. The node
with highest residual energy and number of connections is assigned to have a higher
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metric value. When the cluster head forwards data to the base station, it also takes
account of minimum hop to the base station along with residual energy and number
of connections of the nodes. This protocol offers low latency, more reliability, good
energy balancing and longer network lifetime.

3.9 PECE

The routing protocol named predictive energy consumption efficiency (PECE) for
WSN consists of the steps: cluster formation and stable data transfer. First, cluster
formation is done based on forming an energy-saving routing algorithm which takes
into account the node degree, residual energy of the nodes and distance of the route,
i.e. path between the nodes. Cluster head is selected according to the node degree and
node relative distance to provide better coverage and to minimize communication
cost within the cluster. These formed clusters determine the number of CHs and
each cluster size, and also reduce path cost between member nodes and CH within
the same cluster, increasing the overall cluster performance. The stable data transfer
stage in PECE data transmission is designed with bee colony optimization (BCO).
Here, two different bee agents are used to predict the optimized route according to
the energy consumption, neighbour hops and delay in the network. This procedure
improves the energy balancing of the network (Table 1).

4 Conclusion

Growingdemand in thefieldofWSNaccelerates the research scope in this field.There
is hardly any domain where communication is not addressed through WSN. Since
sensor nodes contain limited battery life, proper energy balancing and utilization
is major concern in designing any routing protocol. Clustering routing protocols
show better energy efficiency, reliability, load balancing and network lifetime in
comparison with direct communication or diffusion-based routing protocols. The
logic behind the protocols is epitomized along with the advantages and areas that
could be improvised. We have also mentioned the possible application domains of
the protocols discussed.
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Role of Fog Computing in IoT-Based
Applications

Charul Thareja and N. P. Singh

Abstract Internet of Things (IoT) as the name suggests is an interconnection of
our daily usage items like smartphones, cars, laptops, tube lights, electric fans, etc.
With the inception of IoT, each and every electronic item in this world would have
an IP address. It would transform our way of interaction, making our life more
autonomous. The essential requirement for the upcoming of this technology includes
real-time response, low latency, fast processing and computation capabilities. These
features being difficult to be handled by cloud data centres because of their remote
location leads to development of a new technology called fog computing, which
is an extension of cloud computing services from cloud data centres towards the
edge devices. Fog computing possesses some security and privacy threats which are
discussed in this paper. There is a need to resolve these threats so that people use
fog-based IoT applications without any reluctance. Some of the solutions proposed
are also mentioned in this paper.

Keywords IoT · Fog computing · Cloud computing · Applications · Challenges

1 Introduction

Internet of Things (IoT) is the interconnection of billions of devices that can interact
and share resources with the help of embedded software, sensors and other electronic
equipment [1]. The IoT possess applications in almost all domains like military for
battlefield surveillance [2], health care for patient’s health monitoring [3], environ-
ment for analysing moisture content in soil [4], etc. It is inferred that IoT is going
to make our life autonomous, which can be illustrated from one of the most com-
mon applications of IoT, i.e. Smart home application [5], enabling lighting system,
room temperature, entertainment system and other electronic devices to be controlled
automatically, with the help of sensors.
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The above-mentioned IoT applications collect a huge amount of data, which needs
to be processed or analysed. Presently, with 23.14 billion Internet-connected devices,
the cloud data centres can handle the amount of data gathered by them, but with the
rapid growth of Internet-connected devices, which is estimated to increase up to 500
billion by 2025, the data to be processed will also increase with the approximation
of about 500 zettabytes by 2019, which is beyond the handling limit of cloud data
centres [2]. So, the need of the hour is to have a scenario in which the data is analysed
in real time and only some of the data which require huge computations, or which
are necessary for storage, need to be sent towards the cloud DCs.

IoT applications possess different characteristics, like data storage, huge com-
putations and real-time responses. For data storage and huge computational task,
cloud computing is a good solution. But for real-time response, it becomes difficult
for cloud data centres to handle IoT applications, because cloud DCs are remotely
located and leads to poor QoS. So, the need is to bring these cloud services from
far-away places to near the user devices, which is done through fog computing.

Thus, fog computing can be defined as an extension of the cloud computing
for the real-time, latency-sensitive applications, which consists of a combination
of heterogeneous, decentralized devices, communicating and cooperating among
themselves to perform data storage and various data computation tasks [6].

The remainder of the survey is organized as follows. Section 2 represents the
features of fog computing along with its comparison with cloud computing. The
architecture of fog computing has been reviewed in Sect. 3. Role of fog computing
in different IoT-based applications has been discussed in Sect. 4. Sections 5 and 6
include the various security and privacy threats of this system andmeasures to secure
it, respectively. Finally, the survey is concluded in Sect. 7.

2 Features of Fog Computing

Many of the features of fog computing are similar to that of the cloud computing but
some are different. Both have been described briefly. The similar features include
the following:

• Mobility Support [7]: Mobility is the ability to move. Through fog computing,
IoT devices acquire this ability without being disconnected from the fog nodes.
Fog services are ubiquitous in nature. Hence, mobility support offered by cloud
data centres is limited as compared to the support provided by fog nodes.

• Heterogeneity [8]: The data is collected from Internet-connected devices that can
be either mobile IoT devices including wearable devices (fitness tracker, smart
cameras, etc.) and mobile smart devices (vehicles, smartwatches, etc.) or fixed
IoT devices including sensors and RFID tags deployed on specific areas of prod-
uct. Collected data is then transferred to the fog nodes (basically routers, gateways
and switches) which are deployed in diverse environment like on the roof of build-
ings, in smartphones, in traffic lights and so on, making the whole architecture
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heterogeneous. Same heterogeneity is seen in cloud computing but with the dif-
ference that data instead of being collected by fog nodes is collected by cloud data
centres which are remotely located.

• Online analytics and interplay with cloud [9]: Fog nodes acts as an intermediate
between the IoT devices from which the data is being collected and the clouds
where the data is to be sent for storage. This feature of fog computing can be
explained with the help of an example of smart e-healthcare centre. The data from
the sensors deployed on the patient’s body is being collected continuously by fog
nodes, which is being analysed in real time to detect emergent event. If everything
seems to be normal, and then the data is sent to the cloud for storage. Otherwise,
some necessary steps are taken to help patients like ringing alarms and sending
alert messages to the doctor. Until the doctor arrives, sensors on the patient’s body
take active actions to give them intensive care. It can be said fog layer is an interface
between the device layer and the cloud layer. Similar analysis is performed by the
cloud data centres but with some delay and with only two layers (Device layer and
cloud layer).

Some of the distinguishing features from the cloud computing are enlisted below:

• Location Awareness [10]: The location of the fog nodes can be tracked easily to
provide real-time services to the user devices. Based on the knowledge of location
of fog nodes, device region can also be identified easily.

• Geographic Distribution [10]: The fog nodes that are geographically distributed
may be on the roof of the building, on smartphones, on top of the vehicle and at
the point of interest so that it is able to provide services to IoT devices, i.e. collect
high data stream from IoT devices for processing.

• Low Latency [9]: Fog nodes being deployed nearer to the user devices and pos-
sessing the necessary capability of storing and computing data are able to provide
services with much less time as compared to that taken by the cloud.

• Large-Scale IoT Application support [8]: Large-scale IoT application includes
large number of sensors, and thus a large number of data for computation and
processing to be handled in real time, which is a cumbersome task for cloud
computing but can be easily handled by fog nodes which are ubiquitous and has
the expertise to manage huge number of IoT devices.

• Decentralization [8]: Fog computing is a decentralized network. No central server
is present to provide services and resources. Fog nodes arrange itself automatically
to provide real-time services to the IoT devices.

Table 1 shows the comparison of different features of cloud and fog.

3 Architecture

The fog computing architecture is illustrated in Fig. 1. It is a three-tier architecture.
Tier 1: The bottom tier known as the device layer consists of the different smart

devices includingmobile IoTdevices, i.e. the devices carried by their users like fitness
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Table 1 Comparison of different features of cloud or fog [2]

Features Cloud Fog

Latency High Low

Mobility N/A Yes

Architecture Centralization Decentralization

Service access Through core At the edge/on handheld device

Location awareness N/A Yes

Geographic distribution N/A Yes

Scalability Average High

Availability High High

Number of users or devices Tens or hundreds of millions Tens of billions

Content generation Central location Anywhere

Content consumption End devices Anywhere

Software virtualization Central corporate facilities User devices/network
equipment

Fig. 1 Fog computing architecture
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trackers, bracelets and smart devices like smartphones, vehicles, smartwatches, etc.
and the fixed IoT devices including RFID and sensor nodes which are attached on
the items to perform some specified task. These heterogeneous devices transmit data
to the upper tier.

Tier 2: The second tier known as the fog computing layer consists of intelligent
devices called fog nodes which are routers, gateways, etc. that possess the ability of
data storage, computation, routing and packet forwarding.

Tier 3: The uppermost layer is known as the cloud computing layer,which consists
of data centres and big servers. The data which requires large historical data for
processing or huge computational tasks is sent to the cloud layer.

Different smart devices also known as the terminal nodes join together to form
virtual clusters (VCs). Different VCs together form an edge virtual private network
(EVPN). The data from theVCs is sent to the fog instances (FIs) via edge gateways for
computing, storage, etc. The fog layer is divided into two parts, one is fog abstraction
layer, which manages the fog resources, enables virtualization and provides user’s
privacy. Another part is fog orchestration layer, consisting of a software agent called
foglet, which checks the state of device. Within the fog instances, data is processed
and analysed, whether it requires real-time service, temporary storage or permanent
storage. For permanent storage or long-term storage, data is sent to the data centres
or cloud layer but for short-term evaluation, data is processed in fog layer only. Thus,
the fog computing architecture allows the efficient utilization of cloud Layer [11].

4 Applications

Fog nodes play four important roles, namely, real-time service for fog, transient
storage for fog, data dissemination for fog and decentralized computation for fog.
Based on these roles, some of the important applications have been discussed below.

4.1 Real-Time Services for Fog

Cloud data centres being far away from the IoT devices takes a lot of time in analysing
and computing the results of data, because first the data is sent to the cloud, then in
DCs it takes some processing time and after that the analysed result comes back to
the device. So, three different times are being added here: time taken by data to reach
the cloud (Tc), processing time (Tp) and time taken by the analysed data to reach
back to the device (Tr) [12]. So, the expression for total time (Tt) can be written as

Tt � Tc + Tp + Tr
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But in case of fog computing, fog nodes being nearer to the fog devices, the data
after the analyses reaches within microseconds to the required destination. Though
all the three times which are added in cloud computing scenario are added in fog
computing also, the time taken by data to reach to fog nodes is much less as compared
to that of the cloud. Thus, for real-time applications like in Battlefield Surveillance, it
is really important for us to get the information regarding the entry of an intruder into
our land, so that some necessary steps can be taken to avoid any kind of uncertainty
in our country. But, if we depend upon cloud data centres for this information, then
the security personnel will get the data when the intruder has already entered the
land. So, for latency-sensitive applications, fog nodes act as a private cloud for the
IoT devices.

Some applications of fog nodes which offer real-time control and fast decision-
making capability are smart traffic light, decentralized vehicular navigation, home
energy management, e-healthcare services, etc.

• Smart Traffic Light [13]: In this application, the fog nodes are deployed on the
traffic light pole and takes necessary actions according to the data collected by the
sensors,which are installed on the road, on traffic signal pole andmanymore places
for covering the whole view of the Carrefour. The light sensors when detecting the
flashy lights of ambulance and police vans send the data to fog nodes, which then
take urgent steps to let these emergency vehicles go first. Some sensors send the
details of the speed of pedestrians and the bicyclers crossing the road towards the
fog nodes, and accordingly the traffic signals are arranged by giving them enough
time to cross the roads. Not only this but fog nodes also try to avoid collisions by
sending warning messages to the vehicles which are approaching with high speed.
The sensors deployed on roads continuously gather data regarding the speed of
vehicles or send it to fog nodes for further analyses. Thus, this application, with
the help of fog computing, is going to reduce the number of accidents.

• Healthcare and Activity Tracking [14]: The scenario can be understood in three
layers: in the first layer, all the sensors are includedwhich are deployed on the body
of the patient for collecting data from all the ICUs. In the second layer, fog node,
i.e. Private cloud of hospital, is present to deliver fast responses after analysing
the data provided by sensors like sending messages to doctor or starting alarms
during emergency situation and giving necessary instructions to the sensors to
take preventive actions until the doctor arrives. The third layer consists of a cloud,
which is just for storing all the details of the patient. If there is a need to check
medical history of patients, then this layer comes in use.

4.2 Transient Storage for Fog

When the data is to be stored temporarily, i.e. for about 1–2 h, or if the data is to be
accessed frequently then instead of storing it in clouds (because storage space and
bandwidth would be wasted), it can be stored in fog nodes and when the necessary
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updates have been done on the data then it can be either discarded or sent to the clouds
for permanent storage. When some files which need to be accessed continuously for
real-time application are stored in cloud, then delay is added to the response.

This role of fog node is useful in various applications including content caching,
shopping cart management, software and credential updating, etc. Some of them are
discussed below.

• Content Caching [8]: The data which is accessed by the user for the first time
comes from the cloud and gets stored into the fog node. The second time when
some other user wants to use the same information then there is no need to go to the
tier 3 again as the data has already been cached from cloud to the fog node. Hence,
the second user gets faster response as compared to the first one. Its working is
same as that of the cache memory in computers. This application can be used in
interstate buses by employing a fog node on the top of the bus providing freeWi-Fi
as a social service, and then all the passengers can access the data using that fog
node.

• Shopping Cart Management [8]: Traditionally, while e-shopping, the data of
e-cart needs to get updated in the cloud, which used to add delay to the services
of the customer. But with the advent of fog computing, the cart information gets
cached into the fog nodes, where the necessary updates are done by the customer
after that when the customer logs out his/her account, then the data is sent back to
the cloud for storage. This procedure reduces the amount of delay in services and
even increases customer’s satisfaction.

4.3 Data Dissemination for Fog

Being themiddle tier in the fog computing architecture, fog nodes act like an interface
between the IoT devices and the cloud data centres. The fog nodes either collect data
from IoT devices and send it to cloud or collect data from cloud data centres and
send it to IoT devices. Fog node acts as a router, helps in packet forwarding, can
work as a data aggregator, and can also perform simple processing for choosing the
proper audiences to whom the information should be sent.

The applications including data dissemination for fog includes energy consump-
tion collection, local content distribution and fog-based malware defence. Some of
them are discussed below:

• Local Content Distribution [15]: Local fog nodes provide useful information to
the users passing by, e.g. users are given updates about the traffic, hotels, restau-
rants, gas stations, while they are travelling and if simple processing is done, then
the messages of nearby hotels, restaurants, etc. would be sent to a person who is
sensualist and about amusement parks to a person who is adventurous, etc. This
application can also be used in parking navigation service [16], by suggesting the
drivers the right place to park, with the help of various sensors and cameras being
deployed in the parking area.
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• Fog-based Malware Defence [8]: If malware defence hardware and software are
installed in each of the devices, then it wouldwaste a lot of storage space andwould
require timely processing (more battery backup). So to avoid it, if the malware
defence system is installed on the fog nodes, then it would act as shared resource
for all the IoT devices to detect the infected files on compromised devices, and
then clean them.

4.4 Decentralized Computation for Fog

Fog nodes provide decentralized computation services, which aid both the ends, i.e.
user devices and cloud centres from heavy computations. Like in mobile phones, all
the computations and processing cannot be done because it will consume battery, so
to avoid it, computational task is transferred to the fog nodes, which sends analysed
data back to device, after processing. Likewise, for every small computation, earlier
the mobile devices used to offload data to cloud DCs, adding latency to the process,
wasting the bandwidth and even wasting the computational resources, which is now
performed by fog nodes.

The applications supporting the above feature are computation offloading, aided
computation and big data analytics. Some of them are discussed below.

• Computation Offloading [17]: Though clouds possess huge computational capa-
bility, it consumes a lot of energy and adds latency in providing services to the
devices. Fog computing brings these computational services towards the user
devices. The IoT devices can fully exploit the computing resources of the fog
nodes even for simple processing and it also reduces the computational burden on
clouds.

• Big Data Analytics [18]: As the number of IoT devices is increasing, the amount
of data collected by these devices is also increasing. Analysing huge amount of
data at cloud DCs would be difficult; instead, the task can be distributed among
different fog nodes. Like, when finding a missing person, instead of analysing all
video recordings collected at cloud DCs, the task is divided into each fog node to
check the records. Thus, performing local analytics at the fog nodes makes process
fast and reduces delay.

5 Threats of Fog Computing

The threats which have restricted the growth of cloud computing and fog computing
are security and privacy threat. These are discussed below.
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5.1 Security Threat

Fog computing is more secured than cloud computing because of two main reasons.
First, the data is transferred locally between the data sources and the fog nodes,
and the dependency on Internet connection is reduced. Since the data is being stored,
analysed and transferred locally, it becomes difficult for hackers to access user’s data.
Second, the information exchange between the cloud and the smart devices does not
take place in real time which does not let the tracker find critical information of the
user.

Fog computing beingmore secure than cloud computing cannot be said to be fully
secured; as the user’s data reaches to the employees employed at fog nodes, they may
misuse their data and this even leads to privacy leakage. Some of the security threats
are as follows:

• ForgeryandSpam: Someattackersmaymake their fake profiles andmayeven add
fake information about them on it, to mislead other users. This also causes wastage
of storage, bandwidth and energy. Spam refers to the redundant or unwanted infor-
mation, which unnecessarily wastes the storage resources.

• Tampering: Some attackers try to interfere with the data sent by the user. They
can either alter the data or drop the data; the purpose is that the real data should
not reach the destination. Being wireless communication, it becomes difficult to
detect whether this drop occurred due to transmission failure or by some intruder.

• Jamming: Some attackers generate a huge amount of redundant or fake messages,
so that no other user can utilize the computation and routing services of fog. The
purpose is to jam the communication channels. It can also be said as Denial-of-
Service, when some legitimate user is not able to use the services of fog because
it is being flooded with fraudulent data. It is common in fog because of its limited
resources.

• Eavesdropping: Some attackers continuously listen to the communication chan-
nel, to get the important details. This type of attack is common when data encryp-
tion techniques are not used.

• Collusion: Two or more parties can combine together to fraud a legal user. The
two parties combined can be IoT devices, fog and IoT device or cloud and fog,
etc. This is going to double the attack capability.

• Man-in-the-Middle: There may be an attacker sitting in between the two parties,
listening to their conversations,who is secretlymodifying thedata being exchanged
between them and the two parties do not even get to know it.

• Impersonation: There can be a situation in which an illegal user can act as a
legitimate user to utilize the services provided by the fog nodes or it may happen
a fake fog is providing services to the legal users and maliciously utilizing the
information provided by them.
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5.2 Privacy Threat

It is also an important issue as the user’s data is being processed, shared and collected,
and no user wants his/her data to be leaked. There are four kinds of privacy threats
which includes identity, data, location and usage privacy.

• Identity Privacy: User’s identity includes his/her name, address, Aadhar card num-
ber and some more personal details which are easily disclosed during checking
the authenticity of a person while they are availing for the services of the fog.

• Data Privacy: When users utilize the fog services, some of the information about
user like its occupation, health status, preferences are exposed to some third party
which maintains the user’s data at the fog node.

• Usage Privacy: Usage pattern tells when the users utilize the fog node services,
which gives the information about the living pattern of the user including, when
they sleep, when they wake, at what time they go to office and many more details,
which are really dangerous if it gets into wrong hands.

• Location Privacy: Location privacy is something which every user has to sacrifice
in order to enjoy different online applications. If a user utilizes some fog node
services, his/her location can easily be accessed by finding the fog node to which
it is connected and an attacker can even detect the trajectory of a user.

6 Fog Security

The threats mentioned above leads to the unwillingness of users to utilize fog-based
IoT applications. So, this generates a need to secure fog computing. In this section,
the security and privacy challenges have been further discussed and the measure
which should be taken to avoid these challenges is also discussed. It is divided into
four parts similar to the applications studied above.

6.1 Challenges and Solutions on Real-Time Services

Fog computing provides various fog-assisted IoT real-time applications, which due
to security and privacy threats has not been utilized fully. Some of the challenges
faced in these applications with the solutions to them are enlisted in Table 2.

6.2 Challenges and Solutions on Transient Storage

Transient storage capability provided by fog allows users to maintain their data
provisionally. The users will be using these services only if they are sure that their
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Table 2 Security challenges and solutions in real-time services application of fog computing

Role Security challenges Security solutions

Real-time services Identity
authentication

Identity authentication [19]
Cooperative authentication [20]
Anonymous authentication [21]

Access control Role-based access control policy [22]
Attribute-based access control policy [23]

Table 3 Security challenges and solutions in transient storage role of fog computing

Role Security challenges Security solutions

Transient storage Sensitive data Identification and
protection

Symmetric encryption [24]
Asymmetric encryption [25]

Secure data sharing Proxy re-encryption [26]
Attribute-based encryption [27]
Key-aggregate encryption [28]

Table 4 Security challenges and solutions in data dissemination role of fog computing

Role Security challenges Security solutions

Data dissemination Secure data search Symmetric searchable encryption [29]
Asymmetric searchable encryption [30]

Secure content
distribution

Secure service discovery [31]
Broadcast encryption [32]
Key management mechanism [33]
Anonymous broadcast encryption [34]

data is safe, and there would be no privacy leakage. The challenges faced in transient
storage and the solutionswhich can be used to provide security are enlisted in Table 3.

6.3 Challenges and Solutions of Data Dissemination

Fog nodes act as an intermediate between the IoT devices and the clouds. So, it
requires the information which is being passed between the two ends that should be
accurate. The challenges which are faced and the measures which can be taken for
efficient data transmission are listed in Table 4.

6.4 Challenges and Solutions of Decentralized Computation

Fog nodes instead of storage capabilities also possess computational capabilities.
These computations can be hacked by an attacker, and he/she may be controlling
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Table 5 Security challenges and solutions in decentralized computation role of fog computing

Role Security challenges Security solutions

Decentralized computation Verifiable computation Privately verifiable computation
[35]
Publicly verifiable computation
[36]

Secure-aided computation Server-aided verification [37]
Server-aided encryption [38]
Server-aided key exchange [39]

them and misguiding user. Not only this but there are some more problems which
can be faced by user and various solutions to resolve these challenges that are listed
in Table 5.

7 Conclusion

Fog computing is not a replacement of cloud computing, but it complements it. Both
the technologies when used together form a new breed of technology that serves
various IoT applications which may deal with computing, or storing temporary data,
or acting as an interface between two layers, or serving real-time applications. This
new technology in spite of making our life autonomous is surrounded by some
security and privacy threats which need to be resolved to enjoy fog computing.
Some of the techniques to resolve the challenges have been mentioned, but this is an
open research issue and needs more inputs.
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Single Horizontal Camera-Based Object
Tracking Quadcopter Using StaGaus
Algorithm

Lakshmi Shrinivasan and N. R. Prasad

Abstract This research is a solution to the problem of a hardware platform of object
tracking drones. This platform can be used to build further advancements such as
selfie drones, follow-me drones for adventure sports and robot pets. StaGaus algo-
rithm has been derived using first principles and is compared against standard algo-
rithms like SRDCF. The algorithm is tested on, an on-board two Android phones for
real-time telemetry. This paper demonstrates that StaGaus works even on memory-
and performance-constrained devices. In order to standardise the development of
object tracking drones’ algorithms, we have built a customised ROS-based Gazebo
simulator from scratch. This simulator is capable of simulating multiple robots of
multiple types. This uses actual physicsOpenDynamics Enginewhich has been com-
pared against the existing simulators. Finally, as a by-product, this design proved that
the cost of the proposed physical quadcopter is low.

Keywords Drone · Image processing · Android · Machine learning · Simulator
using ROS and Gazebo

1 Introduction

A quadrotor is a rotorcraft propelled by four motors typically using a separate flight
controller. One of the non-trivial research problems ofmachine learning-based image
processing that is being tackledwith our novelty is the development of object tracking
algorithms for an on-boardAndroid controller using a single camera. A single camera
is only 2D information unlike the 3D information that is provided by stereo-vision,
RADAR and LIDAR. We demonstrate that the accuracy of this 2D information is
sufficient enough to track the object without the need of expensive 3D sensors.

Another problem is the standardisation of results of object tracking drones’ algo-
rithms, because algorithms like StaGaus employ both image processing statistics
and statistics of the controller algorithms. It is essential to simulate both controllers
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with the physics of the quadrotor while maintaining a GUI for image processing.
Instead of relying on weather conditions of the locality and relying on hardware
which may have to be re-built if they crash, the simulator we have built from scratch
using robotics operating system and Gazebo provides a single simulation interface
for both controller design and image processing. This simulator can run multiple
vehicles of multiple types, and we have made this run on a single Lenovo Y50-70
laptop having Ubuntu Operating System.

2 Problem Definition and Contributions

For both physical and software-based validations (using simulation) of single camera-
based object tracking quadcopter, we have come up with an online training StaGaus
algorithm and a custom simulator which runs in Gazebo.

Novelty is based on three aspects:

1. The proposed statistical Gaussian algorithm that has high tracking efficiency
with a single camera (unlike the additional GPS sensor, LIDAR, RADAR and
stereo-vision laden drones).

2. Performance of the algorithm is based on the performance-constrained and
battery-optimised devices (as a by-product, this is useful for cost-effective
drones).

3. The designed customised Robotics Operating System-based Gazebo simulator
that uses actual physics engine to simulate multiple vehicles of multiple types.

3 Related Work

There has been a lot of research work done on object tracking algorithms both in
spatial and in frequencydomains.But, for a single cameramountedon aquadrotor, the
additional problem was with the dynamic backgrounds. In literature, a lot of generic
algorithms are available for object tracking usingAndroid phone.Alper et al. describe
direct object detection, point-based matching and feature-based and boosting-based
machine learning tracking algorithms (like features fed toAdaBoost) [1].Arnold et al.
describe object tracking in videos (mainly with discriminative training) [2]. Hanxuan
et al. describe feature matching and online training extensively for algorithms (with
performance optimisations like Monte Carlo sampling) [3]. Rui et al. describe an
algorithm that uses both spatial- and frequency-domain-based tracking systems [4].
But we found that the next advancement was to avoid position error that would
occur in long-term tracking. Also, there were very less or almost no literature for
an Android-controlled quadrotor design. Hence, the authors proposed new design
to build and validate system, in a standard robotic simulator with accurate physics
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and visuals as StaGaus algorithm which uses control along with image processing
algorithms. Sincemany of these surveys useOpenCV,OpenCV is used for simulation
of the system.

Literature survey was conducted to test our drone in the simulator that researchers
would use and that would simulate both physics and image processing in real time.
Aaron et al. describe the popular simulators of the time with the considerations
of ease of programming, popularity and the physics of the software simulations
[5]. Pablo et al. describe a large number of simulators for robots on the bases of
price, ease of development and usage, architectures, distributed computing and the
accuracy of the simulations [6]. From these researches, we concluded that ROS and
Gazebo provide stable simulations while still letting image processing algorithm
work along with LIDAR mounted on quadrotor. While we found simulators built on
different software likeUnreal Engine, we did not find a stable object tracking-specific
simulator on ROS and Gazebo [7]. Also, researches have indicated that researchers
and users are very likely to use ROS- and Gazebo-based simulators [8]. We decided
to build multi-type, multi-robot simulator for object tracking.

4 Proposed Methodology for Physical Validation

Figure 1 describes the overall architecture. Ultrasonics sensor is used for the obstacle
of avoidance of obstacles. (HCSR04 has a range of 4 metres with a time limit of
60 milliseconds.) Ardupilot APM 2.6 flight controller, 2200 mAh lithium polymer
battery, four 850 kV brushless motors, four electronic speed controller cum battery
elimination circuit modules, propellers and two Android phones are used.

Ardupilot APM 2.6 supports USB communication, pulse width modulation of
50 Hz, micro-aerial link commands via telemetry port. It has provisions for external
sensors. It has a lot of internal sensors like accelerometer, gyroscope, compass,
internal barometer and 16 MB internal memory. It supports up to 18 V and 90 A
ESCs [9].

4.1 Proposed OpenCV-Based Image Processing Algorithm

The authors have used Open Computer Vision library because Java is well supported
in Android through OpenCV Manager. We use a user interface in Android in which
the user just draws a rectangular bounding box by drawing diagonally (user touches
on one corner of rectangle, triggers Action Down event, swipes till the diagonally
opposite corner and releases thereby triggering Action Up event of Motion Event
of Android). For this, GrabCut’s filtering is employed for initial image to segregate
foreground and background [10]. The posterior Bayesian smoothing provides filter-
ing around the local maximum [11]. If the image does not look fine, the user can just
repeat initialisation.
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Fig. 1 System architecture. Architecture of the proposed physical quadrotor system

As the processors’ performance is generally tuned to work well for hexagonal
approximation for colour spaces, the standard hexagonal approximation has been
used [12]. The centroid of the blob is calculated on the basis of confidence of the
features of the image. The centroid and size of the blob constitute the input vector
for the online training algorithm StaGaus. The blob would be derived out of the
filtered image of the object of interest derived out of rectangular area enclosed by
the rectangular bounding box. During live tracking, feature matching is used against
this reference blob. The main advantage of this method is that the users need not
enter parameters of the online training algorithm StaGaus. The parameters would be
optimised automatically over time. ORB is used for feature matching as it provides
the confidence of the features and also the feature matching. It is real time and is
suitable for Android phones [13].

A certain number of features has to be detected within the object (so that the
centroid would not shift). If the occlusion is higher and the number of features detects
gets lesser than the Hamming matcher threshold, then the image would be discarded.
For tracking, the position of centroid is used for X- and Z-axes (represented by yaw
and throttle, respectively). The root mean square of the distances of the features from
the centroid would determine the size of the blob. This size of the blob is used for
the third dimension Y -axis (represented by pitch).
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4.2 Proposed Linear Control Algorithm

Velocity is chosen as a linear function of the position of the centroid. (Experimental
setup proved that choosing acceleration as a linear function of the position of the
centroid would lead to transients and object tracking percentage drops drastically.)
Width and height represent the width and height of the image respectively. ωyaw

represents the angular velocity of the yaw. vthrottle represents the velocity of the
throttle. vpitch represents the horizontal and forward velocity.
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Equations (1) and (2) represent the yaw and throttle. For pitch control, the lesser
σ (Standard Deviation) means higher speeds. So,
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The distance determined in Eq. (5) is used for the determination of statistics of
the object being tracked.
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Using Eqs. (3), (5) and (6), the equation deduced is used for pitch.
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Equation (7) represents the third dimension derived out of two dimensions using
statistical analyses. Equations (1) and (2) account for the changing bounding box
size. On-field test demonstrated that full linearization of (1) and (2) results in yaw
oscillations. So, we have restricted the linearization to 50% exactly.

In StaGaus algorithm, if distanceimage > σ centroid, the existing curve of StaGaus
is used. But, the distanceimage would be used for the updation of the curve. Else,
curve is updated and centroid is used as per Eqs. (1), (2) and (7). This StaGaus
algorithm avoids position error that usually occurs in long-term learning. By using
the template and re-centering using the control algorithms, the target is not lost until
there are occlusions.

4.3 Proposed User Interface

The user interface determined themost of the development of autonomous algorithm.
Applications typically use a Ground Control Station (GPS) and are usually partially
autonomous (like the usage of GPS waypoints). But, with a single-camera on-board,
the quadrotor has an interface which just streams videos back along with the detected
object marked with a circle. The only control the user has is the emergency button
for an emergency joypad control. Pro Joypad and simple joypad modes are just for
initialisation. However, they can also be used for themanual testing of object tracking
algorithm. In Pro Joypad mode and simple joypad mode, several manoeuvres can be
tried with manual input with detected object while bypassing autonomous control.

As mentioned in the left side of Fig. 2, Pro Joypad mode would stream the video
while still maintaining a four-channel control. The four channels values: roll, pitch,
yaw and throttle values, are sent. The value of each channel would vary 1000–2000
which corresponds to the RC input values of the flight controller. This mode made
StaGaus compute the object in real time as the quadrotor also had to accept input
from Pro Joypad mode. Right side of Fig. 2 displays the simple joypad mode. This
mode is similar to Pro Joypad. But the controls are simple and are not meant for
manoeuvres.

Fig. 2 The Pro Joypad mode in the left and simple Joypad mode in the right
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Fig. 3 Object tracking mode indication in the Android application

User swipes across the screen once. User can select an image already stored on
phone or use camera (managed through Android intent) to capture a new image and
that can be loaded in the setup screen. The object is filtered using the bounding box
as the limit and background is removed. ORB feature matching starts.

Figure 3 demonstrates the tracking scenario. The feature matching is done using
ORB feature matching using brute-force Hamming matcher. Note that the algorithm
is very robust against rotations (both in-plane and out-of-plane). So, a circular pattern
reinforced the StaGaus algorithm regarding rotational invariance which boosted the
tracking percentage. GrabCut consumes about 0.6 s. This is sufficiently enough as
the features would be stored in global class of Android.

5 Proposed ROS-Based Gazebo Simulator

Theauthors have chosen tobuildRoboticsOperatingSystem-basedGazebo simulator
after literature survey indicated thatOpenDynamicsEngine (ODE) provides accurate
physics library and people are likely to use it [14, 6, 8]. We have built our custom
Robotics Operating System and Gazebo simulator from scratch using ODE.We used
ROS Indigo, Gazebo7 and Ubuntu 14.04 operating system. Pioneer 3DX is used as a
rover with a 64 × 48 resolution running at 5 Hz. It has an angular velocity of 1 rad/s
and has a velocity of 0.5 m/s. Copter is the quadrotor using 10 Hz LIDAR (only for
validation) and 320× 240 resolution camera refreshed at 5 Hz.We have successfully
simulated the linear dynamics of the quadrotor with observable dynamics which is
as shown in Eq. (8).

[
F
τ

]
�

[
m 0
0 I

][
a
α

]
+

[
ω × mv

ω × Iω

]
(8)
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Fig. 4 Object tracking initialisation in ROS Gazebo software in the loop simulation

F Net force of the quadrotor (thrust of the rotors)
τ Net torque of the quadrotor (yaw)
a Acceleration of the quadrotor
ω Angular velocity vector
I Inertia
α Angular acceleration
m Mass of the quadrotor
v Velocity of the quadrotor.

Figure 4 demonstrates the initialisation of object tracking using the camera that
is also simulated. The height is adjusted, and LIDAR is turned on so as to account
for the calculation of tracking percentage and detection percentage. This method
helps us test for conditions like occlusion without risking the breakage of physical
hardware. Both rover and the quadrotor are being simulated in a single computer.

Figure 5 depicts the physics tests of our simulator. It may be easy to get visually
nice looking simulator inUnity orUnreal. The control dynamics of quadrotor landing
on Pioneer 3DX has been simulated with aerodynamics.

6 Parameters Setup

Android phone’s NV21 images are converted to RGB.MJPEG streaming is achieved
by integrating our custom OpenCV components built from scratch (with the help of
Seed Studio’s Webcam Android application) [15].
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Fig. 5 Physics tests in ROS Gazebo software in the loop simulation

Arduino’s servo maps the range of 45°–135° to the range of 1000–2000 μs 50 Hz
PWM. PWMvalues of 1400–1600 are used with 1500 as the mid-value. ORB feature
matching is used along with brute-force Hamming matcher in Android phone for
10 frames of 9 × 9 kernel images. To avoid the frame rate dropping down to 1 frame
per second when internal memory or microSD memory is used, cache variables
are used in global class. Sony XPERIA Dual M2 mobile phone is being used with
a resolution of 320 × 240 for input image. This resulted in processing at about
150 frames per second for colour thresholding range of 1/6. Threshold for the features
of 10 frames of 9 × 9 kernel images is 2 frames.

If γ represents the Hamming matcher threshold,

y �
{

γ + 2, nnew < ntemplate

γ − 1, nnew ≥ ntemplate

7 Results

For 640 × 480 image, detection rate has been close to 97% and tracking rate has
been close to 79% in the practical tracking validation (89% in SITL). Our StaGaus
algorithm is robust in rotational invariance. It handles both in-plane and out-of-plane
rotations of up to 30° on each side as demonstrated in Fig. 6.

The comparison of StaGaus with SRDCF and colour-filtered ORB tracking is
shown in Fig. 7. Note that we have also included plain RGB-filtered tracking for
reference (it loses track within first 20 s). SRDCF and StaGaus are close in both
detection and tracking percentages. The main advantage is that SRDCF achieves
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Fig. 6 Detection and tracking % of StaGaus algorithm observed with physical Android setup

detection and percentage through 2D images only without StaGaus controller. But,
when control algorithm is used, StaGaus performs much better in real-time perfor-
mance (by Big O considerations, by several times). Also, StaGaus does not have the
position drift that SRDCF suffers. StaGaus uses the template as the reference so that
the centroid is re-centred.

As mentioned in Fig. 7, the new designed algorithm is compared against three
more algorithms. Some of the earliest attempts included primitive form of colour
thresholding followed by blob detection by dilating and eroding (as in RGB thresh-
olding with 1/6 thresholding range without feature matching or using separate con-
troller algorithm that overrides FCU control algorithm). This method results in loss
of tracking when the background has a similar colour to that of the object being
tracked.

Similarly, for RGB thresholding with 1/6 colour range that is coupled with ORB
feature matching with the default controller algorithm that FCU offers, the tracking
is significantly better. But, yaw oscillations are observed when the object is directly
in front of the quadrotor, thus decreasing the tracking rate slightly. When StaGaus
controller algorithm is used, yaw oscillations are dampened making the flight stable.
Thus, experiments with both frequency domain and spatial domains lead to StaGaus.

We have defined ametricψ � −log10
(

% tracking
memory×%CPUusage

)
to assess the algorithms

on time complexity, space complexity and tracking % with the same metric.
Table 1 contains the reported time complexity and space complexity of algo-

rithms. For StaGaus and RGB, feature detection requires minimum of 9 pixels and
n represents the number of features. Also, as StaGaus requires 10 frames of 9 × 9
image kernels, the appropriate offset is added. We consider 81 features, S � 1,Nne �
1 and K � 0. Rest of the parameters are as they are (values authored in their paper).
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Fig. 7 Detection and tracking rates of various algorithms with reported rates and SITL

Table 1 Comparison of ψ for various algorithms (worst case for StaGaus)

Algorithms Time complexity Space
complexity

Time Space ψ

StaGaus Width × height +
n + 9n

Width × height +
n + 9n + 10 ×
9×9

308,010 308,820 9.03

SRDCF dSMNlog MN +
SMNNNe +(d +
K2)dMNNGS

l2 + d + width ×
height

66,300,583 307,282 11.4

RGB (1/6) ORB
(without StaGaus
Controller)

Width × height +
n + 9n

Width × height +
n + 9n + 10 ×
9×9

308,010 308,820 9.11

RGB (1/6)
(without StaGaus
Controller)

Width × height Width × height 307,200 307,200 9.21

MN � 50 × 50 � 2500 and NGS � 4. We ignore trivial constants and variables that
do not significantly contribute to performance or memory.

It can be observed that higher ψ means that the algorithm does not adhere to
memory and performance constraints of mobile phones. We can see that SRDCF is
more than two orders higher than StaGaus on a log scale.
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Fig. 8 a Length of kernel image, b image resolution results in right

As shown in Fig. 8a when the size of the kernel is too small, the features are
mapped to the same cell resulting in loss of features. When the size of kernel is too
large, noisy featureswill also bemapped resulting in the deterioration of tracking rate.
When the image resolution gets higher, the detection rate and tracking rate get higher
as depicted in Fig. 8b. However, when Android phone processor’s performance hits
the peak, if the image resolution is increased, real-time processing no longer occurs
and this results in the slight reduction of tracking percentage.

The authors have relied on Android phone for most of the processing and for
real-time control, Arduino has been used. APM 2.6 flight controller has been used
for low-level quadrotor dynamics.

Regarding the simulations, Table 2 compares the various simulators meant for
object tracking drones. It is observed that our ROS and Gazebo simulator is capable
of simulating high-quality visuals while still maintaining physics. We have used the
metrics of evaluations as that of used in the popular literature [7, 6, 8]. “~” represents
the dependence of implementation (For example, high-speed simulations are possible
in V-REP at the cost of approximations in physics). “OS” in the cost’s column stands
for open source.

As can be observed from Table 3, the cost of proposed and designed drone has
been low (a by-product aspect) due to the StaGaus algorithm that has been used.
It reduces the need of expensive sensors, and it is able to run on normal Android
phones.

8 Conclusions and Future Work

This drone has been used with a horizontally placed camera. We have compared
various image processing algorithms and demonstrated that our algorithm works on
memory and performance-constrained devices like Android phones while maintain-
ing a higher tracking efficiency than other popular algorithms. We have also built
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Table 2 Comparison of various simulators meant for object tracking drones

Simulator Cost Physics Testing
condi-
tions

Simulation
pace

CPU % Memory
%

Visuals

V-REP OS ~ ~ Real
time

Low Low High

MATLAB/Simulink High ~ ~ Slow High High ~

Unreal engine
(including
Airsim)

Free ~ High Real
time

Moderate Moderate High

ROS Gazebo
(TurtleBot)

Free ✓ Moderate Slow High High High

ROS Gazebo
(Ours)

OS ✓ High Real
time

High High High

Table 3 Costs of various object tracking drones

Drone Tracking principle Marketing stage Cost

TraQuad Imaging based – 17,000 Rs

AirDog Bluetooth based Existing 107,312 Rs

Solo FPV drone Shut down 53,656 Rs

DJI GPS based FPV Existing 37,420 Rs (min)

Xiaomi FPV drone Existing 34,812 Rs

Parrot FPV drone Existing 18,700 Rs (min)

Nixie Proprietary Pre-order –

Lily GPS based Shut down 61,704 Rs

Zero Zero robotics Proprietary Pre-order –

GoPro FPV drone Pre-order 59,872 Rs

a ROS Gazebo simulator and have efficiently built a unified software platform for
object tracking drone researchers.

Future work would be the addition of sensors (like one vertical camera) and
performing sensor fusion on it using deep learning. Multi-terrain quadrotor would
be a future work: The wheels would be used on roads (to save power) and the
quadrotor would be flown when necessary (to save time). Swarm object tracking
quadrotors for a single-object and multi-object tracking with swarm planning are
possible research aspects. Another futureworkwould be an ISOpackagedwith native
GPUdrivers of NVIDIA (the setup timewould be reduced and the performance of the
simulations would bemuch higher). To enable these developments, we have included
the simulator’s setup and usage, placed the algorithms in the paper and open-sourced
the Android apps’ code [16].
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IoT-Enabled Medicine Bottle

A. R. Shreyas, Soumya Sharma, H. Shivani and C. N. Sowmyarani

Abstract Internet of Things (IoT) has facilitated a reassuring opportunity to develop
powerful and dynamic industrial systems and applications by making use of uni-
versality of sensors, actuators and network connectivity. IoT can immensely benefit
people when used in the medical field. Non-adherence to a medical routine is a major
problem faced by patients. According to the World Health Organization, increasing
the effectiveness of adherence interventions may have a far greater impact on the
health of the population than any improvement in specific medical treatments. In an
attempt to address this problem, in this paper, a special system that monitors and
tracks the consumption of medicine of any patient is presented. Adherence needs are
met through the implementation of a mobile application. The result of this will be
timely consumption of the medicine by the patients.

Keywords Internet of things (IoT) · NodeMCU · Infrared sensor · Ultrasonic
sensor · Firebase cloud

1 Introduction

The Internet of Things (IoT) has facilitated the development of dynamic and power-
ful industrial systems. Network connectivity and integration of individual physical
devices being the foundation of IoT have found use in multitudinous fields, with each
field constructing its own platform on this very foundation. Currently, the agricul-
tural industry, automobile industry, oil and gas industry and of course, the medical
field heavily depend on IoT [1–4]. Harnessing the power of IoT leads to efficient
solutions that cater to diverse needs, and present a complete package that serves a
singular aim.

Technical advancements inmodernmedicine have been rampant, providingwaves
of solutions to diseases that were considered incurable a couple of decades back.
However, at the most basic level, the efficacy of those advancements comes about
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only when the medicines are consumed at the right time, in the right quantity. Not
adhering to a routine might lead to catastrophic results, like severe degradation in a
patient’s health, rendering the use of modern medicine futile.

Currently, the solution in use place to the aforementioned problem is the employ-
ing of helpers or caretakers to constantly monitor the patients or the use of alarm
clocks. The former case maybe expensive and unreliable, while the latter has several
restrictions, as it is not integrated medicinal bottles, to be able to gauge the changes
in quantities consumed by the patient.

With the creation of IoT-enabledmedicine bottle, and the support of an application,
not only can timely reminders be sent to the patient on his mobile phone, but also the
quantity consumed can be monitored as well. Through this implementation, several
other features can be reinforced.

Such a system is efficient and systematic, as is explained through the course of the
paper. The use of sensors coupled with a WiFi (Wireless Fidelity) module provides
the hardware support. Data analysis and integration is done on the firebase platform,
the result of which is elegantly presented in a simple to use application. Hence an
IoT based system has been successfully implemented.

2 Motivation

The treatment ofmost diseases invariably includes the use of pharmacotherapy,which
refers to therapyusingpharmaceutical drugs.However useful thesemedicinesmaybe,
adherence is the key to make them effective. According to a WHO (World Health
Organization) report, adherence rates in developed countries is amere 50%andworse
in developing countries. Among patients with chronic illness, approximately 50%
do not take medications as prescribed [5]. Thus, there is an urging need to oversee
the medical consumption on a daily basis. A severe example is of hypertension (high
blood pressure), where according toWHO, up to 80% patients suffer because of non-
adherence. Specifically, they claimed that improving adherence tomedical therapy for
conditions of hypertension, hyperlipidemia, and diabeteswould yield very substantial
health and economic benefits. In another bold statement, they stated that a rise in
adherence may have a greater effect on health than improvement in specific medical
treatments. Effective solutions to combat this problem are not in place currently
either. Thus, motivated by the multiple ramifications of non-adherence, and a lack
of an existing efficient system, the IoT-enabled medicine bottle was developed.

3 Related Work

In this section, we will briefly highlight the related researches of this paper. There are
multiple researches that have proposed various models with respect to IoT-enabled
medicine applications. First, a medication adherence monitoring system was devel-
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oped that is based on a wearable sensor [6]. Authors of this paper focus on two
actions of twist-cap and hand-to-mouth and the act of pill intake is then identified
by performing a moving window dynamic time warping in real time between sig-
nal templates and the signals acquired by the wearable inertial sensor. In another
research, the authors have developed an alarm system for the community health care
[7]. They track state changes of medicine bottles by using weight sensors. Accord-
ing to the tracking record, their proposed system will decide whether or not to alarm
the patient. Rohokal et al. proposed a feasible IoT approach for the better health
surveillance of poor and rural human being’s health issues related to any part of
the body [8]. In another system, an IoT framework was developed where medicine
intake was ensured using activity recognition and an activity classification scheme
[9]. Other work has been done to make intelligent medication boxes [10–12], and
also to improve medicine adherence [13].

4 Design

This section proposed the system architecture. The system is composed of three
modules, where the first one is the alarm module, which notifies the user when it is
time to consumemedicine. The secondmodule is the sensormodule that continuously
gathers sensor outputs and conveys them to the third module, which is the classifier
module. This module determines whether medicine has been consumed or not.

The various steps are illustrated on a flow diagram in Fig. 1.
The IoT has facilitated the development of dynamic and powerful the system can

be divided into various steps

1. The user sets the times at which medicines have to be consumed. The user does
this on the mobile application that has been specially designed for the system.

2. When it is time to consume the medicine, the mobile application notifies this to
the user.

3. The system waits for a certain time duration, after which the classifier module
decideswhether the user has actually consumed themedicine or not. The classifier
module does this based on the results obtained from the sensor module.

4. If the medicine has not been consumed, the user is notified another time.
5. The system waits for another time duration, after which the system once again

checks the status of the medicine consumption. The result obtained is added to
the weekly report that can be viewed in the application.

6. In case the amount of medicine in the bottle is less than a certain threshold, the
user is notified.
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Fig. 1 Flow diagram for the
system: after the medicine
timing is set the above steps
are followed whenever it is
time to consume medicine

5 Implementation

In order to achieve themedicationmonitoring system, an IoT-enabledmedicine bottle
is developed. The user sets reminders on the mobile application, for the tablets he
needs to consume as prescribed. Our surveillance approach includes the detection
of whether the bottle is opened or not and also the difference in heights before and
after the medicine consumption. The decision for the second action is taken only
after the first action, i.e., only after the bottle cap is opened. The decisions taken are
based on the sensor readings sent to the cloud database. Figure 2 shows the various
components of the system.

FC-51 (Infrared Sensor), Infrared Obstacle Avoidance Proximity SensorsModule
has a built-in Infrared transmitter and receiver that emits IR (InfraRed) energy and
checks for a reflected IR energy in order to detect any obstacle in front of the sensor.
This inexpensive sensor is used to detect if the bottle cap is opened or not.

Further, HC-SR04 (Ultrasonic Sensor) can be used tomeasure small distances [14,
15]. It is used here to measure the difference between the height of medicine bottle
before and after medical consumption. This economical sensor provides 2–400 cm
of noncontact measurement functionality with a ranging accuracy that can reach up
to 3 mm.
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Fig. 2 Implementation of the proposed system: readings from the infrared sensor (FC-51) and ultra-
sonic sensor(HC-SR04) are monitored by the NodeMCU, and data is sent to the mobile application
via firebase

The data from these two sensors is collected by a versatile open source IoT plat-
form, NodeMCU 1.0 (ESP8266-12E). Figure 3 shows the hardware components
wired together which act like the bottle cap.

This sensor is initially programmed once using Arduino IDE 1.8.4 to perform
the function of a microprocessor for the sensors and as well as a WiFi module to
transmit the data to Firebase which is a mobile and web application development
platform. The NOSQL (non-Structured Query Language) feature of Firebase real-
time database makes it extremely flexible to store the information from hardware
[16]. It also permits the user to view the information obtained from the hardware
components in a real time from any device with permissions that has access to the
network. It stores data in key-value pairs. The necessary information that the database
needs to store is whether the bottle is opened or not, which can be indentified using
Boolean values and the height of the medicine stack in the bottle, which can be stored
using floating point values.

Figure 4 shows the IoT-enabled medicine bottle.
The mobile application is developed with the help of Android Studio. This appli-

cation collects the data from firebase and takes required decisions accordingly.
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Fig. 3 Medicine bottle cap-
infrared and ultrasonic
sensors attached to the cap
along with the NodeMCU

Fig. 4 Cap being placed on
the medicine bottle
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6 Results

The system is developed to detect changes in the contents of the medicine bottle in
real time and respond to the changes appropriately by notifying the user. The system
also notifies the user in case the contents of the bottle are going empty.

The results of the experiments are shown in the following section. Figure 5 shows
the current contents of the medicine bottle. In Fig. 6a, the user sets a reminder on
the mobile application. The user gets a notification (as shown in Fig. 6b at the time
in which he sets the reminder, to consume the medicine. In case the user does not
consume medicine at the right time, the android application reminds the user on
another occasion as shown in Fig. 6c. A weekly report is also generated as shown in

Fig. 5 Page on the
application showing contents
of medicine bottle
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(a) Setting reminder (b) Viewing the set reminders

(c) First notification (d) Second notification when
pills were not consumed

Fig. 6 Performing an experiment using the proposed implementation

Fig. 6d. In the same figure, the Yes or No signifies if the pills were consumed when
the reminder went off, or/if they were not consumed.

The remainder of the section presents statistics obtained after performing trials.
In Table 1, the first column indicates if the bottle was actually opened or not. The

next two columns show a comparison between the depths of the top of the medicine
from the ultrasonic sensor. The fourth column indicates whether the medicine was
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Table 1 Results after 6 trials

Bottle opened? Initial
depth (cm)

Final depth
(cm)

Medicine
actually
consumed?

Report
(shown in
app)

Report
correct?

No 4.56 4.56 No No Correct

No 3.86 3.86 No No Correct

Yes 6.79 7.02 Yes Yes Correct

Yes 5.23 5.51 Yes Yes Correct

Yes 4.56 4.54 No No Correct

Yes 3.86 4.10 No Yes Incorrect

actually consumed or not. The next column shows the report generated by the mobile
application. Lastly, the correctness of each report is mentioned.

There are three outcomes to the experiment.

1. The bottle is not opened.
2. The bottle is opened and medicine is consumed.
3. The bottle is opened but medicine is not consumed.

The bar charts in Figs. 7 and 8 show the results obtained after performing 60 trials
using syrup and pills as the medicine. The x-axis shows the various outcomes to the
experiment. The y-axis shows the count obtained in each case as mentioned in the
chart.

From these results, we can estimate the accuracy of the system.

Accuracy � Number of Correct Results/Number of Trials. (1)

For syrup as medicine,

Accuracy � (20 + 18 + 19)/(20 + 20 + 20) � 0.95

So the system has an accuracy of around 95% with syrup as the medicine.
For pills as medicine,

Accuracy � (20 + 18 + 15)/(20 + 20 + 20) � 0.883

So the system has an accuracy of around 88.3% with pills as the medicine.
From these results, we can conclude that the system works more accurately when

syrup is stored in the bottle rather than pills.
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Fig. 7 Accuracy evaluation of the proposed system with syrup as the medicine

7 Limitations

The proposed model suffers from three main limitations. First, the system is unable
to guarantee that the patient actually consumes the medicine, ensuring only the
removal of the medicine from the bottle. Second, a majority of the patients that are
unable to adhere to their medical routine include the elderly who may not possess
sufficient knowledge on how to use the application and to utilize its benefits to
the fullest extent. Helping them understand the system maybe the first hurdle, and
the elderly maybe be unwilling and unresponsive to such a method of improving
adherence. Thirdly, since the model monitors variations in height to predict when
to send notifications, insignificant changes in the height may go undetected by the
sensors, leading to erroneous results. This, however, can be eliminated by usingmore
powerful hardware support. Also, the bottle must be kept away from sunlight at all
times, as the sensors are sensitive to sun rays. However, most medicinal bottles are
generally stored in dark and cool places so this limitation can be eliminated with
ease too. Additionally, trivial reasons like the phone being out of battery or switched
off may cause hindrances in the efficient results that the system aims to provide.
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Fig. 8 Accuracy evaluation of the proposed system with pills as the medicine

8 Future Work

A potent method to make the system more streamlined and effectively monitored is
by extending the application to provide doctors a view of their respective patients’
routines, and view their adherence levels regularly. This can help the patients and
their doctors to work towards recovery in a more steady and harmonious manner.

Also, to make the medicinal bottles easy to carry and use, the model can be
applied to a smaller medicinal bottle, which requires the assistance of more powerful
hardware support. By improving the strength of the hardware used, the same model
maybe applied to medicines of a relatively smaller dimension too, which as earlier
mentioned is a limitation of the current model. The IoT-enabled bottle may also be
presented in varying shapes, to suit the needs of different medicines. Encasing the
hardware over the bottle, in order to provide it protection from any liquid medicine
or any powdered medicine is another requirement, which might otherwise spoil the
hardware.

Another technique to improve the current model, maybe to provide it in multiple
languages. As already stated, the elderly forms a major consumer base for the model,
and being provided of a solution in their native language might prove to be a relief
to many, and increase the reach of the model.
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9 Conclusion

The medicine bottle developed by incorporating the principles of the IoT aims at
helping patients recover speedily and in a steady manner. On entering the quantity to
be consumed, and setting reminders on when to consume the medicines, the patients
can remain assured that they need not keep track of the number of times they have
consumed in the day, the application will take care of that by sending notifications
when it is time to consume. Weekly reports of consumption and adherence can be
shared with the doctor or family members too.
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Revamp Perception of Bitcoin Using
Cognizant Merkle

J. Vijayalakshmi and A. Murugan

Abstract The bitcoin network adopts the regulation of peer-to-peer network for stor-
ing and retrieving data. Data synchronization and consistent verification is important
in peer-to-peer networks for proving truth of data. Proof of existence of data is impor-
tant for many applications and it can be verified by means of searching process. The
goal of this paper is to minimize the time of verifying the transaction residence in
the shared ledger of bitcoin network. In global ledger management like blockchain,
the bitcoin transaction verification and validation is fundamental which is mainly
used by miners for providing the proof-of-work for the transactions to achieve block
reward and providing trust among the peers. In this paper we have provided a new
way of verifying the transaction existence in blockchain bymeans of altering the data
structure of Bitcoin Merkle into a new form of Cognizant Merkle which modifies
the structure of existing bitcoin system into a new form which uses less memory and
achieve more speed compared to Bitcoin.

Keywords Bitcoin ·Mining · Bitcoin Merkle · Cognizant Merkle · Proof-of-Work

1 Introduction

The evolution of financial crisis in the year 2008 gives rise to the landing of cryptocur-
rency like bitcoin in the business world. This cryptocurrency provides secure digital
transmission, reduces the transaction complexity, and prevents the seeking of inter-
mediaries like security brokers, insurance agents, financial lawyers and credit card
companies [1]. The need for electronic commerce payment system based on lexicog-
raphy proof instead of centralized acception is that the transactions are irreversible,
preventing from fraudulent transaction and protecting the buyers from deceptive per-
son across the network [2]. Bitcoin is a first decentralized cryptocurrency which was
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introduced by Satoshi Nakamato in the year 2009 for implementing virtual commod-
ity. This cryptocurrency is treated as “Gold standard” which is widely accepted for
providing services by various retailers like Amazon, Subway and Victoria Secret [3].

Bitcoin is the basis of digital money and it act as currency unit that is used to
cache and broadcast the value among the members across the blockchain. Bitcoin
network is available as free source software which can be run on multiple computing
devices like laptops, smart phones and it can be communicated through internet and
other transport networks. This can be acquisted, sold and transferred at specialized
currency exchanges in the perfect form of money for fast, secure and border less
in internet. Bitcoin is flip-side of virtual money which is fully distributed across
peer-to-peer network [4]. The following few features make the bitcoin transaction
more appealing for vendors, they are bitcoin transactions are publicly available.
They can have multiple inputs and multiple outputs and the consumer and merchant
are identified through public keys and public–private key pairs [5]. The motivation
behind the usage of bitcoin is anyone can use bitcoin anywhere around the world.
Even novice user can use this bitcoin for buying and selling their products like any
other fiat currencies [6].

2 Bitcoin Mining

Bitcoin system is connected with users along with wallet containing key functions
which are propagated across the network. The miners are responsible for produc-
ing the consensus blockchain, which is the authentic ledger of all the transactions.
Mining process discover new bitcoins through a solution to the associated difficult
problem. Any colleague in the bitcoin network running full bitcoin node may act as a
miner. For every ten minutes a new quick fix is found by someone who then confirm
transactions for past ten minutes and compensated with fresh unused 25 bitcoins
[2]. The bitcoin contract includes implicit algorithms that coordinate the mining task
across the bitcoin network which prevents the central repository need in financial
institutions. The key innovation of a miner [7] is the use of distributed computation
algorithm (Proof-of-Work) which is used to conduct a global election for every ten
minutes for arriving the consensus about the state of transactions [4].

Transferring of bitcoins from one or numerous source accounts to one or differ-
ent destination accounts is called transaction [7]. A bitcoin transaction reveals the
blockchain network that the bitcoin owner is authorized to transfer some bitcoins
to another owner. Another transaction is created by the endorsed owner who can
now spend these collected bitcoins and by licensing the ownership transfer of bit-
coins to another in a chain of ownership. Transactions are analogous to double entry
bookkeeping ledger. The summation of input and output may not be same. The trans-
action productivity is always less than total aidwhere the change is paid as transaction
reward for miners for including the transaction in the shared ledger. Not all existing
transactions in the network are included in the blockchain only those transactions
that are verified by miners are included in the blockchain. Miners do the transaction
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proven process by accumulating transactions into blocks which require huge amount
of computation to prove but only a less amount of computation to justify.

The principle of mining is to create new bitcoins in each block and to create
trust by ensuring the authorization of transaction. The transactions are organized as
a ordered back linked list of blocks which is used as representation of blockchain
data structure. Each blocks are linked back to the previous block in the chain. Block
height is calculated from recently added block to the initial block. Each block is
identified through hash on the block header and the sequence of hashes looking
each block to its parents creates a chain to the genesis block. The structure of block
includes blocksize, block header, transaction counter and transactions. The block
header format includes software version number, hash of previous block, merkle
root, blocktime stamp, target difficulty and Nonce value. Blocksize denotes the total
bytes of blocksize. Transaction counter indicates the statistics of transactions where
transactions indicates recorded agreement in this block.

TheMerkle root point out the root hash that comprises of all subordinated transac-
tion hashes within the current block. The timestamp denotes the approximate block
creation time. The target value gives the block Proof-of-Work. The nonce value is a
counter used for the proof-of-work. Each block contains a merkle tree which con-
tains the summary of all the transactions in the block. The proposed work is focused
on the revision of the merkle tree data structure which achieves less memory and
more speed for verification of transaction survival. The transaction data existence
in current block is identified using merkle tree and its proof is verified using pre-
vious blockhash. Merkle trees are exercised in distinct fields like Digital Currency
(Bitcoin, Ethereum), Global Supply Chain (IBM and Laersk), Health Care Indus-
try (Deep Mind Health), Capital Markets, Git and Mercurial platforms and Apache
cassandra [8].

Merkle [9], patented the concept of merkle tree in the year 1979. In peer-to-peer
network, data verification is important because the cloned data may exist in multiple
locations. Using merkle tree, data verification, synchronization and consistency can
be easily achieved. Merkle trees ensures the authenticity of the data by verifying the
data before downloading a file from peer-to-peer nodes and it can also be used to
verify the information coming from the untrusted resource. The root hash is obtained
from the trusted source and then lower nodes of the merkle tree which is a part of the
same tree can be obtained from the untrusted peers. The nodes from the untrusted
sources are checked against the trusted hash for matching process. If they match
then the nodes are accepted and the process continues if not, they are discarded and
searched again with the different source.

3 Literature Survey

Current bitcoin system uses merkle tree implementation based on Binary Hash Tree
(BHT) which occupies more memory and more time for searching and data retrieval.
For this, alternative data structures which supports string data operations based on
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tree is analyzed. One of the alternative data structure for BHT is a trie data structure.
The other alternatives are hash tablewhich is efficient and relatively fast but unsorted.
A trie is a data structure which is an alternate to BHT,which is used for storing strings
in sorted order which facilitate the dynamic support of data structure [10]. Searching
in the trie is faster which require separate pointer traversal for each character in the
query string.

Alternatively Heinz et al. [11] proposes a Burst-trie which is considered as effi-
cient for small set of keys or values which is stored in container providing faster
retrieval than a conventional tree. A Burst-trie is a data structure similar to trie but
the leafs of the trie are replaced with container which is able to store a small number
of string efficiently. Primary goal of Burst-trie is to lessen themoderate the number of
string comparisons during a process of searching a string but it follows storing more
frequent terms than less frequent terms [10]. Our target is to analyze the performance
of different prototypes such as hash table, tries and others on Resource Description
Framework (RDF) [12].

Of this a hybrid data structure of HAT-trie [11] which was proposed by Nikolas
et al. is considered for implementation. The reason for this is, cache-attentive data
structure which supports the combination of trie along with hash table and Burst-trie.
HAT-trie is an extension scheme ofBurst-triewhich replaces the linked list containers
with cache aware based hash tables [13]. RuslanMavlyutov et al. proposed that HAT-
trie is best option for memory utilization, packing time and look up for string in the
tree data structure.

4 Bitcoin Merkle

In Bitcoin, merkle trees are used to encode blockchain data in a secured manner.
Merkle trees are used to produce a Digital Finger-print of the entire set of trans-
actions. This can also be used to verify the existence of transactions in the block.
Simplified Payment Verification (SPV) [2] nodes in the bitcoin network uses merkle
trees. SPV nodes can be used to verify the payments without running a full network
node. Using the merkle path, the SPV node connect the bitcoin transaction to the
appropriate block and also verify its inclusion within that block. The transaction
existence within the blockchain or not is identified by the combination of the links
between transaction and block, and the link between block and the blockchain. In
Bitcoin, a merkle tree is constructed by recurrent hashing the nodes pair until there is
only one hash called merkle root which is the public key of merkle signature system
which requires estimation of 2h leaves and 2h − 1 hash computations where h denotes
the merkle tree height [14].

A BHT is a self balancing tree whose frequently accessed nodes are moved close
to the root and every terminal node is labeledwith a data block and every non terminal
node is labeled with the cryptographic hash of the labels of its child nodes. Double
SHA256 cryptographic hash is used for increasing the efficiency and improving the
security of bitcoin transaction. The merkle tree structure is based on BHT, the tree
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Merkle Root 
H0123=HASH(H01+H23)

H01=HASH(H0+H1) H23=HASH(H2+H3)

H0=HASH(T0) H1=HASH(T1) H2=HASH(T2) H3=HASH(T3)

Fig. 1 Merkle tree construction based on even number of nodes

Merkle Root 
H0122=HASH(H01+H22)

H01=HASH(H0+H1) H22=HASH(H2+H2)

H0=HASH(T0) H1=HASH(T1) H2=HASH(T2) H2=HASH(T2)

Fig. 2 Merkle tree construction based on odd number of nodes

must follow the representation of even number of transactions. If the leaf contains
even number of transaction it is used as it is for merkle tree which is showed in Fig. 1.
If number of transaction is odd sequence, the last transaction will be duplicated to
achieve counterbalanced which is depicted in Fig. 2. Look at an example of merkle
tree development in bitcoin transactions T0, T1, T2, T3 which is represented as
leaves of the merkle tree. The hashes of the transactions are stored directly in merkle
trees in each terminal node like H0, H1, H2, H3. The hashes are determined by
H0 � SHA256(SHA256(T0)) and H01 � SHA256(SHA256(H0 + H1)). In Fig. 1
merkle tree is produced for even number of nodes. Initially transaction hashes for
T0, T1, T2 and T3 is calculated as H0, H1, H2 and H3. Then intermediate hashes
are computed at each level to achieve the final hash merkle root as H0123. In Fig. 2
merkle tree is established based on odd number of nodes.

In a blockchain, every block contains few hundreds of transactions. If someone
wants to verify the transaction existence in a specific block then he needs to download
the entire blockchain. Instead, the proposed approach can download only a branch
of the merkle tree in the blockchain. The blockchain contains those transactions
obtained using Light Client or Simplified Payment Verification (SPV). This can check
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Merkle Root 
H0123=HASH(H01+H23) 

H01=HASH(H0+H1) H23=HASH(H2+H3)

H0=HASH(T0) H1=HASH(T1) H2=HASH(T2) H3=HASH(T3)

Fig. 3 Merkle tree path used to justify the incorporation of data

the hashes on traversing up the tree branch. If these hashes are equal then we know
that this particular transaction exists in this block. When a SPV node inspect the
particular transaction say T2 in the merkle tree, then it can prove the inclusion of
transaction T2 in the block by producing a merkle path which consists of hashes
H2, H23 and H0123 from the merkle tree and find out whether it is included in that
block or not. With these hashes a SPV node can confirm that this transaction T2 is
included in the merkle tree. The above searching process is depicted in the following
Fig. 3 which states whether the transaction T2 is included or not.

5 Cognizant Merkle

The proposed system aims to achieve faster searching of transactions available in
the merkle tree structure for its existence and its nonexistence. The recommended
system combines the features of merkle tree along with HAT-trie to achieve more
speed compared to Bitcoin Merkle. HAT-trie can be represented in two alternatives
namely hybrid and pure HAT-trie which is exhibited in Fig. 4. HAT-trie variants
are based on the technique of bucket management and splitting [15]. Pure HAT-
trie employs the approach of burst-trie, which is faster but requires extra space for
application. In pure HAT-trie, a single parent pointer is used as reference when the
buckets contain strings that share only one common prefix. In a pure HAT-trie, a
full bucket is bursted into small buckets of at most n buckets where n is the size of
alphabet that are parented by a new trie. The removal of leading character in strings
that are stored in the pure buckets are depicted in Fig. 5. Original strings can be
consumed during the splitting procedure.

The hybrid HAT-trie employs B-trie splitting algorithmwhich reduces the buckets
number with low cost and support several pointers to a bucket for supporting fast
access. In case of hybrid HAT-trie, the last character part of prefix is stored alongwith
string and the buckets also share a single prefix, but it is not removed. This has more
than one parent pointer. Thismay also contains pure buckets. HAT tries are assembled
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(Hybrid node) (pure node)

A B C . . . . X Y Z

A B C . . . . X Y Z

N-ZA-M 8IGHT5LEVEN\0

3OUR4IVE6IFTEEN\0

4FTER\0

Fig. 4 HAT-trie with hybrid HAT-trie node representation for values 8, 11, 4, 15, 6, 7 and water

(Array Hash table)

A B C D E F G H I J K L M N O P Q R S T U V W X Y Z

A B C D E F G H I J K L M N O P Q R S T U V W X Y Z

3REE\0

6IRTEEN 4IRTY 8IRTYFIVE\0

Fig. 5 HAT-trie with pure HAT-trie node representation for values of 3, 13, 30 and 35

and inspected in a top-down fashion. Initially it starts as a single unfilled hybrid bucket
which is occupied until full. Buckets wont record duplicate values hence when a
bucket is full, it is bursted based on the type of HAT-trie. After bursting, a new parent
trie along with pointers are created where pure bucket is converted into a hybrid.
The previous trie is moved as grandparent and the bursting procedure continues
as a hybrid. To burst into a hybrid HAT-trie, a suitable split-point is chosen which
achieves even distribution and is not applicable for all cases. String can be accessed by
accumulating the occurrence of every leading character whose reoccurrence are then
traversed in a linguist order to determine the number of movements of string. Once
obtained, the split-point is elected as current occurrence counter alphabet. Based on
split-point buckets are classified as pure or hybrid. Buckets of empty type are deleted
and their corresponding parent pointers are set to empty.
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6 Results and Discussion

In Bitcoin, merkle root is composed by applying SHA256 as binate for each and
every transactions which is depicted in Fig. 6. Merkle root is constructed based
on cryptographic hashes which is already discussed in Bitcoin Merkle. The planned
system construct the merkle root based on HAT-trie which is both memory and speed
improvement cache keen data structure. This uses base 64 encoding for preventing
data loss across communication. This uses bit-wise hash to reduce the memory for
storing and retrieval which is depicted in Fig. 7.

The proposed merkle tree serve buckets as an array of n + 1 word-length pointers,
which are vacant or point to their respective slot entries. A dynamic array or bucket is
used for storing base-64 encoded transactions. Here Base-64 encoding [16] is chosen
for encoding the transaction because it can map all type of characters like ASCII,
UTF8, UTF16 and other types and this can be transported to any systems in the
network without data loss or modification of the content. The required slot is found
by using the combination of base-64 encoding and fast bit-wise hash function [17]
for performing insertion or searching of a transaction on a particular bucket. This
is implemented based on shift-add-xor string hashing functions which are resistant
of adversarial attack and the merkle root is determined based on the first encoded
character. In some cases, space is wasted due to few string insertions for this; we
implement the bucket as array hash table which makes changes from simple array
when it is overflowing.

The projected system is compared with the speed of construction, searching,
and memory requirements of Bitcoin Merkle and the conclusion is portrayed in
Table 1. Our measurements of various factors indicate that the memory size is less
and the searching speed is fast in Cognizant Merkle compared to Bitcoin Merkle.
The searching speed of transaction in Bitcoin Merkle is very slow compared to
Cognizant Merkle. Our dataset consists of a finite number (20 and 40 data sets) of
null terminated strings that are unsorted. The above table shows for 20 inputs the
memory size required byBitcoinMerkle is approximately 6.33MBand forCognizant
Merkle it requires only 3.33MB and the searching time of BitcoinMerkle is 0.0024 s
whereas Cognizant Merkle requires only 0.0001 s. From this outcome, our research

Transaction ID
(TXID)

SHA256 SHA256 Merkle Root 

Fig. 6 Bitcoin Merkle Root

Transaction ID 
(TXID)

Base 64 Fast bitwise 
hash Merkle Root

Fig. 7 Cognizant Merkle Root
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Table 1 Comparison of Bitcoin Merkle with Cognizant Merkle

Factor/Tree type Bitcoin Merkle Cognizant Merkle

Total inputs 20 40 20 40

Virtual memory size (MB) 6.33242 6.33242 3.33 3.33

Insertion time (s) 0.000206 0.000403 0.000645 0.001078

Searching time (s) 0.00248 0.000865 0.000179 0.000230

shows that the development of merkle tree like this structure can reduce the cost of
searching time which yields rapid validation of transaction existence.

7 Conclusion

Currently, Bitcoin Merkle is a widely used data structure in blockchain for storing
and verifying the transaction survival in the database. Still, memory requirement of
BitcoinMerkle is huge compared to the CognizantMerkle and the depth of traversing
the tree for searching of the transaction existence is high in BitcoinMerkle compared
to Cognizant Merkle model. The existing system of bitcoin is not affable for memory
management and genial support for fast verification of transaction existence. Con-
sequently the Cognizant Merkle, a variant of merkle tree that modifies the existence
property of merkle tree data structure to yield, fast, adaptable, cache sensible and
compressed data structure that maintains transaction id in memory which is stored
in sorted order. The proposed new model for Cognizant Merkle tree is improved
than 60% of existing Merkle tree searching. However, the proposed one provide
appropriate speed and space efficiency of hash tables which can be further improved
using cryptographic hashingwithout loss of transmission data across the peer-to-peer
network which also prevent the mishandling of data in future occurrence of bitcoin
transactions.
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A Novel Algorithm for DNA Sequence
Compression

K. Punitha and A. Murugan

Abstract Deoxyribonucleic Acid (DNA) sequences vary in terms of their size and
fall within the range of billions of nucleotides. The value increases to twice or thrice
its original value annually. Techniques of data compression and related methods that
originate from the information theory are frequently understood as relevant for the
field of data communication, exploration, and storage. In the present situation, it is
vital to store data for biological sequences. The compressBest algorithm proposed in
the paper for the compression of DNA sequences helps attain a better compression
ratio and is much faster when compared to the existing compression techniques.
compressBest algorithm is applicable to compression of DNA sequences with a
reduction in storage space. The proposed algorithm is tested over the data from the
UCI repository.

Keywords DNA sequences · Data compression · Deoxyribonucleic acid ·
Dynamic programming

1 Introduction

DNA databases are found and large in size [1, 2], where storage of them is a major
issue. They contain considerable complexity and feature logical organization. There-
fore, the data structure for storing, accessing, and processing this data in an efficient
manner is a challenging and problematic task [3, 4]. So, an efficient algorithm for
compression is required for storing huge data masses. The standard methods for
compression [5, 6] are not relevant when it comes to biological sequences [7] owing
to the subtle regularities in sequences of DNA [8, 9]. Biological sequences cannot
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be compressed in a competent manner by standard algorithms used for compression.
The compressBest algorithm for DNA is introduced which is based on the precise
matching and gives the best results for comparison of the standard benchmarks in
the context of DNA sequences.

The four nucleotide bases areCytosine,Adenine, Thymine, andGuanine, depicted
using their first character, which isC,A, T , andG. Themeaning of compression is the
reduction of data size by way of modifying it to assume a format which necessitates
less number of bits than the ones required in the original format. Considerable effort
has been expanded for applying compression techniques on textual data for the
accomplishment of a number of tasks in computational biology, from storing and
indexing large sets of data to comparing sequences databases of DNA.

This paper proposed compressBest algorithm which can be employed for the
compression of DNA sequence data, which in turn results in a reduction of storage
space through the use of Dynamic programming. The mechanism which is proposed
for the compression of the DNA sequence through the use of the 2-bits encoding
method includes division into segments, exact matching, and the method of decom-
pression matching. When bases are distributed in a random manner in a sequence,
2-bit encodingmethod serves as an efficientmethod.However, nonrandomness exists
in an organism’s life and the DNA sequences which are evident in the living organ-
ism are nonrandom in nature. They also possess certain constraints. Our algorithm
resembles all other compression algorithms of the DNA sequence and is based on
creating partitions for a sequence into diverse segments, which include the repeat
segments which are also the copied segments, and the non-repeat segments.

2 Related Work

In [5], a two-stage algorithm suggested the combination of the features of the Huff-
man coding algorithm and Lempel–Ziv–Welch (LZW) algorithm. LZW is an algo-
rithm which is based on a dictionary. It is a lossless algorithm and is unified into
the standard pertaining to the consultative committee on telephony and international
telegraphy [10]. In this case, the code for every character is accessible in the dictio-
nary [11] which uses reduced bits when compared to the ASCII code (less than 5
bits).

A novel approach is proposed in [12], the compression of genomes which has
the ability to modify successions in the genome to double grouping which uses the
Genbit algorithm and the development of a grid takes place from the arrangement
which has been encoded. In case the encoding group length is not a perfect square,
a few bits are attached to the arrangement to create a flawless square with respect
to its length. When both sides record the same number of times, a ‘0’ is picked and
the bit is connected again at the end to make the length a flawless square for the
development of a framework.

Many algorithms have been recently introduced for the purpose which frequently
uses the recognition of lengthy and approximate repeats. Another algorithm is known
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as the DNAPack, which use dynamic programming as its basis. When compared to
the earlier programs, the DNA compression is marginally improved while its cost
can be ignored. A new lossless comparison algorithm is presented which enables
the vertical and horizontal compression of the data. It is based on the statistical
and substitution methods [13]. The representation of hiding data through the use of
compression of DNA sequences is attempted. In the initial step, data is converted to
a DNA sequence and the DNA sequence is compressed later on. The techniques of
four compressions are used in this case, where better compression is produced by one
of the options, which depends on the DNA sequence. The decompression algorithm
which is developed also enables the procurement of the original data [14].

A lossless compression algorithm which is seed-based is developed in the
paper to compress the DNA sequence which utilizes the method of substitu-
tion. This method has a similarity to the LempelZiv scheme of compression.
The repetition of structures is exploited in the method proposed here, which
are intrinsic to DNA sequences. The process is accomplished through the cre-
ation of an offline dictionary containing repeats accompanied by mismatch details.
When it is ensured that only promising mismatches are allowed [15], a com-
pression ratio is achieved by the method that is better than or in line with
the existing compression algorithms pertaining to lossless DNA compression
[16].

A DNA compression algorithm is introduced [17], which originated on the
basis of exact reverse matching which allows best results for compression for
the benchmarks of standard DNA sequences. When the DNA sequence is enor-
mously long, it is easy to search for exact reverses. The approximate reverses
which are optimal for the compression to take place can be found by the algo-
rithm, but the task takes considerable amount of time to complete. The time taken
is a quadratic time search or greater than that [18, 19]. Compression with high
speed and the best ratio can be achieved, but it is challenging to do so. The com-
pression for proposed DNA sequences achieves a better ratio for compression and
it is running faster when compared to the existing algorithms [20] for compres-
sion.

3 Proposed Work

This is a form of motivator for the advancement of compression tools with high
performance whose design is targeted at genomic data. The DNA compression
methods used earlier were either statistical or dictionary-based in nature. The 2-
bit encoding methods in use recently have become noticeable where the bases with
4-nucleotides in the DNA sequence {A, G, C, T} are assigned the values 00, 10,
01, and 11 respectively. The technique proposed here is used for the compression of
large DNA sequence bytes which have average ratio for compression. The decom-
pression time initially needs an input which is available at the time of sequence
compression. This value is used along with the compression input strings where the
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Fig. 1 Overall architecture of the proposed method

decompression takes place and the output is produced in the form of the original
sequence. The decompressed input is obtained from the original sequence as per
the segmented values. The DNA sequence algorithm for compression attains a com-
pression ratio which is moderate and runs considerably faster when compared to
present compression programs. The overall process of the proposed method is given
in Fig. 1.

3.1 Segmented in Dynamic Programming Techniques

Different symbols are in use with respect to the occurrences of different DNA
sequences which are chosen for the compression of the sequence. This means
that the DNA sequence data is divided into a number of parts throughout
the process. A technique used for solving the optimization of a sequence
of decisions is the dynamic programming technique. The underlying rationale
behind this is the representation of the problem by the way of a process
which is an evolution from one state to another in reaction to specific deci-
sions.
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3.2 Encoding of Numbers

The proposed algorithm needs the encoding of diverse integers. Let, A � 00, C
� 01, G � 10, T � 11 is the segmentation which is accompanied by a segmented
number. The process initiates with the alignment of each sequence in the dataset with
respect to the reference sequence through the use of the local sequence alignment.
The objective behind sequence alignment is the placement of homogenous segments
in the same column through the insertion of blank space. Further, aligning similar
sequences can assist in the discovery of patterns and sequence relationships, which
can improve the ratio for compression.

As an example, the segments are not fixed in length, and the encoding of their
length is important. For a repeated segment, the values which are segmented with
respect to the reference substring of the input are taken into consideration, and
the segment is copied from here, after which encoding takes place. In the case
of approximate copies, rather than exact ones, it is important to encode the value
which has been segmented with respect to the modifications. Any of these num-
bers do not feature any bounds, and the integers must be encoded in a way which
is self-delimited as opposed to encoding with respect to a fixed number of bits.
The reference segmented values are encoded by encoding the relative difference
with respect to the reference segmentation and it is preferred to make use of its
copy.

The encoding method which involves 2-bits can make use of 2 bits for the
encoding of every character which means that 00 is for A, 10 is for G, 11 is
for T , and 01 is for C. Therefore, “gaccgtca” can be encoded by “10 00 01
01 10 11 01 00”. This requires 16 bits in all. The exact matching method can
make use of repeat length and repeat position for the representation of an exact
repeat. In this way, three bits are used to encode an integer and two bits are
used to encode a character, and a single bit is used to indicate whether the
next part contains a pair, which also signifies an exact repeat or plain charac-
ter.

3.3 Compression

In experimental researchworkwhich involves the text filewith a dot txt file extension,
a series of four successive base pairs are present, which are a, g, t, and c. This ends
in a blank space as a terminal character. The basic element, in this case, is the text
file which is used to consider compression as well as decompression. The output file
is also a text file containing information about four base pairs which are unmatched
and an ASCII character which has a coded value.
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3.4 CompressBest Algorithm

Compression Algorithm
Input: DNA Sequence
Output: Compressed data

Input: Compressed text file
Output: original DNA Sequence

1:   Repeat the following steps 2 to 3 until the codes are converted into bases.
2: According to the segmentation number, replace all the codes by the corresponding bases.
3:   do
{

Read the character one by one from the DNA sequence;
If char = $ followed by the 2-bit based sequence base then

Assign 3 times the base
If char = # followed by the 2-bit based sequence base then

Assign 4 times the base
Else

Read two characters and 
Assign A if char = 00;
Assign C if char = 01;
Assign G if char = 10;
Assign T if char = 11;

} until char = NULL;
4:   The original DNA sequence is obtained. 
5:   End

3.5 Decompression

The input string used for compression of a particular value is decompressed to pro-
duce the original file in the form of the output. The lookup table is created from the
structure of the compressed file by finding repeat patterns present in the source. The
size of the lookup table is extracted from bit blocks which represent the pattern. The
blocks of the compressed pattern are extracted and the pattern type is recollected in
the form of pattern ID followed by patterns. Decompression takes place from the
beginning of the file to the end of the file for obtaining the original sequence of
DNA.
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Decompression Algorithm

Input: DNA Sequence
Output: Compressed data

1: Divide the sequence into segments with four nucleotides each in DNA sequences.
2:  Find the matched segments in the DNA sequence and assign the numbers with symbol ‘S’ followed by corresponding numbers.
3:  Repeat the following steps for each in the segment.

(i). If there is three repeat bases, then assign ‘$’ as a suffix and assign two bits based on DNA sequence values (A=00, C=01, 
G=10, T=11). 

(ii). If there is four repeat bases then assign ‘#’ as a suffix and assign two bites based on DNA sequence values 
(A=00,C=01,G=10,T=11). 

4:  Repeat the steps from 2 to 3 until there are no repeat bases. 
5:  Assign two bits code for remaining bases. 
6:  End  

The compression ratio can be calculated as follows:

Compression ratio:
compressed file size

original file size

4 Results and Discussions

The program code of the compressBest algorithm is executed Java 1.7.0 JDK and
tested on a dataset ofDNAsequenceswhich is fromGenbank throughUCI repository.
Genbank is a popular public databasewhere the human genomic data is available. The
datasets include six DNA sequences such as two are HUMAN GENES [HUMDYS-
TROP, HUMHDABCD], two from chloroplast genomes (CHMPXX AND CHN-
TXX), and two are Viruses (HEHCMVCG AND VACCG).

The storage of the DNA sequence and its accuracy must be considered since even
a single mutation in the base, deletion, or insertion would reflect in terms of a major
change in its phenotype. For the purpose of accuracy, file compression is developed
one after the other through the use of the compressBest algorithm.

The efficient result level in terms of the performance analysis of the compression
ratio percentage of DNA sequence data is represented in Fig. 2 along with other
techniques such as Lossless compression algorithm and BDNAS compression algo-
rithm. The compressBest algorithm proposed here produces efficient output when
compared to the other techniques in existence.

The compression of the original sequence size before compression is depicted
in Table 1, and compression ratio after compression is also depicted in Table 1.
The advantages of the compressBest algorithm are, it is a high-speed algorithm
with minimized compression ratio, minimized execution time and it gives lossless
compression data.
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Table 1 Experimental analysis

S. No. Type of DNA
sequences

Original size
of sequence
before
compression
(Bytes)

Compression ratio percentage (%) after
compression

BDNAS
algorithm

Lossless
compression

CompressBest
algorithm

1 HUMHDABCD
(Human Gene)

58,864 33.33 32.61 32.53

2 HUMDYSTROP
(Human Gene)

105,265 33.33 32.62 32.59

3 CHMPXX
(Chloroplast
Genome)

121,024 4.18 4.02 3.66

4 CHNTXX
(Chloroplast
Genome)

155,844 33.33 32.42 32.35

5 HEHCMVCG
(Virus Genome)

229,354 33.33 32.58 32.14

6 VACCG (Virus
Genome)

47,912 33.33 32.08 31.86

5 Conclusion

Theexperimental result shows thatCompressBest algorithmgives better compression
ratio for mostly repeated sequences. It provides a reduction in file size without losses
of clear data. The results from the simulator help to achieve a minimization in the
time required for compression, high speed, efficiency, reduction in file size, and
accuracy with respect to the original file. The UCI repository was accessed to collect
the datasets and the Java environment is used for the development.
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DigiPen: An Intelligent Pen Using
Accelerometer for Character Recognition

Ankur Agarwal and Swaroop Sudhanva Belur

Abstract The idea is to identify the character being written by a user on a piece
of paper by observing the acceleration of the pen while writing these characters
and passing this acceleration data to an Artificial Intelligence (AI) algorithm. Using
an off-the-shelf accelerometer paired with a microcontroller using Inter-Integrated
Circuit (i2c) protocol, we get sequential acceleration values in three directions. Upon
observing this with this data, we noticed the same patterns when writing a specific
character and decided to use efficient Long Short-Term Memory (LSTM) cells to
recognize the patterns. After collecting some data for training the neural network
and doing some preprocessing of the data, we used Basic LSTM cells in the models
to recognize the patterns from the sequences of these values. LSTM cells were
preferred over regular Recurrent Neural Network cells (RNN) due to LSTMs ability
to remember longer sequences. Multiple LSTM models with a different number of
layers and sizes with different activation functions and dropout values were trained
and tested for performance and we were able to achieve a test accuracy of 47% on
a fairly small dataset which far exceeds the 10% accuracy benchmark which would
have been simple guesswork. With some more optimization of the hyperparameters
of the neural network and trainingwith a larger dataset, we believe better performance
can be achieved. For the purpose of this paper, we have used numerical digits (0–9)
as the characters to be classified.

Keywords Smart pen · Artificial intelligence · LSTM · IoT · Cloud · Supervised
learning
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1 Introduction

Despite the technological advances in the twenty-first century, the act of taking notes
is still relevant. This explains the plethora of note-taking applications on phones
and computers. Current techniques of digital note-taking are sub-optimal for reasons
which include but are not limited to—small touch keyboard interfaces, heavy and
uncomfortable devices, etc. We want to bring back the usage of notebooks and thus
conceived of a device that uses twenty-first century technology but has the feel of
a regular notebook [1]. This is how we arrived at the DigiPen. When trained with a
proper amount of data, this pen was able to accurately detect the characters being
writtenwithout the need for any other special type of book or pen.Using the analytical
power of AI [2], it can even understand characters of different alphabets and symbols.
The days are not far off when professionals like doctors writing prescriptions and
students writing notes can refer to and search within the digital copy instead of using
their regular books [3]. This brings out the real power of the digital revolution to
something as banal as note-taking.

2 Similar Technologies

Although devices that have a similar functionality exist, none of them use the same
technology as DigiPen and usually require extra peripherals like a special book or the
use of a mobile or a computer unlike DigiPen. Multiple products have come up with
a pen that uses a dot pattern on an accompanying book which is used to recognize
the characters being written using the location of the pen’s tip to trace out what
has been written. Moreover, these products require a mobile phone to work. This
is innovative technology but the problem is that it requires the purchasing of a new
book every time it runs out of pages. However, the advantage these products have
over the DigiPen is that they are much easier to implement due to the availability
of datasets like MNIST. In case of the DigiPen, it requires a completely different
type of dataset which uses accelerometer values. Due to the same reason, DigiPen
has a relatively lower accuracy than the others. However, with the addition of more
data into the training dataset, comparable or even better accuracy can be achieved
by DigiPen.

3 The Analogy and Inside the Accelerometer

The accelerometer [4] contains a surface machined polysilicon structure which is
positioned on top of a silicon wafer. The polysilicon structure is suspended using
springs and provides resistance against acceleration forces. Differential capacitors,
consisting of independent fixed plates, are used to measure deflection. The deflection
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Fig. 1 (a) The accelerometer, (b) The pen [5]

of the beam causes an unbalanced capacitor output which, in turn, results in a sensor
output whose amplitude is proportional to the acceleration. Phase-sensitive demod-
ulation is then applied to determine the polarity and magnitude of the acceleration.

Simply put, there is a polysilicon ball placed inside a hollow cube whose surfaces
correspond to the differential capacitors. The movement of the ball, due to acceler-
ative forces, causes its movement inside the cube, which results in an unbalanced
capacitor output.

We use these acceleration values as our parameter for recognizing the written
character. Since the accelerometer is placed on the flat surface of the pen, both the
pen and accelerometer become parallel to each other. Now as they are parallel and
connected, the accelerating forces applied on the pen while writing are also applied
on the accelerometer. The lines of accelerating forces on both the objects at the
point of connections have the same magnitude and direction. Due to this reason, the
accelerometer is able to capture the true forces of accelerations acting on the pen. As
the gripping point is the pivot point during writing, the accelerometer is attached at a
location fromwhere maximummotion can be transferred on to the sensor effectively
(Fig. 1a).

4 Data Collection

The contraption that was built is an accelerometer attached near the writing tip of a
regular pen and the accelerometer data is collected using anmicrocontroller using the
inter-integrated circuit (i2c) communication protocol. The arduino microcontroller
is used in conjunction with an open source software called Processing [6] to take the
serially printed data into a comma separated variable (CSV) file format. We obtain x,
y, and z coordinate accelerometer data separately. These constitute the three comma
separated variables which are fed into a neural network. The Microcontroller used
is an ATMega 328P which is programmed and used by means of the Arduino Uno
development board which has general purpose input output (GPIO) pins, an oscilla-
tor crystal, a USB connection, support for i2c and SPI (serial peripheral interface)
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Fig. 2 Similar acceleration patterns for a given character written

communication protocols and has an accompanying integrated development envi-
ronment for programming and flashing. The Arduino is programmed to collect data
for a short amount of time which we believe is sufficiently long enough to write a
character. After some experimentation, the time we arrived at was 1200 ms. When
the user wants to write a character, he/she has to just double tap the pen which will
trigger the accelerometer and it will start collecting data for a period of 1200 ms
(Fig. 2).

Due to resource constraints, we were only able to collect a limited amount of data
to train the LSTM. We have 200 data points for each numerical digit from 0 through
9. This adds up to 2000 data points in total. Although this is not ideal for the proposed
LSTM model, we observed that the model does fairly well as discussed above and
far exceeds the 10% accuracy benchmark which would have been simple guesswork
by the LSTM. While collecting data, we tried to ensure that the size of the character
written is small and about the same size as that written in a regular notebook. It is
important because first, that is how we believe people will write with the digipen, but
more importantly, the acceleration forces when writing small are more pronounced
and are easier to patternize. Moreover, as mentioned, we used a constant amount of
time of 1200 ms to collect data for each datapoint.

Another aspect we considered while collecting the data is the orientation in which
the data was collected. We tried to take the readings in various different orientations
to ensure that DigiPen can predict whatever has been written even if it was held in
a different position. The dataset consists of comma separated variables (CSV) files
for each datapoint. Each data point consists of x, y, z followed by the data collected
by the accelerometer for 1200 ms corresponding to each of the three axes. Due to
small, insuppressible errors in the sensor, the number of values corresponding to x, y,
and z axes are slightly variable despite taking to same amount of time to record. We
found that they range from 75 to 85. To standardize the data going into the LSTM,
we employ zero-padding. This ensures that the LSTM receives a uniform number of
values for each datapoint. We used an 80:20 split for training and test data for the
LSTM.



DigiPen: An Intelligent Pen Using … 165

Fig. 3 Preparing the dataset

5 Preparing the Dataset

The input data is a sequence of acceleration values in the x, y, and z axes. Each
sampling is completed within t secs and each sample recording gives three column
time series sequences of acceleration in each axis direction. Hence, each sample
recording is of shape (t, 3). Each sample recording is saved as comma separated
value sequence. Initially while creating the model input dataset, each file is read
as a single matrix having 3 columns (x, y, z) & ‘t’ rows and the complete dataset
becomes a 3D matrix in which many such 2D matrices are stacked. The label y is
taken from the filename, i.e., the digit it stores. The label is further encoded into one
hot encoding of 10 classes, i.e., for digits between 0 and 9. The dataset is normalized
and shuffled randomly. The dataset is split into training and test dataset in the ratio
80:20. The dataset is split into three 2D matrices each representing the sequential
values of the samples in different axis directions. This data is given as input to the
neural network for further classification model (Fig. 3).

6 The Different Models

The input values to the neural network model are time series based. When writing a
digit there is a particular patternwhich cannot be skipped nomatter which font is used
as the digit is predefined. Example, the digit 1 will always have a straight line, the
different fonts will always have this straight line as the major part. The accelerometer
catches this pattern in terms of accelerations in different directions and the pattern of
this series is important to the model. The output is to be given as a label from given
classes of 10 digits. This clearly becomes a sequential and classification problem.
The different models used have RNN layer with LSTM cells [7] common in all to
find out the important sequential patterns for a longer time. The sequential patterns
from each direction (i.e., x, y, and z) are important, and so LSTM cells are used. The
following three different models have been designed and implemented (Fig. 4).
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Fig. 4 The different model designs

6.1 Model M1

A basic simple model is created. The input of sequence of values in x, y, and z
directions are directly given as input to the channelized LSTM cells. The outputs
from the LSTM cells are sent to a softmax layer of 10 classes which gives the output
of the model in the form of one hot encoding.

6.2 Model M2

Using the similar design as that of model M1, model M2 also has three LSTM cells
channelized with their inputs as the input to the model. The next layer has seven
neurons, all together having every possible input combination from the output of the
three LSTM cells. This layer is added with the intuition that all possible combination
of probabilities from the LSTM outputs will be generated, which might become
valuable to help find out the classification. Each of the seven neuron units has the
same size as that of the single output of a LSTM cell. The outputs from these neuron
units are sent to a layer having 100 neuron units which is then connected to a reduced
10 neuron unit softmax layer. This softmax layer gives the output of the model in the
form of one hot encodings.

6.3 Model M3

This model is similar to the previous model but with a more intuitive design. In
this model, the sequential inputs x, y, and z are sent to a layer of seven neurons, all
together having all possible input combinations of x, y, and z. Here, all the possible
combination of the sequences in different directions are generated. The size of each
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of these seven neuron unit is same as that of a single direction sequence input to
the model. The output of these seven neuron units is sent to a layer having seven
channels of LSTM cells. Passing all the possible combinations of sequences through
LSTM cells might help find more hidden sequences. The output from these seven
LSTM cells is sent to a layer having 100 neuron units which is then connected to
a reduced 10 neuron unit softmax layer. This softmax layer gives the output of the
model in one hot encoding form.

6.4 Hyperparameters, Regularization, Optimizer
and Activation Function

In the above three models, each LSTM cell has 32 units as the dataset is small. Also
in above three models, a dropout layer is attached at the end of each LSTM cell. The
keep probability of LSTM dropout layer having z direction as an element is kept
lower than others as the data samples where created with characters written on a
sheet of paper (viz. two-dimensional) with very less variation in the z direction. In
M1 andM2, dropout layers for LSTM cells L1 and L2 have a keep probability of 0.75
and for L3 it is 0.65. In model M3, LSTM cells L1 & L2 have keep probability of
0.75, L3 has 0.65, L4 and L7 have 0.74 and L5 and L6 have 0.70 as keep probability.
Apart from the dropout layers, exponentially decaying learning rate is used to help
the models converge gradually with a lower learning rate near the convergence point.
ELU activation function was used to take care of the vanishing gradient problem.
For optimizing the backpropagation cost of training, the Adam optimizer was used
(Fig. 5).

(a) With Elu activation (b) Without Elu activation

Fig. 5 Purpose of using Elu as activation
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7 Performance
The models were trained after tuning the hyperparameters. A few hyperparameters
were set with common values so as to judge the three models. The values were set
keeping in mind the small size of the dataset available. The few common parameters
and hyperparameters which were set with same values are

– learning rate � 0.001
– decay rate � 0.05
– decay step � 5
– mini-batch size � 96
– iterations � 1000
– number of units in each LSTM cells � 32
– common random seed (Table 1).

Table 1 The performance of the three models

Model Training accuracy Test accuracy

M1 64.93 34.25

M2 56.35 32.75

M3 74.76 42.25

(a) Model 1                                                (b) Model 2

(c) Model 3

Fig. 6 Performance of the three models
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The model M3 seems to work best compared to the others. The model was run for
higher number of iterations to get better test accuracy results (Figs. 6 and 7; Table 2).

It is clearly visible from the confusion matrix that the resulting model has a good
precision and recall as the frequency of the actual digits being predicted is far greater
than the frequency of any other wrong digit being predicted.

8 Future Development

The future development from this concept is the addition of various features by
integrating with various office suites using the internet of things (IoT). This will be

Fig. 7 Normalized confusion matrix (Test set)

Table 2 Performance of
Model 3 with different
iterations

Model Iterations Training
accuracy

Test accuracy

M3 1000 74.76 42.25

M3 2500 96.43 43.00

M3 3000 96.64 47.00
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especially handy when the user wants to use the device completely independent of a
mobile phone or a computer. We could send raw sensor data, preferably encrypted,
to the cloud where a trained LSTM network will be deployed. The output generated
can be then be saved as a text document, which can then be shared. As mentioned,
this results in DigiPen being able to be used as a standalone device.

9 Conclusion

We have found an innovative way to recognize characters from the fundamental basis
of the method of writing, which is the movement of the pen and data collection is
very simple. We have found how to process the data in order to classify them into
characters using an intuitive architecture model and achieve a test accuracy of 47%.
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Design of FPGA-Based Radar and Beam
Controller

Adesh Panwar and Neha Goyal

Abstract Radar controller is vital component in aRadar system. It enables transmis-
sion of RF energy, generation of complex waveform schemes and precision timing to
gate the receiver. The paper presents architecture for FPGA-basedRadar controller. It
includes beam controller to schedule dwell requests among all tasks. Proposed design
is robust, flexible, and uses VHDL-based modules to promote reuse and cost opti-
mization. The paper depicts detailed hardware and software methodology adopted
during the development.

Keywords FPGA · Controller · Phase gradient

1 Introduction

Radar system provides situation awareness to the operator. It assists in understanding
the nature, action and intent of the “targets of interest”. It provides such information
in a complex environment, in all weather conditions, day and night. In such systems,
electromagnetic energy is transmitted in the form of a train of pulses and the reflected
energy in its direction enables the detection and measurement of the target position.
Such a systemhas an antennawhich concentrates the transmitted energy in a preferred
direction and also intercepts and captures the received echoes [1].

Traditionally, antennas are classified into two major categories, mechanically
steered and electronically steered antenna. The electronic scanning uses a group of
radiating elements wherein the relative phase of the respective signals is controlled
in such a way that the effective radiation pattern of the array is reinforced in the
desired direction [2]. Phased array Radar provides significant advantage such as

• Solid state technology
• Distributed architecture
• Modular design
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• Beam agility
• Improved reliability.

This paper presents design of FPGA-based Radar and beam controller used in the
phased array. Section 2 introduces a typical architecture of the Radar system. The
proposed system is presented in Sect. 3. Section 4 gives details on features incorpo-
rated in the design. Sections 5 and 6 gives test results and conclusion respectively.

2 Background

The system block diagram is shown in Fig. 1. Operator selects the desired volume
to scan and communicates it to the Radar and Beam Controller (RBC) via Operator
Console (OC). RBC sets the timing parameters and provides the requiredwaveforms.
It plans ahead the future beam position and communicates the phase values to Phase
Gradient Controller (PGC) unit.

PGC in synchronizationwithRBCsetsTransmitReceive (TR)modules to transmit
in a specific direction upon which target-acquiring microwave beams are transmit-
ted from the antenna, which also collects the reflection. The echo radio frequency
(RF) signal is multiplied with the local oscillator (LO) signal and translated to an
intermediate frequency (IF).

The received signal is digitized and discrete values are provided to the FPGA
chip for digital pulse compression processing. It de-chirps and digital orthogonal
transformation is performed to form in-phase and quadrature signals. Each such pair
of samples is associated with a “numerical index” that corresponds to a specific time
offset from the beginning of the Radar pulse, so each of them represents the energy
reflected from a specific range.

Fig. 1 System block diagram
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The processed information is presented to the operator in the form of a bright spot
on the display along with the target characteristics.

3 Proposed System

RBC acts as a focal point for all the communications in the system. It initiates
commands to RFmodules, SP module, and PGC. It provides synchronization among
subunits. Design of such a system is complex and requires deep understanding of
hardware, algorithms, data processing, and the operating environment.

It requires complexity of a CPU, memory controller, Serial Peripheral Interface
(SPI) bus interface controllers, Serial interface and Local Area Network (LAN)
module. It requires computations that can be pipelined.

To accomplish the requirements of RBC, FPGA based hardware with multi-layer
software architecture is proposed and is shown in Fig. 2. Starting at the basic level,
hardware layer provides the physical interface between the FPGA and the external
world. Programmable logics are built using VHDL on FPGA. Functionalities are
divided into number of small, well defined modules to improve code maintenance.

Fig. 2 FPGA-based
multi-layer software
architecture
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Soft Processor IP core is interfaced with VHDL as a component. An abstraction
layer provides high level programming interface between the processor and applica-
tion specific functions.

Distinct advantages of proposed system are

• Higher flexibility and re-programmability
• Capability for parallel processing
• Small design cycle
• Lower design cost.

4 Design Methodology

4.1 Hardware Design

The proposed design is built around Stratix [3] series FPGA. It has power supply and
conditioning circuitry. As shown in Fig. 3, it has peripheral memory interface for
SRAM, SDRAM, Flash storage, and EEPROM. It contains multiple trans-receivers
and a PHY device. It uses SPI bus [4] to interface RBC over LowVoltage Differential
Signaling (LVDS) voltage levels [5].

Fig. 3 Hardware design
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4.2 Software Design

The proposed design has multiple software modules, they are as follows.

4.2.1 Phase Computation Module

Considering an array of (m, n) elements, the phase of the individual element is
represented as follows. Here (m, n) are the indices of the individual antenna channel,
PA is the phase gradient in the azimuth and PB is the phase gradient in the elevation.

Phase (m, n) � m ∗ PA + n ∗ PB (1)

The phase gradients are represented as follows. Here “az” is steering angle
azimuth, “el” is steering angle elevation, “λ” is wavelength of the EM wave being
used, “dh” is the element spacing in azimuth and “dv” is element spacing in elevation.

PA � (2π/λ) ∗ dh ∗ Sin(az) ∗ Cos(el) (2)

PB � (2π/λ) ∗ dv ∗ Sin(az) ∗ Sin(el) (3)

Once the operator selects the volume to be scanned, RBC communicates the
common phase gradient data for all the radiating elements over SPI bus. PGC receives
this data, computes the position-wise phase values for each element, caters for the
calibration error, and applies it to the individual elements on the panel.

SPI master module is located in RBC. It initiates and controls the entire commu-
nication. It derives PA values for a given azimuth from the beam control module.

4.2.2 Beam Control Module

System using electronic beam steering control can carry out the concurrent functions.
A proper scheduling algorithm is to be devised to multiplex the requests of each
function for transmission of energy. Such scheduler must be able to execute priority
functions on the expense of the less critical ones. One such scheduler is provided in
RBC and is interfaced with Radar Data Processor (RDP) over LAN interface.

As shown in Fig. 4, once the dwell requests are submitted to the scheduler, they
are maintained in one of the dictated queue. Each dwell request consists of an iden-
tification number, priority, duration, and the desired time for execution.

Each queue contains requests corresponding to the similar function. Within a
queue, dwell requests are ordered according to the desired time of transmission.
Dwell request is played within the specified time period only if any higher priority
request is not pending for the same specified period. Expired requests are unlinked
from the queue.
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Fig. 4 Beam control module

Different type of dwell corresponds to specific waveform parameters which
include PRF, carrier frequency, etc., and are synchronously executed in all the sub-
systems via waveform and timing generation module.

4.2.3 Waveform and Timing Generation Module

Waveform and timing generation module (WTGM) provides all the timing and syn-
chronization signals in a Radar system. Timing signals like dwell, PRT (Pulse Rep-
etition Time) and cover pulse are generated and interfaced to subsystem over system
clock. During initiated Built in Test (BIT), it generates “Test Pattern” control signals
to RF subsystem and exciter unit for fault diagnostics. It facilitates the generation of
simulated targets at the input of the receiver. Such “Test Pattern” provides a com-
plete check of the total receiver chain including the exciter, down converter, SP, plot
extractor, RBC and display unit.

4.2.4 Sensitivity Time Control

The power level at the input of a Radar receiver is inversely proportional to the fourth
power of the target range. In some cases, echo signals fromnear range clutter saturates
the receiver and small changes in signal strength go undetected. Here, increasing the
threshold levels substantially, or reducing the receiver gain, could permit detection of
such near range targets, but the distant range targets would go undetected. Therefore
it is required to attenuate the large target returns occurring close to the trailing edge
of the transmitted pulse and gradually reduced according to the system requirement.
Such attenuation function is called as Sensitivity Time Control (STC).
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Fig. 5 LAN interface module

The control signals are synchronized with the Pulse Repetition Frequency (PRF).
Each time a pulse is transmitted, the controls set the attenuation to maximum. It
gradually reduces until a new pulse is transmitted.

4.2.5 LAN Interface Module

In the present design, an application tailored subset of UDP/IP stack is implemented
for a cost effective connection to a network. As shown in Fig. 5, it consists of four
main modules such as: receiver, packet interpreter, transmitter, and packet composer.
Both the RAMs are implemented as dual port FPGA RAM.

The receiver module manages incoming packets. Once a new packet is detected,
it is saved in one of the RX RAM bank. Each byte is sent to CRC (Cyclic Redun-
dancy Check) checker, which progressively calculates the checksum. The packets
are checked for its validity, headers, MAC address, IP address, CRC, message type,
etc., in the packet interpreter module. Receive state machine is shown in Fig. 6.

The packet sender will act after initiation from one of the packet type’s viz.
User Datagram Protocol (UDP), Address Resolution Protocol (ARP), Reversed ARP
(RARP) or Internet Control Message Protocol (ICMP). The required data is written
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Fig. 6 Receive state machine

on one of the TX RAM bank. The transmitter module reads this data and puts out the
packet to the PHY data bus and sets control signals. CRC generator progressively
calculates check bits and is sent as the last byte. Transmit state machine is shown in
Fig. 7.

5 Test Results

To ensure the timing requirements in the proposed design, verification and validation
is performed using timing analysis tool and signal tap logic analyzer respectively.

The data exchange between Phase Computation Module in RBC and PGC over
SPI is shown in Fig. 8. Signal “SCK_RC_IN” “SDI_RC_OUT” and “SDO_RC_IN”
represents master clock, data from and data to RBC respectively. The communication
is without glitches and errors.

The trace outputs are enabled in RBC for the scheduled reports. Different priority
requests are scheduled and there timings are shown in Table 1. “Desired Time” rep-
resents the expected time for execution for the respective beam. Similarly, “Stamp”
is current RBC time, “Scheduled” is the time at which RBC executed the request and
“Delta” represents the difference between “Desired” and “Scheduled” time.
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Fig. 7 Transmit state machine

Fig. 8 Data exchange between RBC and PGC

Table 1 Timing results

ID Priority| Time (in s)

Length Absolute

Duration Stamp Desired Scheduled Delta

1 1 67 18,437 18,504 18,449 55

1 2 218 18,473 18,691 18,609 82

1 2 219 18,633 18,852 18,769 83

1 2 220 18,793 19,013 18,929 84

1 5 6022 18,953 24,975 24,887 88
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Fig. 9 Doppler in BIT mode

Fig. 10 Data exchange with LAN transmit module

As shown in Fig. 9, Doppler is simulated in BITmode usingWTGM. It represents
the IF signal on channels and there phase difference. The target profile represents
Doppler of PRF/2.

As shown inFig. 10, signal “tx_clk” and “stage_reg” represents the input clock and
state of LAN transmitmodule. During transmit initiation, signal “tx_mem_bank_sel”
is changed and “tx_mem_bank_reg” is set to zero. Number of bytes are checked and
based on “max_byte_cnt1_reg” value zero bytes are padded. Signal “gig_en” is
enabled for byte-wise transmission. Signal “byte_reg” holds transmit byte count and
once it reaches to its maximum value CRC byte transmission is enabled.

Received data is shown in Fig. 11. Signal “rx_dv” goes high and initiates data
reception. Signal “rx_data_reg” indicates the input data and is checked for preamble.
If “gig_en” is set then data is received byte wise. Each byte is stored in Rx memory
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Fig. 11 Data exchange with LAN receive module

bank and “wr_address” is incremented. Once “rx_dv” is low checksum is matched,
memory address is locked and next memory bank is selected.

6 Conclusion

The work presents FPGA-based Radar and beam controller for surveillance sys-
tem. The key modules of the design are discussed. The test results suggest that the
design meets the required functionality and the timing parameters are well within
specifications. Use of programmable device offers flexibility with high performance.

Acknowledgements Authors are very much thankful to General Manager of Military Radar SBU
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Thanks to dear colleagues whose kind support made this study and design possible.
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Effect of Lattice Topologies and Distance
Measurements in Self-Organizing Map
for Better Classification

Sathiapriya Ramiah

Abstract Self-OrganizingMap (SOM) is awidely used algorithm in artificial neural
network for classification. Despite the general success of this algorithm, there are
several limitations which some of them are poor classification accuracy and slow
rates of convergence when the standard lattice topology and distance measurement
are implemented. This paper investigates the performance of SOM using different
topologies and different distance measurements. The results obtained showed that
SOM with hexagonal topology and Euclidean distance measurement outperforms
other topologies and distance measurement using at any scale datasets.

Keywords Self-organizing map · Best matching unit · Topology · Distance
measurement · Accuracy

1 Introduction

Classification can be defined as assigning objects to groups on the basic criteria made
on the objects into several classes. It is mainly used to understand the existing data
pattern and predict how new instances will behave. Classification plays an important
role in many fields including medical, education, business, marketing, shipping,
transportation, and others.

Self-Organizing Map (SOM) also known as Kohonen SOM is a neural network
algorithm invented by the founder of the Neural Networks Research Centre, Profes-
sor Kohonen [1]. Similar to most artificial neural networks, SOM operates in two
modes namely training and testing. Training is a competitive process called vector
quantization to build themap using input data samples. Testing process automatically
classifies a new input sample into respective classes [2].
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SOM is called a topology preserving map because of the mapping of the nodes
from high dimensional space into low dimensional, usually two-dimensional lattice
[3]. Lattice topology specifies the arrangement of nodes on themap forming the layer.
Therefore, in this paper, three types of topologies, mainly triangular, rectangular, and
hexagonal are evaluated.

There are several ways towork out the distance between two points inmultidimen-
sional space for classification. Changing the distancemeasure can have amajor effect
on the overall performance of the classification system. The distances are measured
using Euclidean, Manhattan, Chebychev, and Canberra in this experiment.

The rest of the paper is organized as follows. In Sect. 2, experimental dataset used
for evaluation are discussed. SOM is described in detailed in Sect. 3. Sections 4 and 5
illustrate lattice topology and distance measurement. Whereby experimental results
discussed in Sect. 6. Finally Sect. 7 state the concluding remarks.

2 Experimental Data

Dataset used in this experiment is obtained from UCI machine learning repository to
evaluate the performance of SOM in classification [4]. Iris data classifies it species,
Breast Cancer Wisconsin (Diagnostic) data predict whether the cancer is benign or
malignant andCar Evaluation data evaluates acceptability of a car. Iris data represents
small-scale dataset. It contains data of 105 instances for training and 45 instances for
testing. Meanwhile, Breast Cancer Wisconsin (Diagnostic) data used to represents
medium scale dataset. 400 instances used for training and 169 instanceswere used for
testing purpose. Finally, Car Evaluation representing large-scale dataset. It contains
total of 1200 instances used in training and 528 instances for testing.

3 Self-organizing Map (SOM)

SOM is two layer network comprises an input layer and an output layer of neurons
in a two-dimensional lattice as is shown in Fig. 1. Each node in the network has a
specific coordinate and contains weight vectors of the same dimension as the input
vectors [5]. Each neuron in input layer is connected to all the neurons of the output
via the weight. There are main two steps: training and testing. The network needs to
be trained using input and correct output so that it can learn the pattern of output to
be produced. Once the training is done, network needs to be tested using real sample
data.
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Fig. 1 Typical architecture of SOM. Source Lohninger [8]

A few parameters need to be specified in order to develop SOM are defined below

i. Number of input nodes

The number of input determines the number of data to be fed into the network for
training and testing.

ii. Map size

Map size determines the size of the output layer.

iii. Number of neurons

The number of neurons on the output layer is determined by the map size. For
this study, map size of 10 × 10 will be used.

iv. Number of learning iteration

The number of learning iteration is used to train the network.

v. Learning rate

Learning rate decides the speed of algorithm and the value is between 0 and 1.
The larger the value, the faster the network grows.

vi. Lattice topology

Lattice topology triangular, rectangular or hexagonal to be identified as this is one
of the comparison criteria.

vii. Distance measurement

Distance measurement method to be identified as this is one of the comparison
criteria too.

Once the parameters are defined, training process shall begin. The training pro-
cesses in steps as described below
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a. Initialization of weights for output units

Weight vector (W ) for each node initialized to small standardized random values
between 0 and 1.

b. Present input

Input vector (V ) is fed into the network to train. The inputs are the training dataset.

c. Calculate the Best Matching Unit (BMU)

BMU is determined by iterating all the nodes and calculate the distance between
each node’s weight vector and input vector. The nodewhich has weight vector closest
to the input vector is labeled as the BMU. Five different methods will be used to
calculate the distance. They are Euclidean, Manhattan, Chebychev and Canberra.
This is to identify which measurement gives better accuracy.

d. Update neighbouring nodes

Weight vector of every nodewithin theBMU’s neighbourhood including theBMU
adjusted so that their weight gets more similar to the weight of input vector based
on following equation:

W (t + 1) � W (t) + �(t)L(t)(V (t) − W (t)), (1)

where,

t time step (iteration of the loop)
L learning rate which decreases over time

Decay of learning rate calculated based on following:

L(t) � L0 exp

(
− t

λ

)
(2)

As training goes on, the area of the neighbourhood shrinks gradually over time to
the size of just one node which is the BMU by formula

�(t) � exp

(
− dist2

2σ 2(t)

)
(3)

�(t) influence rate
σ (t) width of the lattice at time t

e. Determine convergence

Steps b, c and d are repeated for all input data. Convergence will happen when
the training stops once an accurate topological map is obtained. Upon completion
of training process, the output vector holds the cluster for classification. Meanwhile,
weight vector defines the attributes of an element that falls into the segment. Both
this information will be used for evaluating test data.
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In the testing phase, the dataset fed into the algorithm together with output vector
and weight vector obtained from training process. The output achieved from the
testing is compared with the expected target output to determine the ability of SOM
to classify data into correct predefined classes.

4 Lattice Topology

A topological map is a mapping that preserves the relative distance between the
points. A lattice is connected if neighbouring points in the input space are mapped
to nearby map units [6]. Neighbourhood function is applied on top of the topology.
In this study, triangular, rectangular and hexagonal topologies are experimented.

In triangular topology, neurons are arranged in a triangular latticewith each neuron
having three immediate neighbours. However, in rectangular and hexagonal topolo-
gies, neurons are arranged in a rectangular and hexagonal lattices with each neuron
having four and six immediate neighbours respectively.

5 Distance Measurement

There are several ways to work out the distance between two points in multidimen-
sional space. Changing the distance measurement can have a major impact on the
overall performance of the classification system [7]. Below are the four distance
measurements used for this experiment

(i) Euclidean Distance
Calculates the square root of the difference between coordinates of pair of
nodes.

di j �
√√√√ K∑

k�1

(
xik − x jk

)2
(4)

(ii) Manhattan Distance
Calculates absolute difference between coordinates of pair of nodes.

di j �
K∑

k�1

∣∣xik − x jk

∣∣ (5)

(iii) Chebychev Distance
Calculate the absolute magnitude of the differences between coordinate of a
pair of nodes. Chebychev also known as maximum value distance.
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Table 1 Analysis of iris dataset

Euclidean (%) Manhattan (%) Chebychev (%) Canberra (%)

Triangular 95.56 77.78 97.78 77.78

Rectangle 97.78 77.78 97.78 77.78

Hexagonal 100.00 84.44 97.78 77.78

di j � λ

√√√√ K∑
k�1

∣∣xik − x jk

∣∣λ λ � ∞ (6)

(iv) Canberra Distance
Calculate the sum of series of fraction differences between coordinates of a
pair of nodes.

di j �
K∑

k�1

∣∣xik − x jk

∣∣
|xik | +

∣∣x jk

∣∣ , (7)

where,

xi input to the node i at time k
x j output node j at time k with weight from input node i
k no of iterations

for all of the above measurements.

6 Experimental Results

In this study, SOM is tested in different topology and distance measurement using
datasets as specified in Sect. 2.

Iris dataset represents small-scale data for this experiment. The result obtained
using triangular, rectangular and hexagonal topologies for this dataset is summarized
in Table 1.

For iris dataset, classification accuracy shows good result. All three topologies
work well with Euclidean distance whereby it gives 100% accuracy for hexagonal
and Euclidean combination. Rectangular and triangular topologies with Euclidean
also shows high accuracy percentage. Followed byChebychev distancemeasurement
where all topologies give the same accuracy. Manhattan and Canberra show similar
result in term of its classification accuracy, but hexagonal topology using Manhattan
shows a slight increase in its percentage. Overall performance comparing all three
topologies confirms that hexagonal topology works better compare to triangular and
rectangular topologies using Euclidean distance measurement.
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Table 2 Analysis of Breast Cancer Wisconsin (diagnostic) dataset

Euclidean (%) Manhattan (%) Chebychev (%) Canberra (%)

Triangle 88.76 88.76 88.76 71.00

Rectangle 88.76 88.76 88.76 71.00

Hexagonal 88.76 88.76 88.76 79.89

Table 3 Analysis of car evaluation dataset

Euclidean (%) Manhattan (%) Chebychev (%) Canberra (%)

Triangular 90.91 90.91 90.91 85.23

Rectangle 91.86 94.70 91.86 71.97

Hexagonal 96.60 90.91 85.23 75.76

For the second experiment, Breast Cancer Wisconsin (Diagnostic) dataset was
used as medium scale dataset. The result obtained is summarized in Table 2.

For breast cancer dataset, almost all three topologies show similar classification
accuracy for Euclidean,Manhattan and Chebychev distance measurement. Accuracy
percentage does not increase even if multiple testing is done. However, Canberra
distance measurement showed a slightly higher accuracy percentage for hexago-
nal topology despite the other two remain lowest among the overall testing output.
Overall performance comparing all three topologies confirms that hexagonal topol-
ogy works better compare to triangular and rectangular topologies using any distance
measurements for this dataset.

For the last experiment, Car Evaluation data used to test as large-scale data. Result
for this experiment is represented in Table 3.

Based on the above result, can be seen that hexagonal topology using Euclidean
distance gives the highest accuracy. Rectangle topology with collaboration of Man-
hattan can be said as good classification too. Results of other testing show similar
classification accuracy percentage and among all Canberra proves the poorest. Over-
all performance comparing all three topologies confirms that hexagonal topology
works better compare to triangular and rectangular topologies using Euclidean dis-
tance measurement.

Based on the above experiments, can be seen that classification accuracy differs in
each type of dataset. As described above, this study is done to address two issues. First
to investigate which lattice topology is better and second is to identify which distance
measurement proves better classification. Comparison between lattice topologies and
distance for each dataset is done as described in Table 4.

Euclidean and Chebychev proved good classification accuracy for small-scale
dataset. Euclidean, Manhattan and Chebychev work well for medium-scale dataset.
For larger scale dataset, Euclidean and Manhattan performed better.
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Table 4 Summary of result analysis based on topology and distance measurement

Topology Iris Breast Cancer
Wisconsin (Diagnostic)

Car evaluation

Triangular Chebychev All except Canberra All except Canberra

Rectangular Euclidean, Chebychev All except Canberra Manhattan

Hexagonal Euclidean All except Canberra Euclidean

Hexagonal topology showed higher accuracy percentage for all scale dataset fol-
lowed by rectangular. Triangular topology does not show much performance to be
stressed out. Euclidean distance measurement moves well with all topologies for all
scale dataset.

7 Conclusion

SOM is a famous algorithm for classification yet there are areas of research to be car-
ried out and one of it is classification accuracy. Therefore, in this paper lattice topolo-
gies and distance measurements are investigated to evaluate classification accuracy.

Based on experimental results, can be concluded that SOMusing hexagonal topol-
ogy enhances the performance of classification accuracy mainly due to connection
between neurons in SOM map in hexagonal topology is more compared to rectan-
gular and triangular.

Euclidean distance has proven to calculate distance between nodes perfectly in
every topologies analyzed. The efficiency of classification relies on computation
complexity. Euclidean distance which requires less computation is seen to reduce
the computation complexity of classification system compared to other distancemea-
surements which are used in this experiment. Since the computation complexity is
less, it proves better performance in term of accuracy.

The size of dataset used does not reflect much difference in this study probably
due to the data used from clean dataset. Thus, network corresponds accordingly to
form good classification.
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Evaluation and Classification of Road
Accidents Using Machine Learning
Techniques

Jaspreet Singh, Gurvinder Singh, Prithvipal Singh and Mandeep Kaur

Abstract The root cause of traffic accidents is hard to determine these days due to
complex combination of characteristics like mental state of driver, road conditions,
weather conditions, traffic, and violations of traffic rules to name a few. The deploy-
ment of machine learning classifiers has replaced traditional data mining techniques
like association rule mining. Application of machine learning techniques in the field
of road accidents is gaining popularity these days. This paper utilized four machine
learning techniques viz. Naïve Bayes, k-Nearest Neighbours, Decision trees, and
Support Vector Machines for evaluation of Punjab road accidents. This work had a
challenge of performing parametric evaluation to extract highly relevant parameters
especially for Punjab. The outcome of this study yields 12 most suitable parameters
and maximum performance of 86.25% for Decision Tree classifier.

Keywords Road accidents · Machine learning · Parametric evaluation · Punjab
road safety

1 Introduction

Road accident is one of the most prominent issues in the modern times of equipped
and fast moving traffic on roads. World Health Organization has reported top ten
disastrous reasons for taking human’s life, and unfortunately road accidents come
at ninth place, where cardiac arrest sits on the top. The impact on society seems
significant when cost of casualties and injuries from road accidents is evaluated. The
young researchers these days have witnessed the increasing trend of evaluating the
causes and implementing safety measures in order to preserve human life from dan-
gerous roadmishaps. Also, the trendingmachine learning techniques have facilitated
the overall process of understanding the features like demographic factors, physical
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factors, victim related factors, driving environment, mental factors, and other culprit
features for accident severity. This paper employs four machine learning techniques
viz. Naïve Bayes (NB), K-Nearest Neighbours (k-NN), Decision Trees (DT), and
Support Vector Machines (SVM). The dataset for the evaluation is taken from Pun-
jab government’s authentic organization named Punjab Road Safety Organization.
However, it was difficult to extract data from reports in diverse Punjabi fonts but,
the use of Google Punjabi to English translator has facilitated the data preprocess-
ing task marvelously. Section 2 of the manuscript provides literature work of some
state-of-the-art machine learning algorithms used for evaluation and classification of
road accidents. The parametric evaluation (Sect. 3 of the manuscript) is exhaustively
performed thereby examining around 71 parameters taken from 12 benchmarks pub-
lished in the same research direction. Further, the close investigation of dataset for
Punjab state of India motivated this work to consider 12 highly relevant parameters
associated with Punjab roadmishaps. Section 4 gives experimental results, where the
highlights of best performed classifier (Decision Tree) are being presented in terms
of confusion matrix followed by concluding remarks in Sect. 5.

2 Related Work

Road accident is a global issue with skyrocketing trend where the immediate need
is to analyze data through some data classification algorithms which help in antic-
ipating the relevant factors influencing the problem of accident severity. Table 1
shows summary of related research work, where the well-known machine learning
classifiers are exploited for the evaluation of traffic accident analysis.

3 Parametric Evaluation

This study considers twelve benchmarks related to evaluation of road accidents. The
close investigation of 71 parameters threw light on enormous range of possibilities
where the accurate understanding of causes behind accidents is gained. However,
most of these parameters are not suitable for evaluation of road accidents in thePunjab
state of India. Table 2 gives insights to consider the 12 contributing parameters viz.
Road type, Vehicle type, Vehicle speed, Light conditions, Traffic volume, Accident
time, Accident severity, Stray animal, Alcohol consumption while driving, Age,
Gender, and mental conditions of driver.

4 Experimental Results and Discussion

This work has utilized Scikit-Learn package from SciPy library of Python 3.6 for
experimental evaluation. The classificationmodels viz. Naïve Bayes (NB), K-nearest
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Table 3 Classification
accuracy

S. No. Classification model Accuracy (%)

1 Naïve Bayes 79.99

2 K-Nearest neighbor 85.73

3 Decision tree 86.25

4 Support vector machine 84.33

Table 4 Top three
contributing parameters for
accidents

Contributing factor Percentage of accidents (%)

Mental condition of driver 24.57

Alcohol consumption 26.49

Speed of vehicle 16.92

neighbours (k-NN), Decision Trees (DT), and Support Vector Machine (SVM) were
built to analyse causes for road accidents in Punjab. The dataset consists of 38,604
accident cases reported for Punjab state on www.punjabroadsafety.org [13]. The
initial 500 cases were manually preprocessed, thereby providing average values at
missing places for collecting 12 parameters. The rest of the cases are managed by
Python code to fill missing values either with null in case of nominal factors or with
average values for ratio scale parameters. Thedataset is sliced in the proportions of 80,
10, and 10% for training, testing and cross-validation purposes respectively. Table 3
gives classification accuracies of four machine learning models. The performance of
Decision Tree learning model is higher among the four classifiers.

The close investigation of dataset shows that the top three contributing parame-
ters among 12 are mental conditions of driver, alcohol consumption, and speed of
vehicle. Table 4 shows the topmost three contributing factors in terms of percent-
age of accidents [13]. The confusion matrix of 12 parametric classes classified with
Decision Tree method depicts an error rate of 13.75% thereby yielding the accuracy
of 86.25% as shown in Table 5.

5 Conclusion

This paper evaluated road accidents using fourmachine learning classifiers on Punjab
road safety organization’s dataset. The twelve benchmarks illuminated 71 parame-
ters extensively; however, these parameters depend upon regional factors. The keen
examination of all collected parameters (in Table 2) assisted the focus on 12 param-
eters which are most suitable for evaluation of Punjab road accidents. The results
obtained after 10-fold cross-validation show that Decision Tree classifier carries
maximum accuracy of 86.25% among four classifiers. The main causes behind the
road accidents in Punjab come from three most contributing factors viz. mental state
of driver, alcohol consumption, and speed of vehicle. The future scope of this work

http://www.punjabroadsafety.org
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is to consider sentiment analysis of road accident’s cases using ensemble classifiers
and deep neural network.
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Multi-language Handwritten Recognition
in DWT Accuracy Analysis

T. P. Umadevi and A. Murugan

Abstract Discovery of gender orientation from penmanship of an individual shows
an intriguing exploration issue with applications in measurable record test, essay-
ist recognizable proof and mental investigations. This paper displays a compelling
strategy to anticipate the gender orientation of a person from disconnected pictures
of penmanship. The proposed strategy depends on a worldwide approach that thinks
about composing pictures as surfaces. Each written by hand picture is changed over
into a finished picture which is disintegrated into a progression of wavelet sub-groups
at various levels. The wavelet sub-bands are then stretched out into information suc-
cessions. Every datum succession is quantized to create a Discrete Wavelets Trans-
form (DWT) that produces extraction. These highlights are utilized to prepare two
classifiers, numerous occurrence learning, and multiclass bolster vector machine to
separate among male and female handwriting recognition compositions. The execu-
tion of the proposed framework was assessed on two databases, HWSC and TST1,
inside various testing exploratory situations and acknowledged arrangement rates of
up to 94.07%.

Keywords Disconnected penmanship examination · Gender location · Surface
investigation · Wavelet sub-band · Emblematic progression

1 Introduction

Examination of penmanship and hand-drawn shapes is a delightful area of research
for clinicians, report analysts, paleographers, graphologists, scientific investigators,
and pc science analysts. While the guide assessment of penmanship has been an
activity for a long time, the mechanized assessment appreciates a restored look
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into pastime because of the very most recent innovative and algorithmic headways
in extraordinary zones of workstation sciences. In spite of the fact that penman-
ship acknowledgment remains the greatest programming of automated penmanship
examination, a wide range of fascinating applications have likewise been explored.
These incorporate order of composing styles, watchword perceiving in written by
hand documents and, recognizable proof and confirmation of essayists from their
transcribed specimens. A nearly related inconvenience to make recognizable proof
is the order of shopper socioeconomics from penmanship. Distinguishing proof of
statistic properties which incorporates gender orientation, handedness, age, race and
soon have been researched in the writing [1, 2]. Additionally, a couple of mental
research propose the presence of connection between’s penmanship and particular
traits two of the character of the creator [3–8]. The cases of these graph logical con-
siders, nonetheless, stay subjective and are however to be approved by method for
trial ponders. As unfavorable to private traits which tend to be subjective, statistic
properties are objective and the order of these qualities from penmanship can be
tentatively approved through measured outcomes. Among an assortment of statistic
characteristics, a fairly solid relationship has been tried among gender and parts of
penmanship in a wide assortment of studies [9–14]. Mental research advocate that
the male compositions, by and large, tend to be more prominent ‘spiky’, ‘rushed’
and ‘chaotic’ while the lady compositions are likely to be additional ‘embellishing’,
‘homogenous’ and ‘reliable’ [13–15]. Programmed discovery of gender construct
absolutely in light of these highlights makes the issue of our examination.

Programmed gender orientation forecast from transcribed examples can be
inferred in a wide assortment of intriguing applications not exclusively for clinicians
however furthermore for criminological pros furthermore, record inspectors. It can
fill in as a sifting step allowing experts to diminish the inquiry space and concentrate
on a subset of compositions originating from a particular gender orientation gather-
ing. In addition, gender orientation characterization can moreover prompt expanded
impacts in many creators distinguishing proof and check purposes [16]. Notwith-
standing these used parts of gender identification, the find out about of connec-
tion among gender orientation and particular written work signs offers a fascinating
inconvenience of crucial research. Gender orientation arrangement is deliberately
connected with the creator recognizable proof issue. A fundamental assessment of
the gender orientation grouping procedures principally in light of penmanship styles
uncovers that in many examples features utilized for creator recognizable proof have
been adjusted for gender order [1, 2, 16]. This paper tends to be computerized gen-
der orientation forecast from disconnected manually written pictures. We advocate
a novel brilliant approach that thinks about works as surfaces what’s more, utilizes
wavelets to symbolize male and lady works. An outline of the means stressed in the
proposed strategy is displayed in Fig. 1. The proposed work include extraction, relies
upon wavelet change the utilization of representative dynamic separating (SDF). In
a current report, SDF-based capacity extraction from the time succession of robot
development conduct has been completed by means of Hassaine et al. [17]. More-
over, SDF-based capacity extraction from time arrangement data has been proposed
through Al-Maadeed et al. [18] for target recognition and order in outskirt locales. To
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Fig. 1 Hand written proposed framework DWT

the best of our insight, this is the principal endeavor of abusing emblematic dynamic
separating to imply gender from penmanship and speaks to the essential commit-
ment of this work. In our component extraction technique, the wavelet sub-band is
stretched out into a data grouping that is symbolized to develop Discrete Wavelets
Change (DWT) which produces the component vectors.

These component vectors are marked by methods for two k-closest neighbors and
Multi-bolster vector figuring gadget (SVM). The proposed technique is assessed on
the normal HWSC also, TST1 databases with composing tests in English, Cursive,
and Arabic.

2 Related Work

In this area, we initially talk about the connection among penmanship and gender
as perceived in the manual assessment of penmanship. Gender orientation and Pen-
manship Various investigations [12–14] have inferred that gender can be anticipated
from penmanship through the precision of expectation may shift. It has likewise been
watched that people who every now and again manage manually written pictures end
up plainly gifted at separating the compositions of the two gender orientation classes
[1]. These distinctions are for themost part credited to the distinctions in engine coor-
dination among the two sexes. The designs explanatory examination of Pratikakis
[19] considered the impact of gender on penmanship. Looking at male and female
penmanship styles is a goal reconsideration of Lesters graphology discoveries that
there are contrasts between them works originating from various gender orientations
[9]. As talked about before, when all is said in done, female works have a tendency
to be slick, even, efficient, adjusted, little and symmetrical.

Male compositions, then again, are for the most part portrayed by properties like
rough, uneven, messier, inclined, and slanting [13]. An arrangement of point by point
separating factors among male and female compositions can be found in [20].
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Eames did an examination utilizing tests from 12 college understudies to decide if
penmanship has any relationshipwith the evaluations of the understudies andwhether
the gender of an understudy could be perceived through his or her penmanship. The
consequences of the examination demonstrated that evaluations of understudies were
most certainly not impacted by the nature of penmanship. In any case, as a rule,
it was conceivable to decide the gender orientation of the understudy. In another
investigation, Agius et al. [14] performed a few analyses with male and female
understudies and revealed a 75% right distinguishing proof of gender orientation
even with exceptionally constrained written work tests. The creator closed that by
and large, one letter or image is frequently enough for distinguishing proof of gender
orientation. In a different report on manual examination of penmanship by Chahi
et al. [12], the writers investigated English and Urdu penmanship tests gathered from
30 distinct people. Every benefactor duplicated a 50-word entry (both in Urdu and
English) and the literary substance of the section was same for every one of the
people. These examples were then dissected by 25 inspectors for recognizable proof
of gender orientation. It was inferred that gender orientation distinguishing proof is
similarly dependable for content in both the dialects with a normal exactness of 68%.

The fascinating discoveries of analysts on the connection among penmanship and
gender orientation enlivened the PC researchers to apply picture investigation and
example arrangement methods to computerize this investigation. The accompanying
subsection shows a diagram of the automated grouping of gender orientation from
penmanship.

SVM proposed a gender and handedness order system from internet penmanship
that, notwithstanding the disconnected portrayal of character shapes permit misusing
the fleeting data of composing too. The creators extricate an arrangement of 29 high-
lights from the online-specimens and its disconnected portrayal what’s more, utilize
bolster vector machine and Gaussian blend models for arrangement. Exactnesses
of up to 67.06 and 84.66% are accounted for gender orientation and handedness
arrangement separately. A different examination of disconnected and online works
uncovered that the grouping rates on online penmanship styles are superior to those
on disconnected pictures of composing. In [21], the writers misuse highlights like
Fourier descriptors and shape data to distinguish gender orientation from penman-
ship. The creators be that as it may, do not present any measured outcomes and
examine the estimations of these parameters for male and female compositions.

3 Problem Analysis

While DWT technology can be effective in converting handwritten or typed charac-
ters, it does not give as high accuracy as of Document Form for reading data, where
users are actually marking forms.

Additional workload to data collectors SDF has severe limitations when it comes
to human handwriting. Characters must be handprinted with separate characters in
boxes.
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Flow of work.

3.1 Dataset

The trial investigation of the proposed framework is done on two surely understood
penmanship databases, the Qatar College Essayist Recognizable proof (HWSC)
database furthermore, Multi-content Manually written Database (TST1).

3.2 HWSC Database

TheHWSCdatabase contains composing tests contributed by 1017 journalists. Every
author gave four tests, two in English and two in Arabic. Page 1 and Page 3 of
all scholars contain a content from essayist’s own creative energy in Arabic and
English individually. In like manner, page 2 (Arabic) and page 4 (English) of every
author contains the same literary substance. To permit significant examination of the
execution of our framework with different investigations, we completed the analyses
on composing tests of 475 journalists. The preparation set incorporates composing
tests of 282 authors while the test set contains 193 authors.

3.3 TST1 Database

The TST1 database contains written by hand tests gathered from an aggregate of 84
journalists. Every essayist was required to compose 12 pages, six each in Cursive and
Arabic and each page had the same printed content for all essayists. In the greater
part of the assessments, the preparation and test sets involve composing tests of 42
authors each (Fig. 2).

4 Letter Style

4.1 Offline and Online

1. Online–captured bypen-like devices, the input format is a two-dimensional signal
of pixel locations as a function of time (x(t), y(t)).

2. Offline–captured by scanning devices, the input format is a two-dimensional
image of grayscale colors as a function of location I(m*n). Strokes have signifi-
cant width (Figs. 3 and 4).
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Fig. 2 DWT using data base
analysis

Fig. 3 Handwritten offline
and online pre processing

Fig. 4 Pattern recognition and machine learning conflicts
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Table 1 Database in documents framework analysis

Database HWSC TST1

Text Form English Form English

Number of writers (training test) 475 (282 + 193) 84 (42 + 42)

Distribution of writers 221 male & 254 female 37 male & 47 female

Samples per writer 4 (2 Arabic, 2 English) 12 (6 Arabic, 6 Cursive)

Total samples 1900 (4 × 475) 1008 (12 × 84)

Size of texture block 256 × 256 256 × 256

Texture blocks from n pages n � 4, 52 (11 + 15 + 11 +
15) (p1 + p2 + ··· + pn)

n � 12, 180 (15 + 15 + ··· +
15)

Total number of texture blocks 24,700 (52 × 475) 15,120 (180 × 84)

Table 2 DWT background on cursive handwriting

Letter and number Pos Orientation Angle

Down cusp 3.0 −90° Left

Up loop 2.0 90° Right

Down arc 2.75 180° Two hand level (Left, right)

Fig. 5 Documents form offline cursive word indication representation

It ought to be noticed that in every single test setting, the preparation and test sets
do not contain any written work test of a similar author with the goal that the issue
compares to gender orientation grouping and not essayist recognizable proof. The
division of scholars in preparing and test sets alongside other data is exhibited in
Table 1 (Table 2).

This area displays the subtle elements of the proposed approach including pre-
preparing, highlight extraction, and arrangement. The proposed portrayal of gender
orientation from pictures of penmanship principally depends onWavelet change and
systemDynamic Separating (SDF).We display a concise outline of these ideas in the
accompanying before talking about their application to our specific issue (Fig. 5).
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5 Handprinted Implementation DWT

Wavelets are by and large named as a numerical magnifying lens in flag and picture
handling. Portraying time-subordinate information utilizing wavelet premise brings
about an intense portrayal of data that is at the same time confined in time and recur-
rence spaces. This is as opposed to the Fourier portrayal where it is not conceivable to
relate particular frequencies to particular interims of time. Wavelets are particularly
effective with regards to examination of signs and pictures with discontinuities and
sharp spikes and discover applications in a wide assortment of issues in Material
science, Arithmetic, and Electrical Designing, supplanting the traditional Fourier
changes much of the time. Run of the mill uses of wavelets in flag preparing incor-
porate picture pressure, picture denoising, discourse acknowledgment, EEG, EMG
and ECG examinations and so on. An inferable capacity Ψ ⊆ L2(R) is

• Wavelet: finite interval function with zero mean (suited to analysis transient sig-
nals)

• Utilize the combination of wavelets (basis function) to analyze arbitrary function
• Mother waveletΨ (t): by scaling and translating the mother wavelet, we can obtain
the rest of the function for the transformation (child wavelet, Ψ a, b(t))

ψa,b(t) � 1√
a

ψ

(
t − b

a

)

Performing the inner product of the child wavelet and f (t), we can attain the
wavelet coefficient

wa,b � 〈
ψa,b, f (t)

〉 �
∞∫

−∞
ψa,b f (t)dt

We can reconstruct f (t) with the wavelet coefficient by

f (t) � 1

Cψ

∞∫
−∞

∞∫
−∞

wa,bψa,b(t)
dadb

a2

Huge estimations of the widening parameter |s| compare to little frequencies while
the little esteems relate to high-frequencies. Changing the interpretation parameter
μ moves the time limitation focus. Each �μ,s(t) is restricted around t � μ. Thus,
an impeccable time recurrence depiction of capacity f can be gotten utilizing the
wavelet change. For our situation, the written by hand pictures are disintegrated
into a progression of wavelet sub-groups utilizing the Mallat calculation [40]. This
deterioration is like the one displayed in SDF for author distinguishing proof.
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Symbolic Dynamic Sifting (SDF) This area quickly shows the basic ideas of Repre-
sentativeDynamic Sifting (SDF) presented byBeam [22] for extraction of highlights.
In our execution, we have connected the SDF calculation introduced to remove gen-
der particular highlights from the written work pictures. The key advances engaged
with SDF-based component extraction are examined in the accompanying.

5.1 Symbolization/Quantization of Information

The initial phase in SDF is the quantization of information (wavelet changed pictures
for our situation). For symbolization, the given information arrangement is isolated
into a limited number of cells. Every cell is then allocated a novel name or image and
the aggregate number of remarkable images is the same as the aggregate number of
cells. Accepting the image letter set to be A � {a1, a2, a3, a4} with card (A) � 4, the
information succession has been partitioned into four parcels on the y-hub. These
districts are totally unrelated and additionally comprehensive (the total information
profile is secured). Each of the four districts is allotted a mark from the letters in
order A. For an information grouping under thought, the flag an incentive at a given
point in time is doled out the image comparing to the phone in which it is found. This
permits speaking to the information grouping by a limited series of images regularly
named as the image piece. Additionally points of interest on the symbolization of
information can be found in DWT (Fig. 6).

For dividing of information, systems like uniform parceling (UP) most extreme
entropy apportioning (MEP) have been examined. Uniform dividing, as the name
recommends, creates cells of equivalent size. Most extreme entropy apportioning,
despite what might be expected, endeavors to boost the entropy of the created images
by guaranteeing that every cell contains roughly a similar number of information
focuses. Thusly, the cell measure is little in data rich locales while it is extensive in
scanty areas. In the two cases, the measure of the letter set is picked as a component
of the information under examination and the objective framework execution.

�W �
C∑
i�1

Ni∑
j�1

(vij − µi ) (v
i
j − µi )

T

Fig. 6 Loop identification
reduce noisy in SDF



214 T. P. Umadevi and A. Murugan

vji: j-th data vector of class i.
Given a projection matrix W (of size n by m) and its linear transformation, the

between-class scatter in the projection space is

p � WTv

�B �
C∑
i�1

Ni (µi ′ − µ′) (µ′
i − µ′)T

�
C∑
i�1

Ni (WTµi − WTµ) (WTµi − WTµ)T

�
C∑
i�1

Ni (WTµi − WTµ) (µT
i W − µTW)

�
C∑
i�1

WTNi (µi − µ) (µT
i − µT)W

� WT

(
C∑
i�1

Ni (µi − µ)(µi − µ)T
)
W

� WT �B W

5.2 Discrete Wavelets Transform (DWT)

The development ofDiscreteWavelets Transform (DWT) depends on the supposition
that the image age process can be demonstrated as a Markov chain, named as the D-
Markovmachine [19]. Advertisement arrangeMarkov chain is a stochastic procedure
where the likelihood of event of an image is a capacity The states in DWT speak
to mixes of words in the grouping of images while the edges compare to progress
between various states. In our work, we take D � 1, subsequently, the quantity of
states are the same as the quantity of images in the letters in order. The arrangement
of conceivable states is given by S � {s1, s2, …, sN} with N being the aggregate the
quantity of states. The likelihood of change from state si to state sj would then be
able to be characterized as takes after

a � a−m
0 , b � nb0a

−m
0 m, n ∈ Z,

where N(si, sj) is the aggregate number of occasions when sj seems adjoining si.
If a0 � 2, b0 � 1, the set of the wavelet

ψm,n(t) � am/2
0 ψ(am0 t−nb0) m, n ∈ Z
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Table 3 DWT recognition
parameters SDF

Meaningful straight lines Meaningful Arcs

Horizontal line C like

Vertical line D like

Positive slanted U like

Negative slanted A like

O like

ψm,n(t) � 2m/2ψ(2mt−n)Si × Sj

When all the change probabilities P (sj |si), ∀sj, si ∈ S have been assessed, they
have gathered the N × N state progress framework. Get the maximum coefficient �
26 (Table 3).

Pseudo code

Initialize HWSC � 15, TST1 � 10
int[] list � new int[HWSC]
for (int index � 0; index < HWSC; index++)
Round Toward zero (NIST)
if sign=positive
Else if any bits to the right of the result DWT=1
Else if sign=negative
Compute Round to nearest English
Else if sign=neutral positive
FLD X=SDF (st(0) � X)
FLD Y (st(0) � Y, st(1) � X)
FLD U (st(0) � U, st(1) � X*Y)
FLD V (st(0) � V, st(1) � U, st(2) � X*Y)
FDIV� TST1 ;st(0) � U/V, st(1) � X*Y
FSUB(SVM)� ;st(0) � X*Y - U / V
FSTP Z� DWT ;Z � result, st(0) � empty
while(!kbhit())
for(int j=0;j<50;j++)
*(p+160*j+i+1)=2
*(p+160*j+i)=a[random(15)]
for(j=0;j<25;j++)
c=*(p+160*j+i)
d=*(p+160*(j+1)+i)
end while *(p+160*(j+1)+i)=c
end if *(p+i)=
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Regardless of the way transcribed content is masterminded on the page, the asso-
ciated parts in the composition are modified into another space keeping the first
inclination yet decreasing the spaces between lines of content and segments. This
creates surface pictures which save the overall look and feel of the written work and
permits utilizing a worldwide approach staying away from the intricacy of division.
The significant strides in this procedure are recorded in the accompanying.

1. The picture is binarized utilizingworldwide thresholding and the associated parts
are separated utilizing 8-network.

2. Small parts which are probably going to relate to accentuation stamps and com-
motion are expelled utilizing region-based separating.

3. The bouncing boxes of the rest of the segments are then used to extricate the
relating parts from the grayscale picture.

4. Components in the primary line of the first picture are adjusted in another picture
utilizing the focal point of mass of the bouncing box. The inclination of the
content lines, in this way, is standardized.

After filling the primary line, the normal stature of the parts is figured and this
esteem is utilized to characterize the y-organize of the following line, which is given
as takes after

�B �
C∑
i�1

Ni (µi − µ)(µi − µ)T

C number of classes
Ni number of data vectors in class i
μi mean vector of class i and μ: mean vector

6 Results and Implementation

We now show the consequences of the examinations to approve the adequacy of
the proposed method in portraying gender from penmanship. To begin with, we talk
about the grouping rates on the two databases (HWSC and TST1) and later present
the consequences of various fascinating examinations Notwithstanding the proposed
highlights, we likewise assess best in class essayist distinguishing proof highlights
for gender orientation order on the two databases. These incorporate introduction
and bend highlights, fractal measurement, neighborhood paired examples (LBP) and
auto-backward (AR) coefficients.Moreover, to think about the effect of line pressing,
we figure the grouping rates without age of finished pictures (Figs. 7, 8 and 9).

Comparison study
We have compared our proposed method of implementation with various other

methods, the below table depicts that our proposed method has more accuracy than
other compared methods.
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Author Methods Accuracy (%)

G. Huang, D. Zhang, X. Zheng and X. Zhu DTW 90

H. Ding RFIPad 91

N. Sharma, B. Kumar and V. Singh, SVM 92

Gaganjot Kaur, Monika Aggarwal Levenberg–Marquardt 93

Proposed method DWT 94.07

Fig. 7 Origin pixel matrix base the recognition technique

Fig. 8 KNN designed for DWT of input and maximum symbol separation edification



218 T. P. Umadevi and A. Murugan

Fig. 9 Order rates as an element of SDF letter set size utilizing KNN classifier

7 Conclusion and Future Works

We displayed a novel approach for gender orientation location of essayists from
pictures of penmanship styles. The method depends on a worldwide surface based
approach by thinking about each composing as a surface. The transcribed pictures are
utilized to create surface pieces which are disintegrated into a progression of wavelet
sub-bands. Each of the sub-groups is at that point stretched out into an information
arrangement that is symbolized to build a probability state automata (DWT). The
DWT is then used to create the element vector describing gender of the essayist of a
given penmanship test. For grouping, counterfeit neural systems and bolster vector
machines are utilized. The procedure was assessed on two databases containing tran-
scribed specimens in English, Cursive, and Arabic. A progression of examinations
in various testing situations demonstrated and acknowledged arrangement rates of
up to 94.07%.
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For our further examinations on this issue, we intend to upgrade the list of capa-
bilities and apply a component choice method to locate the ideal arrangement of
highlights for this issue. We additionally plan to incorporate the location of other
statistic properties of scholars from manually written pictures. These may incorpo-
rate handedness (left or right), age gathering and race and so on. Connection among
penmanship and individual and scholarly properties of essayists can likewise be
contemplated.
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A Novel H-∞ Filter Based Indicator
for Health Monitoring of Components
in a Smart Grid

E. Ranjini Warrier, P. V. Sunil Nag and C. Santhosh Kumar

Abstract Health monitoring of a smart grid is very important to ensure reliability of
the grid. This can be achieved by developing various indicators for the components
of the grid. These indicators are very powerful if they are model based as they can be
used in real time without need for extra hardware provided the model of the systems
and the model parameter values are available. This work presents a novel H∞ filter
based fault indicator. The fault chosen here is the stator interturn fault of a wound
rotor synchronous generator. It will be proved that (1) the indicator sensitive to fault
and is insensitive to other kinds of spurious effects like load imbalance. (2) The
indicator can be used to find the magnitude of fault. (3) The indicator can function
irrespective of the type of uncertainties assumed in modelling the system. As far as
the knowledge of the author goes this is the first time H-∞ filter based indicators are
used for stator interturn fault of a wound rotor synchronous generator.

Keywords H-∞ filter · Fault indicators · Model based · Wound rotor
synchronous generators · Smart grid

1 Introduction

Research in Smart grids is being actively pursued in various countries to cater to the
escalating and variable demand for energy. One of the functions of a smart grid is to
monitor the health of its components by means of health/fault indicators [1]. These
indicators should flag incipient faults. They should provide rich information like the
type of malfunction/fault magnitude and location of fault. In an advanced system
these indicators can be used to obtain the remaining useful life of the component.
Variousmachine intelligence algorithmshave been proposed to derive such indicators
[2]. These can be broadly classified asmodel-based- and data-based indicators. Data-
based indicators [3, 4] use information-rich historical data from the systems under
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consideration to generate the indicators. Model-based indicators use the model of the
system for the indicators. This approach uses the physical principles governing the
system to develop amodel and expressed in the formofmathematical equations. State
estimation is one of the popular methods for generating indicators in themodel-based
category.

The agent which performs this estimation can be categorized as state estimator.
Several approaches are existing for state estimation of systems [5]. Stochastic estima-
tors like Kalman filters and its variants assume that the external noises, disturbances
that affect the system and the “model-real system mismatches” follow Gaussian or
normal distribution. H∞ filters on the other hand solve the state estimation problem
without assuming any statistics for the uncertainties. Hence are very powerful for
generating fault indicators. These filters are also known as minimax filters.

There are various fields where H∞ filters are utilized. In [6] this filter is used
for parameter estimation in SLAM problem and in Li–Fe batteries [7], signal recon-
struction [8] and target tracking [9]. Another such major area where this filter can
be applied is to generate health/fault indicators. In [10, 11] these filters are used
constructing fault indicators for diesel engines and induction motors respectively.
Henry [12] explains how H∞ filters are used generating fault indicators for micro
strip satellite thrusters. The present work focuses on using H∞ filters for devel-
oping fault indicators of wound rotor synchronous generator here after referred to
as synchronous generators. This work can be extended to health monitoring of any
component in a smart grid. Here synchronous generators are chosen as their func-
tioning is critical in a typical power system. Further research in applying H∞ filters
for synchronous generator fault indicators is very rare.

Synchronous generators (SG) are the most common sources of Electrical Energy.
It is the primary component in almost every power system/smart grid. Since the com-
plexity and expense of power systems has gradually increased, there is less tolerance
for performance degradation and safety issues. This leads to the necessity of detect-
ing the faults in systems at the early stage and rectify it [11]. This paper deals with
the most common and critical electrical fault known as stator interturn fault that can
occur in Synchronous Generators. The residual signal, which the difference between
the actual outputs from the system and the predicted outputs from the filter/state
estimator acts as an indicator of fault [13].

The next section explains the methodology proposed for machine fault indicators
using H∞ filter. Modelling of synchronous generator is explained in brief in third
section. Fourth section explains about the H∞ filter used in this work. Results,
analysis and comparisons with the EKF filter are presented in section five. Summary,
conclusion and the future work constitutes the final section.
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2 Methodology Proposed for Machine Fault Indicators

The schematic representation of themethodology used in thiswork is shown in Fig. 1.
A synchronous generator contains a three phase stator and a DC excited rotor. The
synchronous generator when connected to the grid is has a fixed terminal voltage
at its stator terminals and is mechanically powered with a prime mover which is
running at a constant speed. The inputs to the generator are the terminal voltages and
the DC field excitation. The outputs are the three stator currents. The state estimator
that is the H∞ filter takes the same input as the generator and provides the estimate
of the stator currents along with a residual signal. The residual signal is obtained by
subtracting the stator currents of the synchronous generator from the estimated stator
currents of the H∞ filter. The residual has to be further processed to obtain the fault
indicator which provides full information regarding the fault like time, magnitude
and location of the fault.

Here is instead of an actual generator a fault injection capable MATLAB imple-
mentation of a generator [14] is used to get the data. The stator interturn short fault
can be introduced in the simulated generator by changing a parameter μ which is
the fraction of the total number of turns that are shorted in a given phase. In this
particular implementation the fault can be simulated only in phase A. As mentioned
earlier the H∞ filter being a model-based technique needs a model of the generator
for its operation. The model used in this work is explained in the next section.

Stator currents

H∞ Filter 
and 

residual
generator

Estimated stator currents and Residual 

Stator 
voltages and 

DC 
excitation

Fault injection 
capable 

MATLAB 
implementation 

of SG

Fig. 1 Schematic of the proposed methodology
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3 Modelling of Synchronous Generator

The SG as explained in [15] can be modelled as six magnetically coupled coils (three
stator coils and three rotor coils). The coils on the rotor include a field winding and
two damper windings. The state space model of the generator is given below.

Xe(k + 1) � AmXe(k) + BmU (k) + w(k)

Ye(k) � CmXe(k) + DmU (k) + v(k)

Xe(k) � [X1(k)X2(k)Σ(k)]T ; Ye(k) � XT
1 (k)

where

X1(k) � [
isd(k) − μaifd(k)isq(k) − μbifq(k)is0(k) − μcif0(k)

]

X2(k) � [
irfd(k)irkd(k)irkq(k)

]
;Σ(k) � [μaifdμbifqμcif0], (1)

where

Am �
[

A O6×3

O3×6 I3×3

]
; Bm �

[
B

O3×6

]
;Cm � [

I3×3 O3×6

]
; Dm � [

O3×3 O3×3

]
;

O is a null matrix with the dimension indicated in the subscript and I is identity
matrix.

A � I +

[
Z1 Z2

Z3 Z4

]−1[
Y1 Y2
Y3 Y4

]
∗ Ts; B �

[
Z1 Z2

Z3 Z4

]−1

∗ Ts

Z1 �
⎡

⎣
−(Lmd + Lal) 0 0

0 −(Lmq + Lal) 0
0 0 −Lal

⎤

⎦; Z2 �
⎡

⎣
Lafd Lakd 0
0 0 Lakq

0 0 0

⎤

⎦;

Z3 �
⎡

⎣
3
2 Lafd 0 0
3
2 Lakd 0 0
0 3

2 Lakq 0

⎤

⎦; Z4 �
⎡

⎣
L fdfd L fdkd 0
L fdkd Lkdkd 0
0 0 Lkqkq

⎤

⎦;

Y1 �
⎡

⎣
rs −(Lmq + Lal) 0

(Lmd + Lal) rs 0
0 0 rs

⎤

⎦; Y2 �
⎡

⎣
0 0 Lakq

0 −Lafd −Lakd

0 0 0

⎤

⎦;

Y3 � Z3; Y4 � Z4 − [diag[ rfd rkd rkq ]];

U (k) � [
vsd(k) vsq(k) vs0(k) vrfd(k) vrkd(k) vrkq(k)

]T

The definition of various constants and their values used in this work is given in
Table 1. As seen from the above state space model the state variables are not directly
the stators currents so the estimates of the H∞ filter have to be processed further to
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Table 1 Definition of various constants and their values used in the model

Parameter Value (pu) Parameter Value (pu)

rs stator resistance 0.018 Lmq quadrature axis
inductance

0.75

rfd field winding resistance 0.015 L fdfd field inductance 1.2

rkd � rkq rotor d-axis and
q-axis resistance

0.2 Lkdkd d-axis inductance 1.32

Lmd direct axis inductance 1.00 Lkqkq d-axis inductance 1.26

Lmd leakage inductance 0.15 Lafd, Lakd, Lakq stator to rotor
field, d-axis and q-axis mutual
inductance

1.0

vf field voltage 0.018 L fdkd field to d-axis mutual
inductance

1.0

obtain the actual estimates of the stator currents. The next section describes the H∞
filter algorithm.

4 H∞ Filter

H∞ filters [5] are applicable in cases where there is lack of clarity regarding the
disturbances that acts on the system and the system uncertainties. In this work,
H∞ filter is used for generating the fault indicator. The presence of ‘γ ’ in filter
equations highlights the major difference between the H∞ filter from the traditional
Kalman Filters. The H∞ filter like the traditional Kalman filter contains two steps
the prediction step and the correction step. The flow chart shown in Fig. 2 contains
the algorithm.

The state space model of the Synchronous Generator as given in the previous
section is nonlinear but the H∞ filter formulation considers the system as linear
so the system is linearized at each time step. The states of the state space model
are different from the natural stator currents. As per the schematic shown in Fig. 1
the natural stator currents are to be estimated by the H∞ filter, hence the last three
variables of the state vector are added to the first three variables to obtain the stator
currents in the dq frame and an inverse dq transformation is applied to the currents
in the dq frame to obtain the natural stator current this is done at each time step more
details can be found in [15]. The next section describes the experiments and analyses
the results.
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synchronous generator

Fig. 2 H∞ filter algorithm used in this work

5 Simulation Experiment Results and Analysis

The simulated synchronous generator was run for a duration of 20 and at 10 s an
inter turn fault with μ � 0.1 (10% of the turns shorted) was introduced at phase
A at 15 s and another interturn fault with μ � 0.2 (20% of the turns shorted) was
introduced in phase A. The H∞ filter was used to estimate the value of the three
stator currents at each time step. The difference between the H∞ filter estimates and
the actual stator currents from the simulation also called the residual was computed.
The residual was further processed by calculating its moving variance and the RMS
value of the resultant signal called the “RMS variance” was computed. This was done
as the variance of the residual signal was sinusoidal in shape. This RMS variance
is the fault indicator. Here the moving 10,000 time points (6 s) RMS variance of
the residual was computed and plotted. The plot obtained is shown in Fig. 3. The
plot was zoomed to the time interval of interest for better clarity. From the figure, it
can be seen that at 10 and 15 s the RMS variance of phase A is different from the
RMS variance of phase B and phase C. From this we can conclude that the fault is
in Phase A. It can be concluded from the figure that the three RMS variance signals
can indicate the location of the phase in which the fault has occurred.

Another simulation experiment was done to observe the effect of load imbalance
similar to interturn fault on the residual. This is to make sure that the indicator
does not respond to other spurious effects. The synchronous generator simulation
was modified to incorporate a load imbalance and the H infinity filter was used
to compute the fault indicator. Here a load imbalance of similar magnitude of the
interturn fault was introduced at 10 and 15 s. The plot of 10,000 point RMS variance
is shown in Fig. 4. By comparing Figs. 3 and 4, it is clear that the residual is sensitive
only to interturn fault and not to the load imbalance. In the above experiments the
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Fig. 3 10,000 point RMS variance of residuals with stator interturn fault

Fig. 4 1000 point moving variance of residuals with load imbalance

value of γ was taken as 0.01. It can also be seen that the magnitude of the RMS
variance depends on the magnitude of the interturn fault. To use this phenomenon
for the obtaining the fault magnitude an experiment was conducted with different
values of fault parameters and the RMS variance values were computed. The results
are shown in the Table 2. A straight line fit was obtained for the data in the table.
The equation of the straight line is

R � 0.4534 × 10−3 + μ ∗ 4.253 × 10−3, (2)

where μ represents the percentage of fault parameter and R is the RMS variance.
This equation can be used to compute the value of the fault parameter given the value
of the RMS variance.



228 E. Ranjini Warrier et al.

Table 2 Different fault
parameter values with the
corresponding RMS variance
values

Fault parameter Corresponding RMS variance (10−3)

0.1 0.8787

0.125 0.9641

0.15 1.055

0.175 1.134

0.2 1.304

0.225 1.365

0.25 1.569

Fig. 5 Comparison of EKF and H∞ for different kinds of noise

An experiment was conducted to observe the effect of different types of noise
on the performance of the H∞ filter for fault indication. A similar experiment was
conducted using an Extended Kalman Filter (EKF) for the same purpose. The perfor-
mance of both the filters was compared. The results in graphical form are presented
in Fig. 5. The figure shows the RMS variance values with respect to time. Some
relevant numerical data are tabulated in Table 3. It can be observed from the figure
and the tabulated data that the change in the RMS variance values compared to the
no fault case of the H∞ filter are larger than the change in RMS variance values of
the EKF. Hence H∞ filter is better suited to be a fault indicator. Further the type of
noise has not affected the performance the filter. Hence we can conclude that H∞
filter is better suited a fault indicator as it is more sensitive to the fault and performs
independent of the type of noise affecting the system.
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Table 3 Numerical results
extracted from the Fig. 5

Filter RMS variance (in 10−3)

μ � 0 (no
fault)

μ � 0.2

H∞ filter with uniform noise
added

0.7188 1.39

H∞ filter with Gaussian noise
added

0.7572 1.456

EKF filter with uniform noise
added

0.6268 1.1161

EKF filter with Gaussian noise
added

0.7464 1.201

6 Summary, Conclusion and Future Work

The work presented tests the performance of a H∞ filter based fault indicator that
can be used on any component of a smart grid. Here a synchronous generator was
chosen as the component and a fault indicator for stator interturn fault was devel-
oped. This fault was chosen as it is the basis for almost all kinds of electrical faults
in a synchronous generator. Here a simulated fault injection capable synchronous
generator was used to test the performance of the fault indicator. The fault indicator
was the RMS variance of the residual signal obtained form the H∞ filter. It was
observed that the fault indicator will respond to the fault and will not respond to
similar effects like load imbalance. Further the indicator can also be used to com-
pute the fault parameter by using the Eq. (2) obtained from the experimental data. It
was also proved that the proposed H∞ filter based fault indicator is more sensitive
to the fault than a traditional EKF based fault indicator. It is also functions in the
same manner independent of the noise and uncertainties effecting the system. The
main contribution of this work is to use H∞ filter based residual as indicator for
faults especially for a wound rotor synchronous generator. To the best of the author’s
knowledge this approach has not been tried previously. This work can be extended
by applying to other components of the smart grid provided the model of the compo-
nent along with the model parameter values that are available. Hence this approach
provides a very reliable real-time health monitoring system for a smart grid and this
can be implemented in software without any extra hardware. As a further extension
this system can be tested on a lab-scale setup [16].
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A Survey on Intelligent Transportation
System Using Internet of Things

Palak Patel, Zunnun Narmawala and Ankit Thakkar

Abstract An Intelligent Transportation System (ITS) can reduce traffic congestion
on roads through reduced use of private vehicles. For the same, we need to expand
existing infrastructure for the identified region, but considerable time and resources
are required to set up state-of-the-art infrastructure from scratch. However, tech-
nologies like Internet of Things (IoT) can be used with the existing infrastructure for
the design of an efficient public transportation system. This paper surveys a set of
solutions available in the literature to design of an ITS system using IoT along with
challenges and future scope for the improvement of the existing solutions.

Keywords Internet of Things (IoT) · Intelligent Transport System (ITS) · Survey

1 Introduction

Intelligent Transportation System (ITS) is a smart way of providing transportation
with the help of various technologies [1]. It dealswith variousmodes of transportation
and trafficmanagement systemusing Internet of Things (IoT). IoT is a networkwhich
connects people, things, application, and data through the Internet to enable remote
control and management of the devices [2]. IoT works on the concept of connecting
people to connecting everything. Basically, it collects the data from sensors, actuators
and other devices to compute the data using different algorithms. The computed data
will be sent to application layer so that it is available to the end user. This put forth
requirements to design an embedded system using sensors and mobile phones with
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communication and computing capabilities. Intelligent transport system is mainly
useful in Metro Cities and Urban areas.

Public Transportation should be a part of the solution for sustainable development
in transport. But most of the people prefer private vehicles to travel which leads to
traffic congestion as well as high utilization of non-renewable resources. However,
in order to keep and attract more passengers, public transport must have high service
quality to satisfy and fulfill a more wide range of different customer base as needed.

1.1 Different Application Areas of Intelligent
Transportation System

Following are various fields in ITS useful to common people in their daily lives:
AdvancedTraveler InformationSystem (ATIS) provides information regarding

arrival and departure of a transportation vehicle, predicting availability of routes,
traffic congestion, pre-trip information to reducewaiting time in traffic and frustration
due to lack of information [3].

Advanced Public Transportation System (APTS) is concerned with enhanc-
ing the efficiency of public transportation using intelligent schedule management
according to the congestion level in various areas [4].

Advanced Traffic Management System (ATMS) is used by traffic regulation
authorities to monitor and control traffic flow. It is also useful to take appropriate
decision in real-time conditions to provide effective traffic management during the
emergency situations by giving higher priority to the emergency vehicles [5].

EmergencyManagement System (EMS) is helpful in emergency conditions like
tracking accident spots and providing services. It is effective in providing emergency
services [6].

1.2 The Current Scenario of Public Transportation

• People are not preferring public transportation these days because of unavailabil-
ity of transportation at the scheduled time. Hence, people travel by their private
vehicles that increase number of vehicles on roads. It also causes environmental
degradation.

• Due to heavy traffic, more time is required to reach the desired place. This may
result in incomplete sleep and various kind of health issues to the human and
sometimes accidents too.

• People prefer public transportation less due to non-maintenance of the public
transportation vehicle. ITS using IoT can help in monitoring and maintaining
public transport facilities which can also improve safety.
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1.3 Benefits of Using Intelligent Transportation System

Nowadays more than half of the population reside in urban areas which results in
traffic congestion andwastage of environmental resources.Awarenessmust be spread
among people to use public transportation that helps to provide overall sustainable
development of the country [7]. If more people start using public transportation
instead of preferring their own private vehicles, it can be helpful in reducing pollution
and indirectly helpful in saving the environment.

The following facilities can be provided to the customers using ITS.

• It introduce reliable public transportation system so that people can easily rely on
the provided services.

• It has improved safety features for the betterment of people.
• Highly efficient schedule management so that people can know the exact timings
for the transportation.

• Convenience with respect to facilities, availability of seats and other services.
• Asmart systemcanbe introducedwhich could generate a quicker response to user’s
query and could predict the availability of seats, whether the bus is fully occupied
or still, some seats are remaining. Keeping such records may help in building a
system which could ease lifestyle of the people and can provide a comfortable
journey for travelers.

2 Literature Survey of Intelligent Transportation System

According to the prediction of Barcelona tourist guide, IoT has potential to increase
global profits by 19%with the help of effective asset utilization, employee productiv-
ity, supply chain, customer experience, and innovations [8]. There are approximately
800 million vehicles in the world which are maintained by Vehicle Dynamic Control
(VDC) system which collects the data of vehicles related to the performance and
quality of vehicles for analyzing, processing, and remote monitoring. According to
a survey, around 40% of traffic is due to parking problem [8]. Hence a smarter way
of parking is implemented in Barcelona city which helps users to locate space for
parking by their vehicles.

There is a prediction from Cisco that the number of the connected devices will
increase to 50 billion by the end of the year 2020. This leads to salable, energy saving,
and a portable devices which consist of accurate and secured architecture [9].

In developed countries, the transportation system is well-structured and cost-
effective. All stops are clean and hygienic as resources are more compared to the
population. But in India, people have a tendency to rush towards the bus as soon as it
arrives, and as a result of this, elders, women and physically unfit people fail to catch
the required bus. India is a highly populated country resulting in lack of resources
for the increasing population. In order to serve large number of people with available
resources, an effective solutionmust be implemented that attracts people to use public
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transportation, e.g., current location of the bus can be provided by an ITS [10–16].
An ITS may also provide the number of seats vacant in a plying vehicle in real time.

2.1 Various Existing Intelligent Transportation System [17]

Electronic Fare Collection (EFC) that automate the ticketing system of the public
transportation network and collects electronic toll at a toll station.
Highway Data Collection (HDC) provides information of traffic scenario based
on positioning devices (Global Positioning System-GPS, Global System for Mobile
communication-GSM, General Packet Radio Service-GPRS) attached to road net-
work. It also collects wind velocity data, direction, etc., to predict weather condition
for the traveler.
TrafficManagement Systems (TMS) plays a central role by gathering various infor-
mation from different hardware to improve the overall efficiency of transportation.
Vehicle Data Collection (VDC) collects parameters of vehicles for predictive main-
tenance, durability, and tracking purpose.

2.2 Challenges in Vehicle Tracking Using ITS

According to Verma et al. [10], Global Positioning System (GPS) is one of the most
emerging technology andGlobal System forMobile communication (GSM) network
are easily available at most places. Hence, to get current location of any vehicle,
authors have proposed a simple design using Liquid Crystal Display (LCD), GPS,
General Packet Radio Service (GPRS) modules with ATmega16 micro-controller.
They have also designed a web-based application. Using the system, one can track
vehicle remotely. This system is mainly used to track the stolen vehicle.

Farooq et al. [11] proposed a bus tracking systemusingArduino, Radio-Frequency
Identification (RFID), Infrared (IR) sensors to track the bus. This user-friendly system
consists of RFID reader which is located near the gate of the bus station. When the
bus with RFID tag enters the premise, a signal is sent to control room that confirms
the arrival of the authenticated bus to the bus station. IR sensors are attached to
parking slot for the proper parking of the authenticated buses.

Mundada et al. [12] discussed a survey done in Bangalore city that shows that
IoT is evolving continuously as Broadband connections are getting cheaper. In this
system,GPS,GSM, and cameras are used for counting vehicles to get traffic situation.
Camera is attached at various nodes in the road network and with the help of Zigbee
protocol, data of the various nodes are sent to the server which can be accessed by
the consumer.

Kumar et al. [13] proposed a low-cost design for passengers using bus trans-
portation. GPS is attached to the bus so that one can track its current location. This
system consists of four modules: BUS Station Module, In-BUS Module, BASE Sta-
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tion Module and BUS Stop Module. In each module, different types of equipments
like GPS, GSM, micro-controller, etc., are used to integrate information. Matrix dis-
play is attached at the station to show the location of the bus so that passengers can
know arrival time of the bus.

Hassan et al. [14] presented a case study of Tanzania, where there is no public
transport monitoring system. It reveals that many deaths and injuries occur mainly
due to passenger overloading and not following traffic rules in this East-African
country. To overcome this problem, a system is proposed formonitoring and reporting
excessive passengers in public transportation. It includes Passive Infrared Sensor
(PIR) to count passengers and uses GPS/GSM to transmit location data. The system
sends alerts to the server room if bus carries excessive passengers. This condition
delays the departure of the bus. This systemprovides safety to passengers and reduces
accidents.

Tarapiah et al. [16] proposed a system for vehicle tracking using GPS/GSMmod-
ule. Vibration/shock sensors are connected in air-bags of the vehicle to send an alert
to nearby hospital and police station in case of an accident. The application is com-
posed of GPRS and Google map API with various web services using HTTP REST
protocol. “Ray” algorithm is proposed to support online and offlinemode of location.

2.3 Seat Occupancy Detection

Youngki et al. [18] Lee has proposed a system in which seat sensor has been used.
The system is applied on 36 seats of the library in their university. In this system, the
presence of a human is detected by the capacitive sensor which works by sending
continuous data stream in voltages, which is further connected to micro-controller.
This systemworks on the fundamentals of capacitive couplingwhere object interrupts
proximity of capacitive foil used in seats. Further, the foils are connected to capacitive
chips and attached with Raspberry pi.When foils come in physical contact, the shape
of the foil gets changed changing the capacitance. But the system gives inaccurate
results and requires frequent recalibration of the sensor. There is a possibility of
hardware failure also (Table 1).

George et al. [19] has used capacitive and inductive proximity sensor. The system
involves capacitive sensor which is able to detect the presence of humans and the
inductive sensor is used to detect all the conductors like laptops. The drawback with
this type of hybrid system is if the laptop is kept on the seat with power supply to
the system and when a person comes in contact with this laptop, then the status of
the seat changes to occupied. Table 2 summarizes various seat occupancy detection
methods found in the literature.

Zeeman et al. [20] proposed a low-cost system tomeasure occupancy in a minibus
taxi. In sub-Saharan Africa, there is an informal public transportation with less pas-
senger mobility. To improve understanding among passengers, the capacitive prox-
imity sensor is used to detect occupancy of seats and it is integrated with cellular
communication to provide real-time information. Capacitive sensing is a technique to



236 P. Patel et al.

Table 1 Summary of ITS solutions available in the literature

Paper reference Advantages Disadvantages Suggestions

Verma et al. [10] It is mainly used for
tracking purpose only

It uses CMOS 8-bit
micro-controller
which has less features

Micro-controller like
Arduino can be used
for efficient results

Farooq et al. [11] Convenient for
passengers as they can
track bus, also parking
available for buses can
be known

People cannot track
the location of a bus
when it is not in the
range of RFID

GSM/GPS technology
can be used

Mundada et al. [12] Overcome customers’
difficulty by providing
various facilities

ZigBee is having short
range and integration
of area wise count is
time-consuming

System collects data
from every vehicle
terminal and
customers can get
public transit
information which
leads security issues,
hence only the result
can be displayed

Kumar et al. [13] It has various types of
alarms like battery
availability, stoppage,
getting late, route
deviation

SMS are sent but if
there is a network
problem, passengers
are unavailable to get
the message

Real-time application
can be made

Hassan et al. [14] Monitoring and
reporting excessive
passengers in public
transportation

PICAXE system is
used as an embedded
system so advanced
features cannot be
implemented

Micro-controller like
Arduino can be used
to implement
advanced features

Tarapiah et al. [16] Vibration sensors are
attached to an airbag.
In case of an accident,
it will notify
surrounding areas
within the range of the
accident

Useful in particular
range

Ultrasonic sensors can
be used to avoid
accidents

measure the capacitance between the electrode and its surrounding. The capacitance
of unoccupied seat is less than occupied seat based on various results. Amathematical
model is proposed to measure the capacitance of sensor electrode.

In a system by ETA Info-Tech in Dubai [21], passenger seat sensor are attached
in the taxi. It is made by European Union which are very high quality, reliable and
durable. It is attached to the center of the seat where the sensor can be placed flat
and its wire is passed from the backside of a seat which is integrated with meter
connection.
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Table 2 Papers related to seat occupancy detection

Paper reference Advantages Disadvantages Suggestions

Youngki et al. [18] It works on the
fundamentals of
capacitive coupling
attaching foil in a seat

When foils come in
physical contact, its
shape gets changed
and gives an
inaccurate result

Mechanical support
capacitive sensor can
be used

George et al. [19] New approach of the
combined sensor is
used to detect
occupancy

Complex system Only one concept can
be used

Zeeman et al. [20] Simple and low-cost
capacitive sensor
system is ideal for
occupancy detection in
multiple-seat vehicles
accurately

Parallel plate
capacitive sensor is
used with diameter 22
cm and height 10 cm

Small mechanical
sensor can be used
which can be studded
in seat easily

ETA Info-Tech. [21] Simple and secure
system

Sensors need to be
placed on flat surface.
They get damaged
under pressure in an
uneven surface.
Further, current ratings
must not vary

Better quality of seat
sensors should be used
like capacitive sensors

2.4 Traffic Monitoring

The government of Gujarat [22] has implemented City Surveillance and Intelligent
Traffic Monitoring System wherein cameras are used to survey movement of vehi-
cles. If someone breaks the rules, the camera will detect vehicle’s number plate
and E-challan will be sent to the registered address of the vehicle. These cameras
are connected via optical fiber cables or wireless nodes which sends signals to the
monitoring room. Table 3 summarizes few traffic monitoring ITS solutions.

World Sensing System [23] focuses on city mobility management including var-
ious traffic flows, smart parking, etc. It uses real-time information to make smarter
and faster decisions. In Barcelona, smart parking system is available where an elec-
tromagnetic sensor is placed in each parking slots. When a vehicle enters that slot,
the sensor will send signals of occupancy. This status can be viewed in-app which
guides users to proper parking space.
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Table 3 Existing implementations for traffic monitoring

Paper reference Advantages Disadvantages Suggestions

The government of
Gujarat [22]

Data capture by the
camera are sent
through fiber optics or
wireless network and
if someone breaks
rules then E-Challan
gets generated

Issuing E-Challan is a
manual process

By doing automatic
number plate
recognition, it can be
automated

World sensing system
[23]

Electromagnetic
sensors are used to
detect the arrival of
cars

Electromagnetic
sensors sometimes
miss objects like steel
ramps and also deflect
acoustic waves

Use of other sensors
like IR, ultrasound,
etc.

3 Future Research Directions

No research is whole and complete. There are chances to improve the existing
research work. The literature review presented so far have implemented ITS with
different features and each of them has been implemented in isolation. There is a
strong need to design an ITS by integrating all these features in a single system that
caters the need of different users. Safety, accuracy, and cost-effectiveness can be con-
sidered as parameters of interest while designing smart ITS. Also below challenges
faced by IoT can be considered:

• Security: As the number of devices will be connected, their security will be a big
challenge. Also, centralized IoT server needs to be secured.

• Connectivity: If the number of devices is moderate then the system ismanageable.
But, if billions of devices are involved then managing network is a challenging
task.

• Compatibility: Every device connected for IoT is diversified in its own protocol
and operating system, which needs to be synced in order to make it usable for IoT
architecture.

For an IoT architecture, following basic hardware is required:

• Sensors: To fetch data which would be on the sensor layer of an architecture
• Micro-controller/ Microprocessor: To integrate the data. This would be in com-
munication layer of an architecture.

• Device: To display data. This would be in an application layer of an architecture.

This technology leads in the businessworldwithmajor impact on the environment.
A better world can be achieved by optimizing the use of IoT technology by solving
its open challenges. Most of the people are dependent on the public transit. Hence,
a traveler should get the level of convenience same as his/her private vehicle, i.e.,
amount of waiting time should be minimal and assurance of a seat in the public
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transport vehicle. Tracker sensors will be able to track the vehicle, seat sensors can
track the number of people through which prediction of the crowd can be calculated.
Gateways and mediators can be used to merge various sensors and actuators which
leads to storage of data in a particular location via signals or communicators. This
leads to a better approach for an Intelligent Transportation system.

4 Conclusion

Public transport has the potential to reduce traffic congestion if it is implemented in
intelligent and efficientmanner. Existing efforts for the same lack a holistic approach.
There are numerous transit system ideas using low-cost IoT technology but each of
them lacks in consistency. A complete architecture for Public Transport System using
IoT should be devised and standardized for its wide adaptation.
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CRUST: A C/C++ to Rust Transpiler
Using a “Nano-parser Methodology”
to Avoid C/C++ Safety Issues in Legacy
Code

Nishanth Shetty, Nikhil Saldanha and M. N. Thippeswamy

Abstract CRUST, a language translator (transpiler) has been developed which
converts programs inC/C++ to programs inRust. Rust created byMozilla has become
popular as a systems programming language as it provides constructs and tool sup-
port for developing safe and secure programs without hassles. Safe Rust ensures
that the programs developed using these programming constructs are safe and secure
by enforcing compiler restrictions, concurrency without data races, memory safety
without garbage collection, and abstractions with low overheads. CRUST is a semi-
automated transpiler, to automatically convert a subset of “C/C++” code base into
Rust without much effort. This is done using a unique Nano-Parser Methodology.
CRUST also enhances the readability and understandability of the programby adding
extensive documentation to the translated code. It yields a code which is guaranteed
to be thread safe and proven to be faster.

Keywords C++ ·Memory safety · Nano-parser methodology · Rust · Transpiler ·
Type safety

1 Introduction

C and C++ programming languages provide support for easily and efficiently inter-
acting with the underlying hardware using high level program constructs, when
compared to most of the other high level programming languages [1–3]. However, it
takes a lot of effort in order to ensure that the developed programs are safe and secure
as there is no tool support to enforce this during compilation. This has to be handled
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by the programmer, which is generally a tedious task and such patches added to the
code as an afterthought are generally buggy.

Programming mistakes such as buffer overflow, null pointer dereferences, and
incorrect type casts causes the system to break down. Moreover, the lack of safety
restrictions can be exploited by an attacker to compromise the security of these sys-
tems [4, 5]. These issues that need to be addressed in order to develop safe and secure
programs have been studied extensively and numerous solutions have been proposed
to alleviate them [6–10]. However, all these require quite a bit ofmanual intervention.
Nowadays, there has been a dramatic rise in the popularity of functional programming
languages such as Clojure, Haskell, OCaml, Scala, and support for functional pro-
gramming principles in existing languages such as JavaScript (ECMAScript 6), Java
8. Functional Programming Languages by principle, solve concurrency and memory
issues which plague programs written in C and C++. Rust is at its heart a functional
programming language, which has mechanisms to ensure type and memory safety
at its very core.

Rust, is Systems programming language designed by Mozilla to achieve safe
systems and painless concurrency. The result is safe programming with highly
enforced compiler restrictions, memory safety without garbage collection, and zero-
cost abstraction. Rust achieves what C/C++ does not, by enforcing safety through
compiler restrictions. Due to these restrictions, it is guaranteed to be safer and more
efficient. It is a concept of borrowing and ownership that creates a well-defined object
scope, which avoids disaster.

In Rust, the problem of data race is overcome by employing mutable and
immutable references, where only mutable references can be borrowed. These along
with a few other principles have been built into Rust so that the programmer does
not have to take care of it explicitly. There is sufficient proof that Rust combines the
best of both worlds, low-level control and type/memory safety [11–13].

There is an opportunity to permanently solve problems associated with systems
programming by simply moving from C and C++ to Rust, which is a safer and
more predictable language. CRUST provides the means to do this efficiently and
effortlessly. Though we do not claim to be able to convert every construct, a fairly
large subset of code has been tried and tested. The sections that cannot be converted
currently, are well documented so that the user can manually convert these to a
Rust equivalent code with the aid of the information provided in the associated
documentation.

In the process of realizing a tool such as CRUST, we have devised an elegant
manner in which to build a Parser. Aptly named, The Nano-Parser methodology,
it involves designing several cooperatively functioning tiny parsers (nano-parsers)
each designed for very specific grammars. Using one master parser calling the nano-
parsers, it is able to set off a chain of nano-parser calls, ending in the parsing of the
complete input.

Once CRUST realizes its full potential, legacy code bases that have been aban-
doned because of their sheer size and safety may be transpiled and deployed.

In this paper, the novel contributions are as follows:
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• Translation of unsafe legacy C/C++ code into safe and manageable Rust code with
minimal manual involvement.

• We augment the translated code with helpful documentation to ease the process
of understanding the Rust code for those who are unfamiliar with the language.

• Provision of different translation modes controlling memory safety and package
management.

There are certain assumptions made in this paper, they are the following:

• The C/C++ code is syntactically correct.
• The external API calls must be handled manually after translation.
• C/C++ code does not include any headers or modules.

2 Related Work

In this section, languages, which are considered as type safe are discussed. Type
safety is ensured to a large extent by static analyses of the source code as a part of
the compilation process, and traps are set for capturing and handling runtime type
exceptions that might occur dynamically [2]. As C/C++ compilers, in general, have
no such built-in enforcement mechanisms, the programmer has to manually ensure
that such conditions do not arise by performing code reviews before compilation and
also augment the code by enveloping the section of code with type checkers inserted
into the code to catch type mismatches dynamically. This is definitely a cumbersome
and error-prone process.

2.1 Smart Pointers

The use of ‘smart pointers’ is proposed in [6] to solve issues regarding memory
leaks associated with deallocated ‘raw pointers’ (regular pointers). The wrapper
class has attributes and methods that help to manage the lifetime of an object by
building in reference counters. Even with these mechanisms in place adoption of bad
programming practices like cyclic references could still lead to memory leaks.

2.2 Probabilistic Memory Safety

The authors in [7] have proposed a runtime system called “DieHard”, which achieves
memory safety by using probabilistic methods of randomization and replication and
creating a virtual infinite-sized heap. Randomization and Replication increase the
safety of the program as the effect of errors across the replicated versions will have
a very low probability of corruption of the same variable/entity in the replicated
versions.
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2.3 Memory Safety

The work done in [8] proposes the memory safety for embedded software without
Garbage Collection or Runtime Checks. The authors propose a pool of free memory
from which the random allocation of objects and their replicates can be done. This
will minimize the probability of runtime errors affecting the replicated versions in
the same manner and hence enhances the safety of the system.

2.4 Manual Safe Memory Management

Gay et al. have proposed HeapSafe, which is a tool that has been developed by them
in order to trap “bad” memory free calls in programs written using “C” language.
Runtime checks are performed in order to identify dangling pointers and freememory
locations and also ensure that “bad” free function calls are treated mostly as no-ops.
Standard techniques of reference counting are adapted to verify the C programs and
also to ensure their reliability when manual memory management techniques are
adopted [9]. It relies on an extension of the malloc and free APIs. HeapSafe cannot
introduce new bugs since it only checks the existing memory management API
rather than augmenting or changing it [9]. Depending on the programs the HeapSafe
scheme can incur an execution time overhead of about 30% and designers might get
discouraged from using it for real-time systems with tight budgets.

2.5 Ironclad C++

Ironclad C++ [10] is a subset of the C++ language, which contains constructs of C++
which can be verified to be safe by static syntactic analysis of the program segments,
and also uses the concept of “smart pointers” to ensure freedom from runtime errors
that might be introduced by using simple pointers. Nearly 50,000 lines of code have
been successfully translated to Ironclad C++ [10].

3 Rust as a Successor to C/C++

In this paper, we believe that the solutions described in the previous are all valid, they
do not provide a complete solution and they each come with their own drawbacks.
Programmers, who prefer C/C++ do so because of the control it provides, which is
taken away when any of these solutions are used.

Figure 1 shows the trade-off between low-level control and safety for various
programming languages. It describes how Rust combines low-level control along
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Fig. 1 Tradeoff between control and safety of popular languages

with safety to solve the safety implications that come with using C like languages.
Languages like Haskell tried to provide the kind of safety that is desired for hardware
applications. A Go is comparable to C and C++ in terms of low-level control and
efficiency, but is not so safe as Haskell. This is where Rust comes in with its compile-
time enforcement of safety rules and C like low-level control. It does prove that Rust
is a worthy successor to C and C++.

It is believed that these results indicate that Rust has overcome the drawbacks that
plague C/C++ while still allowing low-level control and efficiency that C is popular
for. There is nothing to lose frommoving on fromC/C++ except for an initial learning
curve more importantly in the context of this paper, translating an existing C code
base. CRUST solves both these problems by allowing one to translate C/C++ to safe
Rust and also provide formatted and documentation in the translated code to ease
the learning curve.

In this subsection, the design of Transpiler is discussed. Transpiler essentially is
constructed out of two functional blocks, which are executed sequentially in order
to translate the program written in “C/C” to “Rust”. Typically, like any other com-
piler, the main blocks are the Lexical Analyzer and the Parser followed by the Code
Generator. The “Match” function which is provided by Rust is used. Multiple DFAs
are launched in parallel with each constructed to recognize a template of a valid
regular expression belonging to the language. The longest lexeme will be accepted
and tokenized. It is assumed that the input source code is syntactically correct. These
identified lexemes or tokens are inserted into the Symbol Table. The Parser is mainly
composed of two modules: “Global Construct Identifier” (GCI) and “Nano-Parser”
(NP). The Lexeme streams as delivered by the Lexer are taken as input to the GCI.
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Fig. 2 Design of the parser
with the nano-parser
methodology

Based on an initial analysis of the streams, it identifies the possible candidate gram-
matical expressions of the chosen subset of C/C++ language. Once this is identified,
the GCI triggers the appropriate NP. Each NP generates a code snippet in “Rust”
corresponding to the C/C++ source code snippet which was passed onto to it by
the GCI (see Fig. 3a, b). The Rust code snippets so generated are then collated to
compose the program in Rust which is equivalent of the input C/C++ source code.
The parser itself has been architected as a “recursive descent parser”.

We believe that this scheme called “The Nano-Parser Methodology” of using a
GCI along with specific NPs is a novel and efficient way of building compilers. Rust
inherently supports the concept of mutable and immutable variables. This allows
restrictions to be imposed on the type of functions that can be performed on the
variables by the functions to which this variable is passed. Therefore, strict control
can be enforced on the scope and the operations on variables by the functions towhich
it is exposed. In order for the user to exploit this feature of Rust to enhance the safety
of the program, an option has been givenwhere the user can tag the particular variable
asmutable or immutable. This is handled by theMutabilityAnalyzer (see Fig. 2). This
analyzer is invoked during the transcription process and identifies operations which
violate the immutability property tagged to a particular variable. These operations
are flagged and appropriate error messages are generated for information to the
programmer.

In this context, two modes of translation have been proposed:

• Strict mode: CRUST will treat all variables as immutable and identifies all oper-
ations which violate this criterion.

• Loose mode: CRUST will treat all variables as mutable (Fig. 3).
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Fig. 3 a Design of the parser with the nano-parser methodology, b global construct identifier
algorithm

4 Nano-Parser Scheme

This scheme which has been defined above which comprises of a GCI and sev-
eral Nano-parsers working cooperatively is quite novel. Nesting of Nano-parsers is
allowed in order to support complex programming snippets. For example, an “if”
statement inside a “for” loop would be processed in the following manner. The GCI
based on the “for” lexeme triggers the NP associated with it. As this NP is process-
ing and translating the said input the “if” statement is encountered. This will lead
to the “for-NP” triggering the “if-NP” for further processing leading to the nesting
of the NPs (see Fig. 2). Recursive triggering can occur in case an “if” statement is
encountered inside another “if” statement.

Salient features of this methodology are listed below:

(a) As the design of the “Transpiler” is highly modular in nature, it is very easy to
implement the same.

(b) The modular design enabled test coverage of about 95% of the code in Unit
testing phase itself and the rest were checked after integration. This highly
simplified the task of testing the transpiler implementation.

(c) The modular nature of the implementation helps in easily identifying and local-
izing the errors.

(d) Upgrades and extensions to the allowed set of language constructs can eas-
ily be accommodated by building an “NP” specific to this new construct and
integrating this with the GCI.
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5 Results and Analysis

This section provides sample results for the proposed CRUST. CRUST is able to
translate a subset of legacy C/C++ code into Rust code, with appropriate hints in
case of compile errors. The portions of the code which do not conform to the defined
translatable subset will be retained as such but flagged so that the user can translate
it manually.

Subsequently, when the translated code is passed onto the Rust compiler, it will
identify statements which are likely to violate the “safety” norms. This whole process
enables an experienced “C/C++” programmer to write “safe and secure” programs
without having to become proficient with a new programming language like “Rust”.
A large number of C/C++ programs have been translated by us using CRUST to
prove the translation process. Table 1 shows a few “C” program constructs and the
equivalent “Rust” program statements.

In Table 2, we have shown the “C” code developed for the implementation of the
matrix addition function and have also shown the translation of the same in both the
“strict” and “loose” modes. The “For loop” construct is not supported in Rust, and
must be implemented using “while loops”. The documentation that is inserted into
the code has been omitted for brevity. It can be observed that the keyword “must” is
added in the declaration of variables in the loose section. This allows modification
of the variables.

In Sl. No. 2, we see a function being converted to Rust. Sl. No. 3 shows the
conversion from C++ classes to Rust equivalent. There are no classes in Rust and
hence this must be taken care of using structures with “impl” block. The constructors
must be handled manually using static builder functions since Rust structures do not
have constructors.

The results show that very little manual translation is required in compiling the
translated code. This is very easy to do as the translated code contains appropriate
suggestions and additionally theRust compiler generates very precise errormessages.
The resultant Rust programs are very efficient and optimized. These processes gen-
erate “safe” programs without appreciably compromising on the execution speed.
With no aliasing and mutation, Rust avoids memory leaks and data races.

The code was running a “for” loop for 109 iterations. The output code was tested
by adding output statement to Rust code, I/O is a costly operation but Rust excelled.
It performed better than C++ codewithout any I/O doing the same task. C++ program
takes about 2.3 s to run while the translated Rust completes the same program in

Table 1 Comparison of the
performance of C/C++ code
and its equivalent in rust,
translated using the crust

Timing statistic Average performance

C/C++ Rust

Real time (s) 2.3 0.005

User time (s) 2.3 0.002

System time (s) 0.006 0.002
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Table 2 C/C++ code translation to Rust using CRUST in strict and loose modes
Sl. No.

C/C++ Code Rust Equivalent Code 

Strict Translation Loose Translation

1.

int main()
{ 
int i=0;
int

a[4]={1,2,3,4};
int b[4]={1,2,3,4};
int c[4];
for(;i<4;i++)

{ 
c[a]=a[i]+b[i]+100;

} 
}

fn main() 
{ 
    let i: i32 = 0;

let a: [i32; 4] = [1, 2, 3, 4];
    let b: [i32; 4] = [1, 2, 3, 4];
    let c: [i32; 4];
    while i < 4
{ 
c[a]=a[i] + b[i] + 100;
        i += 1;
 } 
} 

fn main() {
let mut i: i32 = 0;
let mut a: [i32; 4] = [1, 2, 3, 4];
let mut b: [i32; 4] = [1, 2, 3, 

4];
let mut c: [i32; 4];
while i < 4 {

c[a] = a[i] + b[i] + 100;
i += 1;

} 
} 

2.

int add_it(int a,int b)
{ 

return a+b;
}

fn add_it(a: i32, b: i32) ->i32 {
a + b

} 

3.

class A
{ 

int a;
int b;

private: float getfloat()
{ 
return 1.23;
} 
public: int getInt(int a)

{ 
return a;
 } 
A() {

a = 5;
b = 6;

} 
};

struct A {
a: i32,

b: i32,
} 

impl A
 { 

/** Rust structures do not support constructors
* Please handle them with static builder functions* >>> A ( ) { a 

= 5 ; b = 6 ; 
}**/
fn getfloat(&self) -> f32
{ 
1.23
} 
pub fn getInt(&self, a: i32) -> i32
 { 

a 
} 
}

about a 1/2000ths of a second, a 1000 times improvement in runtime speed (see
Table 2).

6 Conclusion

The evaluation results prove thatwe are able to successfully translate the givenC/C++
code into Rust. Rewriting existing codebase in Rust requires lots of time, money, and
effort. With the help of an automated translation tool, we can get this task done with
minimal cost and time. CRUST’s translated code is easy to debug with suggestions
and hints provided in the translated code. The code is safe and runs faster than the
original C/C++ code. Performance tests have shown that Rust runtime is very efficient
and much smaller than that of the source C/C++ code. This is yet another reason to
shift to Rust. The use of the Nano-Parser Methodology in the implementation of
parser makes it very easy to implement and test the Parser modules. This approach
may lead to significant changes in parser design and implementation.
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Species Environmental Niche
Distribution Modeling for Panthera
Tigris Tigris ‘Royal Bengal Tiger’ Using
Machine Learning
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Abstract Biodiversity loss due to habitat degradation, exploitation of natural
deposits, rapid change of environment and climate, and various anthropogenic phe-
nomenon throughout the last few decades in the quest of development have led to rise
in safeguarding species ecological domain. With natural habitat of the endangered
Panthera Tigris Tigris fast declining, coupled with factors such as loss in genetic
diversity and disruption of ecological corridors, there is an urgent need to conserve
and reintroduce it to newer geographic locations. The study aims to predict andmodel
the distribution of the species Panthera Tigris Tigris by combining various climatic,
human influence, and environmental factors so as to predict alternate ecological niche
for the already dwindling tiger habitats in India. 19 Bioclimatic variables, Elevation
level, 17 Land Cover classes, Population Density, and Human Footprint data were
taken. MAXENT, SVM, Random Forest, and Artificial Neural Networks were used
for modeling. Sampling bias on the species was removed through spatial thinning.
These variables were tested for Pearson correlation and those having coefficient
greater than 0.70 were removed. Kappa statistic and AUC were used to study the
results of themethodology implemented. Testing data comprises 25%of the presence
only points and test AUC value of MAXENT was found to be the highest at 0.963,
followed by RF at 0.931, ANN at 0.906, and lastly SVM at 0.898. These indicated
a high degree of accuracy for prediction. The most recent datasets were taken into
consideration for the above variables increasing accuracy in both time and spatial
domain.
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1 Introduction

As a result of various human activities, over-exploitation of natural resources and
climate change, various conservationmeasures need to be taken for the already dwin-
dling species of flora and fauna. The necessity of habitat suitability estimation and
species distribution in an ecological niche is closely linked to the conservation and
management of biodiversity. Ecological Niche can be described as a set of envi-
ronmental circumstances which are not hostile for species persistence and offspring
production [1]. A productive method for knowing the geographical locations so as to
reintroduce the species is species distribution models (SDMs), known by different
terms such as habitat suitability models, climate envelope models, and ecological
niche models. The main aim is to detect environmental circumstances which are
suitable and at the same time not hostile for the particular species to persist using
species occurrence (presence) data from biodiversity sources as well as several other
factors for the prediction of an output (response) variable, such as habitat suitability
for a geographical location. Satellite data with high resolution together with other
factors are seen to increase model accuracy [2].

Different SDMs have their own benefits and drawbacks. Performance varies
depending on various models, the variables chosen as well as the data chosen (pres-
ence only/presence–absence data). The behavior of different SDMs and the influence
of various predictor sets on them need to be studied. Performance of the models can
be measured through parameters such as area under the receiver operating character-
istic curve (AUC), overall accuracy, sensitivity, specificity, and Kappa statistic most
widely used being Kappa and AUC. The research uses AUC and Kappa statistic to
measure performance.

1.1 Motivation

The study to locate new geographical potential habitats is motivated by various
causes. First, declining prey bases and human activities such as deforestation,
encroachment, and development have led to a decline in Royal Bengal Tiger’s nat-
ural habitat. At geographical locations where tigers are increasing in number, there
is a tussle for territory among the tigers themselves [3]. Another motivation is to
maintain genetic diversity. As per Wildlife Institute of India and studies conducted
by the Centre for Cellular and Molecular Biology, the country is home to three
different tiger populations which are genetically connected. They thrive in different
parts of India mainly the Terai-Duar Savanna, the northeastern region of India, South
India, and parts of north India especially the Ranthambore. It was found that among
these, the Ranthambore Tiger population has highest threat of isolation and least
genetic diversity. This is verified by another study [3]. Thus, the species requires
genetic flow. The third major motivation is disrupted ecological corridors. Research
indicates that the population of Tiger species outside their natural habitat is 35%
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[3]. Thus, it is the ecological corridors between the natural habitats that maintain
the flow of the gene pool. Thus, it becomes necessary to link these habitats through
ecological corridors.

2 Related Works

Although the concept of SDMs has been used in modeling habitat suitability for
various species yet little work has been done for Panthera Tigris species. Kywe
[4] performed habitat suitability modeling in the Hukaung Valley Tiger Reserve,
NorthernMyanmar. Covering a landscape of around 1700 km2, the researchwas done
for the year 2003. Land classification dataset was developed through segmentation
based classification leading to 14 land cover classes being developed. Additional data
in the form of topographical and human influence were taken from other resources.
The research found that the species of tiger usually are found close to river beds
and grass area while avoiding evergreen closed areas and settlements. The reserve
was found to have 42% suitable areas for tiger habitats which was done with the
help of Ecological Niche Factor Analysis. Hernandez et al. [5] found Maxent to
give highly accurate results unbiased of the count of instances of species and the
extent of the study area or geographical distribution in comparison to Mahalanobis
and Random Forests models. Phillips et al. [2] made use of Maxent to model the
potential geographical locations of tiger populations during the time period of Late
Pleistocene and Holocene, thus providing new insights into the evolutionary history
and interconnectivity between populations of this endangered species. Kulloli and
Kumar [6] found out the potential habitats for Commiphora wightii (Arnt.) Bhand
in the arid zones. The SDM was implemented using MAXENT distribution taking
bioclimatic, NDVI, and elevation data in consideration. These variables were tested
for correlation and those having coefficient values >0.80 were removed. AUC was
greater than 0.9 in all the test cases with different predictor variables which indicates
that prediction precision is high. Jaisalmer and Barmer regions of Northwest India
were predicted to be geographical areas suitable for the species to be introduced.

Maxent can be modeled on both presence and pseudo-absence data, utilizing both
categorical, and continuous dataset. It uses an exponential method to predict val-
ues and thus needs additional attention when we shift to an alternate geographical
location or a time stamp. Duan et al. [7] considered five species of trees consisting
of one coniferous and four broad-leaved species. These were the Quercus wutais-
hanica, the Japanese white birch, the Mongolian oak, the Chinese cork oak, and P.
massonia which then made use of 13 different environmental variables to predict
alternate habitats. A total of six different species distribution model mainly were
then compared and their accuracy was evaluated using the coefficient of variation,
Kappa statistic, and area under the operating curve. The map closest to the mean
value of the curve was transformed into a binary map and displayed. Qing et al. [8]
implemented a Maxent model making use of presence-only records for predicting
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the winter ecological niche for the scaly-sided merganser in China. AUC indicated
high accuracy for both training and testing cases.

3 Methodology for Alternate Ecological Niche Prediction

3.1 Study Species and Distribution Data

The tiger species is classified in the genus Panthera with the lion, leopard, jaguar, and
snow leopard. Royal Bengal Tiger is one of the nine subspecies three of which are
extinct. An endangered species as listed by the International Union for Conservation
of Nature (IUCN) RedBook, India provides habitat to 2226 Royal Bengal Tigers also
known as Panthera Tigris Tigris. It is one of the subspecies of the Felidae family, the
largest of the ‘big cats’ in the genus Panthera. Records of occurrence for Panthera
Tigris Tigris were collected from Global Biodiversity Information Facility which
provides combination from various sources such as the Wildlife Institute of India,
iNaturalist and mainly the field museum of natural history for different temporal and
spatial data. The locations depicting the physical presence of Panthera Tigris Tigris
in terms of latitude and longitude along with 233 other attributes were extracted.
Figure 1 represents the architectural design of the steps undertaken. Data from GBIF
is preprocessed and plotted on Google Maps. Different datasets representing various
ecological, climatic, and human factors are taken from a variety of sources. These
are tested for correlation and sampling bias is removed. Following this, different
machine learning algorithms are applied and the results are studied and described.

Fig. 1 Architecture to represent species distribution modeling for Panthera Tigris Tigris
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3.2 Preprocessing of Distribution Data

From GBIF, the Darwin core Archive was downloaded as it is directly given to the
publisher consisting of 422 global occurrences. After extracting the coordinate posi-
tions of Panthera Tigris Tigris, there is a need to preprocess this data which contains
presence only locations. It becomes necessary to avoid errors in coordinate locations,
misleading information about the species as well as records having null attributes.
The following steps were followed and after their conclusion, the preprocessed data
was displayed to depict the geographical coordinates in R. The above preprocessing
filters the number of occurrence to 130 from 442.

• Selection of important attributes—From the gbif file of the above species, we
select only attributes of importance from the 235 attributes such as species latitude,
longitude, country, name, and any other which seems necessary.

• Removing duplicate records—For the same spatial (in real time geographical)
coordinates, a species may have presence only data at multiple time stamps. Thus,
it is necessary to remove them as it may bias the output.

• Georeferencing—There may be records with no coordinates but with locality
descriptions. These were georeferenced. This could be done with the help of
geocode function present in the dismo package in R if necessary.

• Map the dataset within the required spatial coordinates—The species records
were limited to the Indian subcontinent by imposing restriction on the raster extent.
The extent was decided to be (64.84885, 97.71038, 5.758113, 35.43777) as per
the standard (xmin, xmax, ymin, ymax) to represent the Indian subcontinent.

3.3 Removing Sampling Bias

Some presence only data is derived from random sampling. These may be collected
near frequent forest treks and reserve park roads and these spatial sampling biases are
not included in presence-only data. To remove this, spatial thinningwas implemented
using the R package spThin. The idea is to preserve most effective information while
removing bias through removing records on the basis of a thinning distance of 3 km
for a geographical area. Finally, from the 442 occurrences, we focus down on 48
occurrences localities after performing spatial thinning.

3.4 Environmental Data

The environmental data consists of various datasets representing various environment
variables, land cover, and human influence on the environment among others so as to
model suitable habitats for Panthera Tigris Tigris. The resolution chosen was 0.05°
as this is suitable for prediction at the national level. At the equator, this comes out
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to be 5.6 km2. The Coordinate reference system (CRS) chosen is the EPSG: 4326,
WGS 84.

• Land cover—Many recent researches make use of The University of Maryland’s
(UMD) global land cover classification at a one kilometer resolution [9]. This
classification was done using the 1992–1993 satellite images. These datasets have
become outdatedwith time and for rapidly developing country like India thesemay
not represent the actual spatial land cover data in the current scenario. To mini-
mize such differences, one of the MODIS products, the Land Cover Type Climate
Modeling Grid product MCD12C1 consisting of seventeen different land cover
classes was taken to represent land cover for the Indian subcontinent. MCD12C1
is at 0.05° resolution for which the pixel size is around 5.6 km2. The Royal Bengal
tiger usually thrives in a wide variety of habitats such as tropical and deciduous
rainforests, swamps, shrublands, grasslands, and high altitude. In the Indian region,
they are found along the Western Ghats, in deltas of Bengal, the Terai highlands,
Northeast region and parts of central India among others. Thus, the classes depict-
ing the above landscape were taken to represent their habitat for more accurate
prediction.

• Bioclimatic—Worlclim contains a set of nineteen climatic factors. The raster
dataset was then averaged for all the months which depicted the average over the
above time period. These were resampled to 0.05° using bilinear interpolation.

• Elevation—For elevation, the GTOP030 dataset was utilized. It is a part of the
elevation schema of the United States Geological Survey (USGS) updated and
released in 2000. The dataset which was available in 30 arc second resolution
was resampled to using bilinear method to 0.05°. The dataset was then cropped to
respective extent so as to represent the Indian subcontinent.

• Global Human Footprint and Population density—GHF is a dataset under the
Last of the Wild, v2 (2004) from SEDAC depicting human impact in terms of
population pressure, human access in terms of distance to roads, coastline, rail
lines, and navigable waterways and infrastructure development in terms of night
lights and built up area. The human population density raster dataset was taken
from GPW, v4 estimated for the year 2020.

3.5 Correlation Test

The test for correlation is done with the help of Pearson Correlation and environmen-
tal factors coefficient with correlation coefficient greater than 0.7 were excluded. The
environmental variables finally selected are shown in Fig. 2 based on the coefficient
values in Fig. 4. For any two pixels x and y between two corresponding raster images
representing the same spatial domain of environmental variables in the current sce-
nario, the Pearson correlation coefficient is calculated as per the below equation in
Fig. 3. It is performed over the 390,258 pixels each representing 5.6 km2 in the Indian
subcontinent.
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Fig. 2 Environmental variables chosen after preprocessing and performing a correlation test

Fig. 3 Formula for calculation of Pearson correlation coefficient where x and y represent any two
pixels

Fig. 4 Correlation between environmental variables after removing those with a correlation coef-
ficient greater than 0.70

4 Models and Result

Modeling was done using machine learning algorithms mainly random forest, artifi-
cial neural networks, and support vector machines along with Maxent based on the
literature survey done. Since there may yet exist some spatial sampling bias hence
spatial partition was implemented using Block scheme where k � 4 whose results
are shown in Fig. 7. The maximum number of iterations was set to be 500. This was
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implemented using ENMeval. Based on longitudes and latitudes, the spatial extent is
divided into four. The presence points were also divided randomly into 75% training
(36) and 25% testing (12) in another instance. 10,000 background points were ran-
domly chosen. Performance is measured through AUC and Kappa statistic which is
calculated as shown in Figs. 5 and 6ROC is calculated as the ratio between sensitivity
and 1—specificity (False positive rate).

Maxent—Maxent model performs better in accuracy and prediction than other
approaches which already exist as conveyed by Elith et al. [10]; Phillips et al. [2]. The
maximum entropy model calculates the training gain for each of the variable for the
48 presence points which are split into training and testing subsamples. The gain for
each variable here represents the maximum information extracted from each factor
keeping others constant. This is done by jackknife as shown in Fig. 8. ForMaxent, the
AUC indicated a high degree of accuracy and for training, it wasmeasured to be 0.922
while test AUC is 0.963. This is based on sensitivity which represents whether the
position is favorable for Panthera Tigris Tigris to occur when environmental factors
are present (true positive rate) and similarly the specificity which here represents the
true negative rate. Figure 7 indicates the predicted geographical range with red being
the highest probability of occurrence and blue with no occurrence. The contribution
of each variable as per the gain is also calculated and shown in Fig. 8.

Random Forest—As per Petitpierre et al. [11], RF has one of the highest accu-
racy among the machine learning models available for the majority of the datasets
regardless of its size. It can be implemented for both presence and pseudo-absence

Fig. 5 Contingency table and expected frequency for each cell

Fig. 6 Calculations for various performance measures and area under the receiver operating char-
acteristic curve for 48 presence points (36 training points and 12 testing points) for Maxent
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Fig. 7 Spatial partition using block (k � 4) and predicted potential geographical locations for
Panthera Tigris Tigris

Fig. 8 Contribution of environmental variables and training gain for each variable (jackknife) for
Maxent

data and corrects many of the flaws in classification and regression tree including
overfitting. It also mentions the low reliability for a dataset consisting of categorical
factors with varying levels. RF being a regression tree model which does classifica-
tion, it comes to the result using various tree predictors in a forest. The AUC was
found to be 0.93 along with the Kappa statistic at 0.86.

Artificial Neural Networks—These are biologically inspiredmodels comprising
of neurons and their corresponding weights. The AUC was found to be 0.906 along
with the Kappa statistic at 0.809. Although ANN are easy to model for species with
more presence locations yet it can be influenced by a large number of classes.

Support Vector Machines—These are multidimensional classifiers used for
regression and classification through supervised learning. The AUC is 0.898 with
a Kappa statistic of 0.795. Since they have a good generalization ability along being
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Fig. 9 Predicted geographic distribution using RF and ANN, respectively

Fig. 10 Binary distribution for RF and ANN modeled on a threshold calculated using TSS

able to handle high dimensional data such as raster layers, SVM was chosen for
modeling.

The potential geographical distribution for various models is shown in Figs. 9, 10,
11, 12. An ensemble model consisting of all the three models was also formed. The
contribution of each of the variables was calculated using Pearson. To generate the
binary distribution, sum of specificity and sensitivity as represented in Figs. 5 and 6
also known as TSS (True skill statistic) was taken to derive the threshold value as it
represents the point of optimization under the receiver operating characteristic curve
and is also found to minimize the mean error rate [12]. These represent locations
representing potential predicted habitats in binary terms (Figs. 10, 12).
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Fig. 11 Predicted geographic distribution using SVM and Ensemble modeling, respectively

Fig. 12 Binary distribution for SVM and ensemble modeling modeled on a threshold calculated
using TSS

5 Conclusion

The highAUCvalues of 0.963, 0.931, and 0.906 forMaxent, random forest, andANN
indicate a greater chance for ranking a positive instance which is chosen randomly by
these classifiers as compared to a negative instancewith the threshold being TSS. The
Kappa statistic comes into play whenever we need to measure inter-rater agreement
and reliability. From the above models, it can be concluded that the data collected
is a true representation of the variables measured as it is above 0.80 in all these. It
can be seen that population density plays a major role which shifts the prediction to
unhabituated areas.Woody savannas which in India is represented by the Terai region
ofUttarakhand,Uttar Pradesh, Bihar, and parts ofAssam is also an important variable
along with Mixed Forest as they provide suitable ecological habitat. Altitude plays a
major role and lowers down the prediction range geographically.Annual precipitation
and temperature together contribute around 14% on average. Human footprint has
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Fig. 13 Tiger conservation landscape (TCL) in the Indian subcontinent and variable contribution
along with performance measures for RF, ANN, and SVM

little impact on prediction as compared to population density. Finally, shrublands,
evergreen, and deciduous forests provide suitable conditions for prey capture and
hence are important.

Also, it can be seen that the predicted areas lie in and around the tiger conservation
landscape (TCL) zones as declared by WWF (Fig. 13). These are found basically
in Madhya Pradesh, Uttarakhand and parts of Rajasthan, and a large area of pre-
dicted zones by all the models lie under these. Maxent provided a high level of AUC
at 0.964 and was chosen since it is independent of the number of occurrences and
performs better than various other models. Care was taken to proceed with correct
practices for MAXENT as mentioned by Yackulic et al. [13]. RF has one of the high-
est accuracy while SVM performs generalization well although accuracy is lower.
The above results can be used to study regions around the present tiger reserves in
India as they will provide locations suitable for reintroduction as per environmental
factors free from human influence. Each pixel of the raster images represents an area
of around 5.6 km2. These geographical locations can then be used either as a part of
ecological corridors to prevent genetic isolation or as independent reserves. Although
several methods exist for modeling the distribution of various species yet there exist
many limitations. Resampling usually involves predicting cell values from the exist-
ing through various techniques such as bilinear, averaging, etc., which may lead to
decrease in accuracy since each cell value is depicting the predicted value rather than
the actual value. The factors incorporating and describing the habitat and needs of
the particular species must be included after proper study of the requirement of the
species. Future work requires testing on an extensive dataset, mapping the predicted
geographical locations with an actual land survey and comparing with other present
models so as to strengthen and make use of the results of this research.
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Organizational Digital Footprint
for Traceability, Provenance Approach

Sheetal Arya, Kumar Abhishek and Akshay Deepak

Abstract In this age of instant noodles, instant messaging, and tweeting, we have
all we want at the tips of our finger whether it be the delivery of a food product,
buying a property, or going for a date. All but a click away. As quoted, “The con-
trol of information is something successful person does.” If one could control the
information, he would be able to make worthy decisions. Now the question arises,
how does one know which information is relevant and which is fake, for making
the foundation of decisions? Here comes the role of provenance. In this paper, the
characteristics of a data such as why, when, where, what, how, and who are deter-
mined using PROV family of documents, giving full structural format to data and
determining all its characteristics and its existential source. Now all this provenance
information describing all aspects of data when connected will generate a footprint.
Apache NiFi has been used to show the flow of data and its manipulation. The digital
footprint as it is all in digital format can be traceable to determine data trustwor-
thiness, i.e., its provenance, hence determining the reliability of an organization for
merger, acquisition, data analysis, stock market, etc.

Keywords Big data · Provenance · Digital footprint · Knowledge representation

1 Introduction

As noticed by E. O. Wilson, “We are drowning in information while starving for
wisdom.” It could be seen there is too much information available but irrelevant.
This big data of real-time information, i.e., raw data, could be used to seek queries,
suggestion, and solutions, i.e., meaningful data, knowledge. The more relevant the
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trustworthy knowledge one has, the more reliable the decisions one would be able
to make; hence come provenance, semantics, Apache NiFi, and digital footprint in
the picture.

In Sect. 2, the related works have been described which lead to the invention
of the proposed system model. In Sect. 3, how provenance has been used in this
model has been described. In Sect. 4, the proposed workflow of the system has been
described. In Sect. 5, the methodology has described which consists of dataset used,
Sect. 5.1 describes the implementation of data flowandPROV-N, andfinally, Sect. 5.2
describes digital footprint formation, i.e., result. In Sect. 6, the major achievements
and limitations are described. Section 7, finally, consists of conclusion and future
scope.

2 Related Works

The 14 papers used in this paper for provenance data implementation are summarized
inTable 1 having references [1–13]. Table 1 consists of five columns,where column1
represents serial number.Column2 represents the year inwhich paperwas published.
Column 3 represents the purpose of the published paper. Column 4 represents the
scope of data, which can be used in the implementation; sometimes, format is written
as data scope because paper simply describes the syntax/format for implementation
purpose. Column 5 represents the concept described in the paper and the algorithm
used in the implementation of the framework.

3 Provenance

According to the dictionary, provenance is “The place of origin or earliest known
history of something” [14]. The structure of provenance data model is represented in
Fig. 1. Arrows are read in the backward direction, such as an entity was used by an
Activity, etc. In this diagram, symbols are used to represent attributes, and properties
are represented by arrowheads. An Entity is used to represent an object, which is
a source of information. An Activity is processed, which are involved with data
manipulation, i.e., converting data from one form to another. An Agent represents the
living or nonliving object responsible for initiating processes for data manipulation.
There are various other core and extended, attributes and properties of the provenance
data model [1].

The granularity with which provenance of a data is to be maintained is deter-
mined according to the requirement of provenance information for implementation,
because it could be as specifically defined as you want it to be. Yet again if that much
granularity is not required, then it is useless.
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Table 1 Literature survey

S. No. Year of
publication

Purpose Data scope Concepts/
algorithms used

1 2013 PROV
introduction

Format Provenance
introduction,
summary is
described

2 2013 Ontology for
provenance

Web, format Provenance
ontology syntax
for provenance
data model is
described

3 2013 Data model for
provenance

Web, format Structural format
for attributes and
properties is
described

4 2013 Notations for
provenance

Web, format Notational
representation of
provenance data
model is
described

5 2013 Constraints for
provenance

Web, format Implementation
of constraints is
described

6 2013 Accessing and
querying of
provenance

Web, format Accessing and
querying
mechanism for
provenance is
described

7 2013 XML schema for
provenance

Web, format XML
implementation
of provenance is
described

8 2013 Dictionary
representation of
provenance

Web, format Collective
structural
representation of
provenance is
described

9 2013 Dublin core terms
representation of
provenance

Web, format Mapping to DC
terms vocabulary
is described

10 2013 Semantics for
provenance

Web, format Semantics
implementation
in first-order
logic for
provenance is
described

(continued)
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Table 1 (continued)

S. No. Year of
publication

Purpose Data scope Concepts/
algorithms used

11 2013 Link connectivity
for provenance

Web, format Connectivity of
different bundles
of provenance
data using PRO
LINKS is
described

12 2010 Capturing and
usage of
provenance

Web Framework,
models for
provenance
implementation

13 2016 A blockchain
ontology for
supply chain
provenance

Supply chain,
blockchain, web
pages

Blockchain,
solidity,
language,
ethereum, TOVE
traceability
ontology

Fig. 1 Provenance data
model

4 Proposed System Workflow

The steps to be followed for fetching digital footprint are determined here. First,
data is searched from websites, repositories, and Wikipedia about organizations in
CSV format. That data is collected in Microsoft Excel files. This classified data is
first imported in Apache NiFi [15]. In NiFi, processors are used, connections are
established, and flow files are derived for final data flow derivation. NiFi will give us
data flow of information from different sectors of organizations. The data collected
will be written in provenance notation PROV-N deriving knowledge. Thus, finally
Fig. 2 shows, the workflow of digital footprint created using visualization tools.
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Fig. 2 Workflow diagram

5 Methodology

In methodology, the technical implementation part of the paper is described. Here,
the datasets used, software tools used, implementation criteria used, and the final
result will be described. The dataset used for this work has been taken from the
following website:

• Wikipedia [16],
• Quandl [17], and
• Google [18].

5.1 Implementation

In this paper, finding provenance of petroleum companies’ framework has been
divided into two phases as follows:

Phase I: Dataflow using Apache NiFi
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Fig. 3 Data flow of all collected information from distributed organizations to forming flow of data
of petroleum companies in England

Information (such as location, revenue, acquisition, etc.) of petroleum companies in
England is collected from sources such as Wikipedia, Quandl, etc. The information
obtained is treated as flow files, and a data flow of these files is generated in Apache
NiFi as shown below. Through this data flow, information is transferred through
different levels. As shown, processors British Petroleum, GE Oil & Gas, and Cove
Energy Plc. represent information collected by respective petroleum companies,
headquartered in England, whereas sub-processors such as processor Revenue fetch
the data of revenue generated by the company, processor Subsidiaries collects infor-
mation relating to subsidiaries of a company, processor Operating income describes
dataset of income on which the company operates, processor Profit describes the
data of a company profits, processorPredecessor describes data of company that was
replaced and now is known as mentioned company, processor Parent describes the
parent company of the present mentioned company, processor Acquisition describes
datasets of the companies that were acquired by the mentioned company, and pro-
cessor Successor describes the company which has acquired the present mentioned
company.

All the information collected in these workspaces (GE Oil & Gas, British
Petroleum, Cove Energy plc) is transferred to “Eng_Petroleum” workspace, which
is represented by processor Petroleum Companies in England. So, all information
of these three petroleum companies is stored in Petroleum Companies in England
processor as shown in Fig. 3. Also, in the workflow, information details at each level
can be found.

British Petroleum gets information from processor Revenue, Subsidiaries, Oper-
ating income, and Profit. It has four subsidiaries located in Pakistan, Serbia, New
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Fig. 4 Data flow of British petroleum from its attributes

Fig. 5 Data flow of British petroleum further from its acquisition

Zealand, and Mangolia. So, processor Subsidiaries gets its information from pro-
cessors named after its subsidiaries as shown in Fig. 4.

British Petroleum has also acquired four companies named Sohio, Amoco, ARCO,
and Burmah Castrol. Information of all these acquisitions described by a respective
processor is collected by the Acquisition processor as shown in Fig. 5.
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Similarly, information related to GE Oil & Gas is transferred to processor GE
Oil & Gas, and information related to company Cove Energy Plc. is collected by
processor Cove Energy plc.

Phase II: Knowledge for digital footprint formation using provenance

Metadata formation using provenance notation PROV-N: PROV-N is a W3C recom-
mended notation for provenance model. It is invented to represent information about
the data of the PROV data model as per these implementation principles:

• Readability for humans: Provenance notations determine syntax which is human-
readable andmachine understandable so it can be used for illustration of examples.

• Independence of technology: Provenance notations provides format so simple that
it can easily be mapped to several technologies.

• Formal representation: Provenance notations are defined in a formal grammar
representation which is acceptable to be used with parser generators.

In phase II, we identify entities, activities, agents, and relationships among them
through data flow generated in phase II, and write code using PROV-N syntax to
obtain the provenance metadata, describing knowledge in ontologies, hence showing
digital footprint in visualization generated.

5.2 Result

The following figures in this section describe visualization generated using prove-
nance notation PROV-N, describing digital footprint generated by European
Petroleum Organizations. All the petroleum industries in England data are collected
in a directory, which is represented by entity Petroleum Companies in England as
shown in Fig. 6.

The agents are organizations attributed to entities BP,Cove,GE which are repre-
sented by data directories as shown above. The activities SendInfo1, SendInfo2, etc.,
are associated with agent ApacheNiFi as it is basically the backbone to collect and
transfer all data information. The activity SendInfo8 used information from entities
BP, Cove, GE to generate entity PetroleumCompaniesInEngland.

Fig. 6 Digital footprint generated by Europe petroleum industries
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Fig. 7 Digital footprint generated by British petroleum describing its attributes

Fig. 8 Digital footprint generated by British petroleum further describing its subsidiaries

The entity BP used information from entities BP_Predecessor, BP_Profit,
BP_Revenue, BP_Operating_Income, BP_Acquisition, and BP_Subsidiaries. Enti-
ties ARCO, BurmahCastrol, Sohio, Amoco represent the information of companies
that have been acquired by the company British Petroleum. So, information from
these entities has been used by activity SendInfo2 to generate entityBP_Acquisition
as shown in Fig. 7.

Similarly, British Petroleum industry has subsidiaries in Pakistan, Magno-
lia, Serbia, and New Zealand and their collected data are represented by enti-
ties BP_Pakistan, BP_Mangolia, BP_Serbia, and BP_NewZealand. These enti-
ties are used by activity SendInfo1 to generate entity BP_Subsidiaries. Hence,
BP_Subsidiaries represents information relating to subsidiaries of British Petroleum
as shown in Fig. 8.

The Cove_Profit entitywas used by activity SendInfo7 to generate entity Cove,
which is finally attributed to similarly for Cove_Profit entity which is attributed
to agent CoveEnergyPlc an organization and for entity GE that is attributed to
agent GE_Oil_Gas also an organization. Hence as could be seen, this is all a digital
footprint representation of companies catching all milestones of their journey.
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6 Major Achievements and Limitation

The limitation discovered from recent papers is that the data about organizations is
not available publicly; hence, further granularity is not possible easily.

The major achievements are that Trustworthiness of Organization are fetched,
which hasmany benefits such as lower cost of transactions as valid decisions could be
made for reducing expenditure. Apart from reliability, digital footprint could also be
used to validate data quality, i.e., increasing automatic data processing and analyzing
using scientific workflows could be influenced for automated collection, processing,
and analysis of provenance information. The provenance metadata generating digital
footprint will be used to track how market information is modified and used across
the financial system.

7 Conclusion and Future Scope

This paper presented a model for data flow and digital footprint using provenance
from W3C Provenance family of documents and related papers. The 14 published
papers were summarized using tables; they were used in contributing to model for
digital footprint formation. After going through these papers, it is clear that the
enhancements of provenance are an open field for research in a financial institution,
as where else authorization, validation, and trustworthiness are more required other
than where money is involved.

Paper have explained, provenance approach for deriving dataflow and addi-
tionally creating a digital footprint for tracing of required information for
merger, acquisition, subdivision, and other financial matters. This knowledge
will help in determining the source of default or identifying whether a sub-
sidiary is working efficiently or not, when to merge two departments, dur-
ing acquisition how perfect decisions could be made by derived knowledge,
etc.

In the next phase of this dataflow, usingopen-source JavaAPI forOWLOntologies
and other API implementation is proposed. So that automatic implementation of the
model could be done. Hence, automatic retrieval of data from sources could be done
and their footprint will be derived, without manual labor for any domain.
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Bidirectional Long Short-Term Memory
for Automatic English to Kannada
Back-Transliteration

B. S. Sowmya Lakshmi and B. R. Shambhavi

Abstract Transliteration is the key component in various Natural Language Pro-
cessing (NLP) tasks. Transliteration is the process of converting one orthographic
system to another. This paper demonstrates transliteration of Romanized Kannada
words to Kannada script. Our system utilizes a bilingual corpus of around one lakh
words, which comprise pairs of Romanized Kannada word with its corresponding
word in Kannada script and employs orthographic and phonetic information. Recur-
rent Neural Networks (RNNs) are widely used Neural Networking model for text
and speech processing as they better predict the next word based on past informa-
tion. Long Short-Term Memory (LSTM) Networks are exceptional kind of RNNs
which handles long-term dependencies. A Character level Bidirectional Long Short-
TermMemory (BLSTM) paradigm which drives down the perplexity with respect to
word-level paradigm has been employed. Knowledge of Characters uncovers struc-
tural (dis)similarities among words, thus refining the modeling of uncommon and
unknown words. Test data of 3000 Romanized Kannada words is used for model
evaluation and we obtained an accuracy of 83.32%.

Keywords Transliteration · Bilingual corpus · RNN, LSTM

1 Introduction

Transliteration is the task of mapping graphemes or phonemes of one language into
phoneme approximations of another language. It has got various applications in
the domain of NLP like Machine Translation (MT), Cross Language Information
Retrieval (CLIR), and information extraction. Even though the task appears trivial,
prediction of pronunciation of the original word is a crucial factor in translitera-
tion process. Transliteration process among two languages is minimum if they share
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identical alphabet set. However, for languages which practice nonidentical set of
alphabets, words have to be transliterated or portrayed in the native language alpha-
bets.

Majority of multilingual web users have a tendency to represent their native lan-
guages in Roman script on social media platforms. In spite of many recognized
transliteration standards, there is an intense inclination to use unofficial transliter-
ation standards in many websites, social media, and blog sites. There are ample of
issues such as spelling variation, diphthongs, doubled letters, and reoccurring con-
structions which are to be taken care while transcribing.

Neural Networks is a rapidly advancing approach to machine learning [1, 2] and
has shown promising performance when applied to a variety of tasks like image
recognition, speech processing, natural language processing, cognitive modeling,
and so on. It involves using neural networks for training a model for a specific task.
This paper demonstrates the application of neural network formachine transliteration
of English–Kannada, two linguistically distant and widely spoken languages.

The rest of this paper is arranged as follows. Section 2 describes prior work in this
area. An introduction to LSTMandBLSTM is described in Sect. 3. Themethodology
adopted to build corpus is presented in Sect. 3. Proposed transliteration network
is portrayed in Sect. 4. Section 5 provides details of results obtained. Section 6
communicates conclusion and future work of the proposed method.

2 Previous Research

Research on Indic languages within the perspective of social media is quite ample,
with numerous studies concentrating on code-switching has become a quite familiar
phenomenon. There are a few substantial works being done on Transliteration or,
more precisely, back-transliteration of Indic languages [3, 4]. A shared task which
included, back-transliteration ofRomanized Indic languagewords to its native scripts
was run in 2014 [5, 6]. In many areas, including machine transliteration, end-to-end
deep learning models have become a good alternative to more traditional statistical
approaches. A Deep Belief Network (DBN) was developed to transliterate from
English to Tamil with restricted corpus [7] and obtained an accuracy of 79.46%. A
character level attention-based encoder in deep learning was proposed to develop a
transliteration model for English–Persian [8]. The model presented a good accuracy,
with BLEU score of 76.4.

In [9], authors proposed transliteration of English to Malayalam using phonemes.
English–Malayalam pronunciation dictionary was used to map English graphemes
to Malayalam phonemes. Performance of the model was fairly good for phonemes
in pronunciation dictionary. However, it suffered from out-of-vocabulary issue when
a word is not in pronunciation dictionary.

The most essential requisite of transliterator is to retain the phonetic structure
of source language after transliterating in target language. Different transliteration
techniques for Indian languages were proposed. In [10], input text was split into
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phonemes and was classified using Support Vector Machine (SVM) algorithm. Most
of the methods adopted features like n-grams [11], Unicode mapping [12], or a
combination-based approach by combining phoneme extraction and n-grams [13,
14].

Antony et al. [15–17] have proposed Named Entities (NE) transliteration tech-
niques from English to Kannada. In [15, 16], authors adopted a statistical approach
using widely available tools such as Mosses and Giza++ which yielded an accuracy
of about 89.27% for English names. System was also evaluated by comparing with
Google transliterator. A training corpus of 40,000 Named Entities was used to train
SVM algorithm [17] and obtained an accuracy of 87% for 1000 test dataset.

3 LSTM and BLSTM Network

RNNs have been employed to produce promising results on a variety of tasks includ-
ing language model [18] and speech recognition. A RNN foresees present output
based on the preserved memories of its past information. RNNs are designed for
capturing information from sequences or time series data.

RNN networks [19] comprises an input layer, hidden layer, and an output layer
where each cell preserves amemory of previous time. Figure 1 demonstrates a simple
RNN model where X0, X1, X2 are inputs at timestamps t0, t1, t2 and hidden layer
units are h0, h1, h2:

The new state (ht) of RNN at time t is a function of its previous state at time t −
1 (ht−1) and the input at time t (xt). Output (yt) of the hidden layer units at time t are

Fig. 1 A simple RNNmodel
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calculated using new state calculated and the weight matrix. The maths behind RNN
to calculate output from hidden and output layers are as follows:

h(t) � gh
(
Wi X

(t) +WRh
(t−1) + bh

)
(1)

Y (t) � gy
(
WYh

(t) + by
)

(2)

whereWY ,WR, andWi are weights which are to be calculated during training phase,
gh and gy are activation functions computed using Eqs. (3) and (4) respectively and
bh and by are bias. RNN uses backpropagation algorithm, but it is applied for every
time stamp. It is commonly known as Backpropagation Through Timestamp (BTT).
The dimensionality of output layer is same as labels and also characterizes likelihood
distribution of labels at time t.

gh � 1

1 + e−z
(3)

gy � ezm
∑

k e
zk

(4)

where gh is a sigmoid function and gy is softmax activation function which maps
input to the output nonlinearly.

LSTM Networks are special kind of RNNs and these RNNs are accomplished to
learn long-term dependencies. Consider a language model of text prediction, which
predicts a next word based on the previous word. In order to predict German as the
last word in the sentence “I grew up in Germany. I speak fluent German” recent
information suggests that next word might probably be the language but in order to
narrow down the language context of German is needed which is quite long back
in the sentence. This is known as long-term dependencies. LSTMs are capable of
handling this type of dependencies where RNNs fail. Figure 2 shows a LSTM cell.

Fig. 2 A LSTM cell
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where

σ � logistic sigmoid function
i � input gate
f = forget gate
o � output gate
c � cell vectors
h � hidden vector
W � weight matrix

LSTM is implemented as the following:

• Primary step in the LSTM is to decide the data to be neglected from the cell state
which is made by forget gate layer. This decision is made by a sigmoid layer
called the “forget gate layer”. It is a function of ht−1 and xt as shown in Eq. (5),
and outputs a number between 0 and 1 for each number in the cell state ct−1. A
1 represents “completely keep this” while a 0 represents “completely get rid of
this.”

ft � σ (W f
[
ht−1, Xt

]
+ b f ) (5)

• The second step is to decide the new data to be stored. This has two steps, input
obtained from the previous timestamp and the new input are passed through a
sigmoid function called “input gate layer” to get it as shown in Eq. (6). Next, input
obtained from the previous timestamp and the new input are passed through a tanh
function. Both the steps are combined with ft passed from the previous step as in
Eq. (7).

it � σ (Wi
[
ht−1, Xt

]
+ bi ) (6)

ct � ft ct−1 + it tanh (Wc
[
ht−1, Xt

]
+ bc) (7)

• Last step is to obtain output using Eqs. (8) and (9), which is based on cell state.
First, a sigmoid layer decides what parts of the cell state are to be outputted. Then,
the tanh function pushes cell state values between −1 to 1, which is multiplied by
the output of the sigmoid gate, so that only decided parts happen to be the output.

ot � σ
(
Wo

[
ht−1, Xt

]
+ bo

)
(8)

ot � σ
(
Wo

[
ht−1, Xt

]
+ bo

)
(9)
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3.1 BLSTM Network

Sequence learning task requires previous and forthcoming input features at time t.
Hence, BLSTM network is used to utilize previous features and upcoming features
at a given time t. BLSTM [20] network hidden layer contains a sequence of forward
and backward recurrent neural components connected to the identical output layer.
Figure 3 shows a simple BLSTM network of four input units X0 to X4. Network
hidden layer has four recurrent components h0 to h3 in the forward direction and
four recurrent components ho to h3 in the backward direction to help predict output
Y 0 to Y 3 by forming an acyclic graph. Most of the text processing task BLSTM
would provide reasonable results in the prediction of sequence of data.

4 Dataset Collection

To develop a transliteration model using neural networks necessitates a significant
amount of bilingual parallel corpus. For resource-poor languages like Kannada, it
is hard to obtain or build a large corpus for NLP applications. Therefore, we built
a training corpus of around 100,000 English–Kannada bilingual words. Bilingual
words were collected from following various sources.

• Various websites were scraped to collect most familiar Kannada words and their
Romanized words. Special characters, punctuation marks, and numerals were
removed by preprocessing. This data contributed around 20% of the training data.

Fig. 3 A BLSTM network
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• Majority of the bilingual words were collected from music lyrics websites which
consist of song lyrics inKannada script and its corresponding song lyrics inRoman-
ized Kannada. Non-Kannada words, punctuations, and vocalize words in song
lyrics were removed. Obtained list comprehends viable syllable patterns in Kan-
nada and contributed around 70% of the training data.

• The subsequent share of the corpus was manually transliterated NEs.

5 Experiments

5.1 Setup

The proposed approach is implemented on python platform and packages used are
numpy and neural network toolkit keraswith Tensorflow in the backend. The network
parameters are set up as in Table 1.

5.2 Training Procedure

The proposed model is implemented using simple BLSTM network as shown in
Fig. 4. Paradigm is trained with the collected dataset which contained bilingual
corpus Romanized Kannada words and its corresponding word in Kannada script.
During Training, 20% of the training data is set as the validation data. Algorithm 1
describes network training procedure. In each epoch, entire training data is divided
into batches and one batch is processed at given time t. Batch size determines number
of words to be included in a batch. Characters in each input word are embedded and
provided as input to forward and backward state of LSTM. Later, we backpropagate
the errors from the output to the input to update the network parameters.

Table 1 Model parameters Parameter Value

No. of epochs 30

Batch size 128

Hidden units 128

Embedding dimension 64

Validation split 0.2

Output activation function Softmax

Learning rate 0.001

Training model Bidirectional LSTM
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Fig. 4 BLSTM network

Algorithm 1 BLSTM Model Training Procedure
for each epoch do
for each batch do
1) bidirectional LSTM model forward pass:

forward pass for forward state LSTM
forward pass for backward state LSTM

2) bidirectional LSTM model backward pass:
backward pass for forward state LSTM
backward pass for backward state LSTM

3) update parameters
end for

end for

6 Results

Modelwas tested for the dataset of around3Kwords collected from randomwebsites.
Test dataset contains Romanized words and its transliterated words in Kannada script
which is kept as reference to compare with the result.

Snapshot of results obtained from the model is shown in Table 2. The correctness
of the transliteration is measured by Accuracy (ACC) or Word Error Rate (WAR)
yielded by a transliteration model. For completeness, other transliteration results
obtained by RNN and LSTM networks which are trained for the same datasets are
reported in Table 3.
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Table 2 Snapshot of results

Romanized Kannada
word

Gold standard
transliterated
word

Resultant word Transliteration result

Tirugu Correct

Setuve Correct

Aggalikeya Correct

Sadbhava Incorrect

Anaupacharika Incorrect

Table 3 Evaluation results Model Accuracy obtained (%)

RNN 74.33

LSTM 79.76

BLSTM 83.32

7 Conclusion and Future Work

Transliteration is the task of mapping graphemes or phonemes of one language into
phoneme approximations of another language. It is the elementary step for most of
theNLP applications likeMT,CLIR, and textmining. English andKannada language
trail dissimilar scripts and also vary in their phonetics. Furthermore, Romanization
of Kannada words does not go along a standard pattern as far as their pronunci-
ation is concerned. Thus, a particular set of rules do not guarantee an effective
back-transliteration. In this paper, we have presented a Transliteration model for
English–Kannada language pair.

Acharacter levelBLSTMmodelwas investigated,whichutilizes character embed-
ding for words. Along with BLSTM, model was also tested for LSTM and RNN
for English and Kannada. The correctness of the transliteration was measured by
Accuracy for a test data of 3000 Romanized Kannada words. As BLSTM has two
networks, one access information in the forward direction and another access in the
reverse direction, the output generated is from both the past and future context. Accu-
racy obtained by BLSTM was more when compared to LSTM and RNN for this test
data.

There are several possible courses for future improvement. First, model would
be further progressed by combining other algorithms with BLSTM. For example,
combination of CNN with BLSTM or CRF with BLSTM would yield better results.
Another improvement is to expand the training data by collecting data from other
domains such as social media (Twitter and Weibo) which would include all pos-
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sible orthographic variations. Since model is not restricted to specific domain or
knowledge, social media text would also provide a fair share in training data.
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A Dominant Point-Based Algorithm
for Finding Multiple Longest Common
Subsequences in Comparative Genomics

Manish M. Motghare and Preeti S. Voditel

Abstract Finding the longest common subsequence is a classic and well-studied
problem in the field of computer science and considered as an NP-hard problem.
There are many application of LCS in the field of bioinformatics, computational
genomics, image processing, file comparison, etc. There are many algorithms are
present to find the similarity between the given strings and its special cases.As there is
a tremendous increase in the biological data and it requires an efficient mechanism to
deal with them,many efforts have been taken to reduce the time and space complexity
of the given problem. In this paper, we presented a novel algorithm for the general
case of multiple LCS problems, i.e., finding a longest common subsequence in the
given two strings. Our algorithm works on dominant point approach to compute
the LCS of the given string. When applied to multiple strings of length each 1000,
2000, 3000, 4000, and 5000, characters, it is found that our algorithm works two or
three magnitude faster than existing algorithm and it requires less space compared
to existing algorithms.

Keywords Longest common subsequence (LCS) · Dynamic programming ·
Np-hard problem · Dominant point · Problem complexity · Comparative genomics

1 Introduction

In biological computation, we need to compare two or more strings, in order to find a
similarity between them.This is usually done infinding similarity between twoorgan-
isms by comparing their DNA. A DNA comprises several molecules called bases.
The DNA bases are adenine, cytosine, guanine, and thymine. All of these bases
are represented as {A, C, G, T}, respectively. For example, we are having DNA
of two organisms, let ‘X � ACGGTGTCGTGCTATGCTGATGCTGACTTATAT-
GCTA’ denote DNA of one organism and ‘Y � CGTTCGGCTATCGTACGTTC-
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TATTCTATGATTTCTAA’ denote DNA of other. We can say two organisms are
similar to each other if one’s DNA is a substring of another, but in this case, neither
strings are a substring of each other. So another method to find similarity between the
two organisms can be determined by generating a third string which is formed from
the given two strings, the new string will contain common subsequence between
them, it is necessary the bases of DNA will be in same organized order, but not pos-
sibly consecutively. In this case, the common subsequence between X and Y is Z �
‘CGTTCGGCTATGCTTCTACTTATTCTA’. The longer the common subsequence,
themore the similarity between the givenDNA strands. But up towhat extent they are
similar can be determined based on longest common subsequence. A subsequence
is a part of a huge sequence which can be obtained from another by removing one
or more elements without changing the order. For example, the sequence {C, B, C,
E, D, B, G} is obtained from the {A, C, B, D, E, G, C, E, D, B, G} [1].

Table 1 shows the list of common structures in computational biology and their
sizes [2]. The LCS algorithms are widely used in computational biology as well as
in many traditional applications like file comparison, data compression, and FPGA
synthesis.

The longest common subsequence (LCS) is a standard and well-studied problem
of computer science. It is an NP-Hard problem with many applications in image
processing, computational genomics, bioinformatics, etc [11–13]. Over many years,
significant efforts have been made to find efficient algorithm to solve the problem
of finding the longest common subsequence in the multiple strings, but the present
algorithms having limitation as they work on only few cases of MLCS [14–17], or
the problem’s special case of two or three strings [18, 19]. Several methods have been
proposed over general strings [19–22], and they could greatly be benefitted if there
is improvement in computational time of the algorithms. As mentioned this method
of MLCS [23–26] can be applied in bioinformatics and computational genomics
which deals with biological data. Due to tremendous increase in biological data and
widespread use of sequence analysis tools, we expect the usage of MLCS method in
Computational genomics and their applications.

In this paper, we present an algorithm which is fast and space efficient for the
multiple longest common subsequences (MLCS) problem. The algorithm works on
larger strings and returns a longest common subsequence faster than existing algo-

Table 1 A details of
biological data and its
component

Biological data Alphabet (
∑

) |
∑

| Typical
sequence
length

DNA {A C G T} 4 104–1011 [3–6]

RNA {A C G U} 4 10–104 [7]

Genome {gene1,
gene2…genek}

104 10–104 [8, 2]

Protein {A, C…..,W} 20 102–104 [9,
10]
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rithms. Our algorithm works on the dominant point approach [18, 19, 25]. Procedure
which uses a dominant point method is more efficient, which results in reducing the
size of search space compared to other existing algorithm [19]. A dominant point
represents matching character in the row, or simply k-dominant or dominant at level
k and it is represented by circle. The key idea behind dominant point method is to
recognize matching values of all levels in a matrix M, instead of all values in matrix
[14, 26, 27]. In our algorithm, we are filling the values in the matrix only if match is
found, i.e., “1”, reducing the space required to store other values. The place where
the value “1” is printed is called dominant point. In this, there is no requirement to
store the value of pointers to trace the longest common subsequence, result in saving
of time. Whereas LCS based on dynamic programming require trace-back approach,
which follows the arrow backwards, starting from the last entry of the matrix [28].

The paper is organized as follows: In the next section, we discussed some of the
existing policies and related work. Later, we will discuss our new algorithm and its
complexity and last we will compare our algorithm with other existing algorithm.

2 Problem Formulation and Existing Methods

In this paragraph, we will discuss existing techniques and number of ways to find
MLCS of a given string.

2.1 Problem Definition

Definition 1 The longest common subsequence is defined as follows. Consider the
string X which is of length ‘L’ and another string Y of length ‘M’. The main goal
is to find the longest common subsequence present in the given two strings. The
subsequence will be calculated from left to right order, which can be derived from
another sequence by deleting some elementswithout changing the order of remaining
elements. The longer the subsequence the more the similarity in between the strings.

Let us consider the following strings:

X � TGAC

Y � AGCT

In this case, longest common subsequence has length 2, i.e., subsequence ‘AC’.
An alternative approach to look at this is that we are finding 1–1 matching between
the character of X and Y strings.

Definition 2 Let A � {a1, a2….an} be a set of alphabets over
∑

, then B � {b1,
b2….bn}, are the subsequence generated from ‘A’, then multiple longest common
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subsequence can be considered only if, b is generated from set ‘A’ without changing
the order of other elements.

The subsequence ‘b’ is the longest sequence of all the available sequences present
in ‘A’, satisfying point mentioned above.

For the given strings, there can be one or more subsequence will be present.
Consider the given strings X � {A, B, C, B, D, A, B} and Y � {B, D, C, A, B,
A}, then the common subsequence of both the strings could be Z � {BDAB, BDA,
BD, B}. So, the longest common subsequence present in the multiple string is Z �
BDAB. For multiple longest common subsequences, finding LCS is declared as its
special case.

2.2 Dynamic Programming Methods

The traditional method for multiple longest common subsequence is based on
dynamic programming approach [17]. In this approach, two sequences are given n1

and n2 each of length L1 and L2, respectively, the algorithm maintains two matrixes,
one for storing the length of the string, i.e., ‘b’ and second matrix, i.e., c to store few
pointers in a parallel array, c[0…m, 0…n] value for particular ith row and jth column.
Let us consider a string of protein sequences as characters. Given two sequences L1

� {AATCCGCTAG} and L2 � {AAACCCTTAG}, the motivation is to compute the
LCS of the two whole strings. In this, we will compute the LCS for every pair of
prefixes and will store the value in C[i][j]. In the dynamic programming approach,
we have come up with three observations.

First Approach: b[i, 0] � b[j, 0] � 0. If out of the given two sequences, any
string found to be empty then LCS in between the string will be empty.

Second Approach: Assume Xi � Yj. If the last characters of the given two
sequences are same, then the LCSmust end with same character. Hence Xi � Yj then
b[i, j] � b[i − 1, j − 1] +1.

Third Approach: Assume Xi �� Yj. In this approach, both Xi and Yj will not
appear in the longest common subsequence. From this, we can conclude either Xi is
not a part of the LCS or Yj. Hence, Xi �� Yj. Then b[i, j] � max (b[i − 1, j], b[i, j −
1]).

By applying the dynamic programming approach, we get the matrix ‘b’. The
length of the longest common subsequence is calculated from the end point of the
matrix b[i, j] (Fig. 1).

3 Related Work

Since last decade, numerous algorithms have been proposed to find the longest com-
mon subsequence of the multiple strings, and most of them are based on dynamic
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Fig. 1 The LCS is calculated using all the three approaches of dynamic programming mentioned
above. The MLCS present in the above string is “BDAB”. Arrows represent pointers which are
stored in matrix ‘c’, which helps in trace-back of matching sequence from the end point, i.e.,
b[i][j] to b[0][0]. The dynamic programming approach having time complexity of O(m + n), as
at least one of the ‘i’, or ‘j’, decrements at each stage. The resultant algorithm is having space
complexity of O(nl), for ‘l’, sequence of length ‘n’. Currently, there are many algorithms [14–16]
present for finding the longest common sequence, but they are having large complexity and require
more memory than our proposed algorithm

programming. But due to tremendous increase in the dataset of biological data, the
algorithm which is based on dynamic programming scale badly and found to be less
space and time efficient when dealing with larger strings to compare. Due to this, the
focus has been shifted to heuristic techniques which are capable to deal with large
data sets around gigabytes of data which are produced during genome sequencing
[29]. The algorithm developed by Hirschberg [30] or Irving and Fraser [31], having
complexity of O(ln), which shows they are exponential in nature. Many improve-
ments have been done to reduce this complexity to O(ln−1), like reducing the space
by calculating dominant points [32] which are used in practice. Parallelization of this
algorithm has been done by Chen et al. [33], i.e., Fast_LCS and Wang et al. [34], by
running algorithm over multiple cores of processor and distributing the work among
them. The implementation of this algorithm work over 10 strings (n � 10), with
more strings their runtime becomes impractical. Various approximation algorithms
like long run proposed by Jiang and Li [35] which create a longest string containing
only a single character that is valid subsequence in all strings there which finds the
optimal solution to NP-hard problemswith reduced time complexity [36] as compare
to heuristics approach, they have better solution and runtime. Heuristics algorithm
does not provide good solution and runtime but they provide solution quickly which
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is “good enough”. Jones et al. [37, 38] and Bryant [39, 40] proposed a GA algorithm
for finding the longest common subsequence of an arbitrary string. They had done
comparison of genetic algorithm with Fraser and Irving which are based on dynamic
programming [31] and reported a shorter runtime for genetic algorithm.

4 New Fast_LCS Algorithm

Our algorithm works on the principal of point dominant approach. In our proposed
algorithm LCS is calculated in row major order. Figure 2, shows a pseudocode for
our proposed algorithm. The algorithm works parallel, i.e., it starts comparing first
row and first column value of the said matrix, in row major order and also prints the
value in the output array. Following observations are associated with the algorithm
and combining all the observations jointly we have the following rule:

Rule 1: C[i, j] � “1”, if xi � yj, stop scanning for particular row and column and
increments the value C[xi + 1, y + 1].
Rule 2: C[i, j] � “0”, if xi �� yj, increment the value in row major order till the end
of the row.

Fig. 2 Pseudocode of dominant MLCS algorithm
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4.1 Quick Version of Algorithm to Find MLCS

In this section, we present a new memory-efficient dominant point-based algorithm
for finding multiple longest common subsequence (Fig. 3).

First Step: Compare the first letter of ‘Y’ axis with all character of ‘X’ axis in
row major order.

a. Compare the first letter ‘B’ of Y -axis with first letter ‘A’ of X-axis, as there is no
match, put value “0”.

b. Compare the first letter ‘B’ of Y -axis with second letter ‘B’ of X-axis, as there
is a match found, put value “1”.

c. Compare the first letter ‘B’ of Y -axis with third letter ‘C’ of X-axis, as there is
no match, put value “0”.

d. Compare the first letter ‘B’ of Y -axis with fourth letter ‘B’ of X-axis, as there is
a match found, put value “1”.

e. Compare the first letter ‘B’ of Y -axis with fifth letter ‘D’ of X-axis, as there is
no match, put value “0”.

f. Compare the first letter ‘B’ of Y -axis with sixth letter ‘A’ of X-axis, as there is
no match, put value “0”.

g. Compare the first letter ‘B’ of Y -axis with seventh letter ‘B’ of X-axis, as there
is a match found, put value “1”.

h. The process will be same for the next letter ‘D’, ‘C’, ‘A’, ‘B’, and ‘A’.

Fig. 3 The matrix for two
sequences X � ABCBDAB
and Y � BDCABA, the LCS
found in the given string is
“BDAB”, over

∑ � |4|

X/Y

A B C B D A B 

B 0 1 0 1 0 0 1

D 0 0 0 0 1 0 0

C 0 0 1 0 0 0 0

A 1 0 0 0 0 1 0

B 0 1 0 1 0 0 1

A 1 0 0 0 0 1 0
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4.2 Computing Longest Common Subsequence

Step 1: The algorithm will search for match in the first row, if match is found, it will
print the value of the matching character, i.e., “1”. And then it will stop searching
for next matching character in that row. Now LCS is “B”.
Step 2: Again the algorithm will search for matching pair in the second row, but this
time it will not consider that row and column from where first match pair was found
and also it will not consider the left column values for the first matching pair while
searching for next computation. In the second row, we are getting another matching
pair so it will print “1”. Now LCS at this moment is “BD”.
Step 3: Discard Value of Row and Column after 2nd step.
Step 4: Search for matching pair at row “3”, here match between “C-C”, is found,
i.e., value ‘1’, but this value falls in the left column of second matching pair of row,
so this matching value will not be considered. Current LCS value is “BD”.
Step 5: Search for matching pair at fourth row, here match between “A-A” is found,
so it will print value ‘1’, and LCSwill be “BDA”. This time it will not consider upper
row values and left column values.
Step 6: Search fifth row for matching pair, here two matches are found, but first
matching pair will not be considered because it comes before the left column of the
first selection, so it will be discarded. Then, next match is found, i.e., last “B-B”,
whose value is ‘1’, so it will be considered. Now algorithm will print LCS “BDAB”.
Step 7: This will be the final Multiple LCS for the given sequence given in Table 3.

5 Results

In our experiment, the algorithm is executed in a system having Intel Core i5-2330M
Processor 2.20 GHz Windows 10 Home Basic (64-bit), Memory 4 GB/Hard Disk
Drive 720GB.The execution programming environment isGNUC++. The algorithm
is tested on strings of length 1000, 2000, 3000, 4000, and 5000, each consists of four
characters{A, C, G, T}, i.e., a nucleic acid sequence.

5.1 Dominant Point Multiple Longest Common Subsequence
Algorithm

The developed algorithm is compared with Quick-DP [20] and Hakata et al. A and
C algorithms [18]. The C algorithm proposed by Hakata et al. is designed for any
number of strings. The A algorithm works for three strings and so far it is the fastest
algorithm for three sequences. The QUICK-DP is a generalized algorithm which
is developed to work with any number of sequences [20]. We implemented both
algorithms as mentioned in their paper and the same environment was created for
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Fig. 4 Longest common
subsequence “BDAB” is
found between the sequences

execution of algorithm. As multiple longest common subsequence algorithms is
having many application from finding of similarity among the biological sequences,
computational genomics to other than biological domain, for every application there
is a different representation of dataset. In our experiment, we considered a database
which is generated from the four characters of nucleotide sequence, i.e., {A, C, G,
T} and each dataset consists of sequence of length 100, 200, 300, 400, 500, 600, 700,
800, 900, 1000, 2000, 3000, 4000, and 5000. In Table 1 and Fig. 4, the comparison is
shown among Quick-Dp, Hakata and Imai algorithm, and our D_MLCS algorithm
(Tables 2 and 3).

6 Conclusion

In this paper, we have proposed a new algorithm for finding the longest common
subsequence, which is applied to both biological sequences which are randomly
generated and real biological sequence and it is found that it is working efficiently
compared to the existing algorithm with less time and space complexity. Recently,
there is a tremendous change found in the study of protein and genomic sequences
[20, 27], so our algorithm development and improvement will be on the basis of
requirement by the bioinformatics community. In the current implementation of this
algorithm, we focused on finding the longest common subsequence on genomic and
protein sequences, each consists of combination of

∑ � 4 and
∑ � 20 characters,

respectively. So in our future implementations of this algorithm, we will try to handle
larger protein families. Our contribution in this paper is designing of new, efficient
algorithm and its comparison with the existing algorithm.
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Table 2 Comparison is done among the latest algorithm and our implementation mentioned above
in terms of avg. running time of algorithm in seconds by giving inputs of 15 available random
sequences of different size where input character is

∑ � |4|

Sequence length Quick-DP [28] Hakata and
Imai A
algorithm [19]

Hakata and
Imai C
algorithm [19]

Our
implementation
of algorithm

100 0.0 0.6 1.7 0.03

200 0.1 4.2 6.6 0.04

300 0.3 13.0 26.0 0.14

400 0.8 62.4 71.5 0.16

500 1.3 174.2 203.3 0.17

600 NA NA 560.3 0.18

700 NA NA NA 0.20

800 NA NA NA 0.22

900 NA NA NA 0.30

1000 NA NA NA 0.35

2000 NA NA NA 1.13

3000 NA NA NA 2.37

4000 NA NA NA 4.45

5000 NA NA NA 6.83

Table 3 Implementation results of dominant LCS algorithm

S. No. X array
sequence

Y array
sequence

Time
(s)

Processor RAM RAM
type

Execution
time

Name Speed Core

1 100 100 0.03 Intel
core i5-
2330 M

2.2GHz 2 4 GB DDR3

2 200 200 0.04

3 300 300 0.14

4 400 400 0.16

5 500 500 0.17

6 600 600 0.18

7 700 700 0.20

8 800 800 0.22

9 900 900 0.30

10 1000 1000 0.35

11 2000 2000 1.13

12 3000 3000 2.37

13 4000 4000 4.45

14 5000 5000 6.83
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Fast and Accurate Fingerprint
Recognition in Principal
Component Subspace

S. P. Ragendhu and Tony Thomas

Abstract In the case of fingerprint-based person recognition, the most widely used
discriminating features are minutiae (end points and bifurcations of ridges). Majority
of fingerprint matching algorithms are dealing with comparing the parameters di-
rectly derived from or relative tominutiae points extracted from the templates. Hence
eventually fingerprint matching based on minutiae can be reduced to a 2D point set
matching problem. Various security pitfalls like impersonation using one’s minutiae
coordinates and performance issues related to enhancement as well as spuriousminu-
tiae removal are obvious in such a system. Certain non-minutiae based schemes are
able to give acceptable performance at the cost of increased complexity which results
in increased execution time. In order to overcome these issues, we propose a simple
yet efficient and faster fingerprint alignment and matching scheme based on statisti-
cal features which will not reveal the unique local features of the template. Proposed
matching technique is based on the weighted similarity score obtained by comparing
the principal component subspaces of fingerprint templates. Proposed method also
utilizes an alignment scheme based on principal components calculated for the 2D
coordinates of fingerprint region with minimal overhead without any helper data.

1 Introduction

Fingerprint is the pattern formed by ridges and valleys at the palmar side of the
finger tip, which is found to be unique for each individual. Fingerprint biometrics
deal with extracting the distinguishing features of this pattern for each individual and
identification and/or authentication by comparing the extracted features [28].
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A recent classification of fingerprint features into a three-level hierarchy has been
proposed by experts [6, 29]. Even though there is difference of opinion among
researchers regarding this classification, as a whole we can conclude that Level 1
features include global features like orientation field, ridge frequency field or singular
regions (cores and deltas). Level 2 features include less global features like minutiae
or ridge skeleton. More quantitative features like sweat pores, ridge contours etc.
can be considered as Level 3 features. Level 1 feature can only be used for initial
classification of fingerprints into different groups such as whorls, loops, or arches;
whereas Level 2 features likeminutiae can be used for more refined classification and
person authentication as they represent local discriminating features even within the
fingerprints with similar global structure. Different security issues associated with
unauthorized reconstruction of Level 2 features from Level 1 features and vice versa
while employing minutiae-based schemes are available in the literature [16, 22].
Nevertheless, non-minutiae-based features are also not exempted from the threat of
unauthorized reconstruction of original templates [23].

In both minutiae-based and non-minutiae-based schemes, securing the features
against the reconstruction of templates is inevitable.However,when existing template
protection mechanisms such as cancellable biometrics and biometric cryptosystems
are suffering from degradation of matching performance along with increased com-
plexity when combined with state of the art fingerprint recognition systems [19].
Increased complexity slows down the recognition system. A simple, efficient, and
secure feature representation for fingerprints, which can be secured easily is need of
the hour.

Person authentication (one to one) and person identification (one to many) are
the two major categories of biometric applications. As the query template will be
compared with only one registered template in the case of one to one authentica-
tion, most of the algorithms perform efficiently in spite of complex calculations.
However, for person identification, query template needs to be compared with all the
templates present in selected template database. If complex calculations are involved,
the execution time becomes the key factor in deciding the performance of matching
technique. Hence person identification systems require comparatively simpler and
faster method to match fingerprint templates.

In this paper, we propose principal components based alignment andmatching for
fingerprint templates, which reduces the execution time significantly without com-
promising the performance. Since we use only global statistical features (Level 1)
for authentication, there is no need to store the intrinsic details (Level 2 and Level
3) of the biometric data in the system and it will ensure the security and privacy of
the overall system. In the proposed alignment scheme, orientation estimation is done
by calculating the principal components of the 2D coordinate points of fingerprint
region and rotation by estimated angle is performed. Proposed matching technique
compares fingerprints by analyzing the similarity of principal component subspaces
of corresponding templates. Similarity of fingerprint images are calculated by esti-
mating weighted cosine similarity of corresponding principal component subspaces.
The calculations are quite simple and straight forward; which makes the method
simpler and faster.
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Rest of this paper is organized as follows. Section 2 discusses about some re-
lated literature in the area of fingerprint recognition. Introduction to the concept of
principal components is given in Sect. 3. Principal components based orientation
estimation and alignment of fingerprint is detailed in Sect. 4.1. Fingerprint matching
scheme based on similarity and weighted similarity calculation of fingerprint tem-
plates using principal components are explained in Sect. 4.2. Section 5 describes
the experimental results and performance of proposed matching scheme and Sect. 6
briefs the conclusion drawn and future directions for research.

2 Related Works

Vast varieties of approaches have been proposed in the domain of fingerprint recogni-
tion, in both minutiae-based [28] and non-minutiae-based [26] categories. Overhead
associated with preprocessing techniques (spurious minutiae removal, minutiae ver-
ification, etc.) itself is really high in the case of minutiae-based algorithms; whereas
complexity of calculations associated with non-minutiae-based schemes with ac-
ceptable performance are higher compared to minutiae-based systems.

Minutiae are coordinate dependent and will get affected largely by distortion and
rotation. Most of the works in the literature are dealing with either relative distance
or relative coordinates of minutiae points and the match is determined by the overlap
between selected features of registered and query templates [24]. The most widely
accepted and recent minutiae-based recognition system is based on Minutiae Cylin-
der Code (MCC) representation of fingerprint templates [4]. In MCC representation,
a cylinder structure is used which encodes spatial and directional relationships be-
tween the minutiae and its neighborhood. In spite of high matching accuracy, higher
execution time and highermemory requirement are themajor disadvantages ofMCC-
based approach.

One of the popular non-minutiae-based approaches used in fingerprint recognition
is Gabor features based fingercode (filterbank-based) representation of fingerprint
[10]. Matching accuracy of this technique is found to be high, though at the cost
of increased complexity. We have compared the performance of proposed work
with filterbank-based approach and MCC-based approach, where the former is non-
minutiae-based approach and latter is minutiae-based approach.

There are vast varieties of applications for principal components in different do-
mains [13]. The most important application of principal components is principal
component analysis (PCA); which is a statistical technique widely used mainly for
linear dimensionality reduction.When we consider the domain of biometric recogni-
tion, conventional PCA is commonly used in face recognition.However, conventional
PCA (similar to eigen fingerprints and weight calculation) is not able to give accept-
able performance in the case of fingerprint recognition [27]. When compared to face
images, the richness and variance of features are less in fingerprint templates as we
only have some structures (singular points, endpoints and bifurcations) formed by the
flow of ridges and valleys in fingerprints. The sensitiveness of principal components
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to the outliers might be another reason for poor performance of PCA in fingerprints.
There are certain works which use principal components for structural classification
of fingerprints [2]. Principal components have been used for minutiae verification
and spurious minutiae removal in some works [9].

When we use conventional PCA in biometric recognition [3], if there arem regis-
tered images (N × N ), the first step is to find mean image (N × N ) of the registered
images and it will be subtracted from each of the registered image. After this, a
matrix AN 2×m will be formed; where each column vector of A corresponds to each
mean subtracted image. Each column of A.AT represents principal component of
A. Each of the registered templates will be reconstructed using the obtained prin-
cipal components. While reconstruction, weights associated with different principal
components for each image will be calculated. This weight vectors are considered as
the features. When query images are coming, weights of those images will also be
calculated corresponding to the obtained principal components. Distance between
weight vectors of query image and each of the registered images will be calculated.
If there is a registered image with distance less than particular threshold, that will be
considered as the matching template.

In the proposed scheme, instead of using conventional PCA technique, principal
components are used directly for estimating similarity of the fingerprints. We are not
performing dimensionality reduction or weight calculation for registered images.
Instead, principal component subspace of each of the registered template will be
compared with the principal component subspace of the query image. This technique
has been used commonly in pattern recognition of historical data as well as in process
control [5, 11, 25].

Matching techniques which deal with similarity measure based on less complex
calculations can provide optimal tradeoff between performance and complexity. Al-
most all the similarity measures proposed in literature for fingerprint templates are
based onminutiae points [7]. Proposedwork discusses a different application of prin-
cipal components, where the similarity between the biometric images is calculated
based on the cosine similarity of principal components.

3 Principal Components

Principal Component Analysis (PCA) deals with finding out new variables (Principal
components) that are linear functions of those in the original dataset, which succes-
sively maximize variance and that are uncorrelated with each other [13]. Principal
components can be interpreted as the new uncorrelated variables extracted from a
high dimensional dataset. The first principal component gives the axis of maximum
variance and the second principal component represents the axis of second most
variance. The problem of extracting the orthonormal vectors (principal components)
can be reduced to an eigenvalue/eigenvector problem.
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The basic idea behind principal components can be given by the Eq. 3:

x ≈
m∑

i=1

wi ai + c, (3)

where, ai , i = 1, 2, . . . ,m represent orthonormal vectors (principal components),
wi represent weights associated with each principal component and c is the minimal
squared reconstruction error while reconstructing the data x . If the dimensionality
of the data x is n, Eq. 3 shows how principal components can be used to reconstruct
x in a dimensionally reduced space (m < n). Hence the most important application
of Principal Component Analysis (PCA) is linear dimensionality reduction.

Different variants of applications have been proposed for principal component
analysis in different disciplines. One of the applications of principal components
in image processing is the estimation of orientation of objects in the images [18].
We have utilized this property of principal components for aligning the fingerprint
images and detailed steps are given in Sect. 4.

Another application of principal components which has got recent attention from
researchers is pattern recognition in two multivariate datasets based on the similarity
of principal components of those two datasets. This technique is derived from the
conventional factor analysis method [12] and it was first proposed by Krzanowski
[14]. Multivariate data analysis is a well-researched area and many statistical tech-
niques have been proposed for pattern recognition in multivariate datasets. Different
fields such as finance, process control, multimedia and image processing are dealing
with multivariate data. In the case of biometric systems, the biometric data collected
for authentication in almost all the commonly used modalities (fingerprint, face,
iris, finger vein, palmprint,palm vein, etc.) are in the form of images, which is a
multivariate data. Hence we propose principal components based similarity measure
commonly used for the pattern recognition in multivariate datasets for comparing
the biometric images. When data is represented in high dimensions, it is difficult
to analyze the similarity between them. Principal components basically represent
optimized coordinate system to represent the given data. Hence it becomes com-
paratively easier to compare and analyze the data which is represented in terms of
principal components.

3.1 Calculation of Principal Components

Principal components of a data matrix (biometric image) can be calculated either
by singular value decomposition of a column centered data matrix or by the eigen
value decomposition of a covariance matrix. We have used the latter approach for
calculating the principal components. Different steps involved in the calculation of
principal components are given in Algorithm 1.
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Algorithm 1 CalcPC
Step 1: Normalize the input image I(r×c), by subtracting the mean image of size (r × c) and

obtain Ĩ(r×c).
Step 2: Calculate the covariance matrix of Ĩ(r×c) using either Equation 1 or Equation 2

(depends on the need of dimensionality reduction) as given below:

Cov Im(r×r) = ( Ĩ )(r×c) × ( Ĩ )T(c×r) (1)

Cov Im(c×c) = ( Ĩ )T(c×r) × ( Ĩ )(r×c) (2)

Step 3: Find out the eigen vectors (ei , i = 1, 2....c or r) corresponding to the eigen values
(λi , i = 1, 2....c or r) (sorted in descending order) of covariance matrix. Eigen vec-
tors (ei ) represent the principal components and the amount of variance is given by
corresponding eigen values (λi ).

4 Proposed System

Different steps involved in proposed matching technique are shown in Fig. 1. In-
put grayscale fingerprint image will be aligned according to the alignment method
explained in Sect. 4. Angular and orientation alignment will be achieved for the tem-
plates after this step. The enhancement technique proposed by Jain et al. [8] is applied
on the aligned images and morphological operations are applied for smoothing the
image. Noise removal and thinning are performed and region of interest (ROI ) is
extracted out based on the core point [1]. The results of the different preprocessing
steps (enhancement, thinning and ROI extraction) are shown in Fig. 2. Principal
components of the extracted ROI image are calculated by eigen value decomposition
method as explained in Sect. 3.1.

4.1 Principal Components Based Fingerprint Alignment

Fingerprint alignment is the first step to be performed in the proposed system. There
are various complicated procedures proposed in the literature for aligning the query
template with the registered template [21]. Some of them are based on the core
point which require executing different algorithms for core point detection [17].
Some others are based on the helper data stored along with the registered templates
[20], which can become a security threat to the system. In both of these approaches,
significant amount of processing time is required in the alignment process. We use
a comparatively fast, secure and simple method based on the properties of principal
components for aligning fingerprint templates.

In the proposed approach, orientation of fingerprint is estimated by finding out
the axis of maximum variance of the fingerprint region. Fingerprint region is iden-
tified from the image and coordinates of fingerprint region are extracted. Hence the
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Fig. 1 Steps in proposed
matching technique

Grayscale Fingerprint Query Image

Match Yes
Match

No
Not Match

Alignment Using Proposed PC 
Based Technique

Image Enhancement, Noise 
Removal and Thinning

ROI Extrac on

Eigen Value Decomposi on of 
ROI Image

Principal Components of ROI 
Responsible for 95% Variance 

score > 
threshold?

Calculate Weighted Similarity 
Score

Principal 
Components of 
Registered ROI
Responsible for 
95% Variance 

entire fingerprint region, I is reduced to a set of 2D coordinate points, which can
be represented as I = {(xi , yi ) : I (xi , yi ) < 230, i = 1, 2, . . . , n} (where the value
of n depends upon the fingerprint template). Principal components of this 2D data
are calculated; wherein the first principal component(PC1) will give the axis of
maximum variance and the second principal component(PC2) will give the axis of
second most variance.

The orientation of fingerprint image w.r.t. current axis is calculated by measuring
the angle between PC1 and vertical axis. Different steps in the alignment process is
explained in Algorithm 2. Results of the alignment process are shown in Fig. 3. The
red lines in the input images shown in Fig. 3a, b represent horizontal and vertical
axes. The reference point calculated in Step 4 of the Algorithm 2 is used for visual-
ization of principal components. The blue lines in the figures represent the principal
components. The longest blue line represents PC1 which gives the axis of maximum
variance. The second blue line orthogonal to PC1 is PC2, which represents the axis
of second most variance. The angle estimated in Step 5 of the Algorithm 2 is the
angle between PC1 and the vertical axis. We will perform a clockwise rotation if
x-coordinate of PC1 is positive and we will perform counter clockwise rotation if
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Fig. 2 Result of
preprocessing steps in intra
class images. a and b are the
aligned images after
enhancement. c and d are the
corresponding thinned
images. e and f are the
images after ROI extraction

x-coordinate of PC1 is negative. The alignment is only based on the angle of rotation
and no reference point is used for alignment. Results show that if the images have
acceptable amount of information (if it is not latent), proposed alignment process
can improve the performance of the system.

4.2 Fingerprint Matching

Proposed matching technique considers a fingerprint image as a multivariate data
and hence quantifies the similarity of fingerprint templates based on the similarity
of principal component subspaces. When data is represented in high dimensions,
it is difficult to analyze the similarity between them. Principal components basi-
cally represent optimized coordinate system to represent the given data. Hence it
becomes comparatively easier to compare and analyze the data which is represented
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Algorithm 2 FPAlign
Step 1: Input I = {(xi , yi ) : I (xi , yi ) < 230, i = 1, 2, . . . , n}

Step 2: Form n × 2 matrix XY , XY =

⎡

⎢⎢⎢⎣

x1 y1
. .

. .

. .

xn yn

⎤

⎥⎥⎥⎦

Step 3: Find the covariance matrix of XY . Calculate the principal components corresponding
to the two eigen vectors of the covariance matrix using eigen value decomposition

method as discussed in Section 3.1. Let PC1 =
[
αx1
αy1

]
and PC2 =

[
αx2
αy2

]
be the

principal components corresponding to the eigen values λ1 and λ2, λ1 > λ2.

Step 4: Calculate the mean values x̃ = �n
i=1xi
n , ỹ = �n

i=1 yi
n and set the reference point as

(x̃, ỹ).
Step 5: Calculate the angle(θ) between unit vector along Y axis (y) and PC1.

θ = cos−1 y.PC1
|y|.|PC1|

Step 6: In order to rotate the points XY , we need to first translate it to origin by subtracting
the means. x̃i = xi − x̃, ỹi = yi − ỹ.

Step 7: Form the matrix of translated points X̃ Ỹ , X̃ Ỹ =

⎡

⎢⎢⎢⎣

x̃1 ỹ1
. .

. .

. .

x̃n ỹn

⎤

⎥⎥⎥⎦

Step 8: Rotate the matrix X̃ Ỹ by the estimated angle θ , X
′
Y

′ =

⎡

⎢⎢⎢⎣

x̃1 ỹ1
. .

. .

. .

x̃n ỹn

⎤

⎥⎥⎥⎦ ×
[
cosθ sinθ

−sinθ cosθ

]

Step 9: Translate the points back to original position, x"i = x
′
i + x̃, y"i = y

′
i + ỹ.

in terms of principal components. Principal components obtained corresponding to
each dimensionwill be comparedwith principal components of the query image. Two
similarity measures are experimented for estimating the similarity between principal
components of fingerprint templates.

4.2.1 Similarity Measure Based on Principal Components

If X1 and X2 represent two fingerprint ROI images of size p × q, PCA can model
X1 and X2 using k principal components each(k � q). If L and M represent corre-
sponding subspaces of size (p × k) of each image, the similarity of these subspaces
can be used as a measure of similarity between the images. The subspaces L and
M also represent the eigen vector matrices corresponding to the first k eigen values,
which can be obtained by the eigen value decomposition of covariance matrices of
X1 and X2. Hence PCA similarity factor SPCA, compares these subspaces and is
defined by the Eq. 4 [14]:
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Fig. 3 Intra class fingerprint images before and after alignment. a and b are the input images. c
and d are the corresponding aligned images

SPCA = trace(LT MMT L)

k
, (4)

Basically we are checking only the similarity of orientation of principal compo-
nents in the case of PCA similarity factor (SPCA). Principal components responsible
for providing at least 95% variance in each image are selected and similarity calcula-
tion is done in these subspaces formed by k principal components. Equation 4 can be
represented as the squared cosine values of the angle between principal components
of templates and is given in Eq. 5 [14]:

SPCA = 1

k
�k

i=1�
k
j=1cos

2θi j , (5)

where k is the smallest number of principal components responsible for at least 95%
variance in each input biometric images and θi j is the angle between ith principal
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component of first image and jth principal component of second image. The value
of SPCA will range between 0 and 1, where 1 corresponds to maximum similarity.

Performance of SPCA was not desirable for fingerprint templates because of the
high FAR value. The results of SPCA based experiments were analyzed and it was
found that templates having similar structure with comparatively similar orientations
are the reason for increase in FAR. Hence we concluded that SPCA is more suitable for
structural classification of fingerprint images than person authentication. The reason
for poor performance of SPCA is that only orientation correspondences were involved
in the calculation of match score.

4.2.2 Weighted Similarity Measure Based on Principal Components

Modified weighted PCA similarity(Sλ
PCA) measure considers the contribution or

variance associated with each principal component along with orientation corre-
spondence while calculating the similarity score [15]. Calculation of the modified
similarity score is given by the Eq. 6:

Sλ
PCA = �k

i=1�
k
j=1λ

1
i λ

2
jcos

2θi j

�k
i=1�

k
j=1λ

1
i λ

2
j

, (6)

where k is the number of principal components responsible for at least 95% variance
in each input biometric images, θi j is the angle between ith principal component of
first image and jth principal component of second image and λi

1 represents the eigen
value corresponding to ith principal component of first image and λ2

j represents the
eigen value corresponding to jth principal component of second image. In Eq. 6 we
have represented the similarity w.r.t. all possible combinations of eigen values of two
images. Significant reduction of FAR to 6% is obtained against FRR of 11%.

5 Results and Discussions

Experiments are conducted using both FVC2000 and FVC2004 databases, wherein
8 images per person were present. We started experiments with fingerprint templates
of 40 different people available in Db2a of FVC2000 database (40 × 8 = 320).
After analyzing the results obtained from FVC2000 database, we extended our ex-
periments to FVC2004 also. Fingerprint images of 60 different people available in
FVC2004 fingerprint database (40 from DB2A and 20 from DB2B) are also used
in experiments (60 × 8 = 480). Four images per person are used as training images
and remaining four images are used for testing. Cross validation is performed using
modified weighted similarity scores of all images. Figure 4 shows the values of FAR
against GAR at different thresholds obtained for FVC2000 and FVC2004. Accuracy
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Fig. 4 Calculation of area
under curve (AUC)

Table 1 Accuracy calculated
from Fig. 4

Database Accuracy (AUC) (%)

FVC2000 96.6

FVC2004 96.33

Table 2 Comparison of
results

Method Accuracy at 2%FAR (%)

Jain et al. [10] 96.78

Cappelli et al. [4] 97.25

Proposed 97.31

is computed through Area under curve(AUC) method from Fig. 4. It is observed that
overall accuracy of proposed method is almost equal for the two databases, which is
given in Table 1.

Performance of the proposed system is compared with two major approaches in
fingerprint recognition. First one is filterbank-based system proposed by Jain et al.
[10] and second one isMinutiaeCylider Code(MCC)method proposed byCappelli et
al. [4]. Both the approaches are tested against the same set of FVC2004 images. The
accuracy of the methods are calculated at different thresholds. Different FAR values
are obtained corresponding to different thresholds. Number of genuine acceptance
(True Positives) and genuine rejection (True Negatives) are calculated at each of the
selected FAR levels. Accuracy is calculated using Eq. 7. Comparison of accuracy of
methods at 2% FAR is shown in Table 2. We can observe that the proposed method is
able to obtain better performance compared to filterbank-based system and slightly
higher performance compared to MCC.

Accuracy = True Positives + True negatives

Total number Templates Tested
(7)
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Table 3 Average matching
time (ms) in one to one
authentication

Method Average matching time

Jain et al. [10] 18

Cappelli et al. [4] 15

Proposed 2

Table 4 Execution time (s)
in one to many identification

Method Execution time

Jain et al. [10] 6

Cappelli et al. [4] 4.5

Proposed 1.2

We also compared the time taken for the proposed method with the other two
approaches. The two parameters we took for comparison are matching time and
execution time. Matching time means the time required for calculating the similarity
score and it does not include the time required for preprocessing techniques. It is
evident fromTable 3 that the proposedmethod is far better in terms of matching time.
Execution time includes the time taken for entire steps in the approach, including the
time required for preprocessing steps. We calculated the execution time of proposed
method in case of one to many identification using a template database with 400
templates (4 images per person). Result is compared with the methods proposed by
Jain et al. and Cappelli et al. and the result is given in Table 4.

The most appreciable feature of the proposed method is that the execution time
for one to many identification is found to be very less compared to the other two
methods in terms of execution time. One of the notable applications of biometric
person identification is criminal identification by law enforcement agencies. In most
of the cases, the template database will be large and hence the existing schemes will
take pretty good amount of time to complete the searching.However, the performance

Fig. 5 Calculation of EER
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of the proposed system show that it can reduce the search space, and converge to a
small set of matching templates in almost no time.

Average value of FAR and FRR at different thresholds are calculated and Fig. 5
shows the average FAR and FRR values plotted against the normalized threshold
range 0–0.25, and it is observed that EER of 10% is obtained at 0.10625.

6 Conclusion and Future Works

Fingerprint alignment and matching based on statistical properties of the templates
is a promising direction of thought. Vulnerabilities of minutiae-based approach raise
serious security and privacy concerns in fingerprint systems. Another serious draw-
back is the increased execution time due to highly complicated procedures. Results
show that acceptable matching performance can be ensured even from statistical
features based matching schemes without large computations. Analyzing the appli-
cability and performance of the proposed technique in multi-biometric systems and
designing suitable template protectionmechanism for proposed systemwithminimal
complexity are the major future directions for research.
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Abstract In the present-day, many government firms and global companies pay
emphasis on energy conservation and efficient use of energy. The smart meter data
have mapped a way to use energy efficiently. The need to use energy in an efficient
way is very much required for developing countries like India. The emergence of
smart meter gave us access to huge amounts of energy consumption data. It is an
electronic component that records utilization of electric energy at regular intervals
of time, be it hours, minutes, or seconds. This paper proposes a different method
for grouping electricity consumption. Through smart meter, we get a huge amount
of energy consumption data. These data are analyzed by various energy distribution
companies which further leads to prediction of demand and consumption of user. Our
paper uses a business intelligence tool such as map reduction to handle these data
sets. Taking the advantage of this tool, energy distribution companies can reduce the
investment by making the use of community hardware. Using distributed computing
tools we can reduce the processing time appreciably to enable real-time monitoring
and decision-making. Further, R is integrated to it to perform analysis. Various data
sets are used to check the potential of the proposed models and approaches.
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1 Introduction

Thebasic energydemand is the consumption of electricity. The analysis is beingmade
on energy consumption data to gain perception about the customer usage pattern.
It is the job of smart meter to keep the record of data that has been generated for
every minute. These data can be mined by the energy Utilities Company and new
insights thus produced can lead to business benefit. The data from smart meter are
raw stream and is also associated with high volume. For this, there is a requirement
of framework which can accumulate and handle massive raw data stream generated
by smart meter and to apply various logical and statistical techniques to correlate
events with different conditions and finally predict the result. Well, the resolution to
handle the above problem is Apache Hadoop. It is a tool which deals with distributed
computing, which has large storage property along with computing capability. The
framework of Apache Hadoop deals with the processing of large sets of data across
a clutch of computers [1]. Parallel processing of data set is done by Hadoop and
MapReduce. Unstructured and not originally intended for machine processing

• Data: A set of values of qualitative or quantitative variables is known as data.
The idea of data is usually associated with scientific research. It is collected over
by a massive range of institutions and corporation including governmental, non-
governmental, and business firms. Data can be analyzed either by measuring and
collecting the information or by visualizing the graphs and images.

• RDBMS: A databasemanagement system (DBMS) that is built upon the relational
model is called a relational database management system (RDBMS). It has been
one of the most popular choices for the storehouse of statistics. It is used for
commercial and economical documentation, logical information, private data, and
other applications for a long period of time [2]. Relational databases have often
replaced other database techniques, because they are familiar in understanding and
using. RDBMSs are used to store various kind of information.

• BIG DATA: Big data consists of data sets that are so massive and tangled that
normal data processing applications are not sufficient. Managing data, storing,
analyzing, finding, sharing, shifting, conceptualizing, querying, updating, infor-
mation privacy, and data source [3]. Although big data is not specific to equate
any amount of data, the term can be used for attending various bytes of data. Data
might contain large variation in file types such as documents, sensors, images.

• HADOOP: The data generated by smart meter is sent by energy consumption
data to the server at a regular interval of time leading to the generation of massive
amount of data and existing tools were not functioning well in handling such
massive data. It is an open architecture for the development of scattered application
that can pass over very large amount of data [4]. It is a base which provides us
with various cache and computing techniques. The advantages of Hadoop are:
(1) It is an extraordinarily ascendible framework, as it accumulates and distributes
extremely massive data sets through several of retailers that work in alignment. (2)
Hadoop is a method of low-cost effective cache solution for businesses’ exploding
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data. (3) Hadoop allows the businesses to easily reach to the fresh data sources
and wander into various types of data to create attributes from that data (4).

• Map Reduce: It is a kind of computing architecture which is also a similar exe-
cution for handling and promoting massive data values along with collateral, dis-
tributed algorithm on a clutch [5, 6]. This framework consists of a Map() method
to performs sieving and categorizing and a Reduce() method to performs a wrap-
ping up operation. The “Map Reduce System” (also called “infrastructure” or
“framework”) organizes the processing through collecting the distributed retain-
ers, coordinating number of tasks in parallel, handling different communique and
data transmission between the various parts of the framework, and providing for
redundancy and fault tolerance [7].

• HDFS: The Hadoop Distributed File System (HDFS) is a scattered file system
modeled to run on commodity hardware [8, 9]. It is similar to extant distributed
file systems. Still, the variation from other is consequential. It is very much fault-
tolerant and ismodeled to be redistributing on less-expensive hardware. It provides
fast rate access to data and is relevant to large data sets applications [10]. It was
initially designed as groundwork for the Apache engine project.

• ENERGY: Energy basically deals with power derivation. It deals with derivation
of power from chemical and physical resources, mainly to provide light and heat
and to work on machines [11, 12]. It is a kind of conserved quantity. The basic fact
about energy is that, “Energy can be converted in form, but it cannot be created or
destroyed”.

1.1 Smart Meter Data Analysis

Electricity generation is dependent on unrenewable resources [13, 14]. Though India
iswealthy in these resources, they are extinct at a very speedwhichmeans theywill be
almost gone soon whereas the renewable resources are not used to their best ability.
Keeping these points in consideration the government has taken many measures
towards the improvement of the electricity system [15]. The concept presented in
this paper is an optimal procedure which if carried away properly will lead to an
efficient and well-mannered electricity system in the future (Fig. 1).

1.1.1 Application of Big Data

Big data has a very vast application scenario be it in manufacturing, health care,
education, media, government or it industries. It has increased the demand for man-
agement of the data sets [14]. In the government sector, the usage of big data provides
efficiency in terms of cost, productivity, and usage [16]. Whereas in health care id
helps in keeping record of various rage of data related to disease, patient, range of
infection. Basically in every aspect of today’s world big data has been applied. One
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Fig. 1 Application of big
data
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of its major applications is in energy consumption on which this paper has been
worked upon (Fig. 2).

1.1.2 Components of Big Data

The basic five components of big data are:Volume; It basically deals with the amount
of data generated. Variety; What kind of data are we dealing with and what is its
nature comes under variety. Velocity; The speed of the generation of data basically
comes under this category. Variability; [17–19] This deals with the consistency of
data. Varacity; This deals with the quality of data (Fig. 3).

2 Related Work

See Table 1.
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Table 1 Previous work done in smart meter analysis

Sl. No. Year Author Paper title Paper
description

Tools and techniques

1 2015 Balaji K
Bodkhe
et al.

Analysis
of smart
meter data
using
hadoop

For efficient
energy
consumption,
apache hadoop
is used, which
uses the data
generated by
smart meter for
predicting
energy
consumption

1. Smart meter
2. Apache hadoop

2 2014 Javier
Conejero
et al.

Analysis
of hadoop
power
consump-
tion

In this paper
investigation
and
measurement is
done on energy
consumption
[20]

1. Media analysis
2. Instrumentation

and monitoring

3 2017 Dr.
Mohammed
Abdul
Waheed
et al.

Analyzing
the
behavior
of
electricity
consump-
tion using
hadoop

This paper
proposes a novel
approach for
clustering of
electricity
consumption
behavior
dynamics

1. SAX
2. Markov model
3. Distributed

algorithm for
large data sets

4 2017 Yimin
Zhou et al.

A hierar-
chical
system of
energy
consump-
tion
monitor-
ing and
informa-
tion
manage-
ment
system

In this paper an
energy
consumption
monitoring and
Information
management
system based on
energy
conservation
model is
developed [18]

1. Energy
consumption
modeling

2. Information
management
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Fig. 3 Proposed framework

Smart meter 

3 Proposed Methodology

The system that is implemented on smart meter data is providing a result for an
electricity provider. Smart meter produces huge amount of data which is handled
by Hadoop. The data has been processed through MapReduce and HDFS is used to
store these data which includes various components like date, time, active, reactive,
meter number, voltage, etc. MapReduce programming is done on these data sets that
produces key/value pair. R language is used for this work. In this module, we have
to create data set for electricity consumption which we usually get from smart meter
data. It consists of various attributes such as customer details, billing details, payment
details for the last few years. These data set has been loaded in HDFS from the local
file system. We use HDFS to store massive amount of data which is later exported
to R for load profile analysis. MapReduce is a preparing strategy and a program for
appropriated processing. The MapReduce calculation contains two vital activities,
in particular, Map and Reduce. In this module likewise utilized for dissecting the
informal index using MapReduce (Fig. 4).

Fig. 4 Methodology
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4 Implementation

4.1 Understanding the Problem and Extracting Data

This phase is quite essential in determining the success of the forecast. The main
focus is made on extracting data and exploring those data from various industries
and sub-industries. After analyzing the data simple forecast models are predicted.
The data set is obtained from the site—https://open-enernoc-data.s3.amazonaws.
com/anon/index.html. This data set consists of time series of various consumers and
their corresponding metadata. Exploring and cleaning of data is done with help of a
package named data. table. For visualization of relations ggplot package is used and
for manipulation of date and time lubricate is used. Initially a frequency table for
industry and sub-industry was made. We use the package gmap to map the location
of our consumer on the map of use. After plotting the map we calculate the sq_m
(square meter) of buildings for all the consumers. Further mean load for the sub-
industry and median load for the industry was calculated (Figs. 5, 6 and 7; Table 2).

Fig. 5 Location of
consumer

Fig. 6 Mean of sub-industry

https://open-enernoc-data.s3.amazonaws.com/anon/index.html
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Fig. 7 Median of industry

Table 2 Plot for industry and
sub-industry

Industry Sub-industry No.

1 Commercial property Shopping center,
shopping mal

14

2 Commercial property Corporate office 2

3 Commercial property Business services 3

4 Commercial property Commercial real
estate

4

5 Commercial property Bank financial
services

2

6 Education Primary secondary
school

25

7 Food sales and storage Grocer market 25

8 Light industrial Food processing 19

9 Light industrial Manufacturing 5

10 Light industrial Other light industrial 1

4.2 Implementation and Testing

In this phase data set is prepared to forecast and explore time series of load. Initially,
we need to transform all the attributes of dates to classic date and time. The unwanted
columns are being removed and we observe that the current structure of the present
data set is full of time series. Then ids are being extracted (Figs. 8 and 9).

Nowweneed to fetch all the dateswith all features taking the dimension, 288/days,
nowwewill randomly check for any one id and its corresponding time series (Figs 10
and 11).

We observe that there is a strong dependency on time. So it would be better if
the time series is aggregated at lower dimensions, around 48/day and once it is done
then the plotting is done for four sub-industries providing them id’s respectively.
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Fig. 8 Screenshot of extraction of id

Fig. 9 Observation of consumption versus time series for 1 day

4.3 Evaluation of Result

During this phase, we consider all the data set from the previous implementation
made and try to calculate the aggregate consumption by the user. For the forecast of
electricity consumption, this aggregate value is used. Aggregate for all the customer
is 45 and it has been plotted.



326 N. Pandey et al.

Fig. 10 Load versus date for 4 industries

Fig. 11 Plot of aggregate consumption of load versus time series
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5 Conclusion

In conclusion, we see that the project concentrates on the forecast model. This model
helps us to make analysis about the daily consumption of various consumers of
different industries and sub-industries with respect to time series.While we construct
the histogram for plotting various consumers on map we observe that majority of the
buildings are under 20,000 m2. Through density plot we analyze that commercial
buildings have viable sizewhereas food sales and storage buildings have smaller size.
Through plotting the mean we get to know that the largest consumer of electricity
is manufactures, shopping center, and business services whereas schools have the
lowest consumption. The medial plot tells about the viable relation between the load
and sq_m area. The forecast models help us to find the aggregate consumption to be
45%. The forecast model also helps to find out daily profile of consumer or word
area.

6 Future Scope

In this paper, we have not made a forecast model for weekly or monthly consumption
which can also be done further. These models can be further used to make compar-
isons betweenmodels of two different attributes. ARIMAcan be used to predict more
accurate forecast. By making the observation on consumption we can mark those
areas where consumption is high and try to reduce it for conserving energy. In future
methods like regression or neural network approach can be used for forecasting.
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Movie Recommendation System

S. Rajarajeswari, Sharat Naik, Shagun Srikant, M. K. Sai Prakash
and Prarthana Uday

Abstract Recommender systems are called information filtering tools, which use
big data to recommend likes of the user according to their preference and interest.
Moreover, they also help in matching users with similar tastes and interests. Due
to this, a central part of websites and e-commerce applications is taken up by the
recommender systems. Systems using recommendation algorithms like Collabora-
tive Filtering, Content-Based Filtering, etc., are called Recommendation systems.
Recommendation systems are transforming the way quiescent websites corresponds
with their users. Rather than providing an orthodox experience in which users search
for the products which they want and potentially buy products, recommender sys-
tems increase communication to provide a better experience. The work would be
to implement both collaborative as well as content-based recommenders available
and try to extend the knowledge obtained to a more efficient hybrid model. Then
benchmark these hybrid algorithms for accuracy and computation time as well.

Keywords Recommendation systems · Collaborative · Cosine similarity · SVD ·
Machine learning · Python · Surprise library

1 Introduction

It is expected that in future with the increased use of computers, the use of advanced
and latest technologies by users and professionals and decision-makers will increase
a lot. The basic idea of recommendation systems is that, if some users share the same
interests, or maybe in the past, e.g., they liked the same book, they might also have
similar tastes in the future. Most recommender systems take three basic approaches:
simple recommender, collaborative filtering, and content-based filtering. A hybrid
approach can combine these approaches to come up with a more optimal solution.

A recommendation system has become an indispensable component in various e-
commerce applications. Recommender systems collect information about the user’s
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preferences of different items (e.g., movies, tourism, TV, shopping,) by two ways,
either implicitly or explicitly.

A movie recommendation system ideally analyzes factors like review, cast, plot,
crew, genre, popularity and comes up with the best possible result. It takes into
account a user preference and hence provides results based on the user’s personal taste
and choice. By increasing efficiency and accuracy of recommender systems, users
expect lightning fast results and different types of recommender systems available
today provide the same. There are four different kinds of recommendation systems,
improving the accuracy and user personalization with each.

The four systems are the following:
Simple Recommendation System: A simple recommender is the most basic rec-

ommendation system available to us. It usually compares a metric/weight for all the
available entities and provides the recommendation on the basis of this comparison.

Content-Based Recommendation System: This recommendation system
involves the use of more attributes from the dataset to provide a well-filtered rec-
ommendation to the user. In this project, at first, the recommender just provides a
recommendation using the movie overview and taglines. But there is a possibility
that a user watches a certain movie for the director or the cast rather than the ratings.
For this reason, the recommender takes into consideration the director, cast, genre,
and keywords to provide a better search result. This algorithm makes use of k-means
algorithm through cosine similarity to find how similar two movies are and hence
can be recommended together.

Collaborative Recommendation System: Both the recommendation systems
mentioned above are efficient but they are not personalized. They would show the
same results to all the users. But that should not be the real case. Movies should be
recommended based on the user’s personal taste. That is where collaborative filtering
comes into the picture.

Here, the movie ratings provided by a particular user and using the SVD sur-
prise library functions, evaluate the RMSE and MAE values. Since these values are
comparable, a predict function is used that provides an estimate for a movie for that
particular user using his ratings. This way, the movie recommendations provided to
each user would be different depending on their tastes.

Hybrid Recommendation System: Having demonstrated all the three available
recommendation models, a hybrid system is developed which uses the concepts of
both content base as well as collaborative recommendation systems. Here, the user’s
ID and movie title are taken as the inputs. Using the movie title, 30 similar movies
are collected in a database based on the title, cast, crew, overview, etc., using the
cosine similarity and linear kernel concept. And then using the user’s ID, his ratings
are procured which is then passed as an argument to the svd.predict(). Through the
list of those 30 movies, the ones most suited to the user’s taste are recommended.
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2 Related Work

In aMovieRecommender System called “MOVREC” byManojKumar, D.K.Yadav,
Vijay Kr Gupta.

It uses collaborative and content-based filtering using the k-means algorithm.
This asks a user to select his own choices from a given set of attributes and then
recommends him a list of based on the cumulative weight of different attributes
using k-means algorithm [1].

The disadvantage is that it does not use large datasets, hence there will not be
meaningful results.

In a paper by Rahul Kataria and Om Prakash named An effective movie recom-
mender system which uses cuckoo search, a bio-inspired algorithm such as cuckoo
search has exclusive background sensing abilities and employs a special method to
facilitate the evolution of continuing resolutions into novel and quality recommen-
dations by generating clusters with reduced time [2].

It has a limitation where if the initial partition does not turn out well then the
efficiency may decrease.

In 2007 Weng, Lin, and Chen performed an evaluation study which says using
multidimensional analysis and additional customer’s profile increases the recom-
mendation quality. Weng used MD recommendation model (multidimensional rec-
ommendation model) for this purpose. Multidimensional recommendation model
was proposed by Tuzhilin and Adomavicius [3].

2.1 Sajal Halder: Movie Recommendation Using Movie
Swarm

Movies swarmmining thatmines a set ofmovies,which are suitable for producers and
directors for planning new movie and for new item recommendation. Popular movie
mining can be used to solve new user problems. It has the capability of handling both
new users and new items. It is better than content-based and collaborative approaches
when it comes to new users. Thismethod, however, has a drawback of finding a group
of users depending on the genre [4].

Yueshen Xu: Collaborative recommendation with User-Generated Content
(UGC).

It proposes a UGC-based collaborative recommendation which integrates proba-
bilistic matrix factorization and collaborative regression models. It reaches a higher
prediction accuracy than most of the available models. It is efficient when it comes
to cold start problem. The cost per iteration is more as compared to traditional CTR
models [5] (Table 1).
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Table 1 Comparative study related works and algorithms

S. No. Technique Algorithm Drawback

1 Collaborative and content
based

K-means It is not suited for large
datasets

2 Cuckoo search Clustering Efficiency decreases if the
initial partition is not proper

3 Movie swarm Mining Drawback of finding a group
of users based on the genre

4 User-generated content
(UGC)

Regression
analysis

Cost per iteration is more
when compared to
traditional models

3 Design

See Table 2.

General Architecture Diagrams

See Fig. 1.

Simple Recommender System

In Fig.2 Simple recommender gives a prediction based on the weighted rating (WR)
calculated. It takes in vote_ count and vote_average from Movies_metadata.csv.

The TMDB Ratings is used to come up with our Top Movies Chart. IMDB’s
weighted rating formula is used

Mathematically, it is represented as follows:

Weighted Rating (WR) � (v/v + m.R) + (m/v + m.C)

Table 2 Description of
attributes and dataset used in
the project

Dataset name (.csv) Description

Movies_metadata Contains information about 45,000
movies featured in TMDB

Keywords Contains movie plot keywords
available in the form of a stringified
JSON object

Credits Contains cast and crew information,
also saved as a stringified JSON object

Links Contains TMDB and IMDB Ids of all
the movies

Links_small Contains a subset of links database
with 9000 movie entries

Ratings_small Contains a subset of 100,000 ratings
from 700 users on 9000 movies
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Fig. 1 General architecture of the recommendation system

Movies metadata.csv

vote_count
vote average

Weighted Rating

OUTPUT

Fig. 2 Simple recommender
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Movies_metadata.csv 
Links_small.csv

Cosine Similarity

Keywords, cast, crew, 
taglines

OUTPUT

Fig. 3 Content-based recommender

Content Based Recommender System

In Fig.3, Content-based recommender gives prediction based on cosine similarity.
It takes in keywords, taglines from Movies_metadata.csv & links_small.csv, it also
takes director and cast as attributes.

To personalize our recommendations more, an engine is built that computes the
similarity between movies based on certain metrics and suggests movies that are
most similar to a particular movie that a user liked previously. Since movie metadata
(or content) is used to build the engine, this is also known as Content-Based Filtering.

Cosine similarity is used to calculate a numeric value, which denotes the similarity
between two movies.

Collaborative Recommender System

In Fig.4, Collaborative recommender gives prediction using singular value decom-
position (svd). It takes in userID and movieID from ratings_small.csv. This is more
personalized as it gives different suggestions to different users based on their taste.

A technique called Collaborative Filtering is used to make recommendations to
People. Collaborative Filtering is based on the idea that users similar to me can be
used to predict how much I will like a particular product or service those users have
used/experienced but I have not.

Surprise library is being used that uses extremely powerful algorithms like Sin-
gular Value Decomposition (SVD) to minimize RMSE (Root Mean Square Error)
and gives great recommendations to users.

Mean value is obtained for Root Mean Square Error, then we train our dataset and
arrive at predictions.
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Hybrid Recommender System

In Fig.5, Hybrid recommender gives a prediction based on the svd and cosine simi-
larity. It uses Movies_metadata.csv as well as ratings.csv.

In this, content and collaborative filtering techniques are brought together.
Input given will be User ID and Title of a movie the user likes.
Output will be similar movies sorted on the basis of expected ratings by that

particular user which is more personalized.

Pseudocode:

a. Simple recommendation system

build_chart(genre)
Input: genre to be searched for.
Output: Top 250 recommendation

Fig. 4 Collaborative
recommender Ratings_small.csv

Singular Value 
Decomposition

UserID, MovieID
Ratings

OUTPUT

Fig. 5 Hybrid recommender
Ratings_small.csv

Movies metadata.csv

OUTPUT

SVD
Cosine Similarity
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df� movies of ‘genre’
vote_counts� number of votes for the genre
vote_average� average votes for the genre
C=vote_averages.mean()
m=vote_counts.quantile(percentile)
v=x[‘vote_count’]
R=x[‘vote_average’]
qualified[‘wr’]� (v/(v+m) * R) + (m/(m+v) * C)
return qualified

b. Content-Based recommendation system

get_recommendations(title)
Input: Name of a movie
Output: Top 30 movie recommendation

Idx � id of the title
keywords� get keywords. Strip them of spaces.
Director� get_director(crew){if (job==’director’) return name}
Cast� first three names in the cast
Count-_matrix=Get the count vectorizer matrix to calculate the cosine similarity
using keywords, director, cast.
Cosine_similarity=Get the cosine similarity.
Return result.

c. Collaborative Recommendation System

recommendations(userId, title)
Input: User’s ID and title of the movie
Output: Movies which cater to user’s preference

Data � Use user id and movie id to get this
svd � Calling the SVD function.
Evaluate RMSE and MAE
Train data set to arrive at function
svd.train(trainset)
Predict using SVD and return the movies.

Proposed System

The proposed hybrid system takes features fromboth collaborative aswell as content-
based recommendation to come up with a system, which is more personalized for
users.
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Technique

Cosine similarity technique is used to come up with movies similar to the one given
in the search engine. The selected 30 movies are then compared using the user’s
ratings and the SVD. Hence, the search advances to predict the movies most suitable
for the user.

Algorithm:

The algorithm used for the hybrid engine is as follows:
def hybrid(userId, title):

Obtain the movieID (Idx) based on the title.
Obtain the sim_scores using cosine_similarity on the procured Idx
Use cosine similarity to obtain 30movies similar to Idx using ‘vote_count’, ‘year’,
‘vote_average’ etc.
Using svd.predict(), calculate the RMSE between the suggested movies as well as
the movie passed as an argument.
Sort the list obtained.
Return the top 10 movies of the list.

4 Results

Content andCollaborative filtering techniques are brought together to build an engine
that gives movie suggestions to a particular user based on the estimated ratings that
it had internally calculated for that user. It makes use of cosine similarity concept to
find similar movies and the SVD prediction to estimate the movie recommendation
as per the user’s taste.

Simple Recommendation System:
See Fig. 6.
Content-Based Recommendation System:
See Fig. 7.
Collaborative Filtering:
In Fig. 8, the RMSE and MAE values are evaluated by using SVD Algorithm

available in Surprise library to minimize the RMSE.
Hybrid Recommender System:
See Fig. 9.
For our hybrid recommender,we get different recommendations for different users

although the movie is the same. Hence, our recommendations are more personalised
and tailored toward particular users.
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Fig. 6 Top 250 movies based on the popularity/user ratings

Fig. 7 Similar 30 movies based on overview, taglines, director, cast
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Fig. 8 The RMSE and MAE Values

Fig. 9 Movie prediction for User ID 500 with movie given as ‘Avatar’

5 Conclusion

Upon surveying through different algorithms and models present for movie recom-
mendation systems, we try to come up with a hybrid recommendation algorithm in
order to provide the most accurate recommendation to a user based on his ratings
and preference.

Recommendation systems of the future will work in e-commerce to offer a more
visceral, immersive, and well-rounded experience for every step of a customer’s
journey. In addition, once a successful hybrid engine comes into the picture, the same
algorithm can be extended to other types of recommendation systems. This would
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result in an economic boom for the various e-commerce websites and applications
with better user-specific experience.
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A Semiautomated Question Paper
Builder Using Long Short-Term Memory
Neural Networks

Rajarajeswari Subramanian, Akhilesh P. Patil, Karthik Ganesan
and T. S. Akarsh

Abstract Through this research, we propose a model to generate different sets of
question papers automatically using deep learning methodologies. We first develop
LSTM classification models to classify questions into Bloom’s level of taxonomy,
chapter name and we have an LSTM prediction model to predict the marks to be
allocated. These Deep Learning techniques can help in reducing human effort in
deciding the marks, the section, and Bloom’s level to be allocated to a question.
Given a pool of hundreds of questions, our deep learning models develop a knowl-
edge base consisting of questions and predicted attributes marks, Bloom’s level, and
chapter name. We then we have a randomization algorithm to pick the questions for
different units of the question paper, keeping the standards to be maintained and even
distribution of questions across all topics.

Keywords Bi-directional long short-term memory networks · Randomization
technique · Classification

1 Introduction

In the current era of artificial intelligence, most of the processes are being automated.
This has eliminated the human effort required and improved the accuracy with which
the process can be carried out. Automation has greatly helped the industries and is
yet to find its application in the educational background. Considering this, we have
proposed a model which may help educational institutes automatize the process of
generating a question paper. We can train the model in such a way that the marks,
bloom’s level, and chapter classification of a particular question can be predicted
from the question as an input.
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1.1 Obtaining the Dataset

The data set consists of the set of questions from a textbook. The Bloom’s level,
chapter name, and the marks distribution is assigned according to each question and
appended to the database. The entry to each of the categories is done in the form
of a CSV file. This CSV file is read in the form of data-frames with the help of
Pandas Library in Python to make the manipulation of data easier. The snapshot of
the dataset is as shown in the below Figure.

1.2 Pattern of the Question Paper

The question paper to be set is of 200 marks, out of which the student is to attempt
questions for 100 marks. The question paper consists of 5 individual units of 40
marks each. The student has to attempt either one of the questions from each unit
which is 20 marks each. Each question also has a Bloom’s Level associated with it.
Our aim in building the question paper is to ensure that there are two questions in
each unit of twenty marks each and the Bloom’s Level is evenly distributed.

2 Related Work

In the paper cited in [1], a randomization technique was proposed to automatically
generate a question based on the questions fed to the system according to a particular
syllabus. The technique proposed here, which is a role-based model also takes care
that the questions are not repeated. The paper cited in [2] also uses a randomization
technique to generate sets of question papers, which are unique from each other.
This method ensures that the questions generated are not the ones as in a particular
question bank provided to students. A research cited in [3], used J2EE tools to
design an automated question paper management system. Separate management
modules were developed for the user, subject, and the classification of questions.
The algorithm used was efficient enough to identify the subject, question type, and
also the difficulty level. Some researches as cited in [4] also used fuzzy logic to
generate non-repetitive question paper that distributed questions evenly throughout
the chapters. Similarly, papers cited in [5] select questions based on the Blooms
Levels of Taxonomy. This model was developed based on genetic algorithms. In the
paper cited in [6], an adaptive technique was proposed for the generation of question
paper, but the drawback of this model was that it assumes the entry of questions made
in the database are error free. The question paper generator proposed in our research
is different from all the other researches in the sense that separate classificationmodel
was built using the bidirectional Long Short-Term Memory Networks for each of
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the attributes. The attributes taken into consideration for classification were chapter
name, marks categorization and Bloom’s Level of Taxonomy.

3 Techniques Used

The deep learning methodologies like Long Short-Term Memory Networks, Bidi-
rectional Long Short-Term Memory Networks have been used to classify the text
in the questions into slots such as the mark allotment to each question, unit-wise
markings and Bloom’s level of taxonomy. The following section gives a brief about
the working of each of these models to serve our cause.

3.1 Bidirectional Long Short-Term Memory Networks

Bidirectional LSTMs can extract the most out of an input sequence by running over
the input sequence both in the forward direction as well as in the backward direction.
The architecture is developed by creating another copy of the first recurrent layer
in the neural network so that there are two layers side-by-side. The next step is to
provide the input sequence as it is to the first layer and feeding an inverted copy to
the second duplicated layer. This approach is effectively used along side the Long
Short-Term Memory Networks. The bidirectional LSTM is as shown in Fig. 1.

3.2 Long Short-Term Memory Networks

Humans do not start to think from scratch every time they read some new article. As
a person reads an article, he or she reads every word based on the understandings of
the previous words. Our thoughts can retain the things of the past. A simple neural
network will not have the ability to do so. Recurrent neural networks can overcome
this shortcoming, due to the presence of a looping methodology in the hidden layers.

Long Short-Term Memory networks are a special kind of Recurrent Neural Net-
works, which have the capability of learning from previously computed output
results. In our problem where we predict the sequence of words that have to be
a part of the question, the whole idea here is that the sentence in our data frame is
a sequence of words which we may consider as a vector. The RNN that obtains the
vectors as input and considers the order of vectors to generate predictions. From the
embedding layer, the new representations will be passed to LSTM cells. These will
add recurrent connections to the network, so we can include information about the
sequence of words collected. Finally, the cells of the LSTM will go to the sigmoid
output layer. We use a sigmoid because we are trying to predict the final understand-
ing of the sentence. LSTMS have chain-like structure, the repeating module has a
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Fig. 1 The functioning of the bidirectional long short-term memory network

Fig. 2 First step in the LSTM

different structure. Instead of having a single neural network layer, there are four,
interacting in a very special way. The basic structure of the LSTM architecture is as
shown in Fig. 2.

In the first step, the LSTMmodel decides by a sigmoid layer, looks at a previously
computed hidden layer- h(t − 1) and the present output- x(t) and outputs a number
between 0 and 1 for each number in state C(t − 1). The value of ft can be found
using the equation below (Fig. 3).

ft � σ
(
W f

[
ht−1, xt + b f

])
(1)
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Fig. 3 Second step in LSTM

Fig. 4 Third step in LSTM

Second,we need to determine as towhat is going to be stored in the successive cell.
First, the sigmoid layer decides as to which values to update. Finally, the tanh layer
vectorizes the values to form the Ct1 values. The next step involves the combination
of the two layers. it and Ct1 can be found using the below equations (Figs. 4 and 5).

it � σ
(
Wi .

[
ht−1, xt

]
+ bi

)
(2)

Ct1 � tanh
(
Wc.

[
ht−1, xt

]
+ bc

)
(3)

In the next step, we update the old cell state C(t − 1) to new state C(t). In the
case of our model, this is where we drop the information of the old state and add new
information, as decided earlier. Here, Ct−1 is the previous old cell state.
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Fig. 5 Fourth step in LSTM

Ct1 � ft ∗ Ct−1 + it ∗ Ct (4)

Finally, we come up with the output that is the final information of a sentence. For
the model, it might want to output information relevant the outcome of the result.
The output ot can be found using the below equations.

ot � σ
(
Wo.

[
ht−1, xt

]
+ bo

)
(5)

ht � ot ∗ tanh (6)

3.3 Randomization Technique

3.3.1 Word Embeddings

Word Embeddings are used to represent two or more similar words with the same
meaning. For the purpose of training, a pretrained genism model on Wikipedia data
was used for converting words into vectors. Word Embeddings maps word to vectors
in a high-dimensional space. If learnt the right way, these word embeddings can learn
the semantic and the syntactic information of the words—i.e., similar words are close
together and dissimilar words are further apart. This can be learnt from large size
text files such as Wikipedia data. As an illustration, we have shown here the nearest
neighbors from the word embeddings space for some words. This embedding space
was learnt by themodel that we propose through the following research. The example
case of the word embeddings used is as shown in Table 1.
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Table 1 Training example of word embeddings

Sunday Training Robot Artificial intelligence Time

Wednesday Education Machine Knowledge engineering Schedule

Monday Building Automaton Neural net Times

Sunday Tuition Artificial Intelligence Machine learning Schedules

Monday Tune up Automation NLP Dinnertime

Friday Practice Gadget Information retrieval Ord

Saturday Schooling Android Tokenization f28

3.3.2 Building the Classification Model

Amany to one Long Short-Term memory network is used to classify a large number
of questions into three different categories as chapter number, marks allocated, and
Bloom’s Level of Taxonomy. However, the LSTM classifier can also be built for
attributes such as difficulty level. In this section, we go through how the classifier is
built for each of the attributes.

For the chapter classifier a many to one Long Short-Term Memory Network was
built such a way that the input layer is the sequence of words in question and the
target variable is the attributewe are trying to predict such as chapter number towhich
the question may belong to. The model is trained for a large corpus of questions by
allocating the chapter numbers, respectively. A feedback to the input layer is provided
when there is an error in the classification and the weights are updated accordingly.

Similarly, the classifier was built for the marks and Bloom’s Level attributes
considering the range of marks for each question and the different levels of Bloom’s
taxonomy as the target variables.

3.3.3 Randomization Algorithm

The classified questions were appended to the data set in the form of a CSV file. The
CSV file was converted to a data frame for further processing to be carried out so
that each of the classified questions can be written to a word file.

The pseudo-code for the randomization technique is as follows:

Step 1: Initializations:

• A dictionary with two sequences of marks that add up to a total of 20.
• A list with all the chapter numbers.
• A dictionary for matching Bloom’s Level of Taxonomy.
• A visited array to keep track of all the chapters taken into consideration for each
unit.

• Two lists for the two-alternate question sets in a unit.

Step 2: Chose a random sequence number from the dictionary.
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Step 3: For every value in the sequence, find the marks and Bloom’s Level in the
sequence. Also, select a random chapter number from the union set of chapter list
and the visited array.
Step 4: Match the chapter selected and the marks selected with that in the data frame
consisting of the classified chapters and the marks using a search technique.
Step 5: Append the chapter selected to the visited array and append the chapter name,
marks and the Bloom’s Level to the list initialized for the first alternate part of the
unit.
Step 6: Initialize another listwithout the current selection of the randomvalue chosen.
Repeat steps 1 through 5 for choosing the second alternate question in the unit.
Step 7: In a similar way, repeat the procedure for all the five units for which the
questions that must be set. Lastly, we append the lists to the word document to create
the final copy of the question paper.

4 Results

Using the Bidirectional Long Short-term Memory Networks, classifiers were built
for each of the attributes. The root mean square error method was used to find the
accuracy of the marks prediction model and the misclassification error for Bloom’s
Level and chapter number classification models.

The root mean square error is found by taking the root of the variance of the
predicted value of the classifier with that of the actual value of the classifier and the
misclassification error is calculated from the confusion matrix. The accuracy for the
models was found to be 82.4, 84.8, and 81.7%, respectively (Fig. 6).

The graph showing the comparison of the accuracies and errors of each model is
shown in the figure below. The inverse relation graph is also shown in Fig. 7.

Fig. 6 Comparison of
models
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Fig. 7 Graph of accuracy
versus probability
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in Wireless Sensor Networks: A Survey
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Abstract Wireless Sensor Network (WSN) is an extremely important tool for
closely monitoring, understanding and controlling application processes to the end
users. The main purpose behind installing the wireless sensor network is to make
real-time decisions based on data received from the sensor nodes. This data trans-
mission from sensor nodes to the base station is considered to be very complicated
because of the resources and communication capability constraints of various sensor
nodes and enormous amount of data is generated by WSNs. Real-time applications
in WSN like mission-critical monitoring, surveillance systems, etc., demands well-
timed and reliable delivery of data. For such applications, besides energy, Quality
of Services (QoS) routing, i.e., requirement of message delivery timeliness is also
one of the significant issues. Based on the type of application, it is essential to grant
different levels of QoS inWSNs. In this paper, QoS requirements for mission-critical
WSNs applications are highlighted and existingQoS-aware protocols to support such
applications are discussed with their boundaries in that domain.
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Fig. 1 Wireless sensor network

1 Introduction

The most important capability of WSN is to sense the environmental parameters
and communicate it between sensors nodes deployed in the broad area of atten-
tion. Grouping and installing huge number of sensor nodes in the interested area
in an unplanned or planned manner can do this. These nodes correspond mutually,
wirelessly in self-organized way after installation and send collected data to base sta-
tion as shown in Fig. 1. WSN have numerous applications areas [1–4]. Some major
applications are in agriculture, in wildlife monitoring, in military surveillance, for
industry control applications [5, 6], environmental sensing, and personal health con-
cern as well as for home security and automation, etc. In health care applications,
wireless devices are used for patient monitoring and personal health care. In remote
monitoring, the necessary requirement is that wireless systems can be used in place
of wired systems to reduce cost of wiring and to permit various types of measure-
ments. Remote monitoring also includes Environmental monitoring of water, soil
and air monitoring, Industrial machine monitoring, Structural monitoring for vari-
ous constructions, object tracking and in military. In all these applications, reliable
and real-time monitoring is the necessary requirement.

Because of constraints like limited power, bandwidth, memory, etc., in sensor
networks, energy efficiency of nodes turns out to be an important parameter for
designing an efficient data collection schemes for sensor networks. Major part of
the energy of the sensors is required for the data transmission in sensor network. As
sensor nodes life in WSN is based on energy remained in the node so, reducing the
energy utilization enlarge the network lifetime. With the emergence of critical, mul-
timedia and real-time (RT) applications, QoS is becoming a significant parameter in
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WSNs. So, in addition to conserving the overall network energy, QoS is also a key
measure to compute the overall network performance in RT delays sensitive WSN
applications [4–6]. As there is tradeoff between various application necessities such
as energy efficiency in addition to delaying performance, systems that grant real-
time services with guaranteed data delivery time, assured reliability and additional
required QoS-related parameters are essential in WSNs. Data transmission in such
critical applications demands both energy and QoS support for effective accessibility
of the collected measurements and efficient utilization of sensor resources. There-
fore, time-critical and reliable transmissions of collected data are twomost important
parameters QoS provisioning in WSNs. In this paper, research is performed in the
direction of concentrating on the issues in existing data transmission schemes con-
sidering the reliability and delay in time-critical WSN applications.

The entire paper is organized as given below. Section 2 discusses different chal-
lenges in providing QoS in sensor networks. Some QoS-aware MAC and routing
protocols are reviewed in Sect. 3. A comparative revision on some QoS protocols
based on few important parameters in context of WSNs is also done. Section 4 dis-
cusses some issues that need to attend to enhance the performance of WSNs. Last, in
Sect. 5, concluding observations in the literature are presented with some research
directions in critical WSN applications.

2 Quality of Service

2.1 QoS Challenges in WSNs

In WSNs, different layers demand different QoS requirements to get better system
throughput [2–4]. Different application areas demand different kinds of QoS related
to various layers. To conserve RT applications the following are the main challenges
related to QoS in WSNs (Fig. 2). Amongst lots of WSNs applications, with a range
of QoS requirements, the most challenging application can be found in real-time
WSNs [4–6].

• Resource constraints: Itmainly involves energy constraints, bandwidth constraints,
memory constraints, processing capability, and transmission power constraints.

• Node Deployment: Sensor nodes can be deployed randomly or in a pre-planned
manner.

• Topology changes: In WSN, topology rapidly changes in view of sensor node
mobility, link failures between nodes, faulty behavior of nodes or due to energy
reduction of nodes.

• Data Redundancy: Redundant data transmission in the network leads to network
congestion. To decrease the redundancy, we can make use of data aggregation
mechanisms [7].
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Fig. 2 QoS challenges in WSNs

Real-time traffic: In some critical applications like security inspection or natural
disastermonitoring, collected/senseddata should reach the target before its time limit.
So, such type of significant data must be handled by sufficient QoS mechanisms.

Critical applications like fire-monitoring, intruder-tracking, and medical care
are mostly used in real-time WSNs. All these applications include high needs of
bandwidth, delay guarantees and delivery time. When an application forwards data,
TCP/IP stack is used to transmit it from the source to the destination nodes. Every
layer of TCP/IP stack is associatedwith someQoS parameters. Figure 3 point upQoS
requirements for basic five layers of TCP/IP model such as application layer, trans-
port layer, network layer, medium access control (MAC) layer and physical layer. In
delay-protected RT applications inWSN,QoS guarantees can be considered as either
providing a deterministic time delay barrier or a probabilistic delay guarantee should
be provided. In deterministic approach, data arrived later than its deadline is of no use
or it can be considered as collapse of the system whereas in probabilistic approach,
some delay is acceptable. Hence, for supporting QoS in such applications WSNs,
either required probabilistic or deterministic time delay assurance. Also, based on the
research issues, QoS protocols are again classified as soft RT and hard RT protocols.
So, choosing the best QoS protocol to obtain better throughput based on the purpose
requirements is the most important concern mission-critical applications in WSN.
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2.2 Data Delivery Models in WSNs

Various data delivery models used in WSN that are utilized in special applications
are given in Fig. 4. Depending on QoS needs in different applications, three data
delivery model found in the literature are event driven, query-driven in addition to
continuous model [8, 9].

• Event-driven model: For applications like interactive, delay-intolerant, mission-
critical, event-driven model is used as these applications require detecting the
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events and as a result make the right decisions at the earliest. The accomplish-
ment of these applications based on the efficient event detection and delivery of
notification of that event to the end user.

• Query-driven model: This includes applications like query-specific delay lenient,
interactive and time-critical applications. Here queries can be forwarded as
required so as to minimize the energy usage. This model is alike to that of first
model. Only the difference is that in query driven the data is fetched by base station
whenever it is required whereas in the event-driven model, data is pressed to the
base station when desired event occurs. This data delivery model involves WSN
applications like environmental control or habitat monitoring.

• Continuous model: Sensor node sends the gathered data to the base station con-
tinuously at a particular time in the continuous model.

Applications requirements in all above three models are different. By making use
of these models we can include desired application-specific functionalities inWSNs.
The characteristics of the application requirements are depend on the following
factors shown in Fig. 4:

• Interactivity: Application can be either interactive or not.
• End-to-end: Application may need end-to-end management or not.
• Delay tolerance: Application may delay accepting or not.
• Criticality: Application may be time-critical or not.

3 Related Works

While expanding RT applications in WSN, resource constraints must be considered
in addition to reliability constraints to support desired performance at all time. In
recent years, many QoS-awareMAC and routing protocols were proposed forWSNs
[8–24]. Many of these protocol works for improving energy efficiency, considering
energy of sensor nodes as a significant resource. Besides, some additional challenges
also caused by time-critical applications where both energy proficient and QoS sup-
ported routing is required in order to utilize the sensors efficiently and accessing the
collected data successfully within time bounds. In QoS provisioning, MAC layer
should provide delay guarantee for getting access to channel whereas network layer
should provide the transmission time barrier. Figure 5 shows the classification of
various protocols in view of probabilistic or deterministic approaches.

In WSNs, main role of the MAC layer is to determine delay required for get-
ting access to the channel, channel utilization, and energy requirements. Data trans-
port, reliability, and delay are fundamental performance objectives inmission-critical
application scenarios [8]. Delay-aware MAC protocols like Sensor-MAC (S-MAC),
Timeout-MAC (T-MAC) Berkeley-MAC (B-MAC) [9–11], etc., only reduce delay
to offer best-effort services but RT assurance is not granted. An energy efficient and
low latencyMACprotocol (D-MAC) [12] and aDelay-BoundedMACProtocol (DB-
MAC) [13] are proposed for application-specific data gathering tree but are bounded
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Fig. 5 Classification of QoS protocols for WSN

to use in general topology and even if latency is reduced but precise RT guarantee is
not offered by these protocols. In 2006, TDMA-based MAC protocol PEDAMACS
[14] is proposed by Ergen, Varaiya to accomplish energy and delay effectiveness. It
provides hard RT guarantee but due to limitation of requirement of powerful AP it
cannot be used in variety of applications. IEEE 802.15.4 [15] protocol is developed
with guaranteed time slot (GTS) mechanism for managing time significant data to
provide explicit QoS guarantees and is still developing to support hard RT guarantee.

Even though,MAC layer provides RT guarantee, still without incorporating trans-
mission delay bound in the network layer packet deadline is hard to achieve. There-
fore, in real-time applications, routing protocols capable of providing delay assurance
are preferential. A Stateless Protocol for Real-Time Communication (SPEED) [16]
is a RT routing protocol proposed in 2003 to achieve flexible end-to-end time limit
guarantee by supporting a preferred speed in the network. A Multi-Path and Multi-
SPEED (MMSPEED) [17] protocol is an improved SPEED, which provides service
discrimination and data transmission delay guarantee in addition to data reliability.
By providing high link reliability MMSPEED meets both timeliness and reliabil-
ity requirements over SPEED. However, both in SPEED and MMSPEED energy
expenditure of the network was not considered. Some other protocols like Quality of
Service MAC (QoSMAC) [18] ensure reliability and transmission delay from source
to destination node. Priority-MAC protocol [25] was designed for handling time-
critical data transmission for industrialized wireless sensors and actuators network
by categorizing the traffic in four different classes depending on priorities consider-
ing 1 for highest and 4 for lowest priority and traffic in each of the class utilizes its
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committed scheme for medium access. Furthermore, In Dwarf [19] message delay
is reduced with increased reliability, whereas in WirelessHART [20], a wireless sen-
sor networking technology based on the Highway Addressable Remote Transducer
Protocol only delay from source to destination is promised without guaranteed reli-
ability. In further literature, a novel TDMA-based MAC protocol called Gin-MAC
[21] guarantees time delay as well as data delivery reliability in addition to efficient
energy utilization.

In 2009, author proposed a routing protocol [22] for WSNs, which enhances
the quality of service in real-time data delivery. This protocol improves throughput
of the system by reducing the packet deadline miss ratio and efficiency of energy
consumption by using energy balancing approach. In [23], author proposes a gateway
control protocol (H-NAMe) which uses grouping approach to avoid interference
between overlapping clusters and to eliminate collisions of hidden nodes in a single or
several clusters WSNs by using contention-based MAC protocols. Data aggregation
cross-layered design protocol Lump is proposed in 2010, which maintain QoS in
various applications by giving priorities to packets for distinguished services and
helps aggregation decisions [24]. It reduces overheads in network processing, and
thus suitable in many applications.

In 2011, author proposed energy efficient QoS routing protocol (EEQAR) [26]
to manage both the energy efficiency and QoS the requirement. EEQAR protocol
uses cellular topology scheme for clustering with reasonable energy consumption to
gain the enhanced performance. Also, QoS and network lifetime is highly improved
using EEQAR for multimedia sensor networks. Similar kind of protocol QoS and
Energy-Aware Multi-Path Routing (QEMPAR) [27] is proposed in the same era for
providing QoS requirements in RT applications in WSNs. As the protocol utilizes
four main parameters of QoS, end-to-end delay is optimized. Here author also high-
lighted some architectural and other operational challenges for managing the QoS
data transmission in sensor networks in addition to enhance energy efficiency of the
sensors. Single-hop hybrid cluster architecture is proposed in 2013, which includes
two kinds of nodes transmit-only nodes as well as standard nodes [28]. Here author
also proposed a framework forMAC layer protocol called RAREwith the purpose of
managing the one hop hybrid cluster efficiently and reliably in a self-structured fash-
ion in densely deployed area. This work brings reliable scheduling scheme using
transmit-only nodes as well as standard nodes. In direction to reduce the sensor
nodes required to perform various tasks, energy unconscious protocols may effect
in unequal expenditure of sensor energy by passing on irregular workloads to the
sensors. In this, heavily loaded sensors may create energy holes, which may result
in partitioning the network into incoherent parts. To overcome this trouble and to
enhance the network lifetime, in [29] author proposed two energy aware taskmanage-
ment protocols: wherein combination centralized and distributed protocols is used for
improving network lifetime using load balancing technique amongst sensor nodes.
Two stages are used in distributed approach to guess the maximum energy altogether
between them. These protocols improve the network lifetime by utilizing the sensor
nodes energy on event basis as well as controlling energy gaps between the sensor
nodes exist in identical region. Balancing the sensor nodes energy utilization with no
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change in effective density of the sensor network is the key benefit of this approach.
In [30], Joint Optimization of Lifetime and Transport Delay under Reliability con-
straint (BCMN/A) protocol also improves network lifetime and reduces network
delay by using energy as well as delay efficient data aggregation process both in
intra- as well as inter-cluster communication. A TDMA-based protocol (DGRAM)
that gives significant delay guarantee with desired energy efficiency is proposed in
[31]. This protocol is completely self-configuring protocol in which assignment of
slots is done with no control messages exchanging. As it does not provide significant
delay guarantee, it is not useful in a wide range of applications.

Thus, here some existing MAC and Network layer protocols in Wireless Sensor
Networks designed with intension of providing reliable and timeliness data trans-
mission are discussed. In addition, some cross-layer solutions invented for offering
QoS in WSNs are also discussed. We elaborated on some of the existing approaches
with special focus on the techniques used to boost the network performance of delay-
bounded applications considering reliability, delay, energy efficiency, type of service
as specific QoS parameter in order to find the technical issues for providing energy
efficient, QoS guarantee in WSN. Table 1 summarizes some QoS features provided
by various existing data transmission techniques in WSNs.

4 Research Directions

Efficient collection of data fromvarious sensors installed in the field and transmission
of the accumulated data to the respective base station is the important responsibil-
ities of the sensor nodes. The major challenge here is to conserve the sensor node
energy to maximize their existence, which leads to enhance the network lifetime. It
is a most important and considerable factor in efficient data collecting schemes in
favor of wireless sensor networks. In addition, QoS is the most important issue in
time-critical applications in WSNs. Reliability along with timeliness is the signifi-
cant parameter to be concern in providing QoS in such applications [32–34]. Data
redundancy concept can be used to accomplish Reliability. But, it will affect timeli-
ness factor as it introduces delay in transmission. So, optimum techniques should be
launched which will take care of both parameters reliability and timeliness in QoS
provisioning. Presently, only some protocols deal with the dual purpose of attaining
delay and reliability bounds metrics, but only some of the proposed protocols can
preserve time-critical applications. Hence, it is essential to develop event based reli-
able data transmission methods to support time-critical applications within sensor
network domain which gives optimal performance considering QoS guarantee in
terms of delay bound and reliability. So, while designing a QoS scheme, researchers
must focus on event-based reliable transmission techniques to guarantee the delivery
of crucial data in timely as well as reliable manner which gives optimal performance
considering delay and reliability bearing in mind the growing needs of various time-
critical application domains.
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Table 1 Comparison of various QoS protocols in WSN

Protocol name Type Reliability Delay Energy RT type Issues

S-MAC,
T-MAC,
B-MAC

CSMA/CA-
based
MAC

Not
assured

Decrease
node-to-
node
delay

Duty
cycling

Best effort No
real-time
data
delivery
guarantee

D-MAC,
DB-MAC

CSMA/CA-
based
MAC

Not
assured

Decrease
overall
end-to-
end
delay

Duty
cycling

Best effort No delay
guarantee

QoSMAC TDMA-
based
MAC +
Routing

Yes (Node
level)

Yes (Node
level)

Duty
cycling

Soft RT No end-
to-end
delay
guarantee

Dual Mode
MAC

TDMA-
based
MAC

Yes (End
level)

Yes (End
level)

Not con-
sidered

Hard RT Only
applicable
when load
is low

PEDAMACS TDMA-
based
MAC

Not
assured

Yes (End
level)

Duty
cycling

Hard RT Requires
high
power AP,
low
scalability

IEEE802.15.4 Slotted
CSMA/CA

Yes (End
level)

Yes (End
level)

Moderate Best
effort/Hard
RT

Need to
improve
reliability

Gin-MAC TDMA-
based
MAC

Yes (End
level)

Yes (End
level)

Duty
cycling

Hard RT Low
scalability

Priority-MAC MAC Increases
(End
level)

Decreases
(End
level)

Yes Soft RT No
collision
avoidance

SPEED MAC +
Routing

Soft (End
level)

Soft (End
level)

No Soft RT Energy
metric not
consid-
ered

MMSPEED MAC +
Routing

Probabilistic
(End
level)

Probabilistic
(End
level)

No Soft RT Energy
metric not
consid-
ered

Dwarf MAC +
Routing

Increase
(End
level)

Decrease
(End
level)

Duty
cycling

Soft RT More
focus on
reliability
than delay
parameter

(continued)
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Table 1 (continued)

Protocol name Type Reliability Delay Energy RT type Issues

WirelessHART TDMA/
FDMA
MAC +
Routing

Increase
(End
level)

Guarantees
(End
level)

Duty
cycling

Soft RT More
communi-
cation
overhead

SchedEx TDMA-
based
MAC

Guarantees
(End
level)

Decreases
(End
level)

Duty
cycling

Soft RT Guaranteeing
reliability
bounds
effects
latency
bounds

RPAR Routing Increase
(End
level)

Decreases
(End
level)

Yes Soft RT No end-
to-end
delay &
reliability
guarantee

DEGRAM TDMA-
based
MAC +
Routing

No Guarantees
(End
level)

Yes Soft RT No end to
end
reliability
guarantee

BCMN/A Routing Overall
Network
increase

Overall
Network
delay
decreases

Yes Soft RT Channel
access
delay not
consid-
ered

EA-QoS Routing Moderate
increase

Guarantees
(End
level)

Yes Soft RT Channel
access
delay not
consid-
ered

QEMPAR Routing No Increase
in latency

Yes Soft RT Throughput
affect due
to
increased
latency

Ergen Routing No Guarantees
(End
level)

Yes Hard RT Channel
access
delay not
consid-
ered
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5 Conclusion

The time-critical application inWSNposes several challenges in concernwith timely
and reliable delivery of data collected at sensor nodes to the base station. This paper
discusses the existing QoS provisioning data transmission techniques in WSNs with
different requirements and necessity for different approaches. This paper has dis-
cussed the requirements; challenges for sustaining QoS in WSNs. Current develop-
ments discussed in the paper indicate that there are still many issues and challenges
that need to attend.Considering the various application domains, in addition to energy
QoS is also themain concern for successful implementation ofWSNs. So, for assured
and reliable event awareness in the network is the major requirement of many delay
constraint and mission-critical WSN applications. To address this problem, it is nec-
essary to discover most efficient solution in WSNs scheme, which gives reliability,
and timeliness in delay sensitive applications, in WSNs. Thus, it looked for research
overcome both end-to-end level reliability and delay limitations in real-time systems
in WSNs.
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Impact of Shuffler Design Pattern
on Software Quality

G. Priyalakshmi, R. Nadarajan, Joseph W. Yoder, S. Arthi and G. Jayashree

Abstract Modern software has become intricate and versatile due to the world-
wide growth of new software technologies. In this regard, the evolution of soft-
ware quality metrics to support software maintainability is studied. The impact of
the Shuffler design pattern on software quality metrics is evaluated in this paper.
The Shuffler design pattern provides an efficient design approach for shuffling. The
pattern helps to choose generic shuffling alternatives that make the client program
loosely coupled, and thus attaining high reusability. A few software quality met-
rics, which has a higher influence on software reusability and maintainability, are
experimented on three gaming applications like Jigsaw, Poker, and Scramble. These
gaming applications are redesigned using Shuffler design pattern and a combination
of other patterns. The three software quality metrics, which show improvement on
the redesigned applications, are McCabe Cyclomatic Complexity, Lack of Cohesion
of Methods and Specialization Index. The authors also have tested the pattern with
a reusability metrics suite, which measures the reusability of the black-box compo-
nents of the aforementioned applications without any source code. The results with
high cohesive and low coupling values would help software designers in the industry
to be more confident in using the Shuffler pattern along with other design patterns.
The interdependence of the three software metrics on the software quality attributes
is finally tabulated to show their impact on software quality.

1 Introduction

Design patterns represent solutions that have emerged and matured over time. Pat-
terns solve particular design problems and make object-oriented designs more flexi-
ble, refined, and ultimately reusable. They assist designers to reuse successful designs
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by depending upon new designs on prior experience. A software designer who is
acquainted with such patterns can put them into effect to design problems directly
without ascertaining them [1]. According to ISO 9126, software must be portable,
completely functional, reliable, usable, efficient, andmaintainable. Each quality sub-
attribute (low-level quality attributes, such as complexity, cohesion, etc.), can be
assessed by a set of metrics that can be used as indicators for the score of a system
with respect to the corresponding high-level quality attribute.

Apostolos, Sofia, and Ioannis have presented an extensive survey of 120 papers
to impart an overview of GOF pattern research [2]. They have accounted that, the
most prominent research field is the impact of patterns on software quality attributes.
Finally, they have formally stated that the reported research on the effect of patterns on
software quality attributes is controversial, since some studies identify one pattern’s
effect as beneficial whereas others report the same pattern’s effect as harmful. Hence,
thiswork attempts to narrow these gaps by investigating the effect of applyingpatterns
on software quality attributes and providing an empirical study.

Shuffler design pattern creates a design technique from existing solutions that
make them available to software developers [3]. Shuffle is a method that refers to
jumbling or interchanging the positions of objects. Online games like Jigsaw puzzle,
Sudoku, Poker, Jumbled word games, etc., more commonly use the shuffling design
solution. In music applications, shuffling refers to the capability to randomize the
order of the songs in a playlist. Thus, shuffling has an immense number ofwell-known
uses in the software industry. The other real-time practical applications are shuffling
questions and choices in quiz apps or online tests, image shuffling in games, shuffling
wallpapers in desktops or mobiles, shuffling characters in password generators, etc.

The research work proposed by the authors is to measure quantitatively the impact
of Shuffler design pattern on open source gaming applications. An Eclipse plug-in
called Metrics calculates 22 metrics for these applications. Out of 22 metrics, three
of them showed a significant improvement, when the Shuffler design pattern was
applied. Table 3 provides a brief description of a few of the metrics. In addition, few
coupling metrics listed in Table 4, were used to study the impact of Shuffler pattern
on the software quality of the above mentioned open source systems. A comparative
analysis of the open source applications for each of the significant metrics yields
better results.

To emphasize the proposed work, the authors also consider reusability met-
rics for software components. The metrics studied were EMI (Existence of Meta-
Information), RCO (Rate of Component Observability), RCC (Rate of Component
Customizability), SCCr (Self-Completeness of Component’s Return Value), SCCp
(Self-Completeness of Component’s Parameter), for computing the existence of
meta-information, observability, customizability, and external dependency of soft-
ware components without source code [4]. Thesemetrics were applied to the applica-
tions Poker, Jigsaw, and Scramble. The Poker gaming application after redesigning
using Shuffler design pattern had greater flexibility in the metrics EMI and SCCp.
When applied to Scramble game, it showed similar values for all the metrics except
EMI, indicating minimal impact of Shuffler design pattern on this application. When
the Jigsaw system was measured with the same metrics, except for the RCC and
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SCCp, all other metrics showed improved values when compared to the same mod-
ule designed without Shuffler design pattern.

A decision table, showing the interdependence between software quality mea-
sures and object-oriented metrics, coupling metrics, and reusability metrics for com-
ponents, was reconstructed. This could be very effective for software practitioners to
interpret the direct impact of design patterns on software quality. Finally, the study
was extended with the impact of Shuffler design pattern coupled with Singleton [5]
and a similar analysis was done on Poker and Scramble projects. The effect of Shuf-
fler and Prototype coupled was measured on the Scramble project, and the results
were tabulated.

2 Related Work

There has been a booming involvement in the adoption of design patterns, since
their initiation in 1995 by Gamma et al. [1]. In this section, some lines of work
which performs a study of the impact of design patterns on quality attributes are
presented. Lange and Nakamura proved [6] that patterns help in inspection of a
software program thus increasing its understandability. However, this study was
limited to a single quality attribute and to a few subset of patterns. Foutse and Yann
hypothesized [7] that though object-oriented best practices help producing systems
with good quality; it is surprising that their adoption seems to decrease quality. The
negative evaluations may be just an a priori on the pattern because their respondents
considered the pattern not suitable. Also, their evaluation may not reflect the real
impact of the implementation of the pattern on quality. In addition, they inferred
that the consequences for some design patterns cannot be justified, thus calling for
further studies on the impact of these principles on quality.

Bansiya and Davis [8] evaluated high-level quality features in designs of object-
oriented software systems. The hierarchical QMOODmodel, which the authors pro-
posed, relates various characteristics like cohesion, coupling, encapsulation, modu-
larity, etc. to high-level quality attributes using experimental and informal informa-
tion. The authors have examined qualities like understandability, reusability, flexibil-
ity, etc. The model also provides a unique feature to include different relationships
and weights. Hence, it delivers a practical quality assessment tool compliant to a
variety of needs. Wendorff [9] warned developers of commercial products that the
magnitude of problems in maintenance phase is proportional to the unconstrained
use of patterns. The intention of this paper is not to condemn the idea of patterns;
instead, it is motivated by the remark that the improper application of patterns can
possibly go wrong. The paper identified two categories of inappropriately applied
patterns: first, patterns that were simply misused by software developers who had not
understood the rationale behind the patterns; second, patterns that do not match the
project’s requirements. There are many more studies which include deep learning
and theoretical evaluation of the design patterns. This led to the hypothesis of vari-
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Table 1 Survey on existing work with their limitations

References Authors Content Limitations

[1] Erich Gamma, Richard
Helm, Ralph Johnson,
John Vlissides

Introduction to
object-oriented design.
Applications,
advantages,
disadvantages of
design patterns

[7] Foutse Khomh,
Yann-Gael Gueheneuc

Object-oriented
practices help
producing systems with
good quality

The outcome of their
research could not be
justified for some
design patterns

[6] D. B. Lange, Y.
Nakamura

Demonstration of
design patterns that
serve as a guide in
program exploration

Limited to a single
quality attribute.
Limited to certain
patterns

[8] Jagdish Bansiya, Carl
G. Davis

Proposed a hierarchical
QMOOD model to
assess design with
abstract quality
characteristics

[9] Peter Wendorff In many commercial
softwares, the increase
in maintenance issues
is a result of
uncontrolled use of
patterns

[14] Ronald Jabangwe,
Jürgen Börstler, Darja
Šmite, Claes Wohlin

Analysis of the
association between
design measures and
quality attributes not
related to source code
was done and the
stability of the
relationship was
evaluated across other
studies

Can expand types of
external attributes that
were explored

[2] Apostolos
Ampatzoglou, Sofia
Charalampidou,
Ioannis Stamelos

A survey of existing
work in the field of
GoF patterns is done by
a mapping review of
120 basic researches

Investigation of the
impact of patterns on
design quality using
other empirical
methods or theoretical
methods

ous models and theories for assessing the design patterns and analyzing their impact.
Table 1 shows a consolidated list of few studies and their limitations.

Object-oriented environments are evaluated using various metrics. These metrics
are developed as user-friendly tools in various programming languages like Object
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Pascal, Java and C++. A survey of few of these tools and the metrics evaluated by
them are provided in Table 2.

3 Object-Oriented Metrics

The object-oriented metrics are used to measure, foresee and enhance the quality
of software products. There are various metrics that are used in different phases
of project management, but this paper focuses on object-oriented design metrics.
Object-oriented design metrics are classified by Archer into coupling level, inheri-
tance level, class level, and method level. This study focuses on the object-oriented
metrics tabulated in Table 3.

McCabe Cyclomatic Complexity counts the number of flows through a piece of
code. Each time a branch occurs (if, for, while, do, case, catch, ?: ternary operator,
as well as the && and || conditional logic operators in expressions) this metric is
incremented by one. It is calculated for methods only. If a method has more than 10
different loops, break the method to reduce McCabe Cyclomatic Complexity. For a
project, McCabe Cyclomatic Complexity must be less. The complexityM is defined
as

M � E − N + 2P (1)

where

E the number of edges in the graph.
N the number of nodes in the graph.
P the number of connected components

Lack ofCohesion ofmethods (LCOM) is ameasure for the cohesiveness of a class.
It is calculated using Henderson-Sellers method. If m(A) is the number of functions
retrieving an attribute A, compute the average of m(A) for all attributes From the
mean, subtract the number of functions, m and divide the resultant expression by
(1 − m). A small value signifies a cohesive class and a value almost nearer to 1
implies a lack of cohesion. A high LCOM value means low cohesion [10]. A class
with high cohesion might show a better design if split into a number of subclasses
[11]. Take each pair of methods in the class. If they access disjoint sets of instance
variables, increase P by one. If they share at least one variable access, increase Q by
one. LCOM is computed as

LCOM � P−Q (if P > Q) (2)

LCOM � 0 (otherwise) (3)
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Table 2 Software tools with the metrics they measure

S. No. Tools Metrics measured

1 Eclipse metrics plug-in [15] Cyclomatic complexity

Coupling

Specialization index

Depth of inheritance tree

Abstractness

Instability

Normalized distance

2 Analyst4j [16] Cyclomatic complexity

Halstead Effort

3 CCCC [17] McCabe’s Complexity

Chidamber & Kemerer metrics

Henry & Kafura metrics

4 Chidamber & Kemerer Java
metrics [18]

Afferent coupling

Number of public methods

Depth of inheritance tree

Response for a class

5 Dependency Finder [19] Static classes per group

Single lines of code

Inner classes per group

6 Testwell CMT Java [20] McCabe’s Cyclomatic number

Depth of control structure nesting

Maintainability index

Halstead metrics

7 Resource standard metrics
[21]

Cyclomatic complexity

Overall complexity

LOC/SLOC

8 CodePro AnalytiX [22] Comments ratio

Efferent coupling

Block depth

Cyclomatic complexity

9 Java Source Code Metrics
[23]

Cyclomatic complexity

Depth of Inheritance tree

10 JDepend [24] Coupling

Abstractness

Instability

(continued)
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Table 2 (continued)

S. No. Tools Metrics measured

Package dependency cycle

11 JHawk [25] Average cyclomatic complexity

Maintainability index

Cumulative Halstead effort

Cumulative Halstead Bugs

12 jMetra [26] Lines of code

Method tallies

13 JMetric [27] OO metrics

14 Krakatau Metrics [28] Line counting metrics

Complexity metrics

Halstead metrics

15 Refactorit [29] Weighted method per class

Lines of code

Depth of Inheritance tree

16 SonarJ [30] Cyclic dependencies

17 OOMeter [31] Ratio of cohesive inheritance

Coupling between objects

Tight class cohesion

Loose class cohesion

18 SemmleCode [32] Number of lines of code

19 Understand [33] Average complexity

Average line code

Average line blank

20 VizzAnalyzer [34] Class complexity

LCOM � 0 indicates a cohesive class. LCOM > 0 indicates that the class needs
or can be split into two or more classes since its variables belong to disjoint sets.
Classes with a high LCOM are fault-prone.

The specialization index is defined as in Eq. 4. This is a class level metric.

Specialization Index � (NORM ∗ DIT)/NOM (4)

To maintain high-quality software, developers need to aim for a low-coupled
and highly cohesive design. The coupling and cohesion metrics are computed by
dealing with a number of associations proposed by various authors doing research.
Coupling metrics are influenced by acyclic dependencies, stable dependencies, and
stable abstractions. The authors have also considered the impact of Shuffler pattern
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Table 3 Object-oriented metrics with their interpretations

Object-oriented metrics Interpretation

Number of children Total number of direct subclasses of a class

Number of interfaces Total number of interfaces in the selected scope

Depth of Inheritance Tree (DIT) Distance from class Object in the inheritance
hierarchy

Number of Overridden Methods (NORM) Total number of methods in the selected scope
that are overridden from an ancestor class

Number of Methods (NOM) Total number of methods defined in the selected
scope

Number of fields Total number of fields defined in the selected
scope

Lines of code TLOC: Total lines of code that will count
non-blank and non-comment lines in a
compilation unit

MLOC: Method lines of code will count and
sum non-blank and non-comment lines inside
method bodies

Specialization index It is defined as NORM * DIT/NOM. This is a
class level metric

McCabe Cyclomatic Complexity Counts the number of flows through a piece of
code. Calculated for methods only

Weighted Methods per Class (WMC) Sum of the McCabe Cyclomatic Complexity for
all methods in a class

Lack of Cohesion of Methods (LCOM) A measure for the cohesiveness of a class

Table 4 Coupling metrics with their meaning

Coupling metrics Interpretation

Afferent coupling (Ca) The number of classes outside a package
that depends on classes inside the package

Efferent coupling (Ce) The number of classes inside a package that
depends on classes outside the package

Instability (I) Ce/(Ca + Ce)

Abstractness (A) The number of abstract classes and
interfaces, divided by the total number of
types in a package

Normalized distance from main sequence (Dn) | A + I – 1 |, this number should be small,
close to zero for good packaging design

on coupling metrics. The coupling metrics which are used in this work are elaborated
in Table 4.
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4 Reusability Metrics for Components

Reusability is one of the key features of well-designed object-oriented software. In
order to evaluate the software reusability, Component-based Development (CBD)
is carried out. CBD is a software development method to state, execute and consti-
tute loosely coupled individualistic components into software. CBD is characterized
by two activities: development of components for reuse, and development of soft-
ware systems with reuse of components [12]. As discussed, the various reusability
metrics include EMI, RCO, RCC, SCCr, and SCCp. For each of the gaming appli-
cations redesigned using the Shuffler design pattern, the components are evaluated
for reusability based on the above-mentioned metrics as shown in Figs. 4, 5 and 6.
It can be inferred from the analysis that there is a positive impact on reusability of
the redesigned software components.

Reusability metrics such as EMI, RCO, RCC, SCCr, and SCCp [4] are applied on
the above mentioned gaming software Poker, Scramble, and Jigsaw. EMI measures
howmuch the users of the target component can understand its usage. RCO indicates
the component’s degree of observability and understandability. RCC indicates the
component’s degree of customizability and adaptability. Thus, RCO is the ratio of
readable fields to all the fields declared and defined within the target class in the
component. This metric signifies that a large value of readability would assist the
user to comprehend the working of a component from an external environment.
Similarly, RCC is the ratio of writable fields to all the fields declared and defined
within the target class in the component. High value of RCC metric stipulates higher
customizability of the component as per the demand of the user, thus causing inflated
adaptability. SCCr is the ratio of business functions with no return to all the business
functions defined within a component. SCCp is the ratio of business functions with
no parameters to all the business functions defined within a component.

5 Results

This section of the paper presents the results of the assessment, according to two
perspectives. The first section presents the analysis of metrics on applications with
only Shuffler pattern. The second part provides the research outcomes with applica-
tions redesigned with both Shuffler pattern and the related patterns, Singleton and
Prototype.

5.1 Analysis of Metrics—Shuffler Pattern

The games such as Poker, Jigsaw puzzle, and Scramble were redesigned and imple-
mentedwith Shuffler design pattern. The quality of these software projects is assessed
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using an Eclipse Plug-in for Object-Oriented Metrics, named Metrics. The impact
of Shuffler Design Pattern on the above-mentioned projects are recorded below.

Poker is a gambling card game in which the dealer distributes the shuffled cards to
the players. This game is designed using object-oriented paradigm and implemented
in Java. The same game is rejuvenated using Shuffler Design Pattern and analyzed
using Metrics. The assessment of various object-oriented metrics for the project
before and after Shuffler Design Pattern are shown in Table 5. The improved metrics
are highlighted.

Jigsaw Puzzle is a tiling puzzle game that displays shuffled pieces of an image.
Scramble is a word game that jumbles the letters of a word. The results of similar
metric analysis on Jigsaw Puzzle and Scramble are tabulated in Tables 6 and 7,
respectively.

Table 5 Object-oriented metrics for Poker

Metrics Original Design Redesign

Total Mean Std.
Dev.

Total Mean Std.
Dev.

Number of overridden methods 8 1 0.707 9 0.9 0.7

Number of attributes 26 3.25 4.918 26 2.6 4.587

Number of children 0 0 0 1 0.1 0.4

Number of classes 8 8 0 10 10 0

Method lines of code 326 5.094 8.148 331 4.868 7.959

Number of methods 64 8 3.969 68 6.8 4.285

Nested block depth 1.484 0.77 1.456 0.756

Depth of inheritance tree 1.75 0.968 1.7 0.9

Afferent coupling 0 0 0 0

Number of interfaces 0 0 0 0 0 0

McCabe Cyclomatic Complexity 2.125 2.684 2.059 2.617

Total lines of code 506 524

Instability 1 0 1 0

Number of parameters 0.156 0.404 0.206 0.439

Lack of cohesion of methods 0.292 0.321 0.234 0.31

Efferent coupling 3 0 3 0

Number of static methods 0 0 0 0 0 0

Normalized distance 0 0 0 0

Abstractness 0 0 0 0

Specialization index 0.258 0.324 0.306 0.378

Weighted methods per class 136 17 17.183 140 14 16.498

Number of static attributes 0 0 0 0 0 0
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Table 6 Object-oriented metrics for Jigsaw puzzle

Metrics Original Design Redesign

Total Mean Std.
Dev.

Total Mean Std.
Dev.

Number of overridden methods 0 0 0 2 0.4 0.8

Number of attributes 11 3.667 4.497 11 2.2 3.919

Number of children 0 0 0 1 0.2 0.4

Number of classes 3 3 0 5 5 0

Method lines of code 125 7.812 13.749 130 6.5 12.808

Number of methods 14 4.667 1.247 18 3.6 1.625

Nested block depth 1.438 0.788 1.35 0.726

Depth of inheritance tree 4.667 1.886 3.4 2.154

Afferent coupling 0 0 0 0

Number of interfaces 0 0 0 0 0 0

McCabe Cyclomatic Complexity 1.688 1.685 1.55 1.532

Total lines of code 232 251

Instability 1 0 1 0

Number of parameters 0.75 1.09 0.8 0.98

Lack of cohesion of methods 0.267 0.377 0.16 0.32

Efferent coupling 0 0 0 0

Number of static methods 2 0.667 0.943 2 0.4 0.8

Normalized distance 0 0 0 0

Abstractness 0 0 0 0

Specialization index 0 0 0.4 0.8

Weighted methods per class 27 9 4.32 31 6.2 4.792

Number of static attributes 0 0 0 0 0 0

The NOM metric in each class of redesigned Scramble project is depicted in
Table 8 for clarification. The total number of methods in that project is 6 since there
are 2methods inWordShuffler.java file, 2methods inWord.java file and 2 in Scramble
Shuffler.java. The number of files and the number of methods in that project are 4 and
6, respectively. The average number of methods in the package ScrambleWithPattern
is 6/4, which is 1.5. The standard deviation is 0.886 from the mean.

The three highlighted metrics from the above tables has been plotted in the bar
graphs. Figures 1, 2 and 3 represents the changes inMcCabeCyclomatic Complexity,
Lack ofCohesion ofmethods andSpecialization Index, respectively, for all the above-
mentioned projects.

According to the CBD model [4], the measurement values of all five metrics are
always normalized to a number between 0 and 1. The confidence co-efficient of
the confidence interval of each metric is 95%. The metric quality is believed to be



376 G. Priyalakshmi et al.

Table 7 Object-oriented metrics for Scramble

Metrics Original Design Redesign

Total Mean Std.
Dev.

Total Mean Std.
Dev.

Number of overridden methods 0 0 0 2 0.5 0.866

Number of attributes 1 0.5 0.5 1 0.25 0.433

Number of children 0 0 0 1 0.25 0.433

Number of classes 2 2 0 4 4 0

Method lines of code 12 4 2.16 17 2.429 2.129

Number of methods 2 1 1 6 1.5 0.866

Nested block depth 1.333 0.471 1.143 0.35

Depth of inheritance tree 1 0 1.25 0.433

Afferent coupling 0 0 0 0

Number of interfaces 0 0 0 0 0 0

McCabe Cyclomatic Complexity 1.333 0.471 1.143 0.35

Total lines of code 35 53

Instability 1 0 1 0

Number of parameters 0.667 0.471 0.857 0.35

Lack of cohesion of methods 0 0 0 0

Efferent coupling 0 0 0 0

Number of static methods 1 0.5 0.5 1 0.25 0.433

Normalized distance 0 0 0 0

Abstractness 0 0 0 0

Specialization index 0 0 0.5 0.866

Weighted methods per class 4 2 0 8 2 0

Number of static attributes 0 0 0 0 0 0

enormous, if the metric value M is in a confidence interval [LLM, ULM], where
LLM is the lower confidence limit and ULM is the upper confidence limit.

Figure 4 shows the measurement of component-based metrics for Poker module.
Out of the five metrics, EMI and SCCp are within the 95% confidence interval, thus
the quality factor corresponding to these metrics is suitably high. The remaining
metrics RCO,RCCandSCCr illustrate lessermeasures in their corresponding quality
factors.

The five metrics applied to the Scramble module redesigned using Shuffler design
pattern are shown in Fig. 5. The Scramble software shows higher values only in the
metric EMI. The quality factors corresponding to RCO, RCC, SCCr and SCCp
metrics show lowered measures.

The measurement of metrics for Jigsaw module is shown in Fig. 6. Out of the
five metrics, EMI, RCO and SCCr are within the 95% confidence interval, thus the
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Table 8 NOM metric for scramble

Number of Methods
(avg/max per type)

6 1.5 0.866 2 /ScrambleWithPattern/src/Scramble
WithPattern/WordShuffler.java

src 6 1.5 0.866 2 /ScrambleWithPattern/src/Scramble
WithPattern/WordShuffler.java

ScrambleWithPattern 6 1.5 0.866 2 /ScrambleWithPatternAro/Scramble
WithPattern/WordShuffler.java

WordShuffler.java 2 2 0 2 /ScrambleWithPattern/src/Scramble
WithPattemMordShuffler.java

Word Shuffler 2

Word.java 2 2 0 2 /ScrambleWithPattern/src/Scramble
WithPattern/Word.java

Word 2

SorambleShuffler.java 2 2 0 2 /ScrambleWithPattern/5ro/Scramble
WithPattern/ScrambleShuffler.java

ScrambleShuffler 2

WordPrintjava 0 0 0 0 /ScrambleWithPattern/src/Scramble
WithPattern/WordPrint.java

WordPrint 0

Fig. 1 Comparison of McCabe Cyclomatic complexity metric before and after the Shuffler pattern
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Fig. 2 Comparison of Lack of Cohesion of Methods Metric before and after the Shuffler pattern

Fig. 3 Comparison of specialization index metric before and after the Shuffler pattern

quality factor corresponding to these metrics is suitably high. The remaining metrics
RCC and SCCp illustrate lesser measures in their corresponding quality factors.

In order to obtain a clear understanding of how various object-oriented metrics
impact the software quality, various software quality measures are assessed against
the object-oriented metrics and are tabulated in Table 9. The impact of McCabe
Cyclomatic Complexity, Lack of Cohesion of Methods, Specialization Index on var-
ious software quality attributes are shown in the table. All the metrics have an impact
on maintainability, understandability, and reliability of the software. Lack of Cohe-
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Card Shuffler Deck

Deck()
Shuffler()    : void
Draw()        : void
Equals(Deck) : boolean 
getDeck() : Arraylist
toString()  : String

EMI(Deck) = 1
RCI(Deck) = 1
RCC(Deck) = 0

SCCr(Deck) = 0.25
SCCp(Deck) = 0.75

Poker Shuffler

deck : ArrayList

Fig. 4 Component based metrics for Poker

Word Shuffler Word 

Word()
Scramble(List)  : List

EMI (Word)    =   1
RCI (Word)     =   0
RCC(Word)     =   0
SCCr (Word)   =  0
SCCp (Word)  =  0

Scramble Shuffler

Generator: Random

Fig. 5 Component based metrics for scramble

sion of Methods impacts most attributes. The table depicting the fourteen software
quality attributes and three design metrics is tabulated to infer the dependency of
high-level quality attributes and low-level design metrics. The decision table entries
for Cyclomatic Complexity are completed from the observations in the hierarchical
model [8]. Similarly, from the comparisons and analyses in various research studies
[4, 6, 8, 13], the other table entries are filled. It is evident from the table that the
assessed object-oriented metrics do have a positive impact on the reusability of the
software and other software quality attributes.

The paper interprets that McCabe Complexity influences software quality 42%
and Specialization index has 50% impact on quality. The Lack of Cohesion of Meth-
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Puzzle Shuffler
PuzzleEx

PuzzleEx()
initUI()  : void
getNewHeight(int,int) : int
loadImage() : BufferedImage
resizeImage(BufferedImage,int,int,int) : BufferedImage 

EMI (PuzzleEx)    =   1
RCI (PuzzleEx)     =   0.3
RCC(PuzzleEx)     =   0
SCCr (PuzzleEx)   =  1
SCCp (PuzzleEx)  =  1

Jigsaw Shuffler

panel: JPanel     source : BufferedImage
height : int         solution : ArrayList[] 
img : Image        button : Button
width : int           button : ArrayList  
widefix : int         resize:BufferedImage 

Fig. 6 Component based metrics for Jigsaw

Table 9 Decision table showing the interdependence between software quality measures and
object-oriented metrics

McCabe Cyclomatic
Complexity

Lack of cohesion of
methods

Specialization index

Expandability No Yes No

Reusability No Yes Yes

Flexibility Yes Yes No

Modularity Yes Yes No

Generality No No No

Scalability No No No

Robustness No No No

Stability No Yes Yes

Adaptability No No Yes

Maintainability Yes Yes Yes

Reliability Yes Yes Yes

Simplicity Yes No No

Learnability No Yes Yes

Understandability Yes Yes Yes
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ods has the maximum hit of 64%. On the other hand, the study concludes that
Maintainability, Reliability, and Understandability are the qualities, which are highly
influenced by the Shuffler design pattern. The other quality features may or may not
show improvement with Shuffler pattern.

5.2 Analysis of Metrics—Shuffler Combined with Related
Patterns

Acombination of various related design patternswere applied to the existing projects.
Along with the Shuffler design pattern, Singleton pattern was applied to Jigsaw
project and the impact was measured by the Eclipse plug-in Metrics and the results
are provided in Table 10. There was no significant impact of the combined patterns
when compared to that of the project implementation with only Shuffler pattern. The
Shuffler pattern was combined with Singleton pattern and the results are tabulated
in Table 11. The results were similar to the results in Table 7 with no significant
improvement in any of the metrics. It was also observed that it had negative impact
when the Scramble project was implemented with Prototype design pattern. This
impact is evident from the highlighted metrics in Table 12.

6 Conclusion

The most vital state of the art research on design patterns is; the impact of design
patterns on quality features of a software. This paper aims at emphasizing the effect
of pattern application on quality attributes. The first research effort made by the
authors in the direction of design patterns was the identification of Shuffler design
pattern and more importantly its known uses. After a thorough literature survey on
papers related to GOF design patterns, the impact of Shuffler pattern on three open
source projects was studied. With this study on the impact of Shuffler design pattern
on the software quality metrics tested for gaming applications, it has been analyzed
that the software quality metrics such as McCabe Cyclomatic Complexity, Lack of
Cohesion of Methods and Specialization Index are improved. The software quality
attributes that got affected by the pattern were listed in the Results section.

In addition to the conventional metrics, this study also focuses on reusability
metric to measure the reuse of the black-box components of the three gaming appli-
cations. The advantage of this analysis is, it would be helpful to designers when the
source code of components is not available. The CBD analysis carried out for the
projects supported to prove that the use of Shuffler pattern increases software quality.

The paper also relates high-level software quality measures to the three low-
level object-oriented metrics, McCabe Cyclomatic Complexity, Lack of Cohesion of
Methods and Specialization Index. The study finally measures the software quality
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Table 10 Object-oriented metrics for Jigsaw with Singleton

Metrics With Shuffler pattern only With Shuffler and Singleton
pattern

Total Mean Std.
Dev.

Total Mean Std.
Dev.

Number of overridden methods 2 0.4 0.8 2 0.4 0.8

Number of attributes 11 2.2 3.919 11 2.2 3.919

Number of children 1 0.2 0.4 1 0.2 0.4

Number of classes 5 5 0 5

Method lines of code 130 6.5 12.808 130 6.5 12.808

Number of methods 18 3.6 1.625 18 3.6 1.625

Nested block depth 1.35 0.726 1.35 0.726

Depth of inheritance tree 3.4 2.154 3.4 2.154

Afferent coupling 0 0 0 0

Number of interfaces 0 0 0 0 0 0

McCabe cyclomatic complexity 1.55 1.532 1.55 1.532

Total lines of code 251 251

Instability 1 0 1 0

Number of parameters 0.8 0.98 0.8 0.98

Lack of cohesion of methods 0.16 0.32 0.16 0.32

Efferent coupling 0 0 0 0

Number of static methods 2 0.4 0.8 2 0.4 0.8

Normalized distance 0 0 0 0

Abstractness 0 0 0 0

Specialization index 0.4 0.8 0.4 0.8

Weighted methods per class 31 6.2 4.792 31 6.2 4.792

Number of static attributes 0 0 0 0 0 0

of the gaming applications with Shuffler and related patterns like Singleton and
Prototype.
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Table 11 Object-oriented metrics for Scramble with Singleton

Metrics With Shuffler pattern only With Shuffler and
Singleton pattern

Total Mean Std.
Dev.

Total Mean Std.
Dev.

Number of overridden methods 2 0.5 0.866 2 0.5 0.866

Number of attributes 1 0.25 0.433 1 0.25 0.433

Number of children 1 0.25 0.433 1 0.25 0.433

Number of classes 4 4 0 4 0

Method lines of code 17 2.429 2.129 17 2.429 2.129

Number of methods 6 1.5 0.866 6 1.5 0.866

Nested block depth 1.143 0.35 1.143 0.35

Depth of inheritance tree 1.25 0.433 1.25 0.433

Afferent coupling 0 0 0 0

Number of interfaces 0 0 0 0 0 0

McCabe Cyclomatic Complexity 1.143 0.35 1.143 0.35

Total lines of code 53 53

Instability 1 0 1 0

Number of parameters 0.857 0.35 0.857 0.35

Lack of cohesion of methods 0 0 0 0

Efferent coupling 0 0 0 0

Number of static methods 1 0.25 0.433 1 0.25 0.433

Normalized distance 0 0 0 0

Abstractness 0 0 0 0

Specialization index 0.5 0.866 0.5 0.866

Weighted methods per class 8 2 0 8 2 0

Number of static attributes 0 0 0 0 0 0
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Table 12 Object-oriented metrics for Scramble with Prototype

Metrics With Shuffler pattern only With Shuffler and
Prototype pattern

Total Mean Std.
Dev.

Total Mean Std.
Dev.

Number of overridden methods 2 0.5 0.866 3 0.5 0.764

Number of attributes 1 0.25 0.433 2 0.333 0.471

Number of children 1 0.25 0.433 2 0.333 0.471

Number of classes 4 4 0 6 6 0

Method lines of code 17 2.429 2.129 40 4 7.085

Number of methods 6 1.5 0.866 9 1.5 0.764

Nested block depth 1.143 0.35 1.3 0.9

Depth of inheritance tree 1.25 0.433 1.333 0.471

Afferent coupling 0 0 0 0

Number of interfaces 0 0 0 0 0 0

McCabe Cyclomatic Complexity 1.143 0.35 1.5 1.5

Total lines of code 53 85

Instability 1 0 1 0

Number of parameters 0.857 0.35 0.6 0.49

Lack of cohesion of methods 0 0 0 0

Efferent coupling 0 0 0 0

Number of static methods 1 0.25 0.433 1 0.167 0.373

Normalized distance 0 0 0 0

Abstractness 0 0 0 0

Specialization index 0.5 0.866 0.5 0.764

Weighted methods per class 8 2 0 15 2.5 2.062

Number of static attributes 0 0 0 0 0 0
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Efficient Algorithms for Text Lines
and Words Segmentation for Recognition
of Arabic Handwritten Script

Amani Ali Ahmed Ali and M. Suresha

Abstract A new methodology for Arabic handwritten document images segmenta-
tion is done in this paper to segment the documents into distinct entities as words and
text lines. Based on features of Arabic scripts, the document images are divided into
three main subsets of connected components where the Hough transform method is
applied to them to achieve text lines segmentation. To enhance the result by avoiding
the Hough transform text line detection failure, the authors used amethod in postpro-
cessing stage based on skeletonization that covers the possible false correction alarms
to create proficiency vertical connected characters’ segmentation. The segmentation
of the Arabic words is pointed as a two-class problem. The authors used fusion of
convex and Euclidean distance metrics to calculate the distance between neighbor-
ing overlapped components, which in the Gaussian mixture modeling framework is
classified as a distance of an intra-word or as an inter-word. The proposed method
performance is depended on a constant and particular evaluation method that appro-
priate measures of the performance used to compare the segmentation of our result
against the other strong researcher result. The proposed method showed higher effi-
ciency and accuracy in the experimentation, which was conducted on two various
Arabic handwriting datasets that are IFN/ENIT and AHDB.

Keywords Gaussian mixture modeling · Handwritten document images · Hough
transform · Word segmentation · Text line segmentation

1 Introduction

In the area of recognition of handwritten document to segment, segmenting the
document images into their fundamental entities such as words and text lines is a
very complex problem inArabic handwritten document images because various kinds
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of difficulties are faced in both process of words and text line segmentation. These
complexes make them a challenging task. The main difficulties in the segmentation
process of Arabic text line are overlapping words, neighboring text lines touching,
and over same text line or on the page between lines the variances angle of the skew.
The main difficulties in segmentation procedure of Arabic words are nonuniform
spacing which is popular in handwritten words, the punctuation marks within the
text line, and the slant and skew in the text line.

A new methodology is introduced in this paper for Arabic handwritten document
images segmentation, segmenting the documents into their distinct entities such as
text lines and words. Basically, an improved method is included in the proposed
method for the vertically connected separation for the text lines, and the newmethod
for word segmentation depends on an efficient recognition of intra-word and inter-
word gaps using combination of two various distance metrics, which are convex
hull-based and Euclidean distance. The recognition of two classes treated as cluster-
ing problem of an unsupervised, Gaussian mixture theory used for model these two
classes. The efficiency of the proposed method on two various datasets with various
collections of gap metrics is proved in the experimentation. The Arabic handwriting
datasets used are IFN/ENIT and AHDB. A fixed benchmarking enables the compar-
ison between existing researchers’ methods and the proposed methods. This paper
is organized as follows: the related work is presented in Sect. 2 for the segmentation
of text line and words with text line of Arabic handwritten document images. The
proposed words and text lines segmentation methods are detailed in Sect. 3. The
experimental results are presented in Sect. 4, and Sect. 5 describes the conclusions
with the future work.

2 Related Work

In the Arabic handwritten document images literature, broad variety methods of
segmentation have been reported. The authors classified these methods based on
whether they refer to the segmentation of word or text line or both word and text line.

2.1 Text Line Segmentation

In [10], the authors used both morphological dilatation and projection profile. To
rate skew of the line, the horizontal projection profile method is used. In every zone
for smearing, the slope is used, using dilation with adaptive structuring element to
do the changes according to the zone, the slope, and the size. The big blobs are
detected in the second phase with a recursive function that search for the cut point
because segment the components andmatch themwith their lines following repulsion
and attraction criterion. Using erosion recursively to do the thinness portion touching
components detection whichmatches the cut point these are detected and segmented.
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In [2], the authors used projection profile method after joining broken characters
and removing small components to determine the point of separation within the hori-
zontal projection profile; the curve of Fourier fitting is used. To segment the baseline
of the connected component which allows determining the cut point between various
neighbor lines, the contour is used. Regarding the nearest line, the components are
determined, which are approximated by the curve of polynomial that suits in the
baselines the pixels. According to the components of the closest connected nearest
neighbor in four directions, the lifted of small size components are reassigned to
their line.

In [11], the authors begin the algorithm by deleting diacritics, and then, the sparse
similarity graph is built based on the local orientation of the component. By breadth
first search (BFS) via set of disjoint of text line are performed. To assign to the lines
of text the blobs, the affinity propagation clustering method is used.

In [9], the algorithm in this technique begins by eliminating outlier components
by using the value of threshold; after that, the letters related to two lines at the half
distance are detected and segmented horizontally. For line detection, a rectangular
neighborhood on a current component is centered and increases to contain which
satisfy specific conditions. At the beginning from their bounding box with respect to
distance, the filtered components to the corresponding lines are allocated.

In [8], the algorithm in this technique shows a new algorithm for automatic line of
the text segmentation from Arabic handwritten documents, presenting the problems
of a multi-touching and an overlapping characters. Using unsupervised method, their
method depended on analysis of a block covering. The algorithm in this method in
the first step performs the analysis of a statistical block which calculates the typical
number into vertical strips of document decomposition. Their method in the next
point used fuzzy C means technique which achieves line detection based on fuzzy
base. In the final phase to its corresponding lines, blocks are assigned. Experiment
results of this approach showed high accuracy, around 95% for detecting lines in
Arabic handwritten document images which were written with various document
images.

2.2 Word Segmentation

In [3], the authors realized a static threshold for gaps classification as “within-a
word” and “between-words”, by analyzing more than 250 words that were taken
from the IFN/ENIT database through 200 document images. For the errors of the
minimum classification, the Bayesian criterion was employed. This method achieved
an accuracy rate of around 85%.

In [22], the authors have proposed a new technique for words segmentation on
off-line Arabic handwritten. It segmented the connected characters into smaller com-
ponents where every one of them does not contain more than three characters. Every
character may be at most segmented into five parts. Additionally, developing of
Arabic words recognition, another possible application of the segmentation of the
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proposed method is to build of small size lexicon, including no combinations more
than three characters. Generally because lot number of word in Arabic language that
make produce lexicon for the unconstraint handwritten Arabic document images
recognition too complex.

2.3 Text Line and Words Segmentation

Al-Dmour and Fraij [4] realized dynamic gaps as “within-a word” and “between-
words”, which were taken from the input document image itself. Experiments using
various clustering methods were performed with an accuracy rate of 84.8%.

3 Methodology

The following challenges are faced by the proposed method for Arabic handwritten
segmentation from document images treated with:

• overlapping and touching,
• skewed or slanting, and
• short lines.

3.1 Text Line Segmentation

The authors used the method of connected components to segment the document
images into a group of CCs which help us to join probably connecting to each other
with the same line which is connected. To join all the components that belong to the
same line:
Step 1: In the beginning, the authors used a rating threshold to remove the diacritical
components from the documents; those will add them to their corresponding lines in
the final phase.
Step 2: Based on the average height M(H) of every connected component for the
whole document image, the average of the character height is calculated. The authors
suppose the average of the character widthM(W ) and the average of character height
is equal.
Step 3: For every component meet the majority of characters size “Subset 1” is
predicted to comprise them where the following constraint is satisfied:

(0.5 ∗ M(H) ≤ H < 3 ∗ M(H)) and (0.5 ∗ M(W ) ≤ M(W )) (1)
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whereW and H, respectively, are the component’s width and height, andM(W ) and
M(H), respectively, the average width and the average height of the character.
Step 4: For all large connected components, “Subset 2” is expected to comprise
them where the characters from neighbor text lines which touch each other are the
large components. The following equation defined the height of these connected
components:

H ≥ 3 ∗ M(H) (2)

Step 5: Punctuation marks, accents, diacritic marks, Tanween, Hamza, Sha’ada, and
the dots of characters, all these characters should include in “Subset 3”. The following
equation defined this:

((H < 3 ∗ M(H)) and (0.5 ∗ M(W ) > W ))

or

((H < 0.5 ∗ M(H)) and (0.5 ∗ M(W ) < W )) (3)

Step 6: The gravity center is calculated in this step which contained in every block
of connected component after creating the blocks.
Step 7: A line to transform the Cartesian space into the Polar coordinate is Hough
transform. The following equation defined the line in the space of the Cartesian
coordinate:

x cos(θ) + y sin(θ) � p (4)

The line in the space of Cartesian is defined via designating in the space of
coordinate of the Polar where their coordinates are p and θ . In the subset, there are
matches between the accumulator array and every gravity center to a group of cells
of the domain (p, θ). The resolution along the direction of θ was set to 1°, where
the value of θ was in the domain of 85–95° and over direction (p) their solution set
to 0.2* M(H) to build the domain of Hough as shown in Eq. (4).
Step 8: The cell (pi , θi ) is detected by the authors with maximum contribution and
assigned every point which vote to the line of the text (pi , θi ) in the area (pi − 5, θi )
… (pi + 5, θi ). To specify if a connected component belongs to a text line, at least
half of the points which form the corresponding blocks must be reallocated to this
area. All votes from the accumulator array of the Hough transform that matches this
connected component are deleted after the assignment to a connected component text
line. This process is repeated in order to avoid false alarms till cell (pi , θi ) having the
maximum contribution comprises less than n1 votes. Through the evolution of the
process, the angle of the skew of actually detected lines is calculated. The authors
applied more constraint in the case when the cell (pi , θi ) with less than n2(n2 > n1)
contribution has as a maximum contribution; in that case, the text line is only correct
if the matching of the line skew angle deflects from the skew angle less than 2°.
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Step 9: To improve the result through Hough transform via making correction for
some false alarms, the authors applied amergingmethod, yi mentioned to the average
y detected line intersection i values are calculated and the bounding box determined
by (i � 1, … , n) of connected components are calculated.
Step 10: If the condition at Eq. (5) is not satisfied, the authors exclude the last line
n from the process; all the components of this subset belong to n detected text lines
(n > 1).

∑
xe
ye

x�xs
y�yn−(yn−yn−1)/10

I (x, y)

∑
xe
ye

x�xs
y�yn−1

I (x, y)

> 0.08 (5)

Here the image of the component is I which value 1 mentioned for foreground
pixel representation and 0 background pixel representation and are the component
coordinates bounding box. The component location near line n is not because a long
character descender from text line n − 1 and because a vertical character merging
which verified in Eq. (5).
Step 11: The authors define zones Zi for every line i(i � 1, …, n − 1), with consid-
eration of the following constraint:

yi +
yi+1 − yi

2
< y < y+1 (6)

The connected component skeleton is computed. We remove all points of the
junction and remove them if they are inside zone Zi from the skeleton. In the Zi

zone of the segmentation, the authors remove all points of the skeleton on the zone
center if there does not exist any junction point.
Step 12: With Flag id “1” for all zone Zi , the skeleton portions with line i are inter-
sected.With flag id “2”, all other portions are flagged. In every zone Zi , the connected
component segmentation in the initial stage into various portions is accomplished in
the last by assigning the nearest skeleton pixel id to a pixel.

3.2 Word Segmentation

The segmentation process of the Arabic words is as follows:

• Thefirst phase treats the text linewith neighbor components computation distances
of the images of the document, and

• The second phase treats the gaps of the classification as inter-word or inter-
character of previously computed distances.
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For the first step twos, the authors proposed different average metrics which are
convex hull-based [15] combined with the Euclidean distance metric [19], utilizing a
well-known technique which is the Gaussian mixtures where the computed distances
classification from the part of unsupervised clustering methods is performed.

3.2.1 Distance Computation

Apreprocessing is applied in the text line image to calculate the neighbor components
distance. The preprocessing treats the text line of document image with a dominant
slant angle and the skew angle correction [21]. On only overlapped components
(OCs), the gap metric computation is considered; the OC is a group of connected
components where their projection profiles overlap within the vertical direction and
not considered on (CCs) the connected components. The authors determine the aver-
age value distance based on the convex hull and the Euclidean distance as the distance
of two neighbor OCs. Theminimum between of each pairs Euclidean distances of the
two neighbor OCs points is determined the Euclidean distance among two adjacent
OCs. For the Euclidean distance calculation, the authors apply a quick planned that
takes into consideration the pixels’ subset of the right and left OCs only rather than
the whole number of black pixels. This subset comprises the black pixel of the right-
most of every scan line instead of determining the subset with the left pixels of OC.
Including the leftmost black pixel of all scan line is defined the subset of pixels for the
right OC. The minimum Euclidean distances of every pixels pairs are defined finally
the distance of the Euclidean of two OCs. As the following, the authors calculate
the metric based on the convex hull: Ci and Ci+1, which are a pair of neighbor OCs,
and Hi and Hi+1, which are their convex hulls are given. The line which linking the
gravity centers (or centroid) of Hi and Hi+1 is denoted by L. The intersection points
of L with the hulls Hi and Hi+1 are denoted by Pi and Pi+1, respectively. Between
the points Pi and Pi+1, the Euclidean distance has defined the gap between the two
convex hulls.

3.2.2 Gap Classification

A novel method is used for the gap classification problem. This method is depended
on the classification of the unsupervised the already computed distances into two
distinguishable classes forming, respectively, the word interclass and the word intra-
class. The authors adopt the Gaussian mixtures method to this end. A clustering with
mixture model based on every cluster is mathematically introduced via a parametric
distribution. The authors have a two-cluster problem; hence, every cluster is modeled
with a Gaussian distribution. The EM algorithm is the algorithm that is used to
calculate the parameters for the Gaussians. Because the Gaussian mixture is a well-
known approach for unsupervised clustering, the authors used thismethodwithmany
advantages which include the following:
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i. A soft classification is available.
ii. For each cluster, the density rating can be obtained.
iii. The mixture model covers well the data. For the Gaussian mixtures, the detailed

description is given in [16].

4 Evaluation and Experimental Result

4.1 Performance Evaluation Methodology

Observation manually of the result of segmentation is not in every case unbiased
procedure, a high time-consuming, and boring. To avoid user interference, the authors
used an automatic evaluation of the performance method that compared the result of
detected segmentation with a previously annotated ground truth. The performance
evaluation is depended on counting the matches number between the areas inside
the areas which detected by the method and the areas inside the ground truth. There
is a table the authors used it where its values are calculated according to the labeled
pixel sets overlap as the ground and either text lines or words.

Where the set of every image points is I, all points set inside the i word or text line
ground truth region is Gi ; all points set inside the j word or text line result region is
R j , a function that counts the set elements s is T (s). As follows, table MS(i, j) forms
the corresponding results of the region j of result and the region i of ground truth:

MS(i, j) � T
(
Gi ∩ R j ∩ I

)

T
((
Gi ∪ R j

) ∩ I
) (7)

where MS refer to MatchScore, along the MatchScore table the performance eval-
uator seeks for one-to-one, many-to-one, or one-to-many corresponding pairs. o2o
denotes a pair of one-to-one correspond if the pair corresponding score is above or
equal to the acceptance threshold θ evaluator. go2m denotes g_one-to-many corre-
spond which is a word or text line ground truth, partially that corresponds with the
detected result of more than one of word or text line. gm2o denotes g_many-to-one
correspond, which corresponds to more than one of the ground truth word or line of
text, partially that corresponds with one word or text line in the detected result. do2m
denotes d_one-to-many correspond which is detected word or text line, partially that
corresponds with two or more words or line in the text in the ground truth. dm2o
finally denotes d_many-to-one correspond, which corresponds with more than one
words or detected text lines, partially that match one word or line of the text in the
ground truth. In the following, the equations of detection rate (DR) and recognition
accuracy (RA) are as follows:

DR � w1
o2o

N
+ w2

g_o2m

N
+ w3

g_m2o

N
(8)
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RA � w4
o2o

M
+ w5

d_o2m

M
+ w6

d_m2o

M
(9)

where the ground truth segments words or lines of the text count are denoted by
N , the result segments words or text lines count are denoted by M, and predeter-
mined weights are w1, w2, w3, w4, w5, w6. From Eq. (7), the following o2o, g_m2o,
d_o2m, g_o2m, and d_m2o entities which correspond to the one-to-one, g_many-
to-one, d_one-to-many, g_one-to-many, and d_many-to-one numbers are calculated
following the steps of [18]. If the authors merge the values of RA and DR the metric
of a global performance can be defined. The F-measure (FM) equation is as follows:

FM � 2 ∗ DR ∗ RA

DR + RA
(10)

4.2 Experimental Results

The proposed algorithm is tested on various Arabic handwritten databases, which are
IFN/ENIT and AHDB databases. The authors conducted various experiments and
explained them in detail in the following parts. For the segmentation of the text line,
the authors implemented the Hough-based method [12], the fuzzy RLSA [20], and
the projection profiles [7]. For skew correction, the authors implemented the method
based on [1].

In the proposed method of segmentation of the text line, the parameters n1 and n2
in (Sect. 3.1) are set with n1 � 5, n2 � 9 experimentally. Furthermore in (Sect. 4.1)
for the segmentation of word and text line, the acceptance threshold θ evaluator’s is
defined, respectively, as 0.99 and 0.94.

4.2.1 AHDB

The AHDB which denotes Arabic handwriting database [5, 6] is an Arabic hand-
writing database processed with numerous preprocessing. It consists of words; para-
graphs and the words are used to form digits conducted by 100 various writers on
checks of Arabic handwritten. The AHDB contained unconstrained pages’ text. The
proposedmethodologies’ efficiencywas tested by proceeding experiments onArabic
handwritten document images.

The authors have the corresponding ground truth for all the required images which
comprisewords and text lines. The number of words is 13,311, and the corresponding
number of lines is 1773. As shown in detail in Table 1, the segmentation results of the
text line in the cases of FM,RA, andDRand the number of corresponds are given. The
authors combined the distancemetrics defined with two gap classification techniques
in Sect. 3.2.1 for concerning word segmentation. These include the following:

i. The classification method of Gaussian mixture.
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Table 1 Experimental results for text line segmentation over AHDB handwritten

N M o2o dm2o go2m gm2o do2m RA DR FM

1095 1093 1082 4 2 4 2 99.1 98.9 99.0

Fig. 1 Words segmentation
of free Arabic handwritten
document images from
AHDB database

Fig. 2 Text lines
segmentation of free Arabic
handwritten document
images from AHDB database

ii. The method in [13] which used the lengths median on the scan line of white
pixels that have to white transitions the maximum number of black.

Table 2 shows the experimental segmentation results of words in the cases of FM,
RA, and DR and gives the matches number. EDM, CDM, GMCM, and LTCM in
Table 2 represent Euclidean distance metric, convex distance metric, LT classifica-
tion methods, and GM classification methods. The proposed result of segmentation
method of the text line took it as input to the segmentation module of the words. The
proposed method is parameter free.

Table 3 shows the results of experimental after combination of every segmentation
methodologies of the words with each segmentation methodologies of the text line.
The segmentation results ofword process and text line process visualize, respectively,
are shown in Figs. 1 and 2.

4.2.2 IFN/ENIT

The IFN/ENIT includes words of towns’ names and villages’ names in Tunisia and
postal code, which are all represented in the Arabic handwritten database IFN/ENIT
[17]. By filling specified form, the dataset of 411 volunteers has been developed.
In the database, the total names words city and town reached to 26,400 including
210,000 characters. The data of ground truth with the database contains information
on the writer sequence, baseline, and character shapes. All filled forms are stored as
binary and digital images at 300 dpi.
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Table 3 Comparison between well-known methods and proposed method

Method Measures Accuracy (%)

[3] Word segmentation 85

[4] Text and word segmentation 84.8

[8] Text line segmentation 95

Proposed work Text line segmentation 98.9

Proposed work Word segmentation 96.8

Table 4 Experimental results for text line segmentation over IFN/ENIT handwritten

N M o2o dm2o go2m gm2o do2m RA DR FM

1773 1770 1717 34 6 13 17 97.4 97.4 97.4

Fig. 3 Words segmentation of free Arabic handwritten document images from IFN/ENIT database

Fig. 4 Text lines segmentation of free Arabic handwritten document images from IFN/ENIT
database

The authors have the corresponding ground truth for all the required images which
comprise words and text lines. The number of words is 8576, and the corresponding
number of lines is 1095. As shown in detail in Table 4, the segmentation results of
the text line in the cases of FM, RA, and DR and the number of corresponds are
given. For word segmentation problem, the experiment that is applied to these sets
is the same which is applied to the AHDB set.

Table 5 shows the experimental segmentation results of words in the cases of FM,
RA, and DR and gives the matches number. EDM, CDM, GMCM, and LTCM in
Table 2 represent Euclidean distance metric, convex distance metric, LT classifica-
tion methods, and GM classification methods. The proposed result of segmentation
method of the text line took it as input to the segmentation module of the words. The
proposed method is parameter free. Table 6 shows the results of experimental after
combination of every segmentation methodologies of the words with each segmen-
tation methodologies of the text line. The segmentation results of word process and
text line process visualize, respectively, are shown in Figs. 3 and 4.
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Table 6 Comparison
between well-known methods
and proposed method

Method Measures Accuracy (%)

[3] Word segmentation 85

[4] Text and word
segmentation

84.8

[8] Text line segmentation 95

Proposed work Text line segmentation 97.4

Proposed work Word segmentation 94.9

5 Conclusion

Amethodology of Arabic handwritten documents segmentation which segments the
document into their distinct entities as lines and words of the text is presented. The
proposed approach is composed of (i) an improved method for the vertically con-
nected separation for the lines of text, and (ii) new method for word segmentation
which depends on an efficient recognition of intra-word and inter-word gaps using
combination of two various distance metrics which are convex and Euclidean dis-
tancemetrics. The authors utilized the theory ofGaussianmixture for shaping the two
classes where distinguish between these two classes is treated as clustering problem
of an unsupervised. The authors show in the experimental results that the proposed
algorithms are more accurate than the existing state-of-the-art algorithms for seg-
menting of the line and word of the text in Arabic handwritten script. Basically in
the future work, the attention needs to be paid to improve the segmentation of word
using dots, touching lines, and punctuation detection method, and also to improve a
feedback from the modules of the character segmentation and character recognition.
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Privacy-Preserving Lightweight Image
Encryption in Mobile Cloud

M. Sankari and P. Ranjana

Abstract With the rapid development of mobile cloud, multimedia data like image
is a major challenge to maintain security and privacy for mobile users. Encryption is
one of the best solutions to protect data. However, traditional encryption algorithms
are not suitable for images which they were proposed for text data. In this paper, we
propose an image encryption technique called privacy-preserving lightweight image
encryption (PPLiIE) tomake an encryption in a simpleway, suitable for images and to
maintain privacy. PPLiIE algorithm proceeds with a three-step process to secure the
image data in mobile before storing to the cloud. We implement in Python language
and analyze our results with various file images to conclude that the encryption time
of the PPLiIE is reduced to 50% approximately than the encryption time of AES.
In addition, the measurement of key sensitivity and file with variation of chunk size
have expressed superior performance of PPLiIE. Finally, we review various security
attacks against PPLiIE to express the security level.

Keywords Mobile cloud · Data privacy · Image · AES · Mobile computing ·
Cloud computing

1 Introduction

Due to the increasing development of the mobile cloud, users have a lot of personal
information like photos, images, videos, audio that are stored in cloud [1]. They can
do all computation in cloud thanmobile and they believe in third-party cloud vendors
to keep our data secure [2]. It reduces the usage of resources, memory, battery life
in mobile. However, untrusted third party in cloud may be possible to lose our data.
Therefore, maintaining security is one of the greatest challenges for moving mobile
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data to the cloud. Encryption is the best technique, which is converting to cipher text
from plain text to secure data from unauthorized user. There are various encryption
algorithms developed to secure data in mobile such as AES [3], RSA [4], DES, 3-
DES, Blowfish. It is mainly suitable for text data than image data. In early stages,
mobile data are moved to cloud [5], where computation and encryption take over in
cloud. Later, due to the lack of privacy issues, partial data are encrypted and passed
to cloud [2]. Further, all data are encrypted in mobile before storing it in the cloud.
However, computational overhead is increased. So we can move onto the lightweight
image encryption [6, 7] to reduce the computational overhead and maintain privacy.
The major drawback of encryption is it takes longer time to execute the code. In
addition, various drawbacks are outlined and the following encryption techniques
are used to secure data.

The security mechanism uses RSA algorithm [4] to secure the data by the process
of encryption and decryption. Encryption is used to provide data security during
transmission from mobile to cloud. Users can believe their data are safe and secure
because of storing encrypted file to the cloud. The encrypted file is transferred over
the channel, where data leakage is reduced. Being unknown of data owner’s key, third
person/unauthorized user cannot access the encrypted file. Attribute-based encryp-
tionmechanisms [8] encrypts/decrypts the data based on the user’s attribute. It defines
access policies for other users to utilize data and protect the private data. Encrypted
file is accessed by only those authorized users that satisfy the access policies. A
(M-HABE) modified hierarchical Attribute-Based Encryption [9] method develops
the three-layered structure to provide better security. It is developed to ensure the
users with legal authorities. The user can satisfy the requirements of the algorithm to
access the ciphertext. The three major roles of the methods are data process, storage,
and access.

Biometric authentication [10] is another authentication technique, which is used
to protect the access of unauthorized users and database. It examines with the Sam-
sung Galaxy S3, BlackBerry Z to define the process time for an image taken (Maxi.
Time and Avg. Time are calculated). In [3], the author explains to protect the user
data and the retrieval keywords by existing ciphertext mechanism andORAM (obliv-
ious) is introduced to protect the privacy security of the cipher access patterns. Also,
the performance of ciphertext retrieval scheme is improved than other security-level
schemes. In [11], the author has explained the solution of privacy-preserving data
storage by integrating PRF-based key management for unlinkability, a secure index-
ing method for privacy-preserving keyword search and access pattern hiding scheme
based on redundancy. It is implemented in private cloud to build privacy for mobile
health systems. It provides auditability for misusing health data. In [12], the author
proposed a secure and efficient index to locate the users with the huge amount of
encrypted image and applied two encryption approaches for reproducing the secure
image in the cloud. This approach produces 90% bandwidth consumption in the
mobile. Table 1 represents the traditional data privacy techniques available in mobile
cloud.
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Table 1 Existing cryptography data privacy techniques in cloud and mobile cloud

Works Technique/s Encryption
used

Security
enforcement

Issues

An efficient and secure
data storage in mobile
cloud computing
through RSA and Hash
function [4]

RSA algorithm
and Hash
function

Yes Confidentiality Utilizes more
CPU resources,
high memory for
encryption

Data privacy

Authentication

Unauthorized
user penetrates
when key is
known

Data integrity

Securing mobile cloud
data with personalized
attribute-based meta
information [8]

ABE-attribute-
based encryption

Yes Authentication Encryption based
only on the
attribute

Data confi-
dentiality

Availability Randomized
keys only can
find the
decryption

Data privacy

A modified hierarchical
attribute-based
encryption access
control

M-HABE Model Yes Data privacy Attack of any
layers affect the
users data
through
encryption and
decryption

Authentication

Method for mobile cloud
computing [9]

Confidentiality

Securing Mobile Cloud
Computing Using
Biometric
Authentication
(SMCBA) [10]

Biometric
authentication

N/A Authentication High response
time longer time
needed with
database
comparison

Data privacy

The cloud storage
ciphertext retrieval
scheme based on ORAM
[3]

AES, ORAM Yes Data privacy Hierarchical
ORAM takes
extra time for
execution

Data
availability

Cloud-assisted
mobile-access of health
data with privacy and
auditability [11]

ABE, search
index method,
PRP

Yes Auditability High memory
power required
for key
management and
decryption

Data storage
privacy

Harnessing encrypted
data in cloud for secure
and efficient mobile
image sharing [12]

Homomorphic
Encryption (HE),
symmetric
encryption and
image
reproduction

Yes Data privacy Increasing
process time for
image storage in
cloud
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Here, most of the papers focused on the security and privacy plays a major role
for the mobile user. It referred many techniques such as RSA, ABE, Biometric, HE,
AES, PRP, and so on. RSA is used for double encryption, ABE is used for encryption
based on attribute/s, Biometric is used for user’s authentication, HE is used for image
sharing with assuring privacy, AES for maintaining data privacy by encryption, PRP
is used for permutation-based encryption [13] especially for lightweight encryption.
Mobile complexity acts as the great issue for all of these methods and encryption
takes longer time to execute in mobile. Therefore, we propose an image encryp-
tion technique (PPLiIE) [14, 15] to secure data and reduce complexity, improve the
throughput to maintain privacy before storing into the cloud by overcoming the tradi-
tional techniques. It is implemented in Python where Python is a scripting, high-level
language, and easily understandable code. It is an open source and image library is
included such as PyCrypto encryption and decryption library for execution. It is very
suitable for image processing.

The remaining sections are as follows: In Sect. 2, we present the proposed PPLiIE
method deeply with processes and its schema. In Sect. 3, we implement the PPLiIE
method with various metrics in Python language. In Sect. 4, we define the decryption
process of the PPLiIE. In Sect. 5, we describe the security analysis against the PPLiIE
method. Finally, we conclude the implemented method.

2 Proposed PPLiIE Method

The PPLiIE method defines the image split into chunks, distribute to different files
based on pattern and scramble based on file key to maintain the user’s data privacy
rather than traditional technique such as AES. Consider the JPEG image probably
used in mobile and is split as chunks (like 2 bytes as chunk). Chunks is grouped by
pattern and make as files. Key K formed by distributed file and stored in Database.
Finally, we scrambled the files and store it in cloud.

2.1 Layout of the PPLiIE Schema

See Fig. 1.
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Fig. 1 Layout of the PPLiIE
schema

2.2 Basic Three Steps Required for the PPLiIE Method

2.2.1 Split

The original image file is split into two divisions such as the header and the content
of the image file. Header file contains file type, size, chunk size, date created, width,
height, and resolution. The equation used for a split file is

Image_filei � Hi +
k�max∑

k�1

Ci,k (1)

where Hi as a header of the image file, Ci,k as the number of chunks formed.

Max � [(File_Sizei/Chunk_sizei ) − H_Size] (2)

where File_Sizei denotes the size of the file, Chunk_sizei denotes the size of chunks,
and H_size denotes the header’s size of the original file. All are represented in bytes.
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File [1,1](odd chunks) File[2,1](Even chunks)

File[1,2](odd) File[2,2](Even)

1 3 5 7

9 11 13 15

17 19 21 23…

Header Header

2 4 6 8

10 12 14 16

18 20 22 24..

Fig. 2 Example of pattern for the PPLiIE method

2.2.2 Distribute (Pattern)

After splitting the image, chunks are grouped into the different files based on the
pattern. A user can act a pattern as a key or it can be selected randomly by a predefined
method. Consider as an example, the proposed PPLiIE method takes a pattern as odd
chunks act as file1, even chunks act as a file2 and continues (Fig. 2).

2.2.3 Scramble

After completion of the distribution of chunks to files, scramble the file within it by
adding Key K1 (first row of the file1) with all rows of the files. Key Ki stored in the
database.

Ki � Filei,2(Row1) (3)

where Filei,2 represents the distribute file split by pattern, Row1 represents the first
row (first two bytes) of the Filei,2.

2∑

i�1

Filei,2 � Ki +
m∑

j�1

Filei,2
(
Row j

)
(4)

where n denotes the number of files split by pattern, Filei,2 denotes the ith file split
by pattern, Row j denotes the jth row of the Filei,2, m denotes the number of rows in
the Filei,2.
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2.3 Algorithm

Start
Input img←”*.jpeg”
Image filei←bin (Img)
for i←0 to n-1 do
for k←0 to max do

Image_filei � Hi +
k�max∑
k�1

Ci,k (Split)

[Header Hi is stored in Database]
where Max=[(File_Sizei/Chunk_sizei)-H_Size]
End for
End for

File1,2←Collection of even chunks(Ci.k[even])
File2,2←Collection of odd chunks(Ci,k[odd])

for i←1 to 2
K i=Filei,2(Row 1)
Ki→Database
for j←0 to m-1
Filei,2 � Ki + Filei,2(Row1)
End for
End for
File→cloud storage(Encry_Image)
End

3 Implementation

We have implemented the proposed PPLiIE method in Python language and used
hardware as Windows 7 OS. Consider the size of the chunk as 64, key size of AES
as 16 bytes, key size of proposed PPLiIE method as the first row of the file1 and

Table 2 Various file size
images with execution time
(ms)

Image name Pixel range File size Encryption algorithm
[Execution Time
(ms)]

AES PPLiIE

Cat 244*206 4.52 4000 1000

Penguin 225*225 5.669 4000 1000

Flower 259*194 7.85 4000 2000

Lena 225*225 8.1 4000 2000

Bear 318*159 10.7 5000 2000
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Fig. 3 A comparison of the proposed PPLiIE method against AES encryption with various file
image sizes

pattern taken as even and odd chunks in Fig. 2. Table 2 represents the various file
size images with execution time by using AES and PPliIE.

We analyzed with the sample jpeg images and concluded that the encryption
time of the proposed PPLiIE method is reduced approximately to 50% which is
represented in a line chart compared with AES encryption in Fig. 3.

3.1 Key Sensitivity

Key sensitivity is an important factor to execute an algorithm. Large key maintains
more security for image and small key reduces the resource used in mobile. AES
have three long keys such as 16, 24, 32 bytes to encrypt the data. PPLiIE method has
taken the key automatically from the first row of the first file (K) in an image. There
is no manual requirement to assign the key. To ensure privacy, storing key in user’s
mobile and never pass it to cloud.

3.2 File with Chunk Size Measurement

In the proposed method, chunk size is used for splitting the image file. The size of
the chunk in AES sets in which the function uses to read and encrypt the image
file. When the size of the chunk is increased, encryption time is also increased in
AES. However, in our proposed method, the encryption time is relatively constant
even with the change of chunk size. It proves to have the better performance such as
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Fig. 4 Encryption time varied with chunk size

speed, the limited resource used, lightweight process for all chunk sizes. Consider
the image .jpeg file as bear with file size as 10.7 MB and variation of chunk size are
taken for the line chart. Figure 4 represents the execution time of the encryption in
AES and PPLiIE method with various chunk sizes.

Our result of the conclusion decided that the lower encryption time in PPLiIE
with the variation of chunk size than AES. Therefore, it have superior performance
and reduced the overall execution time.

4 Decryption Process

We can retrieve the encrypted image data from cloud to mobile. Using the key stored
in mobile, subtract them with the file1 and file2. We can merge the files based on
pattern. Chunks of image data are connected based on chunk size with reference
of the header file. Binary code images are converted to jpeg image. Now, image is
assembled from the disassembled image. Mobile user retrieved the image from the
cloud.

5 Security Analysis

We have stored our image-related data such as key, metadata of the header file,
pattern, and chunk size in mobile to maintain privacy. Assume that the unauthorized
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user is gathering the image encryption data in the cloud. In addition, it is impossible
to retrieve the original image due to the lack of key, pattern and the chunk size.

We present various scenarios of security attacks in the proposed method. An
attacker mainly requires key k1, scramble method, pattern, header information, and
the size of the chunks to retrieve the original image data. Consider an image as 10*10
bytes, chunk size as 2 bytes.

Scenario 1:

Assume the key Ki is known, but the attacker does not know the pattern and
the size of the chunks.

If the attacker knows the keyKi, he retrieves thefile1 andfile2.But he cannot know the
scrambledmethod. So, hewould notmove to the distribute process (pattern). Assume
he may apply brute force attack to know the scrambled method. The minimum
probability of checking with known key are 12! � 479,001,600 possibilities needed
to retrieve the scrambled data.

Scenario 2:

Assume that the key Ki and the scrambled method are known, he does not
known the pattern of file.

An attacker retrieves the file1 and file2. But file1 has approximately 13 parts and
file2 has 12 parts. Assume that the attacker checks with consequent pattern, odd/even
pattern, and random pattern. Consequent pattern such as 3 or 4 or 5 are taken. For
example, first 3 chunks move to file1 next 3 moves to file2 and so on. There are
9 possibilities for 3 chunks taken, 7 possibilities for 4 chunks, 5 possibilities for 3
chunks, and so on. The total probabilities are 9 + 7 + 3� 19. The same procedure for
odd/even pattern that is first odd in first1 and second odd in file2 and so on. Randomly
selected pattern are impossible to retrieve it.

Scenario 3:

Assume the key k1, the scramble method and the pattern are known, unknown
the size of the chunks.

An attacker can check the chunks with different sizes such as 2, 3, 4, 5, 6 bytes. 25
chunks formed by 2 bytes 20 by 3, 4 by 15, 5 by 10, 6 by 9. The minimum total
possibilities for identifying chunk size are 25 + 20 + 15 + 10 + 9 � 79. Even the
chunk size may have 7, 8, 9 and so on. So the attacker is difficult to retrieve the chunk
size.
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6 Conclusion

The proposed PPLiIE method secured the image data by simple lightweight encryp-
tion and to maintain user’s privacy in mobile. It also provides a clear, effective
performance, data privacy solution for mobile devices which have limited resources.
We have taken the sample images for performance analysis, which is implemented
in Python language. It is proved to reduce more than half of the encryption time
compared to existing method like AES. Finally, we have introduced security attack
scenarios to explain the difficulty to access the proposed method from attackers.
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Performance Evaluation
of Ensemble-Based Machine Learning
Techniques for Prediction of Chronic
Kidney Disease

K. M. Zubair Hasan and Md. Zahid Hasan

Abstract Chronic kidney disease (CKD) is widespread and related with enhanced
risk of cardiovascular disease and end-stage renal disease, which are possibly
escapable through early detection and treatment of individuals at risk.Machine learn-
ing algorithm helps medical experts to diagnose the disease correctly in the earlier
stage. Therefore, machine-predicted analysis has become very popular in recent
decades that can efficiently recognize whether a patient has certain kidney disease or
not. In this regard, we propose an ensemble method based classifier to improve the
decision of the classifiers for kidney disease diagnosis efficiently. Ensemble meth-
ods combine multiple learning algorithms to achieve better predictive performance
than could be obtained from any of the constituent learning algorithms. In addition,
Data is evaluated by using tenfold cross-validation and performance of the system is
assessed on receiver operative characteristic curve. Extensive experiments on CKD
datasets from the UCI machine learning repository show that our ensemble-based
model achieves the state-of-the-art performance.

Keywords Machine learning · Classification · Chronic kidney disease (CKD) ·
Ensemble method · Data mining · Healthcare informatics

1 Introduction

According to the report of the Centers for Disease Control and Prevention (CDC),
kidney disease causes millions to die each year. A good number of people in the
world with kidney damage and slightly reduced kidney function are not conscious of
having CKD. Therefore, strategies for early detection and cure of people with CKD
are consequently required worldwide. A computer-aided diagnosis system based on
sophisticated machine learning techniques is required for healthcare data to mine
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hidden pattern from data for effective decision-making. The purpose of our current
study is to evaluate the performance of several ensemble-based machine learning
techniques correctly classifyingCKDpatients based on clinical datasets.We consider
five machine learning classifiers, namely Adaptive Boosting, Bootstrap Aggregat-
ing, Extra Trees, Gradient Boosting, and Random Forest Classifier. Finally, a large
set of standard performance metrics is used to design the computer-aided diagnosis
system for estimating the performance of each machine learning and artificial intel-
ligence classifier. The metrics we used include Classification Accuracy, Sensitivity,
Precision, Specificity, Negative Predictive Value, False Positive Rate, False Negative
Rate, F1-Score, and Error Rate of Classification.

The paper is organized as follows. Section 2 discusses the related works. Section 3
introduces the materials and methods. Section 4 describes the proposed ensemble-
based machine learning techniques applied to the dataset. Section 5 presents the
classificationperformancematrices. These comparisons’ study is discussed inSect. 6.
Finally, we concluded our work in Sect. 7.

2 Related Work

Hoet al. [1] presented a computer-aid diagnosis tool for CKDclassification analyzing
ultrasonography images. This system used for detecting and classifying distinctive
various stages of CKD. The K-means clustering was performed for detecting regions
in an ultrasonic image as preprocessing step. Estudillo-Valderrama et al. [2] proposed
the feasibility study of using a distributed system for the management of alarms from
chronic kidney disease patients inside Enefro project. Charleonnan et al. [3], explored
four machine learning approaches including K-nearest neighbors (KNN), support
vector machine (SVM), logistic regression (LR), and decision tree classifiers for
predicting the chronic kidney disease. In Hsieh et al. [4] showed a real-time system
to consider chronic kidney disease by using only ultrasound images. Support vector
machine technique is used to predict and classify CKD stages form the ultrasound
images. The authors in [5] recommended diverse methods to influence the hierarchi-
cal structure in ICD-9 codes to develop the performance of predictivemodels.Anovel
feature engineering approach is proposed in this study to influence this hierarchy,
while immediately diminishing feature dimensionality. An intelligent system based
on artificial neural networks in Chiu et al. [6] for detecting chronic kidney disease
for evaluating the extremity of a patient. Three types of artificial neural networks
have been used in this model including backpropagation network (BPN), modular
neural network (MNN), and generalized feedforward neural networks (GRNN).
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3 Materials and Methods

Our research uses a CKD dataset [7], which is openly accessible at UCI machine
learning laboratory. This dataset comprises 400 instances with 150 samples with-
out kidney disease (not presence) and 250 samples with kidney disease (presence).
Missing values in the dataset may effect in the accuracy of disease prediction. So
to avoid this, we consider 158 without missing samples and then apply Extra Tress
algorithm for evaluating feature importance. After getting feature importance, we
compute impute (mean) for missing values of numerical type attributes for increas-
ing the number of samples as preprocessing steps. Thenceforth, for predicting kidney
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diseases, 13 distinct parameters (Hypertension, Albumin, Specific Gravity, Diabetes
Mellitus, Pus Cell, Packed Cell Volume, Haemoglobin, SerumCreatinine, RedBlood
Cells, Pedal Edema, Appetite, Blood Urea, and Blood Glucose Random) have been
taken out of 24 attributes into account considering the feature importance. Figure 1
shows the importance of attributes in CKD dataset.

4 Machine Learning Techniques

4.1 Adaptive Boosting (AdaBoost)

Adaptive Boosting is an ensemble machine learning meta-algorithm technique that
creates a robust classifier from a number of weak classifiers. For improving perfor-
mance, it incorporated extra copies of the classifier on the same dataset, however
where the weights of incorrectly classified samples are adjusted and adjusts them to
represents the final output of the boosted classifier.

Given M training data {(x1, y1), . . . , (xM , yM)}, xi is a vector corresponding to
an input sample data, associated with Q input attributes, and yi is a target variable
with a class label of either −1 or +1 and a set of weak learners {K1, . . . , KL} each of
which outputs a classification K j

(
x j

) ∈ {−1, 1} for each classifier. An initial weight
is set for 1/n. Equal weight is assigned to all the instances in the kidney datasets.
AdaBoost is explained using pseudocode [8].

For t in 1, …, T :

• Choose ht (x) → [−1, 1]:

– Find weak learners that minimize ∈t , the summation of errors in weights for
misclassified points

∈t�
n∑

i�1
ht (xi ��yi )

wi,t

– Choose αt � 1
2 ln

(
1−∈t
∈t

)

– Add to ensemble Ft (x) + αt ht (x)
– Update weights for i � 1, …, m using

wt+1(i) � wt (i)e−αt yi ht (xi ))

Zt

Where Zt is a normalization factor.

– Final hypothesis:
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H(x) � sign

(
T∑

t�1

αt ht (x)

)

H is determined as a weight majority vote of the weak hypothesis ht , where each
classifier is assigned weight αt .

4.2 Bootstrap Aggregating (Bagging)

Bagging is another ensemble meta-algorithm used in statistical classification for
reducing variance and supports to avoid overfitting. At first, an initial weight is set
for kidney datasets [9].

For every classifier as T rounds:

• Normalize the weights
• Train the classifier and evaluate training error
• Choose: lowest error classifier
• Update the weights of the training data

Then, the final classifier is formed as the linear combination of T classifiers.

4.3 Extra Trees Classifier

Extra Trees is another modification of bagging classifier with ordinary tree-based
techniques as far as accuracy and computational efficiency. The main differences
with other tree-based algorithm are that it can split the node by choosing cut-points
randomly and build the trees using the total learning samples [10].

Split_node(S)
Input: Spited node equivalent to local subset S equivalent
Output: a split where ac is greater than a or not anything

• If End_split(S) is true then it will not return anything
• Or else, Choose k attributes {a1, . . . , ak} among all nonconstant (in S) candidate
attributes.

• Draw k splits {s1, . . . , sk}, where si �Choice_random_split(s,ai ),∀i � 1, . . . , k;
• Return a split s∗ such that s will be selected from the maximum score of S.

Choice_random_split(S,a)
Input: Local subset S and an attribute a.
Output: a split

• Draw a random cut-point aC considering maximal attributes of subset S and min-
imal attributes of subset S

• Return the split based on [a < aC ]
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End_split(S)
Input: Local subset S
Output: a Boolean value

• If the absolute value of S is less than the minimum sample size of the splitting
node, then return TRUE;

• If every property is consistent at that point then return TRUE;
• If the outcome is steady in S, then return TRUE;
• Or else, return FALSE.

4.4 Gradient Boosting

Gradient boosting is an optimization machine learning algorithm on a suitable cost
function for the prediction of kidney disease classification problem. In the process
of gradient boosting, a series of predictor values are iteratively formed. The final
predictor value is generated after iteratively calculating the weighted average values
of the weak predictor. At every sequence, an extra classifier is invoked to boost the
performance of the complete ensemble [11]. The algorithm for the predictive model
is enlisted in Table 2.

Input: A training set of data points (xi , yi ) from the given dataset
Output: A classification tree

• Initialization: Initialize model with a constant low value of T classifier.
• For i to number of iterations M do
• Calculate newweights of (x0, y0) to (xi , yi )with minimal prediction accuracy rate
of T .

• Draw new weak classifier hi on the pre-weighted prediction accuracy of T .
• Calculate weight βi of new classifier.
• Update the model as hi + βi .
• end for
• return T

Gradient boosting adds weak learners to minimize the bias in addition to the
variance to some degree, thus reducing the error [12].

4.5 Random Forest

Random Forest (RF) is a variant of ensemble classifier consisting of a collection
of tree-structured classifiers h(x, yk), which is defined as multiple tree predictors
yk such that each tree relies upon the estimations of an arbitrary vector inspected
independently and with a similar distribution for all trees in the forest. The random-
ization works in two ways: an arbitrary sampling of data for bootstrap samples as it
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is done in Bootstrap aggregating (bagging) in Sect. 4.2 and random selection of input
attributes for producing individual base decision trees [13]. Random forests become
different in a way from other methods that a modified tree learning algorithm is uti-
lized that chooses the differentiable candidate in the learning procedure, a random
subset of the features. The cause for doing this is the relationship of the trees in a
standard bootstrap sample. For example, if one or a couple of features are extreme
indicators for the response variable (target output), these features will be chosen in
a considerable lot of the decision trees, reasoning them to end up correlated.

5 Classification Performance Measurements

Five ensemble-based supervised machine learning techniques were applied for the
classification of chronic kidney disease attributes. Classification performance was
estimated by tenfold cross-validation. The classificationmodels were assessed on the
nine quality measures [14]. These quality measures for the analysis of classification
were examined closely. Absence attributes of chronic kidney disease were measured
as non-ckd class, and attributes with the presence of chronic kidney disease were
measured as ckd class. Here,

True positive (TP)—Correct positive prediction where samples with ckd predicted
as ckd.
False positive (FP)—Incorrect positive prediction where samples with non-ckd pre-
dicted as ckd.
True negative (TN)—Correct negative prediction where samples with non-ckd pre-
dicted as non-ckd.
False negative (FN)—Incorrect negative predictionwhere sampleswith ckdpredicted
as non-ckd.

The quality measures are executed to evaluate the efficiency of each machine
learning classifier in the distinction between presence and absence with samples of
chronic kidney disease. They are expressed as follows:

Classification Accuracy � (TN+TP)

(TN+FP+FN+TP)

Sensitivity � TP
(TP+FN)

Precision � TP
(TP+FP)

Specificity � TN
(TN+FP)

Negative Predictive Value � TN
(TN+FN)

False Positive Rate � FP
(FP+TN)

False Negative Rate � FN
(FN+TP)

Rate of Misclassification � (FN+FP)

(TN+FP+FN+TP)

F1 Score � 2 ∗ (Precision*Recall)
(Precision+Recall)
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6 Result and Discussion

The efficiency of five ensemble-based machine learning approaches was accounted
that all classifiers are trained with all 13 classes discussed in methods and materials
section, following a tenfold cross-validation to illustrate statistically robust results
for the prediction of kidney disease. We employed the Python software to execute
all classification tasks. Predicted results based on the confusion matrix is arranged
in Tables 1, 2, and 3 for Adaptive Boosting (AdaBoost), Bootstrap Aggregating
(Bagging), Extra Trees, Gradient Boosting, and Random Forest, respectively.

Figure 2 shows the classification results of these ensemble machine learning algo-
rithms. It is obvious from the outcomes that Bootstrap Aggregating (Bagging) pre-
dicts most noteworthy of true positives (presence of kidney disease classified as
presence) (Table 2; Fig. 2) and combined Adaptive Boosting (AdaBoost) and Extra
Trees algorithm predicts the most noticeable number of true negatives (absence of
kidney disease classified as absence of kidney disease) (Tables 1 and 3; Fig. 2).
Adaptive and gradient boosting confusion matrix (Tables 1 and 2) indicates that it
has second-best true positives (Fig. 2). Tables 2 and 3 show the confusion matrix of
Extra Trees and Random Forest classifier, which indicates that this classifier gives
the third most elevated number of true positives (Fig. 2).

Table 1 Confusionmatrix for tenfold cross-validation using adaptive boosting and bootstrap aggre-
gating

Adaptive boosting Bootstrap aggregating

Predicted class Predicted class

ckd Non-
ckd

Actual
total

ckd Non-
ckd

Actual
total

Actual
class

Actual
class

ckd 61 1 62 ckd 62 0 62

Non-ckd 0 38 38 Non-ckd 4 34 38

Total
predicted

61 39 100 Total
predicted

66 34 100

Table 2 Confusion matrix for tenfold cross-validation using extra trees and gradient boosting

Extra trees Gradient boosting

Predicted class Predicted class

ckd Non-
ckd

Actual
total

ckd Non-
ckd

Actual
total

Actual
class

Actual
class

ckd 60 2 62 ckd 61 1 62

Non-ckd 0 38 38 Non-ckd 2 36 38

Total
predicted

60 40 100 Total
predicted

63 37 100
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Table 3 Confusion matrix for tenfold cross-validation using random forest

Random forest

Predictive class

CKD Non-CKD Actual total

Actual class

ckd 60 2 62

Non-ckd 3 35 38

Total predicted 63 37 100

TP FN FP TN
Adaptive Boosting 61 1 0 38

Bootstrap Aggregating 62 0 4 34

Extra Trees 60 2 0 38

Gradient Boosting 61 1 2 36

Random Forest 60 2 3 35
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40
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70
Classifications Results using Machine Learning

Fig. 2 Classification results of ensemble machine learning techniques

Figure 3 plots nine qualitymeasures for classification performancemeasurements.
Figure 3 specifies that Adaptive Boosting beats over all other machine learning
algorithms with the most extreme classification accuracy of 99% while the second
most noteworthy characterization exactness is accomplished by Extra Trees 98%.
Furthermore, these two strategies have indicated the most extreme specificity and
precision of 100% that this classifier is most appropriate for distinguishing proof of
patients with chronic kidney disease (absence class). BootstrapAggregating achieves
the highest sensitivity, the negative predictive value of 100% and the lowest false
negative rate of zero percent, which indicates that this classifier is most appropriate
for identification of people who are sickwith chronic kidney disease (presence class).
But, bagging also has the lowest specificity of 89% and false negative rate of 11% that
is not fit for prediction of sick people with chronic kidney disease (absence class).
Figure 3 associates F1 Score and Error Rate of Classification Adaptive Boosting
shows the highest 99% and the lowest 1%, respectively.
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CA RMC SN SP PRC NPV FPR FNR F1
Adaptive Boosting 0.99 0.01 0.98 1 1 0.97 0 0.02 0.99

Bootstrap Aggregating 0.96 0.04 1 0.89 0.94 1 0.11 0 0.95

Extra Trees 0.98 0.02 0.97 1 1 0.95 0 0.03 0.98

Gradient Boosting 0.97 0.03 0.98 0.95 0.97 0.97 0.5 0.02 0.97

Random Forest 0.95 0.05 0.97 0.97 0.95 0.95 0.8 0.03 0.95

0
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0.8

1

1.2
Classification Performance Measurement

Fig. 3 Classification performance of ensemble machine learning techniques

Fig. 4 ROC for ensemble machine learning techniques

In agreement to the previouslymentioned assessment criteria, a receiver operating
characteristic (ROC) curve [15] is used and the area under the curve (AUC) to evaluate
the advantage and disadvantage of the classifier. ROC is unbiased of the two classes
and significant when the number instances of the two classes change through training
[16]. The region under ROC curve must be close to 1 for the best classifier. Figure 4
shows that AdaBoost classifier beats every single other procedure in expectation of
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quality of kidney ailment and other ensemble-based learning techniques perform the
approximate similar result in the prediction of the essence of kidney disease.

7 Conclusion

This prediction of kidney disease may spare the life of people and can have a real
effect on its cure. In this paper, we propose an ensemble method based machine
learning algorithm to improve the performance of the classifier for kidney disease.
In contrast with quite a few classic prediction algorithms, the classification accuracy
of our proposed ensemble learning algorithm achieves 99% classification accuracy.
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Proficient Cooperative Caching
in SWNET Using Twin Segments
Approach

B. N. Lakshmi Narayan, Prasad N. Hamsavath, Meher Taj, E. G. Satish,
Vivek Bharadwaj and S. Rabendranath

Abstract Web caching is the main practice to scale the Internet. One chief perfor-
mance aspect of web caches is the replacement strategy. The most prominent system
to let an array of distributed caches to cooperate and serve each other using web
requests is cooperative caching. In the existing cooperative caching schemes, most
of them will not provide high network level availability and high node level avail-
ability at the dupe time. The feasibility of the object is ensured by network level in
isolated network partitions and node level in individual nodes when they are com-
pletely detached from all of the networks. To reduce electronic content provisioning
cost in Social Wireless Network (SWNET), it is recommended to use cooperative
caching policies. Social Wireless Networks are designed by mobile devices like
Android, iPhone, Kindle, etc., giving out similar interests in electronic information,
and physically congregating in public areas. In Social Wireless Network, object
caching proves that it reduces the content provisioning cost, which is massively
dependent on the pricing factors within several stakeholders like End Consumers,
Content Service Providers, and Network Service Providers.
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1 Introduction

The establishment of mobile ad hoc networks (MANETs) is done with mobile hosts
(MHs), such as notebook, PDAs, and so on. Without the assistance of any network
infrastructure, these mobile devices can form a wireless network dynamically. The
use of multi-hop wireless links helps to move everyMH arbitrarily and communicate
with one another.Within the scopeof transmission area, theMHwhich acts as a router,
forwards the data packets to other neighbors. MANET is very useful under certain
environments, such as battles, disaster rescue, earthquake recovery, etc. SWNETs
can be framed with the help of ad hoc wireless connections between the devices. In
the existence of such SWNETs, a distinct way for content access by a device would
be to first look into the local SWNET for the requested content before downloading
from the Content Service Provider’s server. The expected content provisioning cost
of such an approach can be considered lesser, because the download from Content
Service Provider would be avoided since the content is available within the local
SWNET. This advent is named as cooperative caching.

Caching techniques is one of the optimum ways to trim the number of requests
made to the server, which results in increasing the performance communication
between the data. Search Engines, Web Browsers, Content Delivery Networks, and
Web Proxies are some systems which widely cache web files. On the web, cache
placement and replacement in proxy servers reduce the average amount of time
taken for data query and the network traffic. The primary purpose of caching is to
improve the performance of data communication. The data accessed by mobile hosts
will reside in spatial and temporal memory. More the space in temporal and spatial
memory, most of the accesses will go to the data that were recently accessed. Hence,
the performance of data communication can be improved by caching frequently
requested data.

Due to a smaller amount of memory space available in mobile devices all down-
loaded contents cannot be kept for a longer duration. For this reason, the device will
delete cached data after downloading the content from the storage. So introducing
a rebate mechanism to encourage the users to store the content as long as they can.
This makes the popular content available for a long time and reduces the content
provisioning cost.

2 Related Work

2.1 Cache Data

In this approach, recently and frequently accessed objects will be saved in the inter-
mediate nodes. The objects will be saved based on some predefined criteria. By this
way, the requests can be served by the intermediate nodes. But, storing a huge num-
ber of objects in the intermediate nodes is the major drawback of this approach and
is not scalable.
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2.2 Cache Path

In this approach, instead of storing the recently and frequently accessed objects as
done in CacheData approach, the intermediate nodes store only the object paths of
the nearest node where the objects are available. The primary idea of this approach
is to reduce the average time taken to find the requested object. But, in a huge mobile
network, this strategy will fail due to the replacement of new object paths frequently.

2.3 Hybrid Cache

In this approach, both the CacheData and CachePath approach will be used inter-
changeably based on the traversing objects through the intermediate node.

3 Optimized Object Placing for Caching

3.1 Replacement Using Twin Segments Cache

To put forward the optimal object placement we come up with the Twin Segment
cache method in which the available cache space in each device is categorized into
two segments. First is a Unique segment and second is a Duplicate segment (see
Fig. 1).

As the name indicates, Unique segment can save only distinct objects and the
Duplicate segment can save only the most frequently accessed objects without caring
about the object replication.

In the TwinSegment Caching replacement approach, immediately posterior an
object is downloaded from the Content Provider’s server, it will be considered as a
rare object since there is only a single copy of this object in the network. When a
node downloads the same object from one more SWNET node, that object will be
considered as a duplicate object since there are twin replicate copies of that object
in the network.

The path taken to place a newunique object is based onpopularity. The comparison
is done between the new object and the less popular object in the complete cache to

Fig. 1 Cache partition
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find which one is less popular. If the selected object in the cache is less popular than
the new object then it will be replaced with the new object.

On the other hand for a duplicate object, the candidate is selected only from the
first duplicate segment of the cache.

To simplify, a unique object will never be ignored to save just because to save a
duplicated object. The TwinSegment Cache ensures that the optimal object replace-
ment mechanism is achieved. By making use of this approach, all mobile devices
in their Duplicate segments preserve the same objects, but distinct objects in their
Unique segments. In this way, popular contents will be obtainable for a longer dura-
tion in the network either from Unique segmented cache or Duplicate Segmented
cache. This reduces the content provisioning cost when the content is locally avail-
able within a network. The TwinSegment cache makes it possible to keep track of
popular content, which needs to be kept for a long time.

   Op. benefit = Vp + Uip 
   Op. l = key 
Else
   Op. benefit = Uip 

Op. l = derived
End  
Om = Obj with low benefit 
If (Op. benefit > Om. benefit) 

replace Om with Op 
send the change of status message  

end 
Algorithm 2: optimized caching policy 

If (Op is downloaded directly || f == true 

3.2 Object Provisioning Cost Along with Split Cache

Local and remote hit rate helps to know the object provisioning cost.

• Local hit rate is the folio of exclusive objects stored with a probability that a device
can find the requested object.

• Remote hit rate is equal to the hit probability contributed by the objects stored in
the unique area of all devices in the partition, minus the unique area of the local
cache.
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4 Optimized Caching Policy

The caching strategy based on content importance, presented in this section, when
there is less memory in the cache for preserving a new object, the object which
is already present in the cache with the less importance is identified and replaced
with the new object which has more total importance. Based on the source, the
importance of a newly downloaded object is calculated.When anobject “p” is directly
downloaded from the Content Provider’s server, the copy is labeled as key. On the
other hand, the copy is labeled as derived, if the object is downloaded from another
node in the SWNET partition. The new object is stored in the cache only if its
importance is greater compared to any of the existing cached objects. Along with
the object replacement based on content importance policy approach as exhibited in
the previous sections, provisioning cost reduction needs that a key object should be
cached within the node that is most possibly to produce requests for that object.

INPUT: Op 
Flag=f

If (Op is downloaded directly || f == true
   Op. benefit = Vp + Uip
   Op. l = key
Else 
   Op. benefit = Uip

Op. l = derived
End 
Om = Obj with low benefit
If (Op. benefit > Om. benefit)

replace Om with Op
send the change of status message 

end
Algorithm 2: optimized caching policy

5 Caching Based on Content Benefit with Cost and Rebate

The global popularity of objects with high content demand can be represented as

Global popularity � total requests for object ′ j ′

total request in network

The local popularity of an object can be represented as

Local popularity � total requests from node ′a′ for object ′ j ′

total request from ′a′

In comparison with other nodes, most of the time only few nodes will be extra
active and produce extra requests per unit time. Individual node-definite request rates
can have a considerable impact on the average object provisioning cost. Due to this
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reason, it is important to consider this parameter in object placement algorithm as
presented in Algorithm 2 for the content importance based strategy.

Because of mixed nature enfold proxy can never be a good option for deciding
the optimal solution in TwinSegment Cache. The other best option to decide on the
optimal solution for TwinSegmentCachewould be to experimentally run the protocol
for all possible values and then choosing the one that output the minimum cost. This
minimum cost is shown as the best optimal TwinSegment cache.

6 Conclusion

The aspiration of work done is to come up with a cooperative caching strategy
for provisioning cost minimization in Social Wireless Networks. The most excellent
cooperative caching approach for provisioning cost reduction in requires the best way
categorization between distinct and replicated objects. Hereby, we propose a Twin-
Segment replacement which is evaluated for android mobile phones. It is proven that
with the approach based on content importance, it provides improved performance in
comparison with TwinSegment cache which is proposed mainly for content demand.
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A Particle Swarm
Optimization-Backpropagation
(PSO-BP) Model for the Prediction
of Earthquake in Japan

Abey Abraham and V. Rohini

Abstract Japan is a country that suffers a lot of earthquakes and disasters because it
lies across four major tectonic plates. Subduction zones at the Japanese island curves
are geologically complex and create various earthquakes fromvarious sources. Earth-
quake prediction helps in evacuating areas, which are suspected and could save the
lives of people. Artificial neural network is a computingmodel inspired by biological
neurons, which learn from examples and can be able to do predictions. In this paper,
we present an artificial neural network with PSO-BP model for the prediction of an
earthquake in Japan. In PSO-BP model, particle swarm optimization method is used
to optimize the input parameters of backpropagation neural network. Information
regarding all major, minor and aftershock earthquake is taken into account for the
input of backpropagation neural network. These parameters are taken from Japan
seismic catalogue provided by USGS (United States Geological Survey) such as
latitude, longitude, magnitude, depth, etc., of earthquake.

Keywords Tectonic plates · Artificial neural network · Particle swarm
optimization · Backpropagation · Seismic catalogue

1 Introduction

The earthquake formation is one of the hectic geological disasters that occur on the
surface of earth having various parameters associated with it. It causes unrecover-
able life harm. Seismic changes, changing in the water’s temperature, etc., are the
factors that are associated with earthquake [1]. The effect of this natural disaster is
high because it happens all of a sudden and unpredictable. High death rates, property
damages, etc., can be caused by an earthquake. Basic living conditions, for instance,
water, sanitation, vitality, correspondence, transportation, and so forth is influenced
by this seismic disaster. Earthquakes smash urban communities and towns, and in
addition, the effects provoke the destabilization of the money related and the com-
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munal surface of the nation. The impact of the event is awful in light of the way that
it influences a far-reaching extent to happen all of a sudden and unpredictable [2].
Prediction of the place of event, force, and epicentral zone of future major quakes has
been the subject of different legitimate undertakings with especially differentiating
conclusions in the late years. There are persuaded technique which rely upon either
the examination of precursory phenomena beforehand tremors, for instance, seismic
peacefulness, changes in attractive and electric signals recorded at seismic goals, and
sporadic creature conduct.

Artificial Neural Network (ANN) is interconnected neurons with duplication of
some properties of natural neurons [3]. The neural network structure is an extraordi-
narily self-adaptable nonlinear progression. In this work, neural network models are
shown for foreseeing the magnitude of the greatest seismic event in the following
year in perspective of the examination of eight scientifically characterized seismicity
factors. For a given seismic region, eight seismicity pointers computed from a pre-
described number of vital seismic events are passed as contributions to anticipate the
occurrence or non-occurrence of an earthquake. There has been work done as using
other neural network algorithms such as probabilistic neural network and recurrent
neural network for the prediction of the earthquake [4]. Artificial neural network is a
computational model inspired on the biological neurons in human brain. The artifi-
cial neural network contains interconnected neurons, which are highly self-adaptable
and can be used in various problem-solving scenarios [5].

2 Study Area

Pacific plate, North American plate, Eurasia plate, and the Philippine Sea plate are
the four major tectonic plates in which Japan and its islands inhabit. The Pacific plate
is forced sideways and downwards into the mantle, beneath Hokkaido and northern
Honshu, along the eastern margin of the Okhotsk microplate. Toward south, the
Pacific plate is forced sideways and downwards into the mantle beneath volcanic
islands along the easternmargin of the Philippine Sea plate. Creation of deep offshore
Ogasawara and Japan trenches is due to the 2200 km long zone force of sideways and
downwards into themantle by pacific plate. Similarly, the Philippine Sea plate is itself
forced sideways and downwards into the mantle under the Eurasia plate. Subduction
zones at japan area with respect to geology are too complex. They produce a lot of
earthquakes from multiple sources of origin (Fig. 1).

3 Particle Swarm Optimization

Particle swarm optimization is an optimization technique based on the social
behaviour of bird flocking. Particle swarm optimization technique has similarities
with genetic algorithm. System starts with population of random solutions and finds
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Fig. 1 Tectonic plates in Japan

the optimal solution by updating generations. Every particle stores coordinates in
particle with which best solution is found so far [6]. The values are changed from
iteration to iteration. To find the optimal solution, with respect to the previously best
position (pbest) and global best (gbest) position every particle moves.

pbest(i, t) � argk�1,..,tmin[ f (pi (k))], i ∈ {
1, 2, . . . , Np

}
,

gbest(t) � arg
i�1,...,Np

k�1,...,t min[ f (Pi (k))] (1)

where i denotes the index of the particle, Np is the total number of particles, p is the
position, t is the current iteration and f is the fitness function. The position P and
velocity V is updated by following equations:

Vi (t + 1) � ωVi (t) + c1r1(pbest(i, t) − Pi (t)) + c2r2(gbest(t) − Pi (t)),

Pi (t + 1) � Pi (t) + Vi (t + 1) (2)

where V is the velocity, w is the inertia weight, c1 and c2 are the acceleration
coefficients.

4 Backpropagation Neural Network

The backpropagation algorithm is used as a piece of layered feedforward Artificial
Neural Networks. Backpropagation has multiple layers with a supervised learning
framework in light of gradient descent learning rule [7]. We give the algorithm
instances of the sources of inputs and for outputs we require the framework to enlist,
and the error generated afterward is found out. The likelihood of this algorithm is to
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Fig. 2 Backpropagation neural network model with parameters optimized after PSO

diminish this error, until the pointwhen themoment that theArtificialNeuralNetwork
takes in the training information [8]. The neural network model is demonstrated in
the figure (Fig. 2).

The sum of the inputs ismultipliedwith correspondingweightsWji for generating
activation function.

A j (x,w) �
n∑

i�0

xiw ji (3)

Sigmoidal function is used as the output function for this work

Oj (x, y) � 1

1 + eAi(x,w)
(4)

Since the error refinement among genuine and expected results, the error relies
upon the weights and we have to alter the weights so as to limit the error. We can
portray the error function for the output of every neuron:

E j (x,w, d) � (Oj (x,w) − d j )
2 (5)

Then it is found how error value depends on the inputs outputs and weights.
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�Wji � −η
∂E

∂Wji
(6)

�Wji is the adjustment of each weight and ‘η’ is the constant eta. Now we have
to find out how much error depends on output.

∂E

∂Oj
� 2

(
Oj − d j

)
(7)

Now, to find out how much the output depends upon the activation and then on
weights we compute the following:

∂Oj

∂Wji
� ∂Oj

∂A j

∂A j

∂Wji
� Oj

(
1 − Oj

)
xi (8)

The difference with respect to each weight will be

�Wji � −2η
(
Oj − d j

)
Oj

(
1 − Oj

)
xi (9)

If we have to change Vik , the weights (Vik) of a past layer, we expect first to
register how the error depends not on the weight, yet in the observation from the past
layer, i.e., supplanting W by x as appeared in the below equation.

�Vik � −η
∂E

∂Vik
� −η

∂E

∂xi I

∂xi
∂Vi k

(10)

where

∂E

∂Wji
� 2

(
Oj − d j

)
Oj

(
1 − Oj

)
Wji (11)

∂xi
∂Vik

� xi (1 − xi )Vik (12)

5 Computed Parameters

To do the expectation of magnitude in the examination zone, the data source stock
collected in the midst of 2010–2016 is used. The test connection between mag-
nitude, frequency, and vitality of seismic tremor occasions is remarkable as the
Gutenberg–Richter (G–R) connections. The recorded earthquake data for the exam-
ination area are divided into different pre-undefined periods of time, for instance,
occasions in light of magnitude more than 3.5, the input to the neural networks are
eight computational parameters called seismicity input vectors [9].
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b-value

Since Gutenberg and Richter surveyed the parameters a and b, the appraisal of
the parameters has been a great part of the time used as a piece of true figuring of
seismicity. Greatest probability b-value were prepared using the following equation
[10].

b � 1

Mmean − Mmean
loge (13)

Energy e

Energy E (E in ergs) released during an earthquake can be calculated from the
following equation:

log E � 5.8 + 2.4m (14)

Energy j

The Seismic wave energy J (ergs) can be calculated from the following equation:

log10 J � 9 + 1.8M (15)

Longitude and latitude

Longitude specifies the east–west position of a point on the Earth’s surface and
latitude specifies north–south position supports several clustering-algorithm imple-
mentations, all written in MapReduce, each with its own set of goals and criteria.

6 Conclusion

This prediction of the earthquake using Particle Swarm Optimization-
Backpropagation model is efficient. As the optimized input parameters are given
as input to the backpropagation neural network, this model is more accurate than a
simple backpropagation network. The accuracy for prediction depends on the rele-
vance of the input parameters. Thismodel allows to clear the area indicated according
to future earthquake prediction by it, moreover allows to give awareness to the people
in that location and to do precautions for the loss of lives and financial misfortunes.
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Analysis and Detection of Diabetes Using
Data Mining Techniques—A Big Data
Application in Health Care

B. G. Mamatha Bai, B. M. Nalini and Jharna Majumdar

Abstract In digitized world, data is growing exponentially and Big Data Analytics
is an emerging trend and a dominant research field. Data mining techniques play
an energetic role in the application of Big Data in healthcare sector. Data mining
algorithms give an exposure to analyse, detect and predict the presence of disease and
help doctors in decision-making by early detection and right management. The main
objective of data mining techniques in healthcare systems is to design an automated
tool which diagnoses the medical data and intimates the patients and doctors about
the intensity of the disease and the type of treatment to be best practiced based on the
symptoms, patient record and treatment history. This paper emphasises on diabetes
medical data where classification and clustering algorithms are implemented and the
efficiency of the same is examined.

Keywords Big data health care · Data mining techniques · Gaussian Naïve
Bayes · OPTICS · BIRCH

1 Introduction

In India, healthcare systems have gained importance in the recent years with the
emergence of Big Data analytics [1]. Diabetes mellitus is posing a unique health
problem in the country today, and hence India ranks top in the world. Diabetes is a
chronicmedical conditionwhich can be administered and controlled through changes
in lifestyle at an initial stage. At advanced stages, diabetes can be controlled by timely
detection, right diagnosis and proper medication. Statistics as per today quotes that
approximately 145 million people worldwide are affected by diabetes mellitus and
5% of Indian population contributes towards this rate [2].
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Diabetes is a condition in which the human body will not be able to generate the
available amount of insulin which is necessary to balance and monitor the quantity
of sugar in the body. This disease accounts for various diseases such as heart disease,
nerve damage, kidney disease, blindness and blood vessels damage and many more
[3]. Diabetes depends on two reasons:

• Required amount of Insulin is not produced by the pancreas. This specifies Type-1
diabetes and occurs in 5–10% of people.

• InType-2, cells become inactive to the insulin being produced.Gestational diabetes
occurs in women when they develop high sugar level during the time of pregnancy
and may disappear after that.

Interpretation and analysing the presence of diabetes is a significant problem to
classify. A classifier is essential and intended in such a way that is more cost efficient,
convenient and precise. Big Data and data mining techniques provide a great deal
to human-related application. These methods find the most appropriate space in
the medical diagnosis which is one of the classification phenomena. A physician is
supposed to analyse many factors before actual diagnosis of the diabetes leading to a
difficult task. In recent times, designing of automatic diabetes diagnosis system has
been designed by adopting machine learning and data mining techniques.

2 Literature Survey

The predictive analysis of diabetic patients based on the age and gender using var-
ious data mining classification algorithms techniques are discussed [4]. Diabetes is
characterised by abnormal metabolism, mostly hyperglycaemia, and an associated
risk for specific complications affecting the eyes, kidney, and nervous system and
many more. Classification by decision tree induction and classification by Bayesian
network are used for predicting the diabetes for people of different age groups and
gender.

Ordering points to identify the clustering structure (OPTICS) algorithm is used for
the cluster analysis and it does not explicitly produce the clusters, rather it creates an
improved ordering of the data objects that depicts the structure of the clusters obtained
based on density [5, 6]. This ordering of clusters contains information equal to the
density-based clustering and equivalent range of parameter settings. This suits well
for automatic and interactive analysis of clusters.

OPTICS [7] is a method based on density and an improved version of DBSCAN.
It eliminates the negative aspects of DBSCAN, like forming the clusters in varying
density environment. It specifies the shortest distance from the core comprising the
minimum number of data points and calculates the mean distance among the points
which are placed in and around the core and results in a new distance as the new core
distance.

Balanced iterative reducing and clustering using hierarchies (BIRCH) is an effi-
cient and accountable data clustering method, which is based on a new in-memory
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data structure termed CF tree that summarises the data distribution [8]. BIRCH
diminishes the problem of identifying the clusters from the initial dataset into one by
clustering the set of summaries, which are much slighter than the original dataset.

BIRCH [9] eventually clusters the inward multidimensional data points and pro-
duces the clustering with best acceptable quality from the available resources such as
memory and time constraints. BIRCH typically finds a better clustering by scanning
the data once and enhances the quality with additional scans ahead [10, 11]. BIRCH
was initially designed to form clusters by handling noise in the dataset.

3 Methodology

Data mining is a new pattern for analysing medical data and achieving useful and
practical patterns. Data mining helps us to predict the type of disease and do not try
to confirm the already identified patterns; rather tries to find already non-identified
patterns. The objective of the proposedmethodology is to analyse themedical dataset
and predict whether the patient is suffering from the diabetes disease or not. This
prediction is done using data mining algorithms such as Gaussian Naïve Bayes,
BIRCH and OPTICS.

Naïve Bayes data mining technique is applied to the dataset to predict whether
the patient is diabetic or not. BIRCH and OPTICS clustering algorithms are used to
cluster similar kind of diseased people into one cluster and identify which algorithm
is more efficient by calculating the performance measures.

3.1 Input Dataset

The source of medical dataset on diabetes is obtained from the UCI machine learn-
ing repository from the link https://archive.ics.uci.edu/ml/datasets/Pima+Indians+
Diabetes [12]. The residents of Arizona, USA and those suffering from diabetes are
tested and their data is obtained. It is observed that major percentage of the popula-
tion suffer from diabetes and the reason behind this is overweight. The dataset under
study comprises nine attributes as shown in Table 1.

3.2 Algorithms

3.2.1 Gaussian Naïve Bayes

Naïve Bayes is used for constructing the classifier. Naive Bayes classifiers belong
to a family of simple probabilistic classifiers which works on applying the Bayes’
theoremwith complete (naive) independence assumptions amongst the features [13].

https://archive.ics.uci.edu/ml/datasets/Pima%2bIndians%2bDiabetes


446 B. G. Mamatha Bai et al.

Table 1 Attributes of
diabetic medical dataset

S. No. Attributes

1. No. of times being pregnant

2. Glucose tolerance test

3. Blood pressure level (mmHg)

4. Body mass index (BMI)

5. Triceps (mm)

6. Insulin (mu U/ml)

7. Age (years)

8. Pedigree function w.r.t diabetes

9. Indicating presence or absence of diabetes

Fig. 1 Core distance and
reachability distance

Gaussian Naïve Bayes is used for the continuous dataset. Detailed steps of the algo-
rithm are given in Appendix 1.

3.2.2 OPTICS

OPTICS algorithm is used to group the data points considering the density of the
objects [14]. It needs two parameters viz. ε-Maximum distance (radius) and MinPts
(number of points necessary for forming clusters). A point ‘P’ is said to be a core
point if it has at least minimum number of points within the neighbourhood. Two
values are needed to be considered for each of the object as shown in Fig. 1.

• Core distance

The core distance refers to the least distance ε′ between point p and a data object in
its ε-neighbourhood where p becomes a core object.
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Fig. 2 Overview of BIRCH algorithm

• Reachability distance

It is the distance between the two points p and o or core distance of p, whichever is
bigger.

Detailed algorithm steps are given in Appendix 2.

3.2.3 BIRCH

The BIRCH clustering is a type of hierarchical clustering. The algorithm uses the
clustering feature and it builds a CF tree. It works for large datasets. It is the first
algorithm which is used to handle the noise [15]. There are four phases in BIRCH
algorithm as shown in Fig. 2.

The working description of each phase is as follows:

Phase 1: Scan the dataset and build an initial in-memory CF tree.
Phase 2: Scan all the leaf entities of the CF tree and build a new CF tree which is
smaller in size. Eliminate all the outliers and form the clusters.
Phase 3: Use the clustering algorithm to cluster all the leaf entities. This phase results
in creating a set of clusters.
Phase 4: The cluster centroids obtained in Phase 3 are used as seeds and the data points
are redistributed to its closest neighbour seeds to form new cluster representations.
Finally, each leaf entity signifies each cluster class.
Details of the algorithm steps are given in Appendix 3.
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4 Experimental Analysis

4.1 Gaussian Naïve Bayes

TheGaussianNaïveBayes analyses the input dataset, segments the continuous values
into classes and predicts whether the patient is diabetic or not. The feature value in
our example is considered to be the age attribute and the output is shown in Fig. 3.
The output depicts that the people are affected by diabetes around the age of 20 and
above considering the various factors such as hereditary, lifestyle, food habits, stress,
etc.

4.2 OPTICS

The entire dataset is grouped into three clusters based on different stages of dia-
betes w.r.t glucose tolerance test. The clusters formed are normal, prediabetes and
diabetes. The cluster plot and each cluster representation are shown in Fig. 4a, b,
respectively. The clusters are formed by considering the associated symptoms for
different categories of people such as normal, prediabetes and diabetes for detailed
cluster analysis and the same is shown in Fig. 5. Figure 6 represents the plot of
insulin dependency with the age factor. Analysis of Fig. 3 with 6 shows that people
are affected by diabetes at an early age of 20.

4.3 BIRCH

The BIRCH algorithm builds a CF tree and works with large dataset which is capable
enough to handle noise. By analysing the diabetic dataset, the three clusters are
formed as shown in Fig. 7a, b. Figure 8 refers to the plot of glucose tolerance test
with age to illustrate whether the victim is diabetic or not. Figure 9 represents the

Fig. 3 Predicting diabetic or
non-diabetic
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(a) Cluster Plot of OPTICS Algorithm (b) Clusters of OPTICS Algorithm

Fig. 4 Results obtained for OPTICS algorithm

Fig. 5 Cluster analysis of OPTICS algorithm

Fig. 6 Plot of insulin dependency with age
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(a) Cluster Plot of BIRCH Algorithm (b) Clusters of BIRCH Algorithm

Fig. 7 Results obtained for BIRCH algorithm

Fig. 8 Glucose tolerance test versus age

Fig. 9 Plot of BMI and glucose test

plot of body mass index (BMI) with glucose test. Figure 10 depicts different age
groups of people having comparably good health factor.
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Fig. 10 Scatter plot of normal health

4.4 Performance Analysis Statistics

4.4.1 Silhouette Method

Silhouette methods are used by the researchers to interpret and validate the consis-
tency of the data within the clusters. This method pictorially represents how well
each data object fits into the cluster [16]. The range of Silhouette width lies between
−1 and +1 where the higher value represents the strong similarity and lower value
represents the weak similarity of data objects within a cluster.

The results of Silhouette method for OPTICS and BIRCH algorithm are as shown
in Figs. 11 and 12, respectively. The average Silhouette width for OPTICS algorithm
is 0.44 with less outliers pointing towards the negative scale of the X-axis, whereas
the Silhouette width is 0.31 in the case of BIRCH algorithm with few outliers. This
clearly indicates that the similarity of the data objects is high in OPTICS.

Fig. 11 Results of
Silhouette method for
OPTICS algorithm
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Fig. 12 Results of
Silhouette method for
BIRCH algorithm

Table 2 Performance metric
values

Precision Recall F-
measure

Rand
index

OPTICS 0.735849 0.795918 0.7647058 0.7108433

BIRCH 0.523809 0.523809 0.5238095 0.5381062

Fig. 13 Cluster analysis of
various performance metrics

4.4.2 Performance Metrics

Performance metrics are necessary to compare and analyse the clustering quality of
various clustering methods. Higher the performance metric values, superior is the
clustering quality. The performance metrics like precision, recall, F-measure and
Rand Index are used to obtain the best clustering algorithm as shown in Table 2
and Fig. 13. From the analysis, it is found that OPTICS algorithm performs most
efficiently compared to BIRCH algorithm.

5 Conclusion and Future Work

In this paper, we have demonstrated the usefulness of data mining algorithms like
Gaussian Naïve Bayes, BIRCH and OPTICS for the prediction of diabetic dis-
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ease. Data mining techniques are effective in diagnosing and clustering the diabetic
patients. GaussianNaïve Bayes classifier is used for predicting based on the probabil-
ities. BIRCH and OPTICS are used to cluster similar kind of people, where BIRCH
is based on the CF tree and OPTICS is based on the ordering of the points in the
cluster.

Analysis and comparison of clustering algorithms are performed by considering
various performance metrics. It is observed that for the same number of clusters
obtained by different clustering techniques, OPTICS is most efficient and is suitable
for diagnosis of diabetes.

This work helps the doctors to diagnose and provide the recommended medicine
at an early stage. The main aim is to reduce the cost and provide better treatment. In
future, this work can be extended with more number of classification algorithms and
their accuracy can be compared to find the optimal one.
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Appendix 1

Algorithm: Gaussian Naïve Bayes
Input: Dataset
Output: Classification into different categories
Algorithm Steps:
Step 1. Segment the data by the class.
Step 2. Calculate the probability of each of the class.

Class Probabili t � Class Count

T otal Count

Step 3. Find the average and variance of individual attribute x belonging to a class c.

a. Let μx be the average of the attribute values in x allied with class c.
b. Let σ 2

x represent the variance of the attribute values in x related with class c.

Step 4. The probability distribution is computed by

p(x � v|c) � 1
√
2πσ 2

x

e
−(v−μx )2

2σ2x

Step 5. Calculate the probability of the attribute x
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P(x1, x2.........xn|c) �
∏

i

P(xi |c)

Naïve Bayes Classifier � argmax P(c)
∏

i
P(xi |c)

Step 6. End.

Appendix 2

Algorithm: OPTICS
Input: Dataset
Output: Clusters
Algorithm Steps:
Step 1. Initially ε and MinPts need to be specified.
Step 2. All the data points in the dataset are marked as unprocessed.
Step 3. Neighbours are found for each point p which is unprocessed.
Step 4. Now mark the point as processed.
Step 5. Initialize the core distance for the data point p.
Step 6. Create an Order file and append point p to the file.
Step 7. If core distance initialization is unsuccessful, return back to Step 3 otherwise
go to Step 8.
Step 8. Calculate the reachability distance for each of the neighbours and update the
order seed with the reference of new values.
Step 9. Find the neighbours for each data point in the order seed and update the point
as processed.
Step 10. Fix the core distance of the point and append to the order file.
Step 11. If undefined core distance exists, go back to Step 9, else continue with Step
12.
Step 12. Repeat Step 8 until there is no change in the order seed.
Step 13. End.

Appendix 3

Algorithm: BIRCH
Input: Dataset
Output: Clusters
Algorithm steps:
Step 1. Set an initial threshold value and insert data points to the CF tree w.r.t the
Insertion algorithm.
Step 2. Increase the threshold value if the size of the tree exceeds the memory limit
assigned to it.
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Step 3. Reconstruct the partially built tree according to the newly set threshold values
and memory limit.
Step 4. Repeat Step 1 to Step 3 until all the data objects are scanned and form a
complete tree.
Step 5. Smaller CF trees are built by varying the threshold values and eliminating
the Outliers.
Step 6. Considering the leaf entities of the CF tree, the clustering quality is improved
by applying the global clustering algorithm.
Step 7. Redistribution of data objects and labelling each point in the completely built
CF tree.
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Cyclic Scheduling Algorithm

Ravin Kumar

Abstract CPU Scheduling has played a critical role in making efficient systems, It
is the mechanism which allows one process to use the CPU for execution while other
processes are put on hold because of unavailability of any required resource, with
the aim of maximizing the CPU utilization and reducing the waiting time and the
turnaround time. This paper presents a new Scheduling Algorithm, which supports
preemption, reduces the turnaround time and the waiting time. To show its effective-
ness, its comparison is done with other traditional scheduling algorithms including
First Come First Serve, Shortest Job First, and Round Robin Scheduling Algorithm,
and as a result it was found that the proposed algorithm provides a new and effective
scheduling approach which reduces the average waiting time and average turnaround
time in a much better way than the traditional approaches.

Keywords Preemption · Scheduling · Resource utilization · Waiting time

1 Introduction

Computers have become an important part of today’s Information Age, due to their
ability to perform several tasks simultaneously. Inside a computer, processors play
a crucial role in decision-making, and calculation-related tasks. When processor
has more than one process to execute, at that time scheduling algorithms [1] are
required to manage execution efficiency of processes. CPU Scheduling is one of
the fundamental concepts of Operating System, which are designed with the aim of
maximizing the utilization of available system resources, resulting in a better, fair,
and fast use of shared resources among the available processes. There are various
traditional scheduling algorithmswhichwere designedwith the aimof better resource
utilization, some of them are FCFS, SJF, and Round Robin scheduling algorithm [2].
There are many factors that require attention during the scheduling process, this
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includes burst time, arrival time, and priority of the process, with the aim of reducing
the average waiting time and average turnaround time [3]. We have studied various
scheduling algorithms from existing literature.

FCFS (First Come First Serve)—This is one of the most earlier approaches
which was used for scheduling purpose. This follows the ideology of “First Come
First Serve”, i.e., assigning CPU time first to that process, which requested them first
[4].

SJF (Shortest Job First)—In this approach, CPU is allocated to that process
which has the smallest burst time available, i.e., the job with the shortest computation
time is executed first. When a job first arrives, it is put inside the ready queue, and
then the job which has the smallest burst time is chosen for execution [5].

Round Robin Scheduling—In this approach, a preemptive time-slicing is per-
formed with the help of a time quantum or time slice. A time slice or time quantum
is a small unit of time, due to which it can give the effect of all processors sharing
the CPU equally with its given time quantum.

This paper proposes a new CPU scheduling algorithm, which can be used for the
same purpose, and when compared with other approaches, it shows comparatively
good results.

2 Related Work

Kumar et al. [6] designed a method to suggest the length of the next CPU burst in
SJF, and showed that approximate length of the next CPU burst is similar to the
length of the previous request. Khan et al. [7] performed a comparative study over
SJF and FCFS for similar priority jobs. Li et al. [8] improvised the FIFO algorithm
by using fuzzy logic, and showed that it reduces the execution time for tasks and
increases the resource utilization. Indusree et al. [9] suggested an improvement to RR
by calculating the dynamic time quantum each burst time for processes present in the
ready queue. Singh et al. [10] developed a multi-queue-based scheduling approach
for cloud architectures. Lin et al. [11] showed that weighted RR performs better
than FCFS in Hama architecture. Jha et al. [12] proposed a hybrid algorithm of RR
and priority scheduling, which was an improvement over both traditional RR. In
servers based on OpenFlow, Peng et al. [13] suggested a weighted RR algorithm
that can be used for load balancing. Chaturvedi et al. [14] utilized improved RR
in workflow applications in the cloud. Rao et al. [15] proposed a dynamic time
calculation mechanism for RR for improving its performance.

3 Proposed Scheduling Algorithm

Let us assume a set of processes P0, P1, P2,…, Pn that are needed to be executed
using the proposed scheduling algorithm. QUEUE is representing a queue type data
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structure which holds those process which has been executed partially. Now, let us
assume that there is a set ‘L’, which holds all those processes that are not completed
and their Arrival Time is either less than or equal to the current time. Flowchart of
the proposed algorithm is given in Fig. 1.

Cyclic Scheduling Algorithm ( )

ParametersQOLD andQNEW represent the dynamic time quantum, CNT represents an
integer value that is used to decide the dynamic time quantum. RTX is the remaining
time of the selected process. Max and Min are maximum and minimum remaining
time among processes that are either present in L or are in QUEUE. N represents the
total number of active and arrived processes.

Given below is the flowchart of the proposed scheduling algorithm (Fig. 1).

Fig. 1 Flowchart of Cyclic
Scheduling Algorithm
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Step 1: Set L={ }, QUEUE = Null, CNT =0 and QNEW = 0.

Step 2: Add all the new process that had arrived, in set L, and update  CNT= CNT+1

Step 3: PX = Select_Process( CNT )
Step 4: IF number of process in L == 1 

then
IF  QUEUE == Null

then 
QOLD   =  QNEW = 1

ELSE
QNEW = QOLD

end IF
ELSE
// calculating new time quantum.

QNEW = mininum (  RTX , ( Max – Min) /2 ,  Σ RT/N  )  
QOLD = QNEW .

// in above formula remove  all zero values, and calculate  QNEW  ( >= 1).

end IF
Step 5: After running PX for QNEW time,  remove PX from L, and add (PX , NX) to

QUEUE, here NX can be calculated as : 
NX= NTEMP  + number of ( P , N ) pairs present in QUEUE. 
Where,

NTEMP =  Number of process in L + Number of process that just    + 1
arrived  during this execution.

Step 6: Calculate_Jump ( )
Step 7: IF All Processes are completed and  L== { } and QUEUE == Null

then
Exit.

Else 
Goto step 2.

END

Select_Process ( CNT )
This function is used to decide which process to be chosen for execution from set L.
BEGIN
Step 1: IF CNT % 2 == 1

then
return Process which have minimum remaining time in set L.

ELSE
return Process present in L and have arrival time  closer to 

( Maximum Arrival time + Minimum Arrival time ) / 2.
Maximum and Minimum are calculated among processes present in L.

END

BEGIN 
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Calculate_Jump ( ) 
This function is used to make use of dynamic time quantum to place processes back 
from QUEUE to set L.
BEGIN 
Step 1: For each ( PT, NT ) present in QUEUE
               IF NT  <=   Number of ( P , N ) pairs present in QUEUE.
                  Then 
                      For each ( PY, NY ) present in QUEUE 
                           NY =  NY  - 1 
                      end For 
                      Remove  ( PT, NT ) from QUEUE.

IF Remaining time of PT  > 0
                          then
                              Put process  PT in set L.
                      end IF 
               end IF 
            end For 
END 

4 Working Demonstration

To better understand the proposed algorithm, we have considered a set of processes
with burst and arrival times, so that the behavior of the new proposed scheduling
algorithm can be easily understood (Table 1).

Initially, we have P � { }, QUEUE � Null, CNT � 0 and QNEW � 0.
Table 2 shows the status of processes, after applying the proposed CSA.
After applying the proposed scheduling algorithm, the waiting time and

turnaround time of each process are evaluated, it is given in Fig. 2.

Table 1 Sample data to demonstrate the procedure of Cyclic Scheduling Algorithm

Process Arrival time Burst time

P0 0 2

P1 0 3

P2 2 1

Table 2 Applying Cyclic Scheduling Algorithm

Current time CNT QNEW Set L { } QUEUE

0 0 0 {P0, P1} Null

1 1 1 {P1} (P0, 2)

2 2 1 {P0, P2} (P1, 2)

3 3 1 {P1, P2} (P0, 2)

4 4 1 {P1} (P2, 2)

5 5 1 { } (P1, 1)

6 6 1 { } Null
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Fig. 2 Representation of
individual turnaround and
waiting time using Cyclic
Scheduling Algorithm

Table 3 Overall performance
of the proposed scheduling
algorithm on sample data

Parameter Value

Average turnaround time 2.66

Average waiting time 0.66

The overall performance of the algorithm can be determined by calculating the
total waiting time and total turnaround time for the given sample of data. Using
the above values of waiting time and turnaround time of the individual processes,
the average turnaround time and average waiting time can be calculated, so that the
overall performance of the proposed algorithm can be measured. In Table 3, the
average turnaround time and average waiting time of the above processes is shown.

5 Result and Discussion

In the proposed algorithm, the outer loop containing set ‘L’ and queue ‘QUEUE’
makes sure that the algorithm has a cyclic nature for the execution of process, similar
to that of round-robin algorithm. But instead of using the order inwhich the processes
first arrived, our algorithm has an inner mechanism which helps in improving the
algorithm’s performance by providing dynamic time quantum, and then selecting a
process on the basis of arrival time and remaining time to execute in the outer loop.

Cyclic Scheduling Algorithm is tested with various test cases on real data sets,
and then the obtained result is further compared with FCFS, SJF, and Round Robin
Algorithm. To show its effectiveness, four samples of data are taken for applying the
scheduling algorithm, and then a comparison is done with FCFS, SJF and Round
Robin scheduling algorithms (Table 4).

In Fig. 3, average turnaround and average waiting time are obtained after applying
each algorithm is given.
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Table 4 Sample 1—Burst
time in increasing order

Process Arrival time Burst time

P0 0 2

P1 1 7

P2 2 8

P3 3 14

Fig. 3 Comparison of
average turnaround and
average waiting time of
FCFS, SJF, RR, and CSA
scheduling algorithms

Table 5 Sample 2—Burst
time in decreasing order

Process Arrival time Burst time

P0 0 14

P1 1 8

P2 2 7

P3 3 2

Table 6 Sample 3—Burst
time in random order

Process Arrival time Burst time

P0 0 2

P1 1 8

P2 2 7

P3 3 14

Let us consider another sample of data to further check the result, Given below is
the set of assumed data on which proposed scheduling algorithm is applied and then
the comparison is done with other algorithms (Table 5).

Given below is the graphical representation of the average turnaround and average
waiting time obtained after applying each algorithm (Fig. 4).

Similarly, consider another sample of data on which we first apply the proposed
scheduling algorithm, and then a comparison is done with other algorithms (Table 6).

For the above sample, the comparative analysis of performance obtained after
implementing different scheduling algorithms is given in Fig. 5.
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Fig. 4 Comparison of
average turnaround and
average waiting time of
various scheduling
algorithms

Fig. 5 Comparison of
average turnaround and
average waiting time of
various scheduling
algorithms

Table 7 Sample 4—Set of
ten processes assigned with
random values

Process Arrival time Burst time

P0 0 3

P1 1 14

P2 2 7

P3 2 2

P4 3 11

P5 3 5

P6 4 8

P7 5 13

P8 6 9

P9 6 3

The fourth sample is generated by randomly assigning arrival and burst time to a
set of ten processes (Table 7).

Given below is the comparative analysis of different scheduling algorithms over
the above set of processes (Fig. 6).
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Fig. 6 Comparison of
average turnaround and
average waiting time of
various scheduling
algorithms

6 Conclusion

In this paper, an advanced method is introduced which helps in the reduction of
average turnaround time, and average waiting time required by a set of processes
(having the same priority) of completing their tasks. Proposed algorithm provides a
better approach for scheduling processes as compared to other traditional approaches.
This algorithm provides a newway of scheduling processes, and also opens a way for
developing new hybrid scheduling algorithms by combining the proposed algorithm
with other traditional algorithms. Future research work can be done on adding a
priority mechanism to the proposed algorithm.
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A Framework for Monitoring Clustering
Stability Over Time

K. Namitha and G. Santhosh Kumar

Abstract Mining data streams and arriving at intelligent decisions is becoming
more and more important nowadays as a lot of applications produce large volume
data streams. Data stream clustering has been considered to be very useful for online
analysis of streams.Monitoring the cluster transitions over time provide good insight
into the evolving nature of the data stream. This paper introduces a framework for
monitoring the stability of individual clusters and clusterings over time, alongwith the
progress of the stream. Tracking the historical evolution of clustering structures is the
main focus of this framework. Two real-world datasets have been used for conducting
the experiments. The results point up the fact thatmonitoring the stability of clustering
structures will help to get an important hint of the physical events happening in the
environment. This information can be used to predict the future clustering structure
changes and in turn the upcoming events.

Keywords Data streams · Clusters · Evolution tracking

1 Introduction

With the rapid growth in hardware and software technologies, it has become easier
and cheaper to produce data at large scale. Data arriving as continuous, fast stream
makes its online analysis an inevitable need of the era. Classification and clustering
are the important machine learning approach tried in case of data streams. Different
approaches can be seen in the literature for online clustering of the data streams
[1–5].

The concept drift happening along the evolution of the stream is an important con-
cern in data stream mining. Change in the underlying data distribution is the basic
reason for concept drift. In data stream clustering scenarios, concept changes can be
detected only by identifying changes in the data distribution. Since the data distribu-
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tion is closely related to the clustering structure, monitoring the clustering structure
has good scope in identification and anticipation of concept change. In addition to
this, understanding the changes happening in the clustering structure can be useful for
studying the characteristics of the domain in detail and especially decision-making.
It has application in many areas like customer relationship management, fraud dis-
covery, healthcare systems, etc. Studying the interrelationship between the clustering
structure changes and the real events can help deriving better business strategies and
decisions.

MONIC [6] andMEC [7] are two important approaches discussed in the literature
for identifying the different category of cluster transitions. Various possible internal
and external cluster transitions are defined in these papers. But they do not assess
the stability of clustering structures. In this paper, we are proposing a framework
that monitors the lifetime of individual clusters and clusterings over time. From the
beginning of the stream, each cluster and clustering are tracked from their birth till
disappearance. This helps to track the evolution of the data stream. Experiments
conducted on two real-world datasets supports the fact that monitoring the clustering
stability and hence tracking the evolution helps to derive a relationship between
the clustering structures and the physical events. This kind of analysis is useful to
understand the changes happening over the stream.

Rest of this paper is organized as follows. Section 2 elaborates the related work.
Section 3 describes the proposed framework in detail. Experiments and discussion
are included in Sect. 4 and finally, Sect. 5 concludes the paper.

2 Related Work

Plenty of algorithms are available for data stream clustering, a brief account of which
can be seen in [8, 9]. But relatively few works can be seen in identifying and tracking
cluster transitions. MONIC [6] is a framework introduced for modelling cluster tran-
sitions. They have categorized cluster transitions to be internal and external. Clusters
generated at two consecutive time points are compared to decide the kind of tran-
sitions happened. Spiliopoulou et al. [10] have listed some category of application
areas which used MONIC framework for cluster transition analysis. This includes
evolution in social networks, change prediction in data stream mining, spatiotem-
poral analysis, topic evolution, etc. MEC [7] is another similar framework which
models different cluster transitions. MEC uses bipartite graphs for tracking cluster
transitions. In addition to the usual enumeration method, cluster representation by
summary is also considered in this framework.

MONIC+ [11] is an extension of theMONIC framework. It defines different types
of clusters, based on which the cluster overlap and cluster transitions are redefined.
Held et al. [12] present the visualization method for dynamic clusterings. In addition
to the cluster transitions discussed inMONIC, this paper introduces one more transi-
tion named ‘rebirth’ of a cluster. ReDSOMmethod [13] identifies clustering structure
changes by kernel density estimation approach. This paper also defines the cluster
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transitions like emergence, disappearance, split, absorption, cluster compaction and
cluster enlargement, etc.

3 Proposed Framework

This section contains the details of the proposed framework which is intended to be
useful for monitoring the stability of clustering structures over time. Here, both the
individual clusters and the whole clusterings are considered for tracking the stability.
Stability refers to the total lifetime—right from its birth till death/disappearance.
To identify and nomenclature the cluster transitions between two consecutive time
points, this framework is using the cluster transition models introduced by MONIC
andMEC. Particularly ‘survival’ of clusters to the next time point decides the stability
of clustering structures. This framework has four components as shown in Fig. 1 and
subsequently discussed in the following sections.

Micro-clustering

Macro-clustering

k estimation

Stream Clustering

Cluster Transition 
Detection

Stability Assessment

Stream

Fig. 1 Components of the framework
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3.1 Online Clustering

Online clustering of the data stream is done using CluStream algorithm [3]. CluS-
tream is one of the most popular stream clustering algorithms available in the lit-
erature. Like many other stream clustering algorithms, CluStream also processes
the stream by using two components—an online component which performs micro-
clustering of the stream and an offline componentwhich createsmacro-clusters out of
the available micro-clusters. Micro-clusters are created and maintained in an online
way, and they represent the summary of the stream. Cluster feature vectors [1] are
used to store micro-clusters in memory. To create an overall clustering of the past
stream, macro-clustering can be performed with the micro-clusters relevant to that
period. The main peculiarity of the CluStream algorithm is that it provides the user
with an opportunity tomention the period overwhich the offlinemacro-clustering has
to be performed. The proposed framework utilizes this flexibility and it has employed
fixed-size window based macro-clustering.

3.2 Deciding the Number of Clusters Dynamically

CluStream algorithm uses k-means clustering at two different stages—during ini-
tialization of the micro-clusters at the beginning of the stream and during the offline
clustering phase to create macro-clusters from micro-clusters. The usual assumption
while using k-means clustering is that the number of clusters or the value of k is
fixed and it is provided by the user. But there are limitations while applying this
assumption to data streams, as the streams are highly dynamic in nature and concept
changes are possible. To overcome this difficulty, we are using a method of deciding
the value of k dynamically depending on the current characteristics of the stream.
Whenever k-means clustering algorithm has to be called, it is preceded by a step of
calculating the most suitable value for k.

This framework uses Ordered Multiple Runs of k-Means (OMRk) algorithm [14]
as the approach to decide the number of clusters, k. In this approach, k-means algo-
rithm is run multiple times with value of k varying from 2 to

√
N where N is the

total number of points to be clustered. To validate the relative quality of clusterings
created at each execution of k-means, Simplified Silhouette [15, 16] is used as the
relative clustering validity criteria. Silhouette value of a clustering is measured as
follows. Suppose xi is a data element belonging to the cluster Ca , and a(xi ) is the
average distance of xi to all other data elements within the same cluster. Similarly for
each cluster Cb other than Ca , find the average distance between xi and all the points
in Cb. Let b(xi ) be the smallest among these distances. The cluster with this lowest
average dissimilarity is termed as the neighbouring cluster of xi . Low value for a(xi )

and high value for b(xi ) is the desirable feature of a good clustering. Silhouette is
defined as
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s(xi ) � b(xi ) − a(xi )

max{a(xi ), b(xi )}
Higher values of s(xi ) indicate better clustering. In order to reduce the compu-

tational complexity, instead of calculating distance to each data point in a cluster,
distance to the cluster centre is taken. So a(xi ) is the distance between the data point
and its own cluster’s centroid. Similarly to calculate b(xi ), distances between the
data point and all the other cluster centroids are considered. This variant of silhou-
ette computation is called Simplified Silhouette (SS). Average of all the s(xi ) over i
� 1, …, N is taken as the SS value of that partition.

SS � 1

N

N∑

i�1

s(xi )

Partition with the highest value of SS is the best clustering, and that particular
value of k is chosen. Experiments supported the fact that keeping the value of k
dynamic helps to adapt easily to the changes or evolution of the stream.

3.3 Transition Model

This framework is motivated by the cluster transition models introduced by MONIC
[6] andMEC [7]. It tracks the five categories of external transitions defined inMONIC
namely—survival, absorption, split, disappearance and creation of new clusters.
Clusters are represented by the enumeration method, i.e. a cluster is characterized
by the data points assigned to it. Cluster characteristics like centre, radius etc., are
calculated from its member elements [17].

Macro-clustering is performed after processing eachfixed-sizewindowof samples
from the stream.Macro-clusters created at such consecutive time points are compared
to identify the type of transition each cluster has undergone. To decide the survival
of a cluster, a survival threshold value should be provided by the user. Also, a split
threshold is used to decide if a cluster at a particular time point is split into more
than one cluster in the next time point.

3.4 Stability Monitoring

Cluster stability is decided by checking how long it survives. Any transition other
than survival is considered to be the end of the lifetime of that particular cluster.
That is, cluster identity is strictly followed and even if it gets split or absorbed, its
identity is considered to be lost. If all the clusters in a clustering survive to the next
time point, then it is taken as clustering survival. In this case, none of the clusters
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disappears and no new clusters get created in between. Since the number of clusters
is allowed to vary according to the dynamic characteristics of the stream, clustering
as a whole survives only if the clustering structure is perfectly consistent. When the
clustering structure gets disturbed slightly, it might be indicating a new emerging
trend or a new event. Experiments are conducted to check this relationship.

4 Experiments and Discussion

Experiments are conducted to check the capability of the proposed framework for
assessing the stability of clusters and clustering over time in data stream mining sce-
narios. Two real-world datasets have been used to conduct the experiments. Results
are visualized by plotting how long clusters and clusterings survive. Stability of a
cluster/clustering is shown by using thick straight line, length of which represents
the duration of stability.

4.1 Datasets

KDD-CUP’99 intrusion detection dataset:

The KDD-CUP’99 intrusion detection dataset is a standard one, available online
and being used as a benchmark dataset in data stream clustering experiments. 10%
version of this dataset is used in our experiments as it is more concentrated than
the original one [18]. Each entry in the dataset refers either to a normal connection
or an intrusion. Intrusion attacks are classified into 22 categories, making a total of
23 classes including the normal class. The dataset contains 494,020 records in total,
each having 41 attributes, in which 34 attributes are continuous and 7 attributes are
symbolic. In these experiments, we have considered only the continuous attributes.
Min-max normalization is performed to prepare the data for experiments [19]. The
stream is generated from the dataset by keeping the same order as the data records
are in the dataset.

Weather data from the Automatic Weather Station:

The second dataset used in the experiments is a weather dataset that contains the
parameters collected by the Automatic Weather Station (AWS) at Advanced Centre
for Atmospheric Radar Research (ACARR) of Cochin University of Science and
Technology, India. Data collected by the AWS at 1-minute interval is used for this
study. From the original data, the most relevant six parameters are identified with
the help of domain experts and these six parameters are used in our study. These
six parameters include temperature, wind speed, wind direction, solar radiation, net
radiation and cloud radiation. Data collected during the period 4 April 2016–20 June
2016 is used for the experiment. This time period is chosen because the south-west
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monsoon enters Kerala during the first week of June and notable changes happen in
the atmospheric conditions during this period.

4.2 Experimental Setup

Experiments mainly focused on tracking cluster transitions and hence, monitoring
the historical evolution of clusters and clusterings along with the progress of the
stream. The lifetime of every single cluster, from its birth to disappearance is being
tracked. The disappearance of a long-lived cluster might be giving a hint on an
important physical event happening in the environment that produces the data. In
addition to individual clusters, the stability of the whole clustering is also being
monitored as part of this framework. Obviously, the stability and decay of a clustering
have physical significances. Experiments are conducted to establish this kind of
relationship between the clustering characteristics of the dataset and the physical
events inferred from the data.

As discussed in Sect. 3.1, CluStream is used as the basic stream clustering algo-
rithm in all the experiments. In the offline clustering phase, whenever it uses k-means
clustering, the value of k is allowed to vary dynamically depending on the current
concept that drives the stream. That is, k is not a fixed parameter supplied by the
user. Clustream is a landmark window based [8] clustering algorithm. It gives the
flexibility that the user canmention the period over which the offline clustering has to
be performed. In our experiments, we used windows of fixed size. This window size
is decided on the basis of the characteristics of the dataset. For KDD-CUP intrusion
detection dataset, the window size is set to 5000 and for the weather dataset, it is set
to 1500. Since the weather dataset contains data at 1-minute interval, approximately
1500 data points constitute one day.

Cluster transitions are identified by using themethodology introduced byMONIC
framework [6].MONICneeds some threshold values to be provided by the user based
on which the category of transition is decided. In our experiments, different values
from 0.50 to 0.80 are tried for the survival threshold and the split threshold is set to
0.25.

4.3 Results and Discussion

KDD-CUP’99 intrusion detection dataset:

This dataset contains 494,020 records in total and Fig. 2 shows the class labels of
these records. Intrusion classes are numbered 1–22 in the order as they are listed in
the dataset description1 and 23 represents ‘normal’ class.

1http://kdd.ics.uci.edu/databases/kddcup99/training_attack_types.

http://kdd.ics.uci.edu/databases/kddcup99/training_attack_types
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A stream is simulated from this dataset by keeping the sameorder as the data points
are there in the dataset. The timestamp of the data records is generated, starting from
zero and incrementing by one. In Fig. 2, class labels are shown against this timestamp
of the stream. Stream is clustered online by using the CluStream algorithm. Offline
clustering phase of CluStream is performed on processing every 5000 samples from
the stream. Clusterings produced by these offline clustering stages are fed as input
to the cluster/clustering stability monitoring framework proposed here.

Results of cluster and clustering survival monitoring processes applied to KDD-
CUP intrusion detection dataset are shown in Figs. 3 and 4, respectively. By cross-
checking Figs. 2 and 3, it can be inferred that clusters survive quite reasonably
for some classes. For some intrusion categories, clusters appear and disappear too
frequently and for some others, they remain stable for a long time. Figure 3 shows
the survival history and hence the stability of individual clusters.

Survival of the whole clustering in KDD-CUP intrusion detection dataset is
depicted in Fig. 4. When all the clusters in a clustering survive over time, it can
be considered as a period of clustering stability. As evident from the figure, there are
two considerably large periods and three small periods of clustering stability while
processing KDD-CUP intrusion detection dataset. It can be observed from Figs. 2
and 4 that the whole clustering remains stable for long duration for class label 18.
Class label 18 corresponds to the intrusion type ‘smurf’. For this category of attack,

Fig. 2 Class labels of KDD-CUP intrusion detection dataset

Fig. 3 Cluster survival in KDD-CUP intrusion detection dataset
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clustering structure is consistent and reappearance of the same clustering structure
indicates the reoccurrence of the same category of attack.

Weather data from the Automatic Weather Station:

Data collected by the AWS contains the rain measurements as well. Rainfall during
the period chosen for analysis is shown in Fig. 5. In 2016, south-west monsoon was
preceded by a pre-monsoon shower which starts during the week of May 14.

Atmospheric conditions changed considerably during this period of pre-monsoon
shower and a corresponding change is seen in the clustering structures as well.
Figure 6 shows the cluster survival for this dataset. Most of the clusters remain fairly
stable from April 15 to May 13. Clusters disappear and new clusters get created
during the week of May 14.

Clustering survival shown in Fig. 7 also supports the fact that thewhole clusterings
exist fairly stable from April 23 to May 14, i.e. till the beginning of the pre-monsoon
shower. Once the rain starts, the atmospheric conditions come to stability again after
one week.

Experiments support the fact that stability and the suddendisappearanceof clusters
and clusterings have relation with the physical events happening in the environment.

Fig. 4 Periods of clustering survival in KDD-CUP intrusion detection dataset

Fig. 5 Rainfall during the period 8-04-2016 to 20-06-2016. Pre-monsoon shower starts during the
week of May 14
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Fig. 6 Cluster survival in weather dataset

Fig. 7 Periods of clustering survival in weather dataset

This leads to the conclusion that monitoring the clustering characteristics can help
the prediction of physical events.

5 Conclusion

This paper proposes a framework for monitoring the stability of clusters and cluster-
ings over time when dealing with data streams. Applications that produce continuous
streams of data are becoming very common nowadays. Monitoring the lifetime of
individual clusters and clusterings over the stream and finding its relationship to the
actual events happening in the environment will help the anticipation of upcoming
changes. Stability of the clustering structure has been studied for two datasets with
different nature. Experiments emphasize the fact that stability and decay of clustering
structures have close relationship to the changes happening in the physical environ-
ment. In future, we are planning to use this framework for prediction of creation
and disappearance of clustering structures and thus predict the upcoming physical
events.
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Efficient Dynamic Double Threshold
Energy Detection of Cooperative
Spectrum Sensing in Cognitive Radio

Shahbaz Soofi, Anjali Potnis and Prashant Diwivedy

Abstract With the increasing number of wireless users every day, cognitive radio
serves as an approach to solve the spectrum crunch problem. Spectrum sensing
serves as the heart of cognitive radio with it being able to decide if an unlicensed
user is to be given access to a licensed band or not without causing interference.
Various spectrum sensing techniques have been discussed in the literature. In this
paper, energy detection is considered for spectrum sensing, which conventionally
works on a fixed threshold without requiring any prior knowledge of the signal. It is
found the performance of conventional energy detection falls in regions with noise
uncertainty. In this paper, a dynamic double threshold scheme alongwith cooperative
spectrum sensing at the fusion center is proposed. The dynamic threshold selection
works on the parameter of noise uncertainty for practical cases by creating a noise
variance history. Also, the fusion center uses a dynamic threshold to make a final
decision compared to a fixed threshold for all the energy values lying between the
two thresholds at the local nodes. A simulation model has been discussed to compare
the proposed scheme with traditional energy detection and other detection schemes
as well. A 20% improvement in probability of detection at −22 dB SNR and 0.5
probability of false alarm is achieved using the proposed scheme.

Keywords Cognitive radio · Spectrum sensing · Fusion center · Noise
uncertainty · Probability of detection · Probability of false alarm

1 Introduction

The ever-increasing number of users in wireless communication has led to the short-
age of existing spectrum. However, it is not the shortage but the underutilization of
the spectrum which has led to this problem based on a report by FCC [1]. Cognitive
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radio (CR) has been proposed to accommodate the increasing number of users by
providing dynamic spectrum access to unlicensed users called secondary user (SU)
to a licensed band. This access is provided based on the fact there are no licensed
users called primary user (PU) using that band in this duration to avoid interference
[2].

The first usage of the term “cognitive radio” was seen in 1999 and 2000 by Joseph
Mitola in [3]. The abilities of cognitive radio allow it to be an intelligent system
aware of its surroundings. To make this technology possible, however, the cognitive
radio has to sense if the spectrum is available or not and is not currently being held
by a PU before giving access to an SU. Thereby placing spectrum sensing at the
heart of a cognitive radio network. Such opportunities in which an SU can transmit
without creating any interference are called “Spectrum Holes” [4]. Hence the job
of CR is to efficiently identify these spectrum holes in which SU can transmit their
signals. Also, this allocated band has to be vacated by the SU immediately after its
utilization. At no cost, the PU should incur any interference in its transmission.

Spectrum sensing hence allows the SU to detect the presence or absence of a
primary user in its band. Various spectrum sensing techniques have been proposed in
the literature [5]. Energy detection among all techniques serves as themost simple and
widely implemented technique owing to its easy implementation and not requiring
any prior knowledge of the signal, unlikematched filter. Cyclostationary andmatched
filter are techniques explored in literature requiring exact parameters of primary
signal leading to increased complexity and computation at the local nodes [6]. Also,
this information is always not available.

While considering traditional energy detection for spectrum sensing, themeasured
energy is compared to a fixed threshold. If the energy is above a fixed threshold it
indicates the presence of a PU. However, if the energy lies below this set threshold it
indicates the absence of a PU allowing the spectrum to be allocated to an SU. With
its simplicity of implementation however traditional energy detection fails in two
scenarios. First in a low SNR region, the CR will not be able to differentiate between
the presence of signal along with noise or just noise due to a similar PSD. Hence
the presence of a fixed threshold will lead to the failure of CR system irrespective
of its sensing intervals [7]. Also if the threshold is set to a low value the CR will
detect the presence of PUs even in their absence leading to an increased error called
probability of false alarm (Pfa). This error causesmore andmoremissed opportunities
for the SU. On the contrary, if it is set to a high value the SU will not be able to
detect the presence of a PU leading to an increased error called probability of miss
detection (Pmd) causingmore interference. Tomitigate the noise uncertainty problem
as well as the threshold value is set to either of the extremes a technique of double
threshold is proposed in the literature [8]. Second, the energy detection suffers from
hidden node terminal problem and multipath fading. Due to a hidden node, there
might not be a direct LOS between the PU and the SU causing the energy level to
drop suddenly indicating the absence of a PU, whereas, it may be present. In such a
scenario, the SUmay start transmitting leading to interference. To overcome this CR
can be made to not rely on the decision made by a single secondary node; instead
combines decisions made my several nodes at a fusion center and then make a final
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decision. In this technique of cooperative spectrum sensing, the fusion center makes
a final decision based on certain rules [9].

Owing to noise uncertainty problem, the threshold as we have seen cannot be
kept fixed. Also, the double threshold techniques proposed in literature choose fixed
thresholds making the spectrum sensing problem more difficult [10]. Defines both
thresholds basedonparameterρ called noise uncertainty parameter. It is observed that
ρ is kept fixed, however and cannot be varied (0.5)making it impractical for real noise
environments. In this paper based on the works of [11, 12] working toward a single
dynamic threshold adaption based on noise variance a dynamic double threshold is
proposed which takes noise variance history for N − 1 nodes and calculates noise
uncertainty parameter according to which both thresholds are varied making them
dynamic.

Using cooperation scheme to make a final decision in double threshold method is
proposed in [8, 13]. Although both schemes show improved detection performance
authors fail to address setting of both individual thresholds for cognitive users [14].
For values lying in between the two thresholds referred to as the confused region in
case of detection using double threshold, various schemes have been proposed. In
[8, 10, 13] if the observed energy values lie in between the two thresholds, then no
decision is made and they are forwarded to the fusion center without making any
decision on it. The FC center then works on these values to make a final decision
based on schemes proposed. For example, in [10], the fusion center combines all
such energy values from local nodes and makes a final decision on the presence or
absence by comparing the average energy with a fixed threshold. The fusion center
will now have K local 1-bit decisions where the SUs were able to make a decision
and one decision of the FC for all the values on which no decision was made by
the SUs. The FC combines these two decisions to make a final decision. However,
these schemes make the use of a fixed threshold on the FC as well. To bring noise
uncertainty parameter into the picture at the FC aswell, we further propose a dynamic
threshold on the FC based on average noise variance.

To summarize the contributions of this paper, we propose a framework for spec-
trum sensing using a dynamic double threshold based on noise uncertainty parameter.
This noise uncertainty parameter was found to be fixed in our research and not varied
with different noises obtained at the detector. By being able to vary this parameter,
we were able to make both the decision thresholds dynamic and hence more adaptive
to noise.

2 System Model

2.1 Traditional Energy Detector

A traditional energy detector works as a squaring and integrating device where the
output is observed energy value Oi. This observed value is then compared to a
set threshold. For this, consider a deterministic signal say x(n) [15]. The impulse
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response of the channel over which the signal is transmitted is say h(n) and w(n) is
the additive white Gaussian noise with zero mean and variance σ 2

n . The spectrum
sensing problem is modeled as a binary hypothesis testing problem [16] where the
detector has to make a distinction between the following two hypothesis [17]:

y(n) �
{

w(n) H0; PU Absent
x(n)h(n) + w(n) H1; PU Present

(1)

H0 is called the null hypothesis when the spectrum is free from any PU transmis-
sion and H1 is called alternative hypothesis which indicates transmission from the
PU. The test statistic is given as follows

X �
N∑

n�1

|y (n)|2 (2)

whereN is the number of samples andX is the received energy of the signal. Received
energy is then compared with a single threshold (λ). If it is greater than the threshold
H1 is decided otherwise H0 as shown in Fig. 1.

While testing for H0 and H1 there are two errors which can occur. The first error
Probability of false alarm (Pf) will occur when decision H1 is made but H0 was
true. In this case, the receiver will detect the spectrum to be occupied when in fact it
was free leading to missed opportunities for transmission. The other error involved is
Probability of miss detection (Pmd) and will occur if the receiver detects the spectrum
to be free and allows SU to transmit signals when in fact it was occupied by a PU
leading to interference. A high value ofPf will lead to spectrumunderutilization and a
high value ofPmd on another handwill lead to interference. To describe performance,
we will consider Probability of detection (Pd) instead of Pmd.

Pd � 1−Pmd (3)

A trade-off between the two probabilities is made as a decrease in Pfa will lead
to a decrease in Pd as well and vice versa. This trade-off is made by using the
Neyman–Pearson criterion by fixing Pfa and focusing on keeping Pd as high as

Fig. 1 Single threshold energy detector
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possible. This is because at no cost the PU can suffer from interference. This selection
process is called constant false alarm rate (CFAR) [18]. Using this approach plot
between Pd and Pfa called receiver operating characteristics (ROC) is plotted for
performance.

The central limit theorem can be applied to approximate the test statistic X as N
is usually large. Hence for a fixed threshold λ, the expressions for Pfa and Pd can be
given as [19]

Pfa � P(X > λ|H0) � Q

⎛
⎝ λ − Nσ 2

w√
2N

(
σ 4

w

)
⎞
⎠ (4)

Pd � P(X > λ|H1) � Q

(
λ − N (σ 2

n + σ 2
w)√

2N (σ 2
n + σ 2

w)
2

)
(5)

where Q(.) is the Gaussian Q function. The probability of error (Pe) will be given by

Pe � Pfa + Pmd (6)

Using Eq. (4), we can solve for λ

λ � σ 2
w

(
Q−1(Pfa)

√
2N + N

)
(7)

2.2 Double Threshold Energy Detector

Two thresholds λ1 and λ2 are considered based on noise variance. If the observed
energy values now say Oi exceed upper thresholds λ2 decision H1 is reported and if
Oi lies below lower threshold λ1 decisionH0 is reported. For the energy values lying
in between the two thresholds, the SU takes no decision and this value to be reported
to the FC as illustrated in Fig. 2.

To define thresholds λ1 and λ2 noise uncertainty parameter ρ is introduced where
0 < ρ < 1. This parameter is based on the practical estimation of noise variance

Fig. 2 Double threshold energy detector
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and exists in the interval [(1 − ρ)σ 2
n , (1 + ρ)σ 2

n ] taking the varying levels of noise
power incurred due to changing location and time into consideration. In this paper,
ρ is varied based on average noise variance received at each node, whereas in [10,
14], it is set to 0.5. Using ρ the equations for λ1 and λ2 can be given as follows

λ1 � (1−ρ)λ (8)

λ2 � (1 + ρ)λ (9)

2.3 Cooperative Spectrum Sensing (CSS)

CSS enables a two-stage process for sensing. The local nodes make their decision
and send it to an FC [11, 20]. The FC then combines the decision of each SU using
either OR rule, AND rule or Majority rule. The optimum decision rule is discussed
in [21] taken as OR rule which decides the presence of PU if even one SU reports its
presence. For cooperative scheme, the probability of detection (Qd) and probability
of false alarm (Qfa) based on probability of detection (Pdi) and probability of false
alarm (Pfai) for ith SUs and N number of sensors is given in [20] as

Qd � 1 −
N∏
i�1

(1 − Pdi) (10)

Qf � 1 −
N∏
i�1

(1 − Pfi) (11)

3 Proposed Dynamic Double Threshold Energy Detection

Algorithms discussed in the literaturewhich usefixed threshold need the exact knowl-
edge of noise power which is not possible due to changing noise power. The proposed
algorithm works to take the noise uncertainty effect into account based on which the
SU and FC both make decisions.

From [12] which uses average noise variance to vary noise uncertainty parame-
ter in determining dynamic single threshold two threshold levels are varied in this
scheme. By storing noise variances for L − 1 instances, noise variance history is
created. For ith instance, the noise variance will be σ 2

i (n). For L − 1 instances, the
average variance can be calculated from

σ 2
avg � 1

L

L∑
i�1

σ 2
i (n) (12)
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Using this stored noise variance history, the maximum noise variance σ 2
max is

calculated from the L − 1 nodes and the Lth node as well.

σ 2
max � max

{
σ 2
1 , σ 2

2 , σ 2
3 , σ 2

4 , . . . , σ 2
L

}
(13)

Then, the noise uncertainty parameter based on average noise variance is defined
as

ρnew � σ 2
avg

σ 2
max

where 0 < ρ < 1 (14)

The dynamic thresholds λ1 and λ2 are defined using noise uncertainty parameter
ρnew as follows

λ1 � (1−ρnew)λ (15)

λ2 � (1 + ρnew)λ (16)

Then, the observed energy value Oi is compared to λ1 and λ2. If it is found to
be greater than higher λ2 bit “1” is transmitted to the FC indicating the spectrum
is occupied. On the other hand, if Oi is found less than lower threshold λ2 then bit
“0” is reported. If for instance, Oi lies between the two thresholds, the SU makes
no decision and reports this value to the FC. At the FC, two kinds of information
are hence received the local decisions say “K” as “0”s or “1”s and the observed
“N-K” energy values Oi for N nodes. The FC combines these observed N-K energy
values by taking their average and compares with dynamic threshold λ2 instead of
traditional fixed energy detection threshold λ. Here, the upper threshold λ2 is chosen
to increase the reliability and accuracy as λ2 corresponds to upper noise variance.
The simulation model works with the following algorithm:

• Each observed energy value Oi is received at the local node.
• Noise variance is stored and calculated for every observed energy value as σ 2

i (n).
• Traditional energy threshold λ is calculated using Eq. (7).
• Calculate σ 2

avg and σ 2
max using Eqs. (12) and (13).

• Noise uncertainty parameter based on noise variance is found using Eq. (14).
• Dynamic double thresholds λ1 and λ2 are defined for every sensing instance using
Eqs. (15) and (16).

• Each SU makes a decision (Li) on the presence or absence of PU by comparing
observed energy Oi with λ1 and λ2.

Li �
{
0 Oi < λ1

1 Oi > λ2
(17)

• IfOi lies in between λ1 and λ2, then the local node makes no decision and reports
the value to the FC.
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• Assuming the FC receives K hard decisions from N nodes, it will receive N-K
energy values. The FC center takes the average of all N-K energy values and
calculates Oavg

Oavg � 1

N − K

N−K∑
i�1

Oi (18)

• The FC compares the average energy values of the confused region with upper
threshold λ2. If the decision is denoted by M then,

M �
{
0 Oavg < λ2

1 Oavg > λ2
(19)

• The FC makes a final decision based on OR rule defined [22] as follows

F �
{
1 if D + M > 1
0 otherwise

(20)

The decision F � 1 corresponds to hypothesis H1; PU present and F � 0 corre-
sponds to hypothesis H0; PU absent. The FC reports the decision back to the SU in
the backward reporting phase informing the SU if the spectrum is free for transmis-
sion or not. From [8], probability of detection Pnew

d and probability of false alarm
Pnew
f can be derived as

Pnew
d � P{Oi > λ2|H1} � Q

(√
2γ ,

√
λ2

)
(21)

where γ � SNR and Q (a, b) is generalized Marcum function.

Pnew
f � P{Oi > λ2|H0} � χ

(
μ, λ2

2

)
χ(μ)

(22)

where χ(a, b) and χ(a) are complete and incomplete gamma functions. Also if
Qnew

d and Qnew
fa represent the probability for detection and false alarm, respectively,

for cooperative sensing, then we have

Qnew
d � P{F � 1|H1} (23)

Qnew
fa � P{F � 1|H0} (24)

The performance of the proposed algorithm is based on the changing values
of noise variance for practical environments such as AWGN and Rayleigh Fading
Channel. The system focuses on fixing Pfa and maximizing the value of Pd.
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4 Simulation Results and Analysis

For simulations, AWGN communication channel is considered using BPSK signal.
To obtain various samples of energy levels Monte Carlo simulations for 100 samples
is run on MATLAB. To prove the superiority of the algorithm in low SNR plots
between Pd and Pfa called region receiver operating characteristics (ROC) curves are
plotted.

Figures 3, 4 and 5 compare the ROC of traditional energy detection and proposed
scheme for nodes N � 10, N � 20 and N � 50, respectively, at SNR � −22 dB.

Figures 3, 4, and 5 show how the proposed dynamic double threshold can improve
the probability of detection by 0.7 in case of 10 SU nodes, 0.8 in case of 20 SU nodes,
and 0.9 in case of 50 SU nodes in low SNR � −22 dB for the probability of false
alarm of 0.2. For the purpose of evaluation of the proposed scheme at various SNRs
ROC curve at SNR � −28 and −14 dB is shown in Fig. 6 using 10 SUs. Extra
detection probability of 0.05 at Pf � 0.2 is achieved with improvements in SNR.

In Fig. 7, a comparison of the proposed scheme at varying SNR and changing
number of secondary user nodes is made using the ROC curve. Due to prediction
nature of the proposed algorithm, large performance improvements are observed in
the probability of detection for both increases in the number of SUs (50) and SNR
(−4 dB).

In Fig. 8, the effectiveness of the proposed algorithm its performance is compared
with other energy detection schemes including conventional energy detection using
fixed single threshold and fixed double threshold at SNR � −22 dB.

Fig. 3 ROC of traditional energy detection and proposed scheme for nodes N � 10
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Fig. 4 ROC of traditional energy detection and proposed scheme for nodes N � 20

Fig. 5 ROC of traditional energy detection and proposed scheme for nodes N � 50
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Fig. 6 Proposed scheme ROC at SNR −14dB and −28dB

Fig. 7 ROC of the proposed scheme at varying SNR and changing number of secondary user nodes



490 S. Soofi et al.

Fig. 8 Comparison of the proposed algorithm with other energy detection schemes at
SNR � −22dB

It is interesting to note the proposed scheme offers improved Pd even at low
SNR scenarios using cooperative scheme. Figure 8 shows high Pd up with 20%
improvement at −22 dB SNR for 0.5 Pfa compared to other conventional schemes
proposed in the literature.

5 Conclusion

In this paper, we have presented a dynamic selection of double thresholds which
are varied using noise variance history. This proposed scheme outperforms other
traditional energy detection schemes offering improvement of up to 20% for 0.5 Pfa

at −22 dB SNR. This improves the performance of spectrum sensing, especially
in low SNR. Also for energy values lying in between the two thresholds, the FC
combines all these values and compares them with higher dynamic double threshold
compared to fixed threshold enabling the FC to vary its threshold with previous noise
instances. The storing and forwarding of energy values to FC will lead to increase
in complexity, however, the sensing performance increases by 3.5 times at Pfa � 0.2
for this small increase in complexity.

In future, the impacts of the proposed algorithm are to be evaluated for fading
channels. Furthermore, the tradeoffs between an increase in sensing performance
and complexity will be evaluated using practical implementations.
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ConvFood: A CNN-Based Food
Recognition Mobile Application
for Obese and Diabetic Patients

Kaiz Merchant and Yash Pande

Abstract In recent years, obesity and health of diabetic patients have becomemajor
issues. To address these issues, it is very important to know the intake of calories,
carbohydrates, and sugar. We propose a novel deep learning convolutional neural
network based image recognition system that can run on Android smartphones that
not only provides the appropriate nutritional estimates to users after passing a food
image as input but also suggests alternative food recipes for diabetic patients. We
have implemented transfer learning as well as fine-tuning and our CNN model was
able to achieve comparatively higher accuracy than other approaches that used a
similar setup on the Food-101 dataset. By user experiments and approval from well-
known doctors, effectiveness of the proposed system was confirmed. The future
scope includes expanding to more food categories and optimizing the model for
better results.

Keywords Convolutional neural networks · Deep learning · Obesity · Diabetic
patients · Smartphone

1 Introduction

Due to better standards of living, obesity rates are getting higher and its impact
is increasing [1]. To keep a check on this, people must have a daily estimate of the
calories that they consume in everymeal. Also, diabetic patients are assigned specific
quantities of sugar and carbohydrates that they are allowed to eat by their doctors.
However, before eating a meal they often do not know the amount of carbohydrates
and sugar that they are about to consume. Furthermore, even if a diabetic patient
can see the nutritional estimates, learning that he or she cannot consume the meal
may alter his or her sentiment in a negative way. Thus, alternative healthier options
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appropriate for diabetic patients should be made available to them. Due to recent
trends in technology and increased usage of smartphones, many mobile applications
have been developed that record everyday meals. Many of them ask the users to
give several text inputs and assume that the users are ready to undergo a tedious
process before getting the required output such as in [2–4]. Some applications have
aimed to carry out the process using food images. However, most of them have
problems related to usability.Also, they do not provide alternative options for diabetic
patients. Our proposed system aims to correct both the above issues by providing a
mobile application that can estimate calories, sugar, and carbohydrate levels from
food images and provide healthier options for diabetic patients.

2 Background

Manymethods have been suggested in the literature for recognizing food from images
using hand-engineered features along with traditional image processing techniques
[5–7]. Yang et al. [5] proposed to learn spatial relationships between ingredients
for 61 food categories using pairwise features followed by feature fusion which is
bound to work only for standardized meals. Matsuda et al. [6] used miscellaneous
ranking based approach for recognizing multiple foods. However, this type of solu-
tion is computationally intensive and may not be practically deployable within the
mobile cloud computing platform. Bossard et al. [8] reported classification accuracy
of 50.76% on test set by mining discriminative components using random forests.
Clustering the superpixels of training dataset was done using random forest approach
to train the component models. Random forest was discarded after mining and during
classification multiclass SVM with spatial pooling predicted the final class. Here,
the main problem was with noisy training images not being cleaned and the accu-
racy of predictions being very low comparatively. Liu et al. [9] successfully applied
Inception-model-based CNN approach to two real-world food image data sets (UEC-
256 and Food-101).

There have been a number of available applications that measure daily food’s
dietary information butmost of these approaches involve lots of tediousmanual oper-
ations to be performed. One example, which is typical of current clinical approaches,
is the 24-hour dietary recall [10]. The issue with this approach is that people have
to remember what they have eaten for a long period and consult a dietician very
frequently. Pouladzadeh [11] proposed a mobile-based application for measuring
calorie and nutrition. The measurement system used the patient’s thumb for first-
time calibration which was then used to calculate the amount of food consumed.
However, the problem is that the density of the food is equally important for calcu-
lating the calorific value. Thus, although many of these approaches have achieved
highly impressive accuracies and tried to measure nutritional value from fast food
recognition and their volume calculation, none of them has aimed to make life of a
diabetic patient easier.
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3 Proposed System

3.1 Dataset and Image Preprocessing

We have used ETHZ Food-101 dataset for training which was newly introduced by
Bossard et al. [8]. It contains 101,000 labeled images of food dishes which belong to
101 food categories. Each category has 1000 images which are already rescaled to
havemaximum512pixels side length. These are themost 101 popular food categories
all over the world which have been sourced from food picture sharing website named
foodspotting.com [12].We initiallymake use of the histogram equalization algorithm
to increase the contrast and luminance of images [13]. We implemented this using
the OpenCV library in Python. Moreover, before giving images as input to the neural
network, image augmentation is carried out for entire dataset which includes rotation,
flipping, and scaling the images to 299 × 299 pixels size. Logarithmic correction
[13] has also been applied to input images to enhance the low pixel values with not
much loss of information in high pixel values.

3.2 Food Segmentation Using CNN

Initially, weweremotivated to use the bag-of-words approach [14] for the food recog-
nition task. However, CNNs perform the same task as the bag-of-words approach
using a much deeper understanding of the input data [15]. The working of CNNs
[16] can be compared to the functioning of the human brain. A CNN consists of
convolution, pooling, and ReLU layers. A convolution layer searches for features
everywhere in an image by making use of a filter. The work of a pooling layer is to
reduce the size of the image making sure that important features are preserved. The
rectified linear unit eliminates negative values.

Different model architectures exist under the domain of CNNs. These include
LeNet-5 [17], which successfully carried out digit recognition before other ones
did, AlexNet [16], which is similar to but deeper than LeNet, VGG16 [18], which
uses a very large number of parameters for training, ResNet50 [19], that makes use
of skip connections for a deeper network and Inception [20] that combines different
convolutions and reduces the total number of parameters. In our system, wemake use
of the Inception network which is shown in Fig. 1. The Inception module is based
on the concept of pattern recognition. After passing several images as input, the
network starts getting used to the small details. As we can see, the Inception network
allows the model to take advantage of all of the convolutions simultaneously. We
make use of the Inception V3 network specifically, which is a 48 layer deep network
as compared to the Inception V1 network which is only 22 layers deep.
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Fig. 1 Inception module

3.3 Nutritional Estimation

Nutritional values for food categories are fetched from the USDA Food Composition
Database [21]. United States Department of Agriculture Agricultural Research Ser-
vice provides us with lab-tested nutritional estimates for different food groups. First,
it gives us nutrient reports which provide lists of food dishes pertaining to different
brands and their respective nutrient values for a specified set of nutrients. Second,
it provides us with food reports which list nutrient values including calories, fats,
carbohydrates, protein, and sugar values per 100 grams for a queried food dish from
the particular food outlet. The nutrient data is obtained after laboratory tests were
conducted on theUSDAbranded food products database and is thus a certified trusted
source. Being in the public domain there are no permissions needed to use the USDA
food composition data. The suggested citations are mentioned in the references [22,
23].

3.4 Alternative Recipe Recommendation

If diabetic patients feel that they cannot consume food safely after getting the nutri-
tional estimates, they have an option to view alternative healthier versions of the
identified junk foods. This will satisfy their taste buds without compromising their
health. We obtain multiple low and complex carbohydrate recipe recommendations
from Yummly [24]. Ingredients for these are also listed so that patients know what
option suits them best. Moreover, Yummly’s patent-pending food intelligence tech-
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Fig. 2 Overall system flow

nology guides users with images and directions to prepare food dishes easily at home.
The nutritional facts for these alternative recipes are calculated using the USDA
nutrient database and displayed for one serving. Thus, both our initial estimation and
alternative recipe nutrition counts reference the same database, and hence the link
between modules is justified.

As shown in Fig. 2, the user takes an image of a food item from an Android device
having active Internet connection. This image is sent to the server, where our trained
CNN model returns predicted probabilities and the food category is recognized.
The user then views the lab-tested nutritional values of selected brand and diabetic
patients can further see a list of alternative healthy recipes.

4 Experimental Results

In the following subsections, we present our experimental setup, model comparisons,
and running application analysis.

4.1 Experimental Setup

TensorFlow provides us with a publicly available Inception V3 based model that
was pretrained on the large ImageNet dataset that contains 1000 classes. Image
recognition with convolutional neural networks on small datasets works better when
fine-tuned on such existing networks. This helps to generalize and prevent overfitting.
Thus, we fine-tune this network and adjust the dimensions of the last softmax layer to
fit our dataset which consists of 101 food categories. The experiment was conducted
using a learning rate of 0.01, which ensures that the training converges at an optimal
point with a moderate pace. We ran the code for about 100,000 iterations using 80%
of the images for training and the remaining 20% for testing. We selected a batch
size of 32 and used the Adam optimizer, which was chosen using a trial and error
procedure.
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4.2 Results and Analysis

The cross-entropy loss, which is a good pick for classification tasks, decreased
over time from 4.5 to 0.96. Initially, as the number of iterations increased, the loss
decreased significantly; however, above 20,000 iterations the decrease in loss became
steadier. Similarly, the accuracy increased slowly after 20,000 iterations. However, it
still did not converge, which shows that the model would have performed even better
if we ran the code for more number of iterations. We were finally able to achieve a
testing accuracy of about 70% for the food recognition task. The accuracy and loss
curves are presented in Figs. 3 and 4, respectively, with a smoothing of 0.9.

The server corresponding to the Android application responds with either one or
multiple categorical probabilistic predictions within 5 s. The user is then accordingly
provided a display of different food groups and can view the lab-tested nutritional
values instantaneously for each of them. No other manual operations are required
and all this happens with just the click of an image. Furthermore, diabetic patients
discover unprecedented healthier version/recipes of the classified food. The ingre-
dients displayed help diabetic patients to strictly obey complex low carb diets. All
this functionality comes in a small Android application of size 6.9 megabytes and

Fig. 3 Accuracy of each step in fine-tuned Inception V3 network

Fig. 4 Cross-entropy loss of each step in fine-tuned Inception V3 network
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can easily work on Android devices supporting versions greater than 4.0 (Ice Cream
Sandwich). Finally, the proposed system was approved and provided with positive
feedback from renowned doctors.

4.3 Model Comparisons

Before convolutional neural networks came into the picture, the various approaches
tried out for this task were not able to reach even a moderately high accuracy. In
fact, as can be seen in the comparison table, most of the accuracies were below 50%.
AlexNet, which contains five convolution layers, was able to achieve a decent high
accuracy on the food recognition problem. Among other CNNs, the Inception and
GoogLeNet models have been able to outperform all other ones.

In our proposed system, we have made use of the Inception module, precisely the
Inception V3 network. The reason why we are able to perform better than most other
methodologies is due to the advantages of the way the Inception network is built.
There are three convolution layers to which the input is fed—the 1 * 1 layer, the 3 * 3
layer, and the 5 * 5 layer. Due to this, the network is able to not only capture the
general features but also the local ones. Also, because of this structural benefit, the
depth of the module increases without increase in the number of dimensions. The
model is able to perform well and achieve a considerably high accuracy. However,
Liu et al. [9] were able to achieve an accuracy of about 77%, which is some percent
higher than the proposed model. This is mainly due to the fact that they were able
to run their program for very large number of iterations. We were not able to do the
same due to the lack of resources available. Similarly, Yu et al. [25] were able to get
an output whose value is very close to ours. However, they were able to reach this
accuracy when retraining all layers of the Inception network, while we have retrained
only the final layer. In comparison to other models that were retrained only on the
final layer, our model performs significantly better as can be seen from Table 1.

Table 1 Comparison of various models with accuracies

Method Top-1 accuracy (%)

Bag-of-words histogram [8] 28.51

Improved fish vectors [8] 38.88

Random forest classification [8] 32.72

Randomized clustering forests [8] 28.46

Mid-level discriminative superpixels [8] 42.63

Discriminative components with random
forests [8]

50.76

(continued)
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Table 1 (continued)

Method Top-1 accuracy (%)

GoogleLeNet [9] (10,000 steps) 70.2

GoogleLeNet [9] (300,000 steps) 77.4

Inception V3 [25] (last layer training) 35.32

Inception V3 [25] (full layer training) 70.60

Inception-Resnet [25] (last layer training) 42.69

Inception-Resnet [25] (full layer training) 72.55

AlexNet [26] 66.40

MLDS [27] 42.63

Inception V3 (our model) (last layer training) 70

5 Conclusion

Obesity and diabetes are two of the most common health issues in today’s world. To
tackle these issues, we need a technical assistant that can help us get the nutritional
content of everyday meals that we eat. To solve this problem, we first develop a novel
algorithm for food category recognition which is based on convolutional neural
networks. We perform our experiment on the challenging Food-101 dataset and
are able to achieve a comparatively high accuracy with lesser model parameters
and retraining. However, preprocessing the image with logarithmic correction and
histogram equalization did not help in improving accuracy, which was mainly due to
the fact that most of the feature recognition task had already been carried out by the
starting layers of the pretrained network. Second, to make the life of users easier, we
incorporate our model into a mobile application that provides nutritional quantities
for each image of food clicked and helps assist diabetic patients by providing them
with alternative food recipes. In the future, we hope to incorporate more datasets into
our system in order to increase the number of food categories. We also aim to further
improve the model accuracy and expand our mobile application to provide options
for patients of other health disorders.
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Segmentation and Recognition of E. coli
Bacteria Cell in Digital Microscopic
Images Based on Enhanced Particle
Filtering Framework

Manjunatha Hiremath

Abstract Image processing and pattern recognitions play an important role in
biomedical image analysis. Using these techniques, one can aid biomedical experts
to identify the microbial particles in electron microscopy images. So far, many algo-
rithms and methods are proposed in the state-of-the-art literature. But still, the exact
identification of region of interest in biomedical image is a research topic. In this
paper, E. coli bacteria particle segmentation and classification is proposed. For the
current research work, the hybrid algorithm is developed based on sequential impor-
tance sampling (SIS) framework, particle filtering, and Chan–Vese level set method.
The proposed research work produces 95.50% of average classification accuracy.

Keywords Image segmentation · Sequential importance sampling · Particle
filtering · Chan–Vese level set method · Minimum distance classifier

1 Introduction

The image processing and pattern recognitions are related to algorithmic develop-
ment and putting abstract region of interest into categories. Generally, the categories
are expected to be known in advance as supervised learning. There are methods
and methodologies to understand the clusters. Current days, the pattern recogni-
tion is useful in so many scenarios (Applications) such as information processing,
document image exploration and identification, forensics, biometric analysis, and
bioinformatics analysis.

Present days, so many real-world problems are automated with pattern recogni-
tion system, where tedious tasks are made easy. For example, in a chemical industry,
checking and verifying the chemical product by human beings are too dangerous
for some extent. By automating the process by computer vision and pattern recogni-
tion overcomes such problems. Biomedical imaging is current buzzword in medical
industry.
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Fig. 1 Microscopic (SEM)
image of E. coli [11]

As a part and partial of biomedical imaging and processing, microscopy images
are also used. In the current study, the E. coli microscopy images are considered.
Escherichia coli are a gram-negative, facultative anaerobic, rod-shaped and coliform
bacterium of the genus Escherichia that is commonly found in the lower intestine
of warm-blooded organisms (endotherms). Figure 1 shows the generic microscopic
image of E. coli.

2 Materials and Methods

Before proceeding to the computational model, it is necessary to develop a dataset of
stained E. coli images. This section presents abstract technique of staining method
of bacterial gram staining method. This technique is widely used bacteriological
preparation system for microscopic vision. These particular staining methods are
proposed by Dr. Christian Gram in the period of 1884.

In the current research work, Gram-negative staining of E. coli bacteria is con-
sidered. Figure 2 presents the typical staining methodologies.

3 Proposed Method

• Sequential Importance Sampling (SIS) Framework:
The framework requires only one user interaction on the slicewhere vessel tracking
begins. In the initialization step, the particles and their weights are initialized using
the seed. In the proposed framework, the user needs to roughly select a region



Segmentation and Recognition of E. coli Bacteria Cell … 505

Fig. 2 The staining general method used for microorganisms

Fig. 3 SIS PF framework with four steps: initialization, prediction, update and particle selection

around the vessel on the first slice. Then, the particles are initialized based on the
contour obtained by exploiting the CV algorithm, and the particle weights are set
uniformly. In the prediction step, each particle (contour) moves toward the vessel
boundary on the consecutive slice based on the dynamics. In the update step, the
particle weights are updated based on the particles predicted for that slice. In the
proposed method, the CV algorithm is used to predict the particle changes on the
slice. By combining the updatedweights and predicted particles, a particle with the
maximum a posterior (MAP) probability is selected in the particle selection step.
These prediction, update and particle selection steps are repeated for the following
consecutive slices to track along the vessel until vessel tracking terminates [1–9]
(Fig. 3).
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• Particle Filtering:
The particle filtering is a progressive Monte Carlo framework in which the crucial
indication is to characterize the essential subsequent density function by a group
of random samples with related loads (weights). Here, let Xt and Zt be the state
and measurement, respectively, at time index ‘t’. The unknown state is usually
estimated by the posterior density function p(Xt |Z1:t) which can be calculated
recursively using the following Bayesian formula:

p(Xt |Z1:t ) ∝ p(Zt |Xt )Z p(Xt |Xt−1)p(Xt−1|Z1:t−1)dXt−1.

In the PF framework, it is approximated recursively using a set of particles. Let Ns
be the number of particles, and nXt (n), ωt (n)oN n � 1 s be the set of particles and
corresponding weights describing their relevance [10]. Then, it is approximated
as follows:

p(Xt |Z1:t ) �
Na∑

n�1

ω
(n)
t δ

(
Xt − X (n)

t

)

where δ(·) denotes the Dirac delta measure. With this particle approximation,
object tracking is performed by the following procedure:
Prediction: move the swarm of particles based on the dynamics as

X (n)
t ∼ q

(
Xt |X (n)

t−1, Zt

)
.

Update: calculate the particle weights based on the likelihood as

ω
(n)
t ∝ ω

(n)
t−1 · p

(
Zt |X (n)

t

)

where q(·) is the importance density. Note that the selection of importance density
significantly affects PF tracking accuracy. The above-mentionedPF is knownas the
sequential importance sampling (SIS) algorithm [11]. If the importance function is
set to q(Xt |Xt (−i)1, Zt)� p(Xt |Xt (−n) 1), the SIS algorithm becomes a bootstrap
filter, which is themost common choice. Themain advantage of a bootstrap filter is
its simple implementation because it only requires sampling from the distribution
p(Xt |Xt (−n) 1) and the evaluation of p(Zt |Xt (n)). However, it incurs the following
disadvantages.

(1) The prediction step uses only the previous state and does not consider the
observed information, and

(2) A degeneracy problem can arise. In other words, after a few iterations, most
particles have negligible weights; thus significant computational effort is
required to update particleswith a very small contribution to posterior density.
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• Chan–Vese Level Set Method:
For a variational level set formulation, Chan and Vese proposed region-based
image segmentation [12]. This approach has grown into very widespread in the
field of digital image processing community principally due to its capability to
identify objects not necessarily defined by a gradient. The basic concept of the
segmentation method is to divide a particular partition of a given image I into
two regions, where one region represents the objects to be detected and the other
region represents the background. Then, the contour of the object is defined as
the boundary between these two regions [13]. For a given image I, they proposed
minimizing the following energy functional:

ECV(�, I ) � λ1

∫

�

(I − c1)
2H (�)dxdy + λ2

∫

�

(I − c2)
2(1 − H (�))dxdy

+ v

∫

�

|∇H (�)|dxdy

where � is the image domain, and λ1, λ2 and ν are positive, user-defined eights.
In addition, c1, c2 and H(�) are defined as follows:

c1 �
∫

I (x, y)H (�)dxdy∫
H (�)dxdy

, c2 �
∫

I (x, y)(1 − H (�))dxdy∫
(1 − H (�))dxdy

,

H (�) �
{
1 � ≥ 0
0 Otherwise

where I(x, y) is the pixel intensity and � is the level set function. If we regularize
H(x, y) and δ(x, y) using suitable smooth functions, such as Hε(·) and δε(·), (5)
can be minimized using a calculus of variations. The resulting Euler–Lagrange
equation is given as follows:

∂�

∂t
� δε(�)

[
μ · div

( ∇�

|∇�|
)

− ν − λ1(I − c1)
2 + λ2(I − c2)

2

]
.

Then, the contour is deformed to the desired boundary using repetitive iterations
of (7) until the energy reaches its local minimum point, or its iteration number
(L) does not exceed the predefined maximum iteration number (Lmax). The CV
algorithm has many advantages, such as the ability to perform topology variation
of the contour automatically and to stabilize global region information responses to
local variations such as weak edges and noise [13–16]. However, the performance
of the level set method is limited due to the computational cost of embedding
the contour in higher dimensional space. In particular, for object tracking, it is
difficult to predict drastic shape changes of the object because the algorithm does
not incorporate motion dynamics between frames into the tracking frameworks.
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4 Experimental Results and Discussion

The proposed experiment is carried out using 50 digital images of different types of
E. coli particles of transmission electron microscopy. The experimentation is done
using an Intel quadcore processor @ 2.03 GHz machine. Figure 4 presents the block
diagram of proposed model.

The training and testing algorithms of proposed method are given below:

Algorithm 1: Training phase:

Step 1. Acquire the input training set images (E. coli electron microscope image
set).

Step 2. Transform the present input image into grayscale image.
Step 3. Accomplish preprocessing by using morphological procedures, namely,

erosion, reconstruction and dilation.
Step 4. Achieve segmentation of the image of step 3 using proposed SIS and particle

filteringwithChan–Vese level setmethod and obtain resulting binary image.
Step 5. Identify and eliminate the border touched cells to obtain binary image of

ROI and then perform labelling the segmented binary image.
Step 6. Calculate geometric shape features for each labelled segment (Major axis,

Minor Axis, Area, Eccentricity, Perimeter, Length/Width ratio, Compact-
ness) and store them.

Step 7. Iterate the steps 1–6 for all the training images.
Step 8. Calculate the minimum feature vector and maximum feature vector of E.

coli particle and store them as knowledge base.

Algorithm 2: Testing phase:

Step 1. Acquire the input: E. coli electron microscope image set.
Step 2. Transform the present input image into grayscale image.

Training Set
Image 

Acquisition

Image Pre -
processing

Proposed 
Hybrid Image 
Segmentation

Model

Feature Set 
Extraction

Generation of 
Knowledge 

base

Test
Image 

Acquisition

Image Pre -
processing

Proposed 
Hybrid Image 
Segmentation

Model

Feature 
Selection
(Minimum 
distance)

Recognition

Training Phase 

Testing Phase

Fig. 4 Generic block diagram of the proposed method
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Step 3. Accomplish preprocessing using morphological procedures, namely, ero-
sion, reconstruction and dilation.

Step 4. Achieve segmentation of the image of step 3 using proposed SIS and particle
filteringwithChan–Vese level setmethod and obtain resulting binary image.

Step 5. Identify and eliminate the border touched cells to obtain binary image of
ROI and then perform labelling the segmented binary image.

Step 6. Calculate geometric shape features for each labelled segment (Major axis,
Minor Axis, Area, Eccentricity, Perimeter, Length/Width ratio, Compact-
ness) and store them.

Step 7. Apply rule for classification of the E. coli particles: A segmented region is
of E. coli, if its feature values lie in min-max range (3 Sigma classification
rule).

Step 8. Iterate the steps 7 and 8 for all labelled segments and output the identified
E. coli particles.

Cross-validation and Resampling Methods:

For cross-validation and resampling model, the principal necessity for suggested
method is to obtain a number of training data set and validation data set pairs from
the acquired imageset X (remaining some part as the test set). If the dataset sample
“X” is huge enough, then randomly divide it into K parts. After this, randomly
subdivide every part into two and use one half for training and the other half for
validation. So, given a dataset X, generate K training/validation set pairs, {Ti, V i}K
i � 1, from this dataset. Figure 5 shows the sample training dataset (Figs. 6 and 7;
Tables 1 and 2).

(a)  (b)  (c) (d) 

Fig. 5 Sample training images of E. coli

(a)  (b)  (c) (d) 

Fig. 6 Segmented outcome of region of interest
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Fig. 7 Plot of Receiver Operating Characteristic (ROC) curve for the proposed model

Table 1 The feature vectors of the E. coli particles

E. coli
features

Image pixel
area

Region
eccentricity

Particle
perimeter

Particle
circularity

Length/width
ratio of the
region

Particle 1 3165 0.52 367 0.41 1.17

Particle 2 3498 0.67 390 0.47 1.03

Particle 3 3434 0.70 326 0.50 1.09

Particle 4 3456 0.58 311 0.41 1.04

Particle 5 3684 0.59 375 0.39 1.04

Particle 6 3459 0.63 325 0.52 1.07

Particle 7 3698 0.68 300 0.38 1.07

Particle 8 3147 0.59 340 0.44 1.04

Particle 9 3021 0.66 339 0.49 1.17

Particle 10 3089 0.63 378 0.41 1.11

Table 2 The minimum and maximum geometric feature values of knowledgebase

Feature set Image pixel
area

Region
eccentricity

Particle
perimeter

Particle
circularity

Length/width
ratio of the
region

Minimum 3021 0.52 300 0.38 1.03

Maximum 3698 0.7 390 0.52 1.17
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5 Conclusion

Image processing and pattern recognition methods presently used in larger scale to
aid medical experts. The current technologies such as machine learning also inte-
grated to achieve better accurate results. In this research article, we have proposed
a computer-aided E. coli particle segmentation and recognition based on improved
method which comprises SIS, particle filter and Chan–Vese level set method. The
investigational outcomes are matched with the manual outcomes gained by microbi-
ological professionals. The projected model is further optimum and computationally
less complex. It produces a classification rate of 95.50% forE. coli particles. The cur-
rent research work can be enhanced further by improved preprocessing techniques,
feature sets and classifiers, which will be taken up in our future work.
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Automatic Bengali Document
Categorization Based on Deep
Convolution Nets

Md. Rajib Hossain and Mohammed Moshiul Hoque

Abstract Automatic document categorization has gained much attention by natu-
ral language processing (NLP) researches due to the enormous availability of text
resources in digital form in recent years. It is the process of assigning a document
into one or more categories that help the document manipulate and sort quickly.
An efficient information processing system is required due to the rapid growth of
Bengali text contents in digital form for searching, organizing, and retrieving tasks.
In this paper, we proposed a framework for classifying Bengali text documents us-
ing deep convolution nets. The proposed framework consists of word embedding
and document classifier models. Experiments with more than 1 million Bengali text
documents reveals that the proposed system worthy of classifying documents with
94.96% accuracy.

Keywords Bengali language processing · Document categorization · Word
embedding · Deep convolution neural nets

1 Introduction

Automatic document categorization is a challenging task in the field of NLP where
a text document or a sequence of text documents automatically assigned into a set
of predefined categories. Bengali language is spoken by about 245 million people
in all over the world and is being considered the seventh most spoken language in
the world [1]. Number of Bengali text documents in digital form have grown rapidly
day by day in size and variety due to the increased usability of the Internet. It is very
difficult to manage such huge amount of text documents for human expert manually
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that also consume a lot of time and cost of money. Therefore, an automatic document
categorization system will be developed to handle a large amount of text data so that
documents can be organized, manipulated, or sorted easily and quickly.

Although very few research activities have been conducted on Bangla language
processing (BLP) such as syntax analysis, English to Bangla MT, Bangla OCR, and
so on. Bengali text document categorization is also an important research issue that
needs to be solved. There are many linguistic and statistical approaches that have
been developed for automatic documents categorization of English and European
languages. However, no usable and effective system is developed for classifying the
Bangla texts still today. Bangla document categorization system may be used by
security agency to identify the suspected streamed web data or spam detection, the
daily newspapers to organize news by subject categories, the library to classify papers
or books, the hospitals to categorize patient based on diagnosis reports, archiving,
or clustering the government/nongovernment organization data, improve Bengali
content searching, retrieving or mining specific web data, and so on.

In this paper, we proposed a framework for automatic Bengali documents cat-
egorization that works with word embedding model and deep convolution neural
networks (DCNNs) [2, 3]. The proposed model will be able to overcome the tra-
ditional document classification shortcomings and also hardware cost. The word
embedding algorithm such asWord2Vec extracts semantic feature for each word and
represents as 1D vector. The semantic feature carries the actual meaning with respect
to surrounding words and word order. Each document represents a 2D feature vector
where the rows represent the word and columns represent the feature values. There
are lots of hyperparameters in Word2Vec algorithm and we tune these parameters
for Bengali corpus and achieved the better accuracy with respect to other language
corpora. In the recent year, the convolution neural networks (CNNs) achieved the
very good result for English and some other languages [4]. We design a DCNNs
architecture where each hyperparameters will be well trained for Bengali large-scale
data set and generate a classifier model. The model obtained the better accuracy for
categorization of Bengali text documents.

2 Related Work

A significant amount of researches has been conducted on document categoriza-
tion in English and European languages. In the recent year, the Word2Vec [5–7] and
Glove [8] algorithms achieved the state-of-the-art word embedding result for English,
French,Arabic, andTurkish languages. TheCNN- andRNN-based documents classi-
fier approaches achieved 84.00 and 85.60% accuracy from English text [9]. Conneau
et al. [3] introduced very deep CNN and achieved 96–98% accuracy from different
English data set classification. In hierarchical, CNN (HCNN)-based and decision-
tree-based CNN also have been achieved higher accuracy for English text [10, 11].
Stochastic gradient descent (SGD) based classifier perform lower accuracy due to
feature scaling and lack of huge hyperparameters tuning [12]. The character-level
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CNN is performing slower embedding system and memory consuming [13]. There
are very few researches have been conducted on Bengali text document classifica-
tion. The TF-IDF-based features are the traditional technique which only depends on
documents term frequency or BoW model [1, 12, 14]. Lexical feature only carries
the limited number of information such as average sentence length, average number
of words length, number of different words, and so on [15]. TF-IDF feature performs
lower accuracy due to absence of semantic information. The TF-IDF feature not con-
tained the word position and correlation of the word. The lexical and TF-IDF feature
are not working properly for Bengali language due to its large inflectional diversity
in verbs, tense, noun, etc. In our work, we use DCNNs for Bengali documents cate-
gorization. This approach showed better performance than the previous Bengali text
classification methods due to the hyperparameter tuning and deep network training
architecture.

3 Methodology

The proposed document categorization architecture consists of three main modules:
text to feature extraction module, documents classifier training module, and docu-
ments classifier projection module.

3.1 Text to Feature Extraction Module

Word2Vec with skip-gram algorithm is used to train a Bengali word embedding
model. In order to train the model, we tune the window size and embedding dimen-
sion. The tuned hyperparameter shows the better result for Bengali text classification
purpose. The embedding model row numbers represent the number of distinct words
and columns represent the feature dimension. First split the sentence to word list for
each text document and for each word feature vector is extracted from embedding
model. Therefore, for each document, a 2D feature vector is generated.

3.2 Documents Classifier Training Module

Figure 1 shows the overall architecture of Bengali text document classifier model.
The DCNNs is consisting of input layer, convolution layer, rectified linear units
(ReLU) layer, pooling layer, and fully connected (FC) layer. S(R, C, F) represents
the input and output tensor where R represents the number of rows, C for the number
of columns, and F for the depth or the number of filters.
Input layer: The input document has sequentially passed each word through the
look-up table (Wv·d ) and generates a n × d representation vector, where n represents
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Fig. 1 DCNNs layered architecture

the number of word in document and d represents the feature dimension. In our case,
n is fixed to 2200 and d to 300. If the number of word shorter than 2200 then a
padding operation will be imposed. The 2D representation S(2200, 300, 1) is fed to
the input tensor that will be known by the input layer.
Convolution layer: The convolution layer extracts the local feature from the input
tensor and trained the filter weights. The i th layer height and width are calculated by
the following Eqs. (1)–(3).

Dl
i = D (1)

Hl
i = Hl−1

i−1 − Dl
h + 1 (2)

Wl
i = Wl−1

i−1 − Dl
w + 1 (3)

Here, padding = 0 and stride = 1. Hl
i , W

l
i represents the output layer height and

width, Hl−1
i−1 , W

l−1
i−1 represents the input layer height and width, respectively. The D

denoted the number of filter in the current layer. Dl
h ,D

l
w represents the filter height

and width. Each of the convolution operation follow a Eq. (4).

Slil j l ,dl =
Hl
i∑

i=0

Wl
i∑

j=0

Dl
i∑

dl=0

Sl−1
i, j,d × Kl

i, j,dl (4)

where Kl
i, j,dl represents the kernel of each filter. In this architecture, convolution

operation is imposed in three different layers. The first operation is applied at in-
put tensor S(2200, 300, 1) with 16 filters and kernel size (2, 2) with stride is to
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one, and output tensor is to S(2199, 299, 16). The second operation is applied with
32 filter and kernel size (3, 3) with stride is to one, and the output tensor is to
S(1097, 147, 32). The last operation is applied with four different kernel sizes such
as Conv1(2, 73), Conv2(3, 73), Conv3(5, 73), and Conv4(7, 73) with zero padding
and stride is to one only for heightwise and 64 filters. The output produces four
tensors with S1(446, 1, 64), S2(445, 1, 64), S3(444, 1, 64), and S4(443, 1, 64).
Rectified Linear Units (ReLU) layer: The rectified linear units (ReLUs) are a
special operation that combines nonlinearity and rectification layers in DCNNs. The
input and output volumes remain same in this layer only changing the elementwise
value.

Sli = max(0, Sl−1
i ) (5)

Here,max(0, Sl−1
i )denotes the elementwise operation.ReLUpropagates the gradient

efficiently, and therefore reduces the likelihood of a vanishing gradient problem
which in turn reduces the time complexity. The ReLU sets negative values to zero,
and therefore solved the cancellation problem.
Pooling layer: The pooling or feature reduction layer is responsible for reducing
the volume of activation maps. They are used for reducing the computational re-
quirements progressively through the network as well as minimizing the likelihood
of overfitting. In the DCNNs architecture, the max polling operation is imposed in
three different layer. In the pooling layer, the input and output are calculated by Eqs.
(6)–(7).

Hl = (Hl−1 − Kl
h + 2Pl)

T l
+ 1 (6)

Wl = (Wl−1 − Kl
w + 2Pl)

T l
+ 1 (7)

where Hl and Wl are the output tensor height and width of pooling layer. Kl
h, K

l
w,

and T l are the pooling layer polling height, width, and stride size. In the DCNNs
architecture, the padding parameter P is to zero and the first pooling layer input
tensor S(2199, 299, 16) with max pool(2, 2), stride is to two, and the output tensor
size is to S(1099, 149, 16). The second polling layer input tensor is S(1097, 147, 32)
with max pool(2, 2), stride is to 2 and the output tensor size is S(548, 73, 32). In
the last pooling layer, the notation 2-max pool from each region means the pool 2
nonoverlapping feature from each featuremap. The output tensor of the pooling layer
having 2 ∗ 4 ∗ 64 = 512 feature.
Fully connected (FC) layer: The fully connected or dense layer is a last layer of
DCNNs. It follows the convolution, ReLU, and max pooling layer. The main goal of
the layer is to design a flatten tensor which is input tensor activation map in three-
dimensional volume. The transformation from input to output tensor of FC layer
is S(R,C, F) → S(R ∗ C ∗ F, 1), where R, C, and F denote the input tensor rows
,columns, and number of filters. In a FC layer, every node in the layer is connected
to each other in the preceding layer. In Fig. 1, the first FC(512, 512) means that the
input tensor S(512, 1) is connected to S(512, 1). The secondFC layer F(512, #Class)
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means that each of the class got a classification score using Softmax classifier. The
value of the each node in FC layer is calculated by Eq. (8).

θ l
i =

M∑

j=1

Wl
i, j A

l−1
i (8)

where Wl
i, j represents the weight of current layer l and Al−1

i represents the previous
layer activation maps. The θ l

i calculates the projected value.

Al
i = F(θ l

i ) (9)

Here, Al
i represents the current layer activation maps.

3.3 Documents Classifier Projection Module

In this module, unlabeled text data is taken as input and it is divided into word
and if the input is less then 2200 words then padding is added. For each word is
look-up by embedding model and generate a 2D feature vector where each row
represents the word and corresponding column represents the feature vector. The
DCNNs architecture trained a classifier model (pretrained model) which saves the
layerwise different filter data. The DCNNs is initialized by the trained model and 2D
feature is projected by the DCNNs architecture, and finally produces a score vector
whichmeans that by classwise expected score. The output of FC layer is projected by
a weight matrixW with C distinct linear classification, and the predicted probability
for the i th class given by Eq. (10).

P(class = i |X) = (eX
T Wi )

∑C
c=1 e

XT Wc
(10)

where X is a i th class feature vector and W is the trained weight matrix. For each
unlabeled text data, the system provides 12 significant score, from this score we
select the max value which is desired class value.

4 Experiments

We implemented DCNNs algorithm in Python with TensorFlow and ran the exper-
iments on a Nvidia GeForce GTX 1070 GPU. This GPU has 8GB of GPU RAM,
which helps us for extending the networks and batch size. A GPU-based computer
with 32 GB physical memory and Intel Core i7-7700K CPU with 256 GB SSD is
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used for experiments. TheDCNNs architecture has lots of hyperparameters. The pro-
posed system is suited for better performance with the following parameters: number
of batch size = 32, L2 regularization lambda = 0.0001, number of training epochs=
200, word embedding =Word2Vec, decay coefficient = 1.5, dropout keep probability
= 0.50, save model after this many steps = 100, evaluate model on development set
after this many steps = 100, and convolutions filter initialization method = Xavier
initialization.

4.1 Corpus

Resource acquisition is one of the challenging hurdles to work with electronically
low resource languages like Bengali. Due to the lack of available Bengali corpus
for text categorization, we have built our own corpus and data in the corpus have
extracted from the available online Bengali resources such as blogs and newspapers
[16–19]. The unlabeled data is stored in the corpus for word embedding purposes.We
have collected 836412 Bengali uniquewords. If a word is not found in the embedding
table, then applying zero-value padding technique. Table 1 shows the summary of
the dataset.

For the classification tasks, handcrafted labeled data are collected from Bengali
online newspapers. Table 2 shows the statistics of labeled dataset. The number of
training and testing documents are varied in each category with variable word length.
The label of the training data is assigned by the human expert that help to achieve
better accuracy. In the label corpus, if the number of words is lower than 2200 then
zero padding is added to each of the input document.

4.2 Evaluation Measures

In order to evaluate the proposed Bengali document categorization system, we used
the following measures: development/training phases loss versus iteration, develop-

Table 1 Embedding data summary

Number of documents 113082

Number of sentence 220000

Number of words 33407511

Number of unique words 836412

Embedding type Word2Vec

Contextual window size 12

Word embedding dimension 300
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Table 2 Summary of the categorical data

Category name #Training documents #Testing documents

Accident (AC) 6069 402

Art (AR) 1264 146

Crime (CR) 11,322 1312

Economics (EC) 4526 743

Education (ED) 5159 865

Entertainment (ET) 8558 1734

Environment (EV) 923 110

Health (HE) 2004 580

Opinion (OP) 6479 1248

Politics (PL) 24,136 1834

Science & Technology (ST) 3106 694

Sports (SP) 12,653 1039

Total 86,199 10,707

ment phase/training phases accuracy versus iteration. The testing phase statistical
analysis is shown by precision, recall, F1-measure, and accuracy.
Training and development phase evaluation: The loss and accuracy of training
and development imply the model beauty or better fitness. The loss and accuracy
is the summation of the errors made for each example in training and development
sets. In each training iteration, the loss is calculated by the following equation:

Lossi = −W ∗ XT
i +

C∑

c=1

eWc∗XT
i (11)

where the Lossi means the i th iteration lossmean value andW represents the Softmax
layer weight matrix, where rows and column represent the feature and category val-
ues, respectively. The Xi represents the i th example feature vector. The C represents
the total category of our system. The training accuracy is calculated by Eq. (12).

Acci = Pi
Mi

(12)

Here, Acci , Pi , and Mi represent the i th iteration accuracy value, total number of
correctly predicted category, and total number of sample data point in that iteration.
The development loss and accuracy are also calculated using Eqs. (11) and (12).
Testing phase evaluation: In order to measure the overall performance of the pro-
posed system, we used precision, recall, accuracy, and F1-measure [Eqs. (13)–(16)].

Precision = Tp

Tp + Fp
(13)
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Recall = Tp

Tp + Fn
(14)

Accuracy = Tp + Tn
Tp + Fp + Tn + Fn

(15)

F1-measure = 2 ∗ Precision ∗ Recall

Recall + Precision
(16)

where Tp, Tn , Fp, and Fn represent the true positive, true negative, false positive, and
false negative, respectively.

5 Results

In order to check the effect of size of training data on the performance, we plotted
two learning curves: loss versus iterations and accuracy versus iterations. Moreover,
we applied the ROC measure for the testing phase accuracy.

– Development and training loss: Figure 2 shows the impact of number of iterations
on loss in development and training phases. In the development phase at iteration
number 1 loss is more than 2.5 and loss is decreased with the increase of iteration.
The decreasing rate of loss is stable at iteration number 20,000 (Fig. 2a). In that
case, we trained on the training data only and test on the tested data. In the training
phase, at iteration number 1 the loss is more than 35 and the loss is decreasing
from the iteration number 5000 (Fig. 2b). This decreasing rate remains stable after

(a) Development loss (b) Training loss

Fig. 2 Losses in development and training phases
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(a) Development accuracy (b) Training accuracy

Fig. 3 Accuracy with iteration in development and training phases

10,000 iterations. In this case, we trained on a set consisting of both, training and
development data, and test on the test data.

– Impact of number of iteration on accuracy: Figure 3 illustrates the impact of
number of iterations on accuracy. Figure 3a shows that the development accuracy
is increasing with respect to iteration number and varies from 87.00% (iteration
no. 8000) to 93.00% (iteration no. 65000). However, the accuracy is almost stable
from iteration number 68,000 and remains constant with accuracy about 94.50%.
Figure 3b shows that the training accuracy is increasingwith respect to the iteration
numbers.

5.1 Testing Performance

Table 3 shows the precision, recall, and F1-measure of the proposed system. The
maximum accuracy is achieved by the entertainment (ET) class and the minimum
accuracy is achieved by the environment (EV) class.

5.2 Comparison with Existing Approaches

To evaluate the effectiveness, we compare the proposed system with existing ap-
proaches [1, 5]. Table 4 summarizes the comparison performance. This result shows
that the proposed system outperforms the previous work in terms of accuracy.

– ROCmeasures: Figure 4 shows the ROC curve for multiclass Bengali documents
categorization. This curve reveals that the maximum area under the curve covered
by both classes SP and ST, whereas the minimum area covered by the EV class
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Table 3 Summary of the analysis

Category name Precision Recall F1-score Support

HE 0.90 0.88 0.89 580

AC 0.90 0.89 0.89 402

AR 0.81 0.83 0.82 146

CR 0.99 0.92 0.95 1312

EC 0.93 0.94 0.94 743

ED 0.98 0.93 0.95 865

ET 0.99 0.99 0.99 1734

EV 0.85 0.62 0.72 110

OP 0.96 0.96 0.96 1248

PL 0.93 0.98 0.96 1834

ST 0.93 0.98 0.95 694

SP 0.94 0.97 0.96 1039

Avg./total 0.95 0.95 0.95 10,707

Table 4 Performance comparison

Method #Training
documents

#Testing
documents

#Category Accuracy (%)

TF-IDF + SVM [1] 1000 118 5 89.14

Word2Vec+K-NN+SVM [5] 19,750 4713 7 91.02

Proposed 86,199 10,707 12 94.96

(0.87). According to area under cover value, ten categories go to excellent class
and only one class (EV) falls into good class and there is no category into bad
class.

6 Conclusion

Text document classification is a well-studied problem for the highly resourced lan-
guages like English. However, it is a relatively new problem for an under-resourced
language, especially in Bengali. Bengali text document categorization is a challeng-
ing task due to the lack amount of digitized text, and scarcity of available corpora. In
this work, we introduce a new technique for Bengali document categorization system
based on DCNNs. In this system, semantic features are extracted by Word2Vec al-
gorithm and classifier is trained by DCNNs. We used 86,199 documents for training
and 10,707 documents for testing and both sets have been handcrafted from online
newspapers. The system obtains 94.96% accuracy for text document classification
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Fig. 4 Receiver operating
characteristic (ROC)

and shows the better performance compared to the existing techniques. For future
research, we will extend our framework for other forms of text classification such
as books, blogs, tweets, and online forum threads. Moreover, we will also include
more classes with more data to improve the overall performance of the system.
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Artist Recommendation System Using
Hybrid Method: A Novel Approach

Ajay Dhruv, Aastha Kamath, Anuja Powar and Karan Gaikwad

Abstract Recommendation systems have a wide range of applications today in the
digital world. The recommender system must be able to accurately predict the users’
tastes as well as broaden their horizon about the available products. There are various
dimensions in which recommendation systems are created and evaluated. Accuracy
and diversity play an important role in the recommendation systems and a trade-off
must be identified between the two parameters to suit the business requirements. The
proposed system makes use of various recommendation approaches to give a wide
range of recommendations to users. The recommendations are provided based on
similarity of the selected artist, top artists in a genre, using a hybrid model and artists
listened by users’ friends. Some recommendations would include the most popular
ones, and some would be randomly picked for a diverse range of recommendations.

Keywords Collaborative filtering · Diversity · Hybrid model · R · Recommender
systems

1 Introduction

In today’s world of Internet and large-scale growth of e-commerce business, recom-
mender systems play an important role in the growth of the business. This is because
if the website provides products as per the users’ requirements, the customer is bound
to be loyal to that company for a long period of time. Hence, effective recommen-
dations play an important role [1, 2]. The main objective of a recommender system
from the customer point of view is to provide suggestions to online users to make
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better decisions from a variety of options available. The main goal from the business
point is to increase the sales and profit [3]. Recommending popular items involves
lower risk in terms of accuracy. However, it is not always advisable to recommend
only the popular ones. Increasing the diversity of recommendations is essential in
businesses. Increasing the diversity and accuracy is not in the same direction, thus
making it important to make ideal decisions between the two parameters [4]. Appro-
priate recommendation model must be chosen so as to maximize the benefits and
maintain customer loyalty by creating value-added relationships. The user content-
ment plays an important parameter in measuring the success of the recommendations
provided [5]. A recommender system must consider diverse factors while provid-
ing recommendations. Some of them include vendor’s target market, data sources,
data availability, scalability, algorithms to be used, and interfaces to manage the
recommendations and data access.

Recommender systems are broadly classified as content-based filtering, collabo-
rative filtering (CF), hybrid approach, and knowledge-based recommender systems.

1.1 Content-Based Filtering

The content-based filtering method (Fig. 1) makes use of content and features of
the item already purchased by the user to recommend items. Content-based filtering
considers how do the items ia and ib relate to each other [6]. The similarity between
two items can be calculated using various methods like Pearson, Jaccard similarity,
andCosine similarity. The problemwith content-based filtering is overspecialization.
Overspecialization is taking into account only those items that are very similar to
each other and giving least importance to the interests of the users. Also, it offers
only partial information, generally text information, and the visual and semantic
information is a challenging task [7].

1.2 Collaborative Filtering

The collaborative filtering (CF) (Fig. 2) approach makes recommendations for a user
with the help of collective preferences of other users [3, 6]. Collaborative filtering

Fig. 1 Content-based
filtering



Artist Recommendation System Using Hybrid Method … 529

Fig. 2 Collaborative
filtering

models are grouped into two types—neighborhood-based andmodel-basedmethods.
Neighborhood-basedmethods include user-based collaborative filtering (UBCF) and
item-based collaborative filtering (IBCF). The UBCF recommends to a user those
items that aremost preferred by similar users [1]. The IBCF recommends to a user the
items that are most similar to the users’ purchases. Model-based approaches include
Bayesian clustering, adaptive learning, linear classification, and neural networks
[8]. The user feedback can either be explicit indications or implicit indications.
Implicit feedback gathering does not require active user requirement. Feedback can
be derived from monitoring users’ activities and click-throughs. Explicit feedback
can be gathered by letting users rate the items. Knowing whether user like/disliked
a particular item and text comments can be analyzed. CF, however, suffers from
data sparsity problems, particularly when dealing with large datasets. The cold start
problem occurs when a new user or item has just entered the system. Unless some
information becomes available from reliable sources, it is difficult to find similar
ones. New items cannot be recommended until some users’ rate it. To alleviate the
data sparsity problem, many approaches have been proposed. Some of them are
dimensionality reduction techniques, such as singular value decomposition (SVD),
removing unrepresentative or insignificant users (users who have not given much
ratings/reviews), or items to reduce the dimensionalities of the user–item matrix
directly [9].

1.3 Hybrid

The hybrid system (Fig. 3) uses information fromprevious user–item interactions and
contents of purchased items. There are seven types of hybrid methods—Weighted,
switching, mixed, feature combination, cascade, feature augmentation, and meta-
level [10].
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Fig. 3 Hybrid model

1.4 Knowledge-Based

There might arise some conditions when collaborative and content-based filtering
does not work. The knowledge-based filtering uses explicit knowledge about the
users and the products [11]. Such systems require knowledge about the group of
items and knowledge about the users [7].

2 Investigating Related Work

Table 1 shows the comparative study of the existing recommender systems.

3 Proposed System

The proposed system aims to implement a multi-featured approach to musical artist
recommendation through the use of UBCF algorithm, similarity matrices, content-
based filtering, and hybrid filtering. The proposed system will address the diversity
and accuracy problems of recommender system which was missing in the earlier
systems. Accuracy and diversity are not in the same direction; hence, the proposed
system will implement a trade-off between these two quantities [4]. The flowchart
(Fig. 4) of the proposed system is as shown.

4 Implementation

The system was implemented using the R language. The “Last.fm” dataset was used
for implementation.
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4.1 Data Acquisition and Cleaning

The artist dataset has been taken for research. The dataset has information about the
artists, users, friends of users, and artists tagged by the users alongwith its timestamp.
Additional attributes like age and frequency of user listening to a particular artist
were added to improve the quality of the recommendations. The data cleaning is
the process of filling missing values, smoothing the data, removing any outliers, and
resolving any inconsistencies [15]. Thus, the dataset was cleaned and made suitable
for analysis.

4.2 Loading the Data

The data was loaded to RStudio to build a recommender model.

Table 1 Comparison of recommender systems

S. No. Ref. No. Title of paper Technology used Advantages

1 [6] Building a sporting
goods
recommendation
system

Single value
decomposition
(SVD), with matrix
factorization,
ALS-WR algorithm

1. Predicts next
purchase of user

2. Considers the
purchase
frequency of items

3. Uses item-based
recommendation
to solve cold start
problem

2 [10] Recommender system
for news articles using
supervised learning

SVD algorithm 1. The system
considered various
parameters like
relevancy,
readability,
novelty, and
time-on-page to
recommend
articles

2. Category of
articles is
considered to
improve
recommendations

(continued)
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Table 1 (continued)

S. No. Ref. No. Title of paper Technology used Advantages

3 [12] Research paper
recommendation with
topic analysis

Collaborative filtering
algorithm

1. Generate
satisfactory
recommendations
with few ratings

2. Alleviates cold
start problem

4 [7] Development of a
tourism recommender
system

Artificial intelligence
mechanism

1. The system plans
and combines
itineraries with
other cultural and
leisure activities
according to user’s
preferences

2. Considers factors
like place of origin
of user, travel
group, date of trip,
and activities to
recommend places
of interest

5 [8] A personalized
electronic movie
recommendation
system based on
support vector
machine and
improved particle
swarm optimization

Support vector
machine (SVM)
classification,
improved particle
swarm optimization
(IPSO)

1. Personalized
recommendation

2. Evolution speed
factor and
aggregation degree
factor used to
optimize
parameters of the
model

6 [13] A new recommender
system for the
interactive radio
network Fmhost

Collaborative filtering
algorithm

1. Matrix
factorization tech
to increase
scalability

7 [14] An innovative tour
recommendation
system for tourists in
Japan

Collaborative
filtering, greedy
algorithm

1. Suggests optimal
touring plans
composed of
various points of
interest

4.3 Developing Recommender Engine

The RStudio aids development of recommender systems. It supports various algo-
rithms like UBCF, IBCF, SVD, POPULAR, RANDOM, and Hybrid recommenda-
tions [16]. The dataset was tested using variousmethods on similarity. Analysis using
different models was also performed.
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Fig. 4 Flowchart of the
proposed system

Figure 5 shows the comparison of ROC curves using threemodels—UBCF, RAN-
DOM, and POPULAR. ROC analysis helps to pick the best model. The greater the
area under the ROC curve, the better is the model performance. As seen in the graph,
the UBCF outperforms the other models. Though UBCF performs better, due weigh-
tage has been given to RANDOMand POPULARmethods to include a diverse range
of recommendations.

The recommender model provides recommendations by implementing various
algorithms. Many factors are considered for recommendation. A user can get top 10
similar artists by selecting a particular artist (Fig. 6). The similarity was calculated
using similarity() function, and cosine distance was used for measuring similarity
(Fig. 7). The greater the value of the cosine distance, the greater the similarity between
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Fig. 5 Comparison of
various models

Fig. 6 Similar artists to a
selected artist

two artists. The rows and columns represent the unique artists, and the cell value
corresponds to the degree of similarity. The characteristics of the artist are considered
to recommend to the user [17].

The user can get the top 5 recommendations on a particular genre (Fig. 8). The
user tagged data is used to classify an artist in a particular genre. The rows represent
artist IDs, and the columns represent the tag ID (Fig. 9). The cell value shows the
frequency of artist tagged to a particular genre. As the data is sparse in the matrix,
the matrix is binarized to give recommendations.

The user-based collaborative filtering (UBCF) model (Fig. 10) provides recom-
mendations by finding users that are similar to the selected user. From such users,
the top 20 artists are determined by the frequency of tagging of the artists. The artists
that are previously listened by the artist are removed. From the remaining artists, the
top seven are selected for recommendation. The remaining three are selected from
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Fig. 7 Artist similarity
matrix

Fig. 8 Top artists in a genre

the remaining list of artists. These ten recommendations are shuffled and presented
to the user.

The hybrid model uses the linear-weighted method of recommendation. A linear-
weighted hybrid is composed of recommendation components κ1 through κk, whose
output is combined by computing a weighted sum. A linear-weighted hybrid of this
style has a number of advantages like; the recommendations are specialized in a
particular dimension of the data. Thus, the linear-weighted hybrid offers a way to
construct algorithms that take all dimensions of a system into account without requir-
ingmathematically complex and computationally intensive dimensionality reduction
techniques, which are less extensible and flexible [18].

In the hybrid model (Fig. 11), the weights are assigned to POPULAR, RAN-
DOM, and RERECOMMEND methods to provide recommendations. The POPU-
LAR method recommends the trending artists. The RANDOM method selects a
random list of artists. It is used to improve diversity of the recommender system. The
RERECOMMENDmethod recommends artists from the user’s history. The weights
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Fig. 9 Artist–genre matrix

Fig. 10 Artist recommendation using UBCF
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Fig. 11 Artists recommendation using hybrid model

assigned to POPULAR, RANDOM, and RERECOMMEND are 0.3, 0.6, and 0.1,
respectively. Recommendations are also given considering artists tagged by friends
of the users (Fig. 12). The friends are the ones with whom the user has confidence in
and have similar likings as that of the user [19]. The friends are filtered considering
their age. The artists that are tagged most frequently by those friends and not yet
tagged by the user are recommended.

4.4 Model Evaluation

The most popular measure of effectiveness is accuracy metrics, which is used to
evaluate the ratings a particular user would give to a particular item [3]. The true
positives (TP) are the recommendations provided to the user and liked by the user.
False positives (FP) are the recommendations provided but not liked by the user. The
False Negatives (FN) are those which the system fails to recommend, though the
user would like them. The true negatives (TN) are those which the user does not like
and are not recommended [19].

The Top-N recommendation lists are typically evaluated in terms of their preci-
sion and recall. Precision measures the percentage of recommended products that
are relevant, whereas recall measures the percentage of relevant products that are
recommended [18, 20].

The accuracy of the recommender system is calculated as follows [8]:

Accuracy � The correctly classified samples

The total number of samples
(1)
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Fig. 12 Artist recommendation from friends’ tags

The performance of the UBCF model is shown in Table 2 and that of the hybrid
model is shown inTable 3. FromFormula (1), the accuracy of the system is calculated.
The accuracy of the system using the UBCF method is 95%, and using the hybrid
model is 69%.

5 Conclusion

In this paper, a recommender system is implemented using various recommendation
approaches. The system also gives recommendations based on artist similarity, top
artists in a genre, and artists listened by users’ friends. An interactive user interface
is developed to display the recommendations. It is observed that the accuracy of the
system decreases on increasing the randomness of the recommendations. An attempt
has been made to provide a list of accurate and diverse range of recommendations
to the user, using various algorithms.
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6 Future Work

Possible future work with the recommender model could include assessing in an
online environment whether or not the suggested “Artists You Might Enjoy” lists
lead users to explore artists they have not listened to previously. Such an assessment
could be done by tracking click-through rates for those lists. The systemcould include
URLs of the artists which, upon clicking on the artist recommended, will directly
lead the users on their respective websites. The system could be made dynamic
by including user feedback for the recommendations provided and replacing those
recommendations which the user did not like with new ones. The recommendations
liked by the user could be used for recommending further items.
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Anomaly Detection of DDOS Attacks
Using Hadoop

Y. S. Kalai vani and P. Ranjana

Abstract A distributed denial of service is one of the major threats in the cyber
network, and it causes the computers to have been flooded with the HTTP GET
packet. As Http flood attacks used standard URL requests, it is quite challenging to
differentiate from valid traffic. In an Http flood, the Http clients such as web browser
interact with the application or server to send Http requests. The request can be either
GET or POST. The aim of attack is when to compel the server to allocate as many
resources as possible to serving the attacks, thus denying legitimate user’s access to
the server’s resource. To handle this DDOS attack, the traditional intrusion detection
system is not suitable to hold and find the huge amount of data in the network.
Hadoop is a framework that allows processing and storing huge datasets. In Hadoop
MapReduce is the programming model to process huge data stored in Hadoop. This
paper explains how to detect the HTTP flood attack using KDD CUP 99’ dataset
with improvised the algorithm in MapReduce using anomaly detection strategy.

Keywords Hadoop · HTTP GET ·MapReduce

1 Introduction

The cyberattack denial-of-service is a major threat in the Internet, and it causes many
serious problems in the network. Distributed denial-of-service (DDOS) attacks come
under the category of denial-of-service attacks. A DDOS is a cyberattack which is
caused by executor using more than one IP address and flooding the request to the
victim to attack the regular response. An HTTP GET attack is an application layer
attack which consists of low and slow attacks, the target Apache, and Windows
servers. This type of attack sends a large number of request which consists of unused
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packets to the web server to slow down the server which are in an active state and it
also shuts the server by exhausting the bandwidth limits of network.

Network intrusion detection system is a software tool which is used to detect any
malicious behavior in the network. It consists of two-part signature-based detection
which is used to detect the malicious information based on the signature, that is,
known attacks are detected in the network. Anomaly-based intrusion detection is
used to detect the anomalies in the network which is not known before, that is,
usual behavior in the network. The HTTP flooding attack is detected by the anomaly
intrusion detection system using the Hadoop environment. Hadoop is a platform
which is used to store huge amount of data in the form of zeta bytes, so this Hadoop-
based IDS is used to hold and detect huge volume of data in the network. The dataset
used here isKDDCUP99’ [1]which is used tofind theHTTPGETflooding rate using
counter-based algorithm in MapReduce, using the parameter values which consists
of some important classes such as normal, ICMP, TCP, UDP, Port scan HTTP, and
IP. There are number of parameters used to check the anomalies in network such as
protocol type, source bytes, destination bytes, HTTP, session rate, and counter IP.
Proposed system follows the improvised counter-based algorithm which analyzes
the packets and filter the packets based on the request types. If the request HTTP
GET is more than the threshold, then that attack is filtered and emitted. Detection
of anomalies in the network sues the preprocessing technique in the counter-based
algorithm.

Hadoop provides the platform to achieve the efficient way of detectingHTTPGET
flooding [2] attacks using the MapReduce scheme. It is used to calculate the number
of packets per second in the network; if it exceeds the threshold, the network traffic
flow is more. This impact causes decrease in speed of the computer. Counter-based
algorithm is used to measure the parameters in the log file. If the protocol is HTTP,
then attack is confirmed to HTTP flooding which exceeds the threshold and then the
log files ignore anomalous attack.

2 Related Work

As the vulnerabilities are increased in the network in the form of cyberattacks, use
powerful IDS to detect the anomalies in the network. Many research papers are given
the information about the cyberattacks and detection methods. This research paper
focuses on DDOS attacks and its different types. A DDOS is an attack derived from
DOS. DOS attack is a malicious attempt by a single user or group of user to cause the
victim, site, or server to deny service to its customers. A distributed denial-of-service
is an attack in which multiple computer systems attack a target such as web server
or network. Due to this attack sometimes, the web server may crash, not accepting
any request from the user side. To handle DDOS attack, the traditional IDS is not
suitable to hold the number of packets and to detect the attack. The network anomaly
intrusion detection system in theHadoop framework is used a tool to detect theHTTP
GET flooding attack.
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2.1 Categories of DDOS Attacks

Volume-based attack

It aims to saturate the bandwidth of the affected website, and its magnitude is mea-
sured in bits per second. It consists of user datagram packet (UDP) flood, Internet
message protocol (ICMP), and spoofing of IP address. Volume-based attacks are
measured by bits per second.

Protocol Attacks

Protocol is a set of constraints used to transmit the data in the form of packets. It
comprises the attacks such as SYN FLOOD, fragmented packets, ping of death,
Smurf DDOS, etc. SYN flood attack creates the attack by sending the SYN request
which contains malicious code to attack the server. Protocols aremeasured in packets
per second.

Application attacks

Application attacks are low and slow attacks which target the servers like Apache,
Window, or OpenBSD vulnerabilities. This attack sends the request to server through
HTTP GET/POST methods, which contains malicious code that creates the vulner-
abilities in the server.

2.2 Methods to Detect the DDoS Attacks

This paper focuses on the application layer attack called HTTP GET flooding. This
HTTP flooding attack can be detected by several approaches are used in intrusion
detection scheme. Many algorithms are used to detect the intrusions in the network-
based; on this category among all this, research paper focuses on MapReduce algo-
rithm which is used to solve the problem of existing system drawbacks.

• Statistical method methods [1] are used to identify the detection by using entropy
and Chi-square test by comparing the values of packet traffic coming from the
clients.

• Support vector machine is a method which consists of a set of efficient data mining
algorithm that comprises the attributes taken part in the network anomalous attack.

• Soft computing method is used to find the DDOS attack by specifying the neural
network strategies to detect the HTTP Food attacks.

• Hadoop-based method is a framework which is used to detect the HTTP GET [3]
flood attack using the MapReduce algorithms.
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2.3 HTTP GET Flood Attack

An HTTP GET flood attack is an application layer attack which damages the system
information in the application level. This attack sent along with HTTP GET request
which contains malicious code to damage the server. It is low and slow, but it creates
a lot of damage in the TCP connection between client and user.

2.3.1 Network Attack Layer

HTTPflood attack is an application layer attackwhich sends the request fromclient to
server after the TCP connection establishment. Attackers implementing their HTTP
flood attack on web servers and its resources so the users unable to access the
resources and server also. The following diagram explains about a single HTTP
GET request attack, and how it slows down the server as it threshold is less than the
traffic Rate.

Figure 1b explains how the floodingHTTPGET requests in a TCP connection that
is multiple HTTP GET requests are coming from the client side for one single TCP
connection. As the load is increased and it contains malicious info in the request,
server cannot handle the request in specific format so it is unable to process the user
request.

CLIENT  SYN       ACK      GET   RST         SYN        ACK       GET          RST 

SERVER

SYN-ACK                                          SYN- ACK

CLIENT SYN ACK           GET                  GET                   GET

SERVER      

SYN-ACK                     Response          Response    Response 

(a)

(b)

Fig. 1 a A single HTTP GET request attack in TCP connection. b A multiple HTTP GET request
attack in TCP connection
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2.4 Intrusion Detection Techniques

An intrusion detection is a software [4] application which monitors a network for
malicious activity. Any type of malicious activities is collected and sent to the admin-
istrator; security issues are taken place to fix an alarm when the abnormal activities
are occurred in the network.

Intrusion detection is classified into three types.

Host-Based Intrusion Detection System:

It is an intrusion detection system which monitors the internal part of the computer
system and monitors the network packets in its network Interfaces.

Hybrid Intrusion Detection System:

Network-based intrusion detection system is a combination of host-based intrusion
detection system and network-based intrusion detection system which monitors the
computer’s internal activities and network activities.

Network-Based Intrusion Detection System:

A network intrusion detection system is an intrusion detection system that attempts
to discover unauthorized access to a computer network and detect the cyberthreats
in the network.

A network intrusion is classified into two types:

1. Misuse detection (Signature-based) and
2. anomaly detection (profile-based).

Signature-based detection: This type of mechanism requires signature-based
files, i.e., known patterns of attacks. If a pattern is matched, there is a possibility of
an attack and then an alarm will be triggered. It has low false-positive alarm rate as
matches are based on known patterns. Signature detection [1] fails to detect attacks
which are variations in the known attacks.

Anomaly-based detection: This type analyzes computer and network activities
and looks for an anomaly; if an anomaly is found, alarm is triggered. Anomaly is
abnormal behavior of network or deviation from common rule for attacks. It has high
false-positive alarm rate. The rise in use of technology has led to increase in amount
of network traffic data. The traffic data is expected to be in the range of Zettabytes
[2] and is significantly increased from past few years. This data having high Volume,
Velocity, and Variety is often termed as Big Data. In this generation of Big Data, the
IDS should be good enough to process huge volume of data in real time.

Unsupervised Anomaly detection Approach:

It is a type of anomaly detection approachwhich is themost flexible setupwhich does
not require any label; moreover, there is no distinction between a training and test
dataset. This idea behind an unsupervised anomaly detection algorithm scores the
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data exclusively based on intrinsic properties of the dataset. Distances and densities
are used to give estimation which is normal and what is an outlier or anomalies.

This research paper proposed a model of anomaly detection system using unsu-
pervised data in KDD cup dataset. We have the test dataset which are not having
class labels which are the example for the unsupervised dataset.

Unlabeled Data          
Result

Unsupervised Detection 
Anomaly detection Algorithm

3 Proposed System Design and Implementation

3.1 Hadoop Frame Work

Hadoop is a framework which is used to process and store huge amount of data.
KDDCUP99’ is taken as dataset, and it is preprocessed by the Hadoop framework to
avoid the duplicate records. Here, we have taken the dataset for DDOS attack which
consists of a set of classes with its attributes. Anomaly-based intrusion detection
technique is implemented to detect the abnormal activities. HTTP flood attack is
caused due to many requests sent by the same user or from the different IP addresses
which creates a traffic in the network and slows the process of the server. To handle
the huge amount of IP address in the network, the Hadoop framework is taken as a
proposed framework.

Hadoop is a framework which allows to store huge volume of datasets and to
process the dataset. Hadoop framework is divided into two types such as processing
and storage. MapReduce is a programming model which is used to process huge
data stored in Hadoop. When the used install Hadoop in a cluster, the MapReduce
will be provided as a service. In MapReduce, the user can write the programs to
perform some computations in parallel and distributed fashion. MapReduce [3] is a
programming framework and it takes the dataset as a huge volume in a distributed
environment.

MapReduce is a programming framework that allows us to performdistributed and
parallel processing on large datasets in a distributed environment. In this proposed
system, we have taken KDD CUP 99’ dataset for DDOS with specific classes and a
set of attributes. MapReduce consists of two tasks, namely, Map and Reduce. First,
the DDOS dataset is taken for sample and it is processed by themapper. The output of
the map work is key–value pairs of the dataset which does not contain the redundant
data. The output of map job is the input of the reducer. The reducer aggregates
the values, and applying the strategy gives the result as in the form of intermediate
format.
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Software configuration for this process is Apache Hadoop, and it is open-source
software utilities that facilitate using a network of many computers to solve the
problems of enormous amount of data and its computation. The core part of the
Apache Hadoop [4] consists of a storage part which is called as Hadoop Distributed
File System (HDFS), and processing model is considered as MapReduce.

Hadoop Modules:

The Apache Hadoop is a framework which consists of modules, namely, Hadoop
Distributed File System and Hadoop YARN [5] which is responsible for managing
computing resources in clusters and using them for scheduling user’s applications;
Hadoop MapReduce consists of the programming model for large-scale data pro-
cessing. Hadoop framework is written in Java Programming Language and some
code is written in C language.

3.2 MapReduce

MapReduce is a programming model and an associated implementation for process-
ing and generating big datasets with a parallel, distributed algorithm on a cluster.

A MapReduce program is composed of map procedure which performs filtering
and sorting [5], reduce method which performs a summary operation. MapReduce is
composed of a map procedure which performs filtering and sorting so the detection
algorithm which is used to separate the malicious activity from normal activity.

3.3 Intrusion Detection in MapReduce

HTTP GET flooding is considered as one of the serious HTTP flooding attacks. The
attackers send the massive HTTP GET request to the victim server until the server
and its resources are get exhausted. Several techniques are introduced to solve the
problem such as threshold determination, pattern analysis, traffic analyzer, etc. HTTP
flood attack is an application layer attack that causes damages inweb applications and
web servers. The requests are in the form of HTTP GET or POST method flooded
[6, 7] to the target web server which is not handled by the web server. Requests
coming from different IP addresses which causes the serious problem so the efficient
algorithm is used to detect the intrusion in the network. The intrusions are in the form
of anomalous behaviors and it should be classified into supervised and unsupervised
data format.

To handle unsupervised data, the classification analysis is used and to handle
supervised data the clustering algorithm is used (Fig. 2).
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Map Function

Capture the Packet

Filter HTTP Packets

KEY: Server IP, Client IP, Timestamp
VALUE:URI count, request count,

Response count

Reduce Function

Request count, response count per server

Sum of Request count, response count per 
server 

Detection Algorithm

KEY: ServerIP, Timestamp
Value: Clinet IP

Fig. 2 MapReduce for HTTP GET flood attack detection

4 Proposed System and Design for DDOS

In this research work, the anomaly detection system which consists of KDD CUP
99’ used as a dataset. Anomaly detection is used to find any abnormal activities in
the process. Hadoop is a platform which takes a data in a huge format and stores the
data in the MapReduce [8]. It is open-source software which is used to detect any
anomalies in the network. If servers are getting affected with the overloaded request,
so server is unable to process other requests in the network (Fig. 3).

Algorithm 1: Packet Analysis Algorithm using Map Function

Step 1: Read the dataset in KDD CUP 99’.
Step 2: Preprocess the dataset for further processing.
Step 3: Filter the selected feature in the KDD CUP 99’.
Step 4: Take the test dataset.
Step 5: Filter the HTTP GET dataset.
Step 6: Tabulate the result including server IP and client IP address as key and value.

KDD CUP 99
DATA SET

PREPROCESS THE 
DATA

Training Data Set Filter : HTTP GET 
request  

Input HTTP GET 
Packets, IP address

Reduce Function:
HTTP GET Attack 
detection algorithm
(HAGA)

Accuracy comparison 
between existing system
and proposed system

Fig. 3 Processing steps in proposed system
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Algorithm 2: HTTP GET Attack Detection Algorithm (HAGA) using Reduce
function

Input: c: KDD CUP 99’ data set,<key,value>as
< server IP, packet count >,
< client IP, request Count >,
< masked of timestamp, response count >

Output: emits the attacker’s IP Address

Step 1:  procedure Packet Analyzer using Map Reduce class

Step 2:  Generate <key, valye> till the end of the file

Step 3:  Aggregate <key, value> as 
                          <serverIP, packetcount> 

<clinetIP,requestcount>
<maskedTimestamp, responsecount > 

Step 4: calculate  Detection Accuracy = TP+FN/TP+FN+FP+TN

Step 5 :  If  total request >  threshold
Detects the attacker’s Address

Else 
  Continue. 

End if 

Result:

In this research paper, the improvised algorithm for DDOS attack consists of a KDD
CUP 99’ dataset and attack is generated to server. Different types of attacks such
as ICMP flooding, TCP flooding, UDP flooding, Smurf flooding, port scan, land
flooding, HTTP flooding, session flooding, and IP flooding are generated and log
files are created for every 30 min. To detect attack, attributes are derived from the
log files and from the derived attributes dataset is created with nine different types
of attack classes such as ICMP, TCP, UDP, and SMURF. Improvised counter-based
algorithm for DDOS attack consists of dataset, and its attribute based on the HTTP
GET attack detection is a simple method that counts the total traffic volume or the
number of web page requests [5]. The algorithm is used to detect the false alarm rate
in the network attack with the low false alarm rate. This algorithm needs three inputs
parameters: time interval, threshold, and unbalance rate. The above algorithm is
calculated based on the threshold value in the network. This algorithm calculates the
false alarm rate base on the threshold rate and request, response rate. The execution
time for the proposed algorithmic approach is around eighty seconds (80 s) which is
comparatively less than the total time of the attack scenario in which the experiment
was performed. So it can be concluded that this algorithmic approach is a near real-
time one (Table 1).
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Table 1 Table of detection accuracy

False alarm Detection data

Normal data Detection data Normal data Detection data

KDD CUP 99’ 0.06 0.02 0.01 0.933

5 Conclusion

This paper focuses on the detection of intrusion detection in network in the form of
HTTP GET FLOOD attack which is detected by the Hadoop because the traditional
IDS is not suitable for the detection of huge amount of data, so the Hadoop is a
framework which processes the huge amount of data. To handle the detection in
network, the tool SNORT is used to find the network traffic in the network and
it is used to identify the flooding attack for the server and it detects the traffic in
the network. So the improved snort is used to detect the HTTP FLOOD attack in
the network in an efficient manner, and it follows the counter-based algorithm in
MapReduce which is used to process the huge amount of data and is capable of
detecting the attacks in the network.
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Pedestrian Detection and Tracking:
A Driver Assistance System

Shruti Maralappanavar, Nalini C. Iyer and Meena Maralappanavar

Abstract Detection and tracking of pedestrian is a challenging task due to variable
appearances, wide range of poses, and irregular motion of pedestrian along with
motion of tracking camera under complex outdoor environmental conditions. In this
paper, we propose an algorithm for pedestrian detection and tracking using HOG
descriptors and particle filtering technique. A robust algorithm for pedestrian detec-
tion is proposed which works under nonlinear motion and overcomes occlusions.
The performance of the above algorithm is tested for outdoor environment using
standard dataset. The particle filter has benefits of handling nonlinear motion and
occlusions, and they concentrate consecutively on the higher density regions of the
state space and it is simple to realize which provides a robust tracking environment.
Performance comparison of particle with conventional Kalman is also presented for
the above-said cases.

Keywords Histogram of oriented gradients (HOG) · Support vector machine
(SVM) · Particle filter · Kalman filter

1 Introduction

Human beings have an amazing potential of detecting and tracking objects in the
surrounding even if they are in motion or in stationary. This knowledge of human
visual system allows them to prevent colliding with other pedestrians in crowded
places. From a human beings point of view, it is a simple task to detect pedestrian
from the surrounding objects such as trees, vehicles, etc. but from the machine
vision outlook it is not an easy task as it involves dealing with many parameters
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such as illumination, cluttered backgrounds, pose of pedestrian clothing, size, and
shape. Thus, it is challenging for a machine vision system to implement pedestrian
detection and tracking functionality owing to their variable appearance: Variation
shape, size, color of clothes of the tracked pedestrian with accessories, umbrella,
child in trolley and outdoor environment: environmental conditions like rain, fog,
or complex and cluttered backgrounds with probable occlusion from surrounding
objects such as trees, vehicles, buildings, poles, other pedestrians, etc.

2 Related Work

The important attributes for both detection and tracking problem include robustness,
accuracy, and speed. Detection algorithm can be patch based or part based, and the
tracking accuracy depends on how good is the detection algorithm. Object detection
algorithm based on the formation of patches from image proposed by Prioletti et al.
[1] is cumbersome because of the formation of more number of patches from image
which determines the classification decision. Further, custom database needs to be
manually interpreted making implementation difficult task.

Later, Aghajanian et al. [2] proposed pedestrian detection algorithm to overcome
the creation of huge database, by modeling humans as flexible assemblies of parts.
These parts are represented by co-occurrences of local features which captures the
spatial layout of the part’s appearance. But the disadvantage with this method was
false detection and inaccuracy because of considering unwanted parts similar to
humans as human detection. Accuracy level is quite average.

To improve the performance of detection with respect to earlier methods [1, 2],
Dalal and Triggs [3] proposed localizing using Histograms of Oriented Gradients
(HOG) method.

On the other hand, for tracking, prediction of the most probable object in the
current frame based on inputs from the previous frame is given by Huang et al.
[4] using Kalman filter which is restricted only to neighboring area of the location
and fails for occlusion and nonlinear motion of the object. Later, pedestrian tracking
algorithm to overcome occlusionwas proposed byOwczarek et al. [5] using a particle
filtering approach, where pedestrian is tracked based on the state information of
particle.

In this paper, we discuss pedestrian detection using location coordinates and its
changes in consecutive image frames for tracking by deriving HOG features for the
detection [3] and performing particle filtering for tracking [5].

The algorithm proposed is tested for its performance with occlusion and nonlinear
motion of pedestrian and is also validated with standard database.

The rest of the paper is as follows: Methodology in Sect. 3.1 which deals with
pedestrian detection using Histogram of Oriented Gradients (HOG) features and
training using Support Vector Machines (SVM) and particle filter details in Sect. 3.2.
Realization and experimental results are discussed in Sect. 4 with conclusion in
Sect. 5.
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3 Methodology

Details of pedestrian detection and tracking algorithm are given in this section. To
track an object in a video sequence, detecting of a pedestrian using HOG features [3]
is performed and location information is obtained which is then followed by tracking
using particle filtering [5]. Details of detection and tracking of a particle are briefed
in part A and part B, respectively.

3.1 Pedestrian Detection

Pedestrian detection using HOG features extraction involves the operation such as
cell formation, filtering, and block normalization as shown in Fig. 1 [3]. The details
of operations are given below.

Extraction of HOG features

Cell formation, filtering, and obtaining 1D histogram:

• Dividing original image into cells of each 8 × 8 pixel.
• Applying Sobel operator, obtain magnitude and direction of gradient the internals
of which clearly indicates the spreading of intensity gradients or edge directions.

• Creating 1D histogram of unsigned gradients obtained above, by distributing
among nine bins which indicates edge orientations over the pixels of the cell.
To overcome lighting and illumination effects, block normalization is done as
follows.

Fig. 1 Block diagram of pedestrian detection system
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Block normalization

• Divide original image into block of each 16 × 16 pixel.
• Block is normalized with respect to histogram of the cells, leading to features to
be extracted for an original image.

Testing Model

The extracted HOG features are used to obtain the model as follows:

• Original image as a test input to the trained model is given.
• Model gives the input about the presence or absence of pedestrian along with
location.

• The location information is obtained from the detection algorithm which is used
as an input to the tracking system as an initial state of input.

3.2 Particle Filter

Particle filtering is also named as the sequentialMonteCarlo (SMC) [5], a simulation-
based technique. Particle filter involves the operations such as initialization, particle
prediction, assignment of weight to the particles, and resampling for an input frame
of a given video after identifying and obtaining the location of the pedestrian.

In the particle filtering approach, distribution of the system state is approximated
by a set of so-called particles and every particle is represented by a vector.

Algorithm can be summarized as follows [5]:
Initialization: Create a set of N-particles. Each particle has a state vector and an

initial weight which corresponds to the target pedestrian’s representation which is
given as

S �
[
x, y,

dx

dt
,
dy

dt

]T

(1)

π
(n)
0 � 1

N
(2)

where n � 1, 2, …, N,
where (x, y) are the coordinates of the bounding box, N is the number of particles,
and dx/dt and dy/dt stands for the velocity in x-axis and y-axis.

Particle Prediction: The transition equations help in predicting newparticle state.
The state of each sample in every new frame is defined as function of driving vector,
noise introduced to the state due to the measurement error of wt−1
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s(n)
t � As(n)

t−1 + w
(n)
t−1 (3)

where A is transition matrix which is defined by

A �

⎡
⎢⎢⎢⎢⎢⎣

1 0 dt 0 0
0 1 0 dt 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎦

Assignment of weight to the particles: Eachmeasurement zt updates theweights
of the particles.

π
(n)
t � π

(n)
t−1 . p

(
zt

s(n)
t

)
(4)

π
(n)
t � π

(n)
t−1 .

1

σ
√
2π

exp

⎛
⎜⎝−

(
d(n)
t

)2

2σ 2

⎞
⎟⎠ (5)

where d(n)
t represents the Hellinger distance between the hypothetical location and

tracked pedestrian.
Perform weight normalization and sum up the weights to one.
Resampling: Ignore the particles which have negligible weights and again assign

equal weights to the particles which have larger weights.
The distribution of particles after every operation is listed in Fig. 2. In the first

frame of the video, particles are spread throughout the frame. The initial position of
the pedestrian is obtained from the pedestrian detection system as shown in Fig. 2a.

Then, the particles are weighted based on the measurement update equation given
in Eqs. (3), (4), (5), and thus the particles near the pedestrian will obtain higher
weights based on conditional probability density.Discard the particleswith negligible
weights as they are of no use in the tracking process as shown in Fig. 2b. Resample
the particles and assign equal weights to those particles which had higher weights in
the previous iteration as depicted in Fig. 2c.

Once the pedestrian starts moving, again the weights of the particles are updated
and particleswith negligibleweights are discarded. Further, resampling of particles is
done. This process is done continuously until the pedestrian is tracked continuously.
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Fig. 2 Steps in particle filter algorithm
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4 Realization and Experimental Results

The proposed algorithm of tracking of pedestrian using particle filtering is imple-
mented in MATLAB and tested using CALTECH database. Two test videos having
occlusion and nonlinearmotion of pedestrian are taken as input. This is fed as input to
Kalman and particle filter, and the results of this are shown in Figs. 3 and 4. The track
speed is 50 frames/s by estimation. The results obtained for the two test conditions
are explained below.

Frame 150 frame 155  frame 170
(a) Kalman filter

Frame 150                     frame 155                      frame 170
(b) Particle filter

Fig. 3 Comparison of Kalman and particle filter
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Case 1: Occlusion

For the first test video, with Kalman filter, tracking failed in frame 170 due to occlu-
sion by the other pedestrian, whereas in the particle filter tracking the pedestrian who
was tracked in frame 150 is still being tracked in frame 170 successfully as shown
in Fig. 3a, b, respectively.

Case 2: Nonlinear motion

For the second test video, with Kalman filter, tracking of nonlinear motion of pedes-
trian in frame 185 failed as shown in Fig. 4a but particle filter overcomes nonlinear
motion successfully as shown in frame 185 in Fig. 4a.

Frame 170 frame 175 frame 185
(a) Kalman filter

Frame 170 frame 175 frame 185
(b) Particle filter

Fig. 4 Comparison of Kalman and particle filter
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5 Conclusion

Pedestrian detection and tracking using HOG descriptors particle filter are imple-
mented and tested for short video sequences from standard database. As compared
to Kalman filter, it is able to overcome occlusion as well as nonlinear motion on the
pedestrian. There is a tradeoff between accuracy and the processing time.
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Exploiting Parallelism Available in Loops
Using Abstract Syntax Tree

Anil Kumar and Hardeep Singh

Abstract Performance of a program depends on two factors: better hardware of
the executing machine and exploiting parallelism for concurrent execution. Loops
with multiple iterations provide efficient parallelism in an application, and are used
to reduce overall execution time and also to increase performance. Abstract Syntax
Tree (AST) can be used as an effective tool for exploiting parallelism at the compiler
level. This definitely saves time and automates the decomposition of a parallel job
that is to be executed in parallel framework. AST can be used to detect loops in the
source code, therefore this approach can be used to design a new parallel computing
framework where simple codes written for normal machines can be parallelized by
the framework itself.

Keywords Parallel computing · Abstract Syntax Tree · Job decomposition ·
Parallelism · Parallel framework

1 Introduction

Source codes of software are becoming huge and complex. Compiling large codes
is a time-consuming process. Parallel compilation of codes will help in reducing
the time complexity. Parsing is the phase of a compiler which requires a significant
amount of time for compilation. Many techniques have already been developed to
extract the parallelism available in a parser. AST is proposed to be an effective
way for exploiting parallelism at the compiler level via parsing and decomposing
the code in this study. Studies of parallel applications so far suggest that achieving
high performance with these applications is very significant. Not only do we find
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adequate parallelism in the program, but it is also important that we minimize the
synchronization and communication overheads in the parallelized program. In fact,
it is common to find parallel programs that are not able to run fast due to overheads
of parallel execution. It is therefore required to increase the granularity to reduce the
synchronization problems [1, 2]. We have studied two forms of parallelism based on
granularity since these exploit parallelism available in loops which, further, is one
of the techniques to improve the performance of the computer system.

To exploit loop parallelism at the instruction level, fine-grained parallel architec-
tures are used. At runtime, various forms of available dependencies between opera-
tions in a program must be checked either with the help of compiler (which would
be a static check) or with the help of hardware (to ensure that only independent
operations are issued simultaneously and this is a kind of dynamic check). To extract
maximum parallelism, the dependence-checking technique is used and not only it
examines the basic blocks of the program but also goes beyond the boundaries of
these blocks to find maximum independent operations from various iterations. On
the other hand, coarse-grained architectures exploit available parallelism in loops
by scheduling the entire set of iterations on separate processors. Parallelism can be
exploited from two types of loops, those with cycles in their dependence graphs,
and those with no cross-iteration dependencies. Both types can be executed on either
fine-grained or coarse-grained parallel architectures but as a consequence, different
performance judgments will be depicted by the two architectures. As the iterations of
a loop can be executed several times, so they provide pronounced parallelisms avail-
able in an application. To exploit this parallelism, the suitable technique depends
on the architecture of the executing parallel machine and the characteristics of each
single loop. An optimum strategy for loop and machine architecture is thus required
[3].

2 Forms of Parallelism

Figure 1 shows the various forms of parallelism which are further discussed in brief.

2.1 Loop Level Parallelism

Loop Level Parallelism is that form of parallelism, which is used to exploit paral-
lelism among iterations of the loop. A simple example to understand the basic loop
parallelism is [4]:

for (i � 1; i <� 500; i � i + 1)
a[i] � a[i] + a[i + 1];

Loop Level Parallelism can be exploited by unrolling loops either dynamically,
via branch prediction, or statically, via loop unrolling using compiler. The loops
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Fig. 1 Forms of parallelism

with dependencies are executed using the do-across model based on coarse-grained
architecture and software pipelining as the scheduling strategy based on fine-grained
architectures. However, in these loops, explicit synchronization is not required [3].
The loops with no dependences are executed using do-all model based on coarse-
grained architecture and software pipelining as the strategy based on fine-grained
architecture. Due to less complexity and overheads, most of the frameworks use
do-all loops for exploiting loop parallelism.

2.2 Instruction Level Parallelism

Instruction Level Parallelism (ILP) is a technique which simultaneously executes the
sequential instructions from a program on multiple functional pipelining units [5].
For example,

1. x � y + z
2. s � a − b
3. m � x * s

Operations 1 and 2 are independent of each other, so they can be executed at
the same time. But operation 3 depends on the outcome of operations 1 and 2, thus
it can be calculated only after their completion [4]. ILP is helpful in exploiting
Loop Level Parallelism [6, 7]. It has been observed that usually the runtime of the
program gets reduced when we use the ILP approach because the execution time
of considerable instructions gets superimposed over each other using this technique
for parallelism. This approach is also very expensive. Machines with such designs
increase the complexity in control logic and thus limit performance. Hence, ILP is
not suitable for all conventional high-level language compilers [8].
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2.3 Thread Level Speculation

Thread Level Parallelism is a form of parallel computing which uses the technique
of distributing the execution of threads across different parallel processor nodes [9].
Focusing only on loops does not yield complete parallel potential of an application.
Hence, to uncover the hidden Loop Level Parallelism and to strengthen parallelism
in general purpose programs, Thread Level Speculation is required [10–12]. Thread
level speculation hardware support, along with the use of several code transforma-
tions, has made it possible to expose the hidden Loop Level Parallelism in an appli-
cation. In such architectures, the threads are extracted from sequential programs and
are run in parallel. Each iteration of the loop can turn out to be a speculative thread.
The degree of parallelism available in a loop is determined by dependences; more
the independence between iterations more is the degree of parallelism. In addition
to this, if we consider parallelism coverage, then choosing outer do-across over an
inner do-all loop becomes more beneficial for parallelism coverage. Both degrees
of parallelism, as well as parallelism coverage, are the main factors for loop specu-
lation. The Procedure Level Speculation can also be used to improve the available
parallelism for overcoming the fact that procedures are less popular than loops as
a target of parallelization. It is also studied that simultaneous multithreading can
convert the thread level parallelism to Instruction Level Parallelism because mostly
superscalar processors exploit Instruction Level Parallelism by executing pipelining.

2.4 Superword Level Parallelism

Superword Level Parallelism (SLP) is a basic block vectorization technique based on
loop unrolling. It can be a better replacement for all of the above as has been studied
that it can exploit loop parallelism both across loop iterations, as well as within the
basic blocks [13]. It is closely related to ILP. However, studies have shown that there
is a need to recover the basic blocks that have not been vectorized sufficiently by this
technique.

3 Decomposition Methods

Decomposition techniques serve as the best methods to make efficient use of paral-
lel applications. These techniques divide a computation into a local part. This part
does not require any inter-process intervention during its generation, and it mainly
involves communication between neighboring and distant processors [14, 15].When
aproblem is decomposed into a large number of tasks, it is calledFine-graineddecom-
position; otherwise, it is called coarse-grained decomposition. However, the nature
of the problem decides which one is better, as the large number of tasks ensures better



Exploiting Parallelism Available in Loops … 567

Fig. 2 Decomposition
techniques

scalability with more concurrency and hence more utilization of resources. Lesser
number of tasks usually includes less communication overheads. Figure 2 enlists the
decomposition techniques which are as follows:

• Recursive Decomposition
• Data Decomposition
• Functional Decomposition
• Exploratory Decomposition
• Speculative Decomposition
• Primal Decomposition
• Dual Decomposition
• Gradient-Based Decomposition.

3.1 Recursive Decomposition

It is generally suited to problems that are solved using the Divide and Conquer strat-
egy. A given problem is first decomposed into a set of subproblems. These subprob-
lems are recursively decomposed further, until a desired granularity is reached [15].
The results of the subproblems are merged together when needed. Usually, smaller
tasks are independent of one another, so they can be executed in parallel. So, good
scalability can be achieved by sorting algorithms in parallel often use this approach
for decomposition. Quad-tree, Oct-trees, and K-trees are the few approaches based
on recursive decomposition for parallelization [16]. Figure 3 shows the task depen-
dency graph of Quicksort algorithm based on recursive decomposition. The problem
is solved using Divide and Conquer technique.
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Fig. 3 Quicksort task
dependency graph based on
recursive decomposition [15]

3.2 Data Decomposition

Data Decomposition technique is used when data structures carrying bulk of similar
data need to be processed. The data groups form tasks. These can be input data, output
data, or even intermediate data. The decompositions of the computation into tasks
are done by using the Owner Computes Rule [8]. All data forms can be decomposed.

In Fig. 4, the input–output matrices are first partitioned into sub-matrices then
these are further decomposed into tasks. The tasks are independent of each other and
thus, it is easily solved and scales well [15, 17].

3.3 Functional Decomposition

The technique of decomposing functions into tasks is known as Functional Decom-
position. These tasks are executed concurrently on different data by processes which
use the pipeline approach. Instead of its performance simplicity, it does not scale
well because enough functions are not available for splitting. As an example, Fig. 5
shows the flow of data in counting word problem using pipelining.
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Fig. 4 a The input–output sub-matrices are formed. b Matrices are decomposed into tasks

Fig. 5 Pipeline data flow in Word Count [5]

3.4 Exploratory Decomposition

Exploratory Decomposition is a technique which first searches the predefined space,
and then partitions it into tasks to process them concurrently. It is a special case
decomposition which is generally not applicable [15, 18]. An example is breadth-
first search in trees as shown in Fig. 6. Traverse order are: F, B, G, A, D, I, C, E, H.
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Fig. 6 Breadth first traversal
of tree

3.5 Speculative Decomposition

Sometimes, there are many functions available in a program and only one of those
needs to be carried depending upon execution of some condition, such at switch state-
ment. All such functions are turned into tasks and carried out before the evaluation
of the condition. This is called Speculative Decomposition [15, 19]. As soon as the
condition is evaluated, the result of only one task is used, and the rest are discarded.
But this decomposition does not make good use of resources, and thus is not popular.

The different decomposition methods described so far can be combined together
to form hybrid decompositions which usually overcome the limitations of the com-
prising decompositions and often propose good solutions.

3.6 Primal Decomposition

PrimalDecomposition is the optimization techniquewhich solves the structured opti-
mization problems in mathematics. It uses the master–slave approach for decompo-
sition. The master problem manipulates the primal variables (variables comprising
linear objective function) and subproblems are solved in parallel [20].
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Table 1 Summarized table of various decomposition methods

Decomposition
methods

Granularity Scalability Communication
overheads

Time/space
complexity

Recursive Coarse grain High Low Low

Data Fine grain High High High

Functional Fine grain Low High Low

Exploratory Coarse grain Low High High

Speculative Coarse grain Low High Low

Primal Coarse grain High High High

Dual Fine grain High High High

Gradient based Fine grain High Medium Medium

3.7 Dual Decomposition

Dual Decomposition is an optimization technique which uses sub-gradient algorithm
for the master [20]. It is obtained from Lagrangian Formation [32]. It solves the dual
subproblems in parallel and updates the dual variables (variables comprising linear
objective function) iteratively. The dual problem solution defines lower bound for
the primal solution.

3.8 Gradient-Based Decomposition

The Decomposition Optimization Algorithm, also known as Path-following
Gradient-Based Decomposition Method, decomposes the problem into smaller sub-
problems by using Dual Decomposition [21]. It is a combination of three tech-
niques, namely Dual Decomposition [20], Smoothing [22], and Lagrangian Relax-
ation Method [23].

Table 1 shows the summary of decomposition techniques and their evaluation
based on parameters such as Granularity, Scalability, Communication Overheads,
and Time/Space Complexity.

4 Code Parsing Using Ast and Decomposition

Abstract SyntaxTree is used to represent the syntactic objects used by the systems that
manipulate the programs, formulas, rules, etc. It is the outcome of the syntax analysis
phase of the compiler of the program [24, 25].Matching, substitution, and unification
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are its main operations. The ASTmatching simply notifies the user about the changes
which the global variables and functions in the program undergo. Basically, it is con-
sidered that these changes prove to be very useful from the point of software evolution
because it is considered to be helpful for updating software. High order Abstract Syn-
tax Trees is the variations of the basic Abstract Syntax Trees. For formal software
development, there is need of a language generic environment; for that purpose high
order AST has been designed. From parallel computing point of view, every paral-
lelizer consists of various compiler passes. Each compiler usesASTas a data structure
to represent the structure of the source code. It is studied [3] that the parallelism in do-
all loops is useful in reducing the execution time of the program. AST can be used to
detect the loops in the source code. The concrete structure of the program is a part of
the definition of the languagewhich is basically defined by the context-free language,
whereas the Abstract Syntax Tree is a part of the implementation of the program and
is defined by the tree structure [26, 27]. Thus, it can be said that the essential syn-
tactic information cannot be given by the concrete structures and parse trees, which
sometimes contains useless information. Thus, the Abstract Syntax Trees came up
as a solution. Further, it has been studied that high-order syntax trees were not able
to fulfill requirements such as accounts of structural index and induction, and recur-
sive equation for abstract syntax. Abstract syntax with variable binding presents the
algebraic (categorical) view [26] of syntax, which to some extent serves as one of
the satisfactory solutions to fulfill the abovementioned requirements. Abstract syn-
tax is the initial such model, with the algebra structure obtained as the solution to a
recursive equation and substitution defined by an associated structural recursion.

4.1 Methodology

AST is parsing technique which can make the relevant information available at
compiler level by parsing the source code of the program to exploit loop parallelism.
Algorithm 1 is the explanation of the flowchart shown in Fig. 1. This procedure
explains how the parser generates the AST.

Algorithm 1: Create AST

1. LOAD Parser
2. INPUT source code
3. READ number of bytes of source code
4. COMPILE source code
5. RUN Parser
6. GENERATE parsed code.
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7. HANDLE errors.
8. CREATE variables, data structures for parsed code
9. CREATE database
10. ALLOCATE unique counter variable to each database table
11. GENERATE AST
12. INCREMENT counter variable on visiting node of AST

The detailed description of flowchart stages is shown below:

• Loading parser: Parser is imported from Java package “Package parser” and the
loader links all the required Java libraries for the parser.

• Input source code: Source code is given as an input to the parser. Since Java
is a strictly typed language so the source code should strictly follow the naming
and typing rules. If possible, different names should be used for each element in
coding.

• Readingnumber of bytes of source code: Parser calls the Javamethod that returns
the number of bytes of the source code to be read by the parser.

• Compiling code: Source code is compiled using compilation unit CU and the
variables are created.

• Run parser: Parser runs as a different thread by implementing Java’s runnable
interface.

• Generating parsed code: Source code is parsed.

Fig. 7 a Source code
parsing. b Generate Abstract
Syntax Tree

Package 
Parser

Error Handling

Calls java method that 
returns the number of 

byte to be read

Input source code

Compilation unit CU

Parser class inherits 
runnable interface

Import all required 
java libraries 

File is parsed

Parser runs on 
thread

Create required 
variable

(a)



574 A. Kumar and H. Singh

Parse code

Input all necessary files
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Create database file
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counter variables as check 

Create 
return 

database 
table

Insert values into 
return table

Close database 
connection

Abstract syntax tree is 
generated  

Return 
counter== = ()

Dir exists ()

Create for and while loop database table

Repeat 3 
times

False

True

False

True

(b)

Fig. 7 (continued)



Exploiting Parallelism Available in Loops … 575

• Handling errors: Errors are handled with various Java handling techniques.
• Creating data items: Data structures like array lists, and variables are created for
the parsed code.

• Create database: Database is created when the parser builds connection with
SQLite database module.

• Allocating counter variable: A unique counter variable is allocated to each
database table of loops, variables, etc.

• Generating AST: Abstract Syntax Tree is generated.
• Incrementing counter variables: Each counter variable is incremented in
database for each useful visit to the node of AST. The different module in Java
is created and named as visitor which inherits Visitor Adapter and imports all
required Java libraries and packages.

The flowcharts (Fig. 7) explain how the Abstract Syntax Tree is generated. This
AST will help to detect the loops available in the source code and enables the user
to choose which among them are to be targeted to achieve parallelism. Moreover,
the parsed information can be converted back to source code using the unparsing
technique and this helps in modifying the code for parallelism.

5 Conclusion

With the support of Abstract Syntax Tree, the source code of a parallel job can be
parsed and relevant information about different structures used in the code can be
revealed at the compiler level. This information is useful for any parallel framework
to parallelize a sequential algorithm with for-loops. It is clear from the literature
survey that the loop parallelism for do-all loops seems to be the most practical and
common within the programs. So, this type of parallelism is considered as the target
to be exploited for parallelization. AST facilitates to decompose the problem at the
compiler level, which can reduce the complexity at design and coding of parallel
jobs using special parallel programing tools. This further reduces the need to know
more parallel language constructs to parallelize the given job. This approach of
using AST output at the compiler level can be used to design new parallel computing
frameworks where simple codes, written for normal machine, can be parallelized by
the framework itself.

References

1. Parhami,B. (2002). Introduction to parallelism. Introduction to parallel processing:Algorithms
and architectures (pp. 3–23).

2. https://en.wikipedia.org/wiki/Instruction-level_parallelism.
3. Lilja, D. J. (1994). Exploiting the parallelism available in loops. Computer, 27(2), 13–26.
4. https://simple.wikipedia.org/wiki/Task_parallelism.

https://en.wikipedia.org/wiki/Instruction-level_parallelism
https://simple.wikipedia.org/wiki/Task_parallelism


576 A. Kumar and H. Singh

5. Kumar, R., & Singh, P. K. (2014). An approach for compiler optimization to exploit instruction
level parallelism. In Advanced Computing, Networking and Informatics (Vol. 2, pp. 509–516).
Cham: Springer.

6. Rau, B. R., & Fisher, J. A. (2003). Instruction-level parallelism.
7. Lo, J. L., Emer, J. S., Levy,H.M., Stamm,R. L., Tullsen, D.M.,&Eggers, S. J. (1997). Convert-

ing thread-level parallelism to instruction-level parallelism via simultaneous multithreading.
ACM Transactions on Computer Systems (TOCS), 15(3), 322–354.

8. http://www2.phys.canterbury.ac.nz/dept/docs/manuals/FORTRAN.
9. https://cloud.google.com/dataflow/examples/wordcount-example.
10. Zhong, H., Mehrara, M., Lieberman, S., & Mahlke, S. (2008, February). Uncovering hidden

loop level parallelism in sequential applications. In IEEE 14th International Symposium on
High Performance Computer Architecture, 2008. HPCA 2008 (pp. 290–301). IEEE.

11. Tullsen, D. M., Eggers, S. J., & Levy, H. M. (1995, June). Simultaneous multithreading: Max-
imizing on-chip parallelism. In 22nd Annual International Symposium on Computer Architec-
ture, 1995. Proceedings (pp. 392–403). IEEE.

12. Wall, D.W. (1991). Limits of instruction-level parallelism (Vol. 19, No. 2, pp. 176–188). ACM.
13. Larsen, S., & Amarasinghe, S. (2000). Exploiting superword level parallelism with multimedia

instruction sets (Vol. 35, No. 5, pp. 145–156). ACM.
14. Quarteroni, A., & Valli, A. (1996). Domain decomposition methods for partial differential

equations.
15. Johnson, T. A., Eigenmann, R., &Vijaykumar, T. N. (2007, March). Speculative thread decom-

position through empirical optimization. InProceedings of the 12thACMSIGPLANSymposium
on Principles and Practice of Parallel Programming (pp. 205–214). ACM.

16. Jackins, C. L., & Tanimoto, S. L. (1983). Quad-trees, Oct-trees, and K-trees: A generalized
approach to recursive decomposition of euclidean space. IEEETransactions onPatternAnalysis
and Machine Intelligence, 5, 533–539.

17. Stone, R. B., & Wood, K. L. (2000). Development of a functional basis for design. Journal of
Mechanical Design, 122(4), 359–370.

18. Arabnia, H. R. (1990). A parallel algorithm for the arbitrary rotation of digitized images using
process-and-data-decomposition approach. Journal of Parallel and Distributed Computing,
10(2), 188–192.

19. Jojic, V., Gould, S., & Koller, D. (2010, June). Accelerated dual decomposition for MAP
inference. In ICML (pp. 503–510).

20. Devaurs, D., Siméon, T., & Cortés, J. (2013). Parallelizing RRT on large-scale distributed-
memory architectures. IEEE Transactions on Robotics, 29(2), 571–579.

21. Neamtiu, I., Foster, J. S., & Hicks, M. (2005). Understanding source code evolution using
abstract syntax tree matching. ACM SIGSOFT Software Engineering Notes, 30(4), 1–5.

22. Dinh, Q. T., Necoara, I., & Diehl, M. (2014). Path-following gradient-based decomposition
algorithms for separable convex optimization. Journal of Global Optimization, 59(1), 59–80.

23. https://web.stanford.edu/class/ee364b/lectures/decomposition_slides.pdf linear algebra with
applications 7.7-8 (2000), 687–714.

24. Pfenning, F.,&Elliott, C. (1988, June).Higher-order abstract syntax. InACMSIGPLANNotices
(Vol. 23, No. 7, pp. 199–208). ACM.

25. Fiore, M., Plotkin, G., & Turi, D. (1999). Abstract syntax and variable binding. In 14th Sym-
posium on Logic in Computer Science, 1999. Proceedings (pp. 193–202). IEEE.

26. Wile, D. S. (1997, May). Abstract syntax from concrete syntax. In Proceedings of the 19th
International Conference on Software Engineering (pp. 472–480). ACM.

27. Lim, A. W., & Lam, M. S. (1997, January). Maximizing parallelism and minimizing synchro-
nizationwith affine transforms. InProceedings of the 24thACMSIGPLAN-SIGACTSymposium
on Principles of Programming Languages (pp. 201–214). ACM.

http://www2.phys.canterbury.ac.nz/dept/docs/manuals/FORTRAN
https://cloud.google.com/dataflow/examples/wordcount-example
https://web.stanford.edu/class/ee364b/lectures/decomposition_slides.pdf


A Study on Cooperation and Navigation
Planning for Multi-robot Using
Intelligent Water Drops Algorithm

D. Chandrasekhar Rao and Manas Ranjan Kabat

Abstract The shortcomings of the existing multi-robot navigation planning meth-
ods in an unknown environment are studied extensively. An efficient approach for
resolving these issues is addressed in the current study using a novel nature inspired-
IntelligentWater Drops (IWD) algorithm [1]. The robustness of the proposedmethod
for multi-robot navigation in an unknown environment is validated through V-Rep
simulator. The performance of the algorithm is verified through simulation outcomes
in terms of total path travelled, total path deviation, number of turns, and execution
time. Further, the efficiency of the proposed method is compared with the existing
state of the art to verify its potency. The simulation outcomes reveals that the pro-
posed method takes in an improvement of 9.93%, 35.26%, 33.33%, and 13.04% in
terms of the total path travelled, total path deviation, number of turns, and total exe-
cution time for all the robots to arrive their target, respectively, as compared to the
existing state of the art. Moreover, the current study confirms the superiority of the
proposed approach as compared to the existing state of the art in terms of generating
optimal and safe navigation path for individual robots.

Keywords Multi-robot · Navigation planning · Waypoints · Intelligent water
drops · Static environment

1 Introduction

In recent years, the application of robotics has been evolved as themost cost-effective
approach in many fields [2–8]. However, navigation planning is one of the key con-
cerns inmost of the applications employedwithmobile robots. In navigation planning
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problem, the main objective of the mobile robot is to find an optimal and safe path
while navigating from its source to destination. Thus, the efficiency of the mobile
robot needs to be enhanced such that it can reach the target through a shortest pathwith
minimal time and energy utilization. Various research findings have been addressed
in this domain for improving the autonomy and decision accuracy of themobile robot
to resolve these issues.

The working environment of mobile robots may be regarded as static or dynamic.
In a static environment, the obstacle and target positions are stationary, however,
these may be dynamic in the dynamic environment. Further, the navigation planning
of a mobile robot in an environment can be classified as global or local. In global
planning, the mobile robot has prior knowledge about the environment and decides
the collision-free path in advance. In local planning, the mobile robot generates
collision-free path on the go with no prior knowledge about the environment. Local
planning is sometimes referred to as online planning. Global and local planning is
most suitable for static environment and dynamic environment. However, both of
these planning may be combined to improve the efficiency of the mobile robot in a
complex environment [9].

In this study, we proposed a novel approach for multi-robot navigation planning in
a static environment using nature-based IWD algorithm. The proposed algorithm is
efficient to generate a safe and an optimal path for the individual robot withminimum
time and energy utilization. The effectiveness of the proposed algorithm is further
verified with the existing state of the art [10].

The rest of this paper is structured as follows. In Sect. 2, the relatedwork formulti-
robot navigation has been elaborated. The problem formulation, operating principle
of the basic IWD algorithm and its implementation in multi-robot navigation are
discussed in Sect. 3. Section 4 briefs the simulation setup and performance evaluation
of the proposed method. Finally, the work is concluded in Sect. 5.

2 Related Work

Navigation planning is the primary concern in most of the mobile robot applications.
The approaches employed in resolving the robot navigation problem can be broadly
categorized as traditional or heuristics [11]. The state of the art in this field is discussed
below.

The traditional approaches comprise of Cell decomposition [12], the probabilistic
Roadmap approach [13], Voronoi Diagram [14], and Artificial Potential Field [15]
are employed to solve the Mobile Robot Navigation Problem (MRNP). However,
these approaches are trapped in local minima, incompetence in the presence of large
obstacle, and computational cost is more. Recently, with the development of heuris-
tic approaches, it is embedded in many applications to resolve the issues associated
with MRNP. These approaches have a good potential for global exploration, how-
ever, each approach has its own limitation. This boosts the researcher to employ
heuristic approaches for addressing mobile robot navigation planning. Many heuris-
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tic approaches such as Fuzzy Logic (FL), Genetic Algorithm (GA), Particle Swarm
Optimization (PSO), Gravitational Search Algorithm (GSA), Differential Evolution
(DE), and hybridization of these approaches have employed to solve MRNP.

FL is extensively employed to resolve the navigation planning problem of mobile
robots, which utilizes the predicted behaviour of humans to deal with uncertainties.
The FL incorporates the characteristics of human perception for resolving real-world
problems. The authors in [16] proposed a Fuzzy Logic Controller (FLC) for MRNP
to deal with an environment consisting of static obstacles. The rule set for FLC is
constructed using the distance of obstacles from right, left, and front side of mobile
robots. Simulation has been carried out to prove the effectiveness of the proposed
FLC in an environment consisting of thousands of robots and obstacles. In [10],
the authors proposed Obstacle avoidance FLC (OA-FLC) and Obstacle avoidance
FLC (OA-FLC) for escaping from obstacles and maintaining the heading direction
of robots toward goal in the static as well as the dynamic environment respectively.
However, the proposed method has not guaranteed optimal path always. Though FL
is efficient for simulating the decision making capability of human being, but it is
incompetent in the selection of appropriatemembership functions for finding optimal
path. GA is another widely used method based on the natural selection procedure in
the field of robot navigation. Ozkan et al. [17] proposed multi-robot navigation using
a hierarchical-oriented genetic algorithm (HOGA) to optimize the time required by
robots rather than the path travelled by robots. In [18], navigation planning based on
GA is proposed in a dynamic environment. However, GA is inefficient in controlling
population difference on a grid-like environment and may occur in an early conver-
gence. Besides GA, PSO is another population-based method, employed in MRNP.
PSO [19] and its improvement [20] are proposed for generating the optimal trajectory
of robots in an unknown environment. Further, GSA based on the gravitational law
of masses is employed to address the MRNP for generating the optimal path. GSA
[21] and its improvement [22] are proposed to find the optimal trajectory by avoiding
the static and dynamic obstacles in an unknown environment. However, the conver-
gence rate of PSO and GSA are slow in an iterative process and may be trapped at
local minima. Rao et al. [23] proposed DE algorithm for multi-robot navigation in a
clutter environment. Similar to GA, DE uses crossover, trial, and selection operators
to generate a safe path for mobile robots in an unknown environment. However, it
does not guarantee an optimal path. Furthermore, hybridization of many heuristic
approaches [24–26] has been proposed for addressing MRNP.

The above-discussed works generate collision-free path for robots in different
environments using classical and soft computing approaches. Though, the proposed
methods able to generate safe path for mobile robots but does not guarantee optimal
path always in terms of shortest path, time and energy utilization for navigating the
robot from source to destination. Furthermore, in a large problem space, most of the
algorithms trapped in local minima, oscillate in the presence of large obstacles, and
also fail tomaintain a good balance between intensification and diversification. These
factors motivated us to propose a novel approach to overcome the above-discussed
shortcomings. Thus, a novel approach by utilizing the concept of IWD algorithm
is proposed for multi-robot navigation in a static environment. The mobile robots
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simulate the behaviour of IWD to find optimal and safe path in the world map. The
proposed IWD algorithm is simple to implement, capable for global search and needs
tuning of few control parameters in a static environment. The main highlights of this
paper are as follows:

i. The target function is formulated by considering the weighted sum of each
individual objective function.

ii. The proposedmethod is able to escape from static obstacles aswell as teammates
(other robots considered as dynamic obstacles) present in the environment.

iii. The proposed method performance is verified through V-Rep simulator.
iv. Further, the potency of the proposed method has been validated through the

existing state of the art.

3 Proposed Multi-robot Navigation Planning

The configuration space for multi-robot navigation problem is consisting of multiple
autonomous mobile robots and static obstacles. The primary issue is to identify an
optimal, safe. and smooth path for individualmobile robots in the configuration space
from their respective start to target position.

3.1 Problem Formulation

The problem space for the multi-robot navigation is considered as a two-dimensional
world map. The environment consists of static obstacles of different shapes and two-
wheeled multiple mobile robots. Every robot in the environment has predefined start
and the goal position. The objective of the problem is to find an optimal and safe path
for the individual robot from their respective start position to the goal position. In
the initial setup, every robot’s orientation is toward the goal position. The structure
of a two-wheeled mobile robot is shown in Fig. 1.

The current position of a two-wheeledmobile robot in two-dimensional coordinate
system is denoted by (x, y) and orientation of the robot with respect to abscissa is θ .
All the robots in the environment are of identical structure with radius r . The angular
and translational motion of the robot is denoted by ω and v, respectively. In order
to navigate safely, every mobile robot generates successive waypoints by avoiding
obstacles in their way. Let {p1, p2, . . . , pm} be the “m” waypoints generated by the
mobile robot while navigating from source to goal. Thus, the total path travelled by
an individual robot can be expressed as follows:

Pi �
m∑

j�0

dist
(
p j
i , p

j+1
i

)
(1)
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Fig. 1 Structure of a
two-wheeled mobile robot

where dist
(
p j
i , p

j+1
i

)
represents the Euclidian distance between two successiveway-

points j and j + 1, p0i and pm+1
i is the start and the goal position of the ith robot,

respectively. Finally, the objective function for minimizing the path cost for all the
robots in the environment can be expressed as follows:

Fpath � min

{
n∑

i�1

Pi

}
(2)

where Pi denotes the path travelled by ith robot. Further, to obtain collision-free path,
the robot needs to maintain a minimum distance from obstacles as well as with its
teammates during navigation in the environment. In order to escape from obstacles, a
linear function can be formulated for evaluating the safety factor. It can be expressed
as follows:

OBSiavoid

� max
1 ≤ j ≤ l, i �� j

{{
0 dist

(
Pos(Ri ),Pos

(
Obs j

))
> λobs

1
dist(Pos(Ri ),Pos(Obs j ))

− 1
λobs

otherwise

}

(3)

where Pos(Ri ) is the position of ith robot, l is the number of obstacles surrounding Ri ,
Pos

(
Obs j

)
is the position of jth obstacles for j � {1, 2, . . . , l}, λobs is the constant

safety factor between the obstacles and the corresponding mobile robot. However,
the value of λobs can be chosen based on the influence radius of the obstacles. Here,
the teammates (other robots) are considered as the dynamic obstacle for the current
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robot. In order to maintain a safe path, the robot should maintain the minimum
safety distance from the nearest obstacles. Thus, the objective function for safe path
for multi-robot can be expressed as follows:

Fobs_avoid � min
1 ≤ i ≤ n

{
OBSiavoid

}
(4)

Finally, the above-discussed objective functions for multi-robot navigation can be
formulated into a single objective function. Thus, the target function can be viewed
as a weighted sum of individual objective functions and can be expressed as follows:

Ffitness � α1 · Fpath + α2 · Fobs_avoid (5)

where α1 and α2 are the nonzero positive weight factor for total path travelled and
safety factor for obstacle avoidance, respectively. In the present work the value of α1

and α2 are set to 0.6 and 0.4, respectively.

3.2 IWD Algorithm

IWD [1] is a novel population-based nature inspired optimization algorithm that
simulates the behaviour of water drops in the river bed. IWD is able to provide a
promising solution to various optimization problems [17]. The water drops of a river
play a major role in forming the river path from source to destination. The water
drops face many obstacles in its way and turn intelligently to avoid the obstacles.
The observation made from the natural water drops that it forms an optimal river bed
from source to destination in presence of obstacles. The two important properties of
water drops such as the velocity and the soil accumulation govern the IWD to find
an optimal path. The selection of subsequent sub path by IWD toward its destination
depends on the soil concentration of the path. The relationship between these two
properties is the driving force for the IWD to form an optimal path between the
source and destination. The soil concentration on the path is inversely proportional
to the velocity of IWD. Also, the amount of soil carried by IWD is an inverse relation
with the time taken by IWD to traverse the sub path. The above-discussed property of
IWD reveals the similarity between the paths finding behaviour of IWD with mobile
robot navigation in the presence of obstacles. These factors motivated us to simulate
the behaviour of IWD into a mobile robot to find an optimal path.
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3.2.1 Implementation of IWD for Navigation Planning of Mobile
Robots

The navigation path of a mobile robot can be represented through a graph G �
{V, E}. Where, V and E represents the number of waypoints and the sub path
between the two consecutive waypoints, respectively. Here, the IWD will be treated
as the mobile robot. In the river bed, each IWD decides its next waypoint on the
basis of the amount of soil in the sub path. Similar to IWD, the mobile robot chose
its subsequent waypoint based on the obstacle distance from it. The distance of
an obstacle is inversely proportional to the soil amount present in the path. As the
concentration of soil is inversely proportional to the velocity of IWD, the mobile
robot will reduce its velocity if it is nearer to the obstacles. Thus, the proposed IWD
algorithm for multi-robot navigation can be formulated as follows.

(a) Static parameters Initialization: Initialize the number of IWD (NIWD),maximum
number of iteration (itermax) velocity updating parameters and soil updating
parameters.

(b) Dynamic parameters initialization: Initialize the set of visited waypoints by

IWD
(
Vwp � φ

)
, initial soil in the path

(
initpathsoil � 100

)
, initial velocity of IWD

(initvel � 10) and initial soil in IWD
(
initIWD

soil � 0
)
. The fitness of global best

solution Ffitness
(
IWDgbest

)
is set to −∞.

(c) The initial position of mobile robots is set as the initial position of IWD. Update
Vwp with the initial position of IWD.

(d) For each IWD, repeat (i) to (iv)

i. Compute the next waypoint for individual IWD using the following expres-
sion:

pIWD
i, j �

⎧
⎪⎨

⎪⎩

f
(
soil(i, j)

)

∑
1≤k≤NIWD , j ��k,k /∈Pos(Obs) f

(
soil(i,k)

) if j /∈ Pos(Obs)

0 otherwise

(6)

where

f (soil(i, j)) � 1

εsoil + g(soil(i, j))
(7)

and

g(soil(i, j)) �

⎧
⎪⎪⎨

⎪⎪⎩

soil(i, j) if
min

l /∈ Vwp
{soil(i, l)} ≤ 0

soil(i, j) − min
l /∈ Vwp

{soil(i, l)} otherwise
(8)
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where εsoil � 0.01 is a small positive constant to avoid the constraint divi-
sion by zero, soil(i, j) is the concentration of soil between the two adjacent
waypoints, the functions f () and g() is used to maintain a positive value to
soil(i, j). The new set of jth waypoints will be updated into Vwp.

ii. For each IWD, the velocity is updated to move from ith waypoint to jth
waypoint using following expression:

VelIWD(t + 1) � VelIWD(t) +
αv

μv + λv · soil2(i, j) (9)

where αv � 1, μv � 0.01 and λv � 1 are the constant updating parameters
for IWD velocity.

iii. After updating the velocity of IWD, the amount of soil taken by the respec-
tive IWD during its journey on the sub path from ith waypoint to jth way-
point can be expressed as follows:

δsoil(i, j) � αs

μs + λs · Time(i, j ; VelIWD)
(10)

and

Time(i, j ; VelIWD) � dist(Pos(i),Pos( j))

max{εvel,VelIWD} (11)

where αs � 1, μs � 0.01 and λs � 1 are the constant soil updating
parameters for soil accumulation by IWD, Time(i, j ; VelIWD) is the time
taken by the IWD with a velocity of VelIWD to move from i to jth waypoint
and εvel � 0.001 is the small positive constant to prevent the negative or
zero value of VelIWD.

iv. The soil amount in the sub path and accumulated by IWD then needs to be
updated using the following expression:

soil(i, j) � (1 − γ ) · soil(i, j) − γ · δsoil(i, j) (12)

IWDsoil � IWDsoil + δsoil(i, j) (13)

where γ is the small positive constant selected from (0, 1) and IWDsoil is
the concentration of soil in the IWD.

(e) After finding the solution for all IWD, evaluate the iteration best solution using
the following expression

IWDibest � min{Ffitness(TIWD)} (14)



A Study on Cooperation and Navigation Planning … 585

where IWDibest is the best solution in the current iteration based on the evaluation
of each IWD (TIWD) using the objective function stated in Eq. (5). Further,
the sub path corresponding to the iteration best solution is updated using the
following expression

soil(i, j) � ηs · soil(i, j) + ηIWD · κ
(
Vwp

) · IWDibest
soil ∀(i, j) ∈ IWDibest

(15)

where IWDibest
soil is the soil accumulated by the iteration best IWD, κ

(
Vwp

) �
1/

(∣∣Vwp

∣∣ − 1
)
, ηs and ηIWD are the constants. After updating the soil concentra-

tion in the respective sub path, the global best solution for the current iteration
can be updated using the following expression

IWDgbest �
{
IWDgbest if Ffitness

(
IWDgbest

) ≥ Ffitness(IWDibest)

IWDibest otherwise
(16)

(f) Repeat Step (a) to Step (e), until (iter �� itermax) and each IWD not reached the
destination.

4 Simulation Result and Performance Evaluation

The multi-robot environment with obstacles is configured through V-Rep 3.4.0 [27].
The environment consists of four two-wheeled Pioneer p3dx mobile robots and eight
different shapes of obstacle. The initial and target positionof all the robot is predefined
in the environment. The detailed specification of Pioneer p3dx can be found in [28].
The simulation program is carried out in aLaptopPCwithCore i3 processor and 4GB
of RAM. The IWD algorithm is implemented using MATLAB 2016a and interfaced
with V-Rep for controlling the robots. The size of the world map for simulation is 5
× 5 m2. The environment is consisting of four Pioneer p3dx mobile robot and seven
obstacles. The Isometric view and top view of the environment is shown in Fig. 2a, b,
respectively. The current position of mobile robots in Fig. 2b is the start positions of
the robots and the sphere with different colour code represents the respective target
position of the robots. Initially, all the robots heading direction is toward the target
position.

The maximum speed of the robot is set to 20 cm/s. The simulation for multi-robot
navigation was carried out by employing the IWD algorithm for 30 runs and the best
performance of the algorithm is presented in Fig. 3. The intermediate configuration
of robots during simulation is shown in Fig. 3a. The final configuration of robots
where all the robots arrived at their predefined target positions is shown in Fig. 3b.

The performance of the IWD algorithm is evaluated using the simulation out-
comes. The parameters such as total path travelled, path deviation, number of turns
and execution time are considered for performance evaluation. The effectiveness of
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(a) Isometric view (b) Top view

Fig. 2 Initial configuration of simulation environment

(a) Intermediate configuration (b) Final configuration

Fig. 3 Simulation output using IWD algorithm

IWD algorithm is further verified using the existing state of the art [10]. To verify the
effectiveness of IWD algorithm, the state of the art [10] is implemented usingMatlab
and interfaced with V-rep using the same environment. The simulation is executed
for 30 times for the state of the art [10] and the simulation outcomes are noted. The
best performance out of 30 runs employing the state of the art [10] is shown in Fig. 4.
The relative performance of IWD algorithm and the existing state of the art [10] has
been verified using simulation outcomes for the above-discussed parameters. The
simulation outcome of both the algorithms for performance evaluation is noted by
taking the average of 30 runs and presented in Table 1. Further, the improvement of
the proposed IWD algorithm over the state of the art [10] for multi-robot navigation
problem is compared and presented in Table 2.
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(a) Intermediate configuration (b) Final configuration

Fig. 4 Simulation output using the state of the art [10]

Table 2 Comparative analysis between IWD algorithm and the state of the art [10]

Algorithm Total path
travelled (in
cm)

Total path
deviation (in
cm)

Total number
of turns

Total execution
time (in s)

IWD 2440 493 44 45.74

FLC [10] 2709 763 66 52.60

% of improvement 9.93 35.26 33.33 13.04

The simulation outcomes presented in Table 1 reveals that the individual robot
performance employing IWD algorithm is superior to the existing state of the art
[10]. Further, the relative percentage of improvement of the IWD algorithm as com-
pared to the state of the art [10] in terms of total path travelled, total path deviation,
total number of turns, and total execution time is 9.93, 35.26, 33.33, and 13.04,
respectively.

5 Conclusion

In this a paper, a novel approach for solving multi-robot navigation problem using
IWD algorithm is addressed. The objective function comprises of weighted sum of
the distance to travel with respect to the target and obstacle avoidance is formulated
for the problem. The subsequent waypoints for themobile robot from its current posi-
tion to target position are generated through the algorithm by evaluating the objective
function. The proposed algorithm effectiveness is validated through simulation. Fur-
ther, the potency of the proposed method is verified with the existing state of the art
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through simulation. The simulation outcomes for multi-robot navigation reveal that
the proposed algorithm outperforms the existing state of the art [10]. However, the
performance of the algorithm is not verified in the presence of dynamic obstacles.
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Customer’s Activity Recognition
in Smart Retail Environment Using
AltBeacon

M. Lakshmi, Alolika Panja, Naini and Shakti Mishra

Abstract SRMS (Smart Retail Management System) is a project based on IoT
(Internet of Things), which is an upcoming technology that deserves the attention of
the industry. IoT provides unique identifiers to objects and people and transfers data
over a network without any interaction of human to human or human to computer,
for example tracking your activity level at real-time basis. In this project, we will be
empowering retail stores with the power of IoT. In this project, we will be sending
tailored offer schemes to the customer of the store whenever he/she is in the radius of
a beacon of a particular shelf in store. This process, in turn, will help the customers
to get specific offers for happier customer experience and will aid managers of the
stores to better analyse the trends of the customers and create appropriate deals to
attain higher profits with proper management of inventory.

Keywords Virtual beacons (AltBeacon) · Smart Retail Management System ·
Consumer behaviour analytics · Location tracking · Push notification · BLE
(Bluetooth Low Energy) devices

1 Introduction

India is progressing towards a Digital India with the regularly increasing technically
sound customers, there should be an effort from retail industry to move along with
their customers and come with solutions that not only save their time but also make
their shopping experience quite user-friendly.
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There are some serious challenges being faced by customers in the retail industry
[1], some of which are as follows:

1. Struggling alongwith the economy:With the increase in the cost of commodities,
it is difficult for the retails to communicate the high cost of the products to the
customers.

2. To overcome this challenge the retailers should come up with more deals and
offers to showcase for their customer’s benefit.

3. Staging stores: With the increasing demand of online shopping brick and mortar
stores need to make their place more attractive so that customers would want
to visit the stores and spend more time just as they would in destinations like
Starbucks, CCD, etc.
With the SRMS,we tried to overcome this challenge by taking their feedback into
consideration and adding more features to our app that would help the customers
to have an enjoyable experience while they shop.

4. Analysing data: Retailers do not have much information about their customers
which makes analysing their behaviour a challenging task.
In the SRMS, the preferences of every individual customer are taken into account
during the registration procedure, which will help them to find more deals and
offers which is specifically relevant to them only. The system also does real-time
analysis of their location to provide the offers present in that particular section
of the store.

5. Figuring out the potential of mobile devices: Shoppers browse similar products
online while they are shopping at the stores to compare the prices of similar
products. Hence the retailers must find a way to determine how to best take the
advantage of this technology to attract shoppers.
There is a dedicated smartphone which belongs to each and every individual
which they can use to enhance their shopping experience using the SRMS to get
personalized notifications.

6. Standing in long queues to complete the payment procedure: Shoppers usually
need to stand in long queues to complete their payment procedure.
With the SRMS the customers can directly scan the products before adding it
to the cart and complete the payment procedure digitally using their debit/credit
cards.

Our main aim was to create an IOT-based retail environment for an improved user
retailer interaction for enhancing themarketing techniques and customers experience.
SRMS is a refreshing wave that can come as a saviour for this industry by not only
enhancing the user experience of the customers but also in attaining high gains for
the industry by proper analysis of its data. SRMS uses beacon technology which is a
low-energy device. SRMS is based on this process as it uses this connection between
the customer’s mobile device and beacons located on different shelves of the store.
The data collected in this process, in turn, will help the managers to get an idea of
customer trends, popularity of products, and other store dynamics. Implementation
of this system can reduce the losses to stores, mismanagement in stores, and better
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handling of inventory of stores. This can be a big step toward creating a Digital India
and also boosting other initiatives like Make in India, etc.

In this paper, we have discussed the design, working and function of Smart Retail
Management System and Conclusion. The rest of this paper is outlined as follows:
Sect. 2 gives the literature survey, Sect. 3 presents the proposed methodology and
the algorithm used to construct the SRMS, Sect. 4 explains the implementation and
the data flow of the system with code snippets and Sect. 5 gives the conclusion and
outlines of future work.

2 Related Work

2.1 Customer Behaviour Analysis

Customer behaviour analysis includes that it identifies the customer and their buying
behaviour patterns.

In the retail industry, the analysis of this information is very important and useful
as it helps to find solutions to a lot of marketing, problems and also makes the
customer’s shopping experience enjoyable. India hasmade a late entry into organized
retail management techniques. There has been a lot of change over the past few years
after adopting new ideas to track consumer behaviour.

In a recent survey carried out by Accenture, it was recorded that 72% of 258 North
American business leaders said they should spend more on analytics. Amy Lin, a
mother of two in suburban New York City said that it was easy to shop online rather
than physically visiting the stores. The supermarket needs to come up with more
attractive ideas to make people want to be there [1].

In 2014, Infinite Dial conducted a study which estimated that 61% among 160
million Americans, aged 12 or more, owned a smartphone [2]. It was predicted by
Business Insider intelligence, which is a research service that an annual growth of
287% with 45 lakhs of beacons by 2019 out of which 35 lakhs of beacons is used
in the retail environment. SWIRL is a mobile marketing firm. It reported that when
67% of the shoppers in retail industry received an in store alert; 81% of them opened
the alert message and 79% made a purchase related to the message [3] (Fig. 1).

2.2 Beacon Technology

1. Bluetooth Low-Energy (BLE)
BLE or Bluetooth Low Energy is a wireless network technology which is used in
many applications such as retail, health care, home entertainment, and security-
based industries. When compared to Bluetooth technology, BLE provides a sim-
ilar communication range with lower power consumption and minimal cost.
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Fig. 1 Case study carried out by SWIRL

Table 1 Comparison between Low energy and Bluetooth

S. No. Technical specification Bluetooth technology Bluetooth Low-Energy
technology

1 Distance/range 100 m >100 m

2 Active slave 7 Not defined,
implementation
dependent

3 Minimum total time to
send data

100 ms 3 ms

4 Power consumption 1 W as the reference 0.01–0.50 W (depending
on use case)

5 Application throughout 0.7–2.1 Mbit/s 0.27 Mbit/s

6 Network topology Point-to-point/scatternet Point-to-point/star

7. Primary use cases Mobile phones, PCs,
headsets, automotive

Mobile phones, gaming,
fitness, medical,
electronics and
automotive

Table 1 depicts a comparison between Bluetooth Low Energy and Bluetooth
devices [4].

2. BLE devices and Beacon
A BLE device communicates via its service and characteristics. A service speci-
fied for BLE device may have one or more characteristics. Each service and char-
acteristics are represented by a Universal Unique ID (UUID). A Beacon device
is broadcasting BLE device. It is a new technology with an indoor positioning
system or local positioning system. This technology is based on Bluetooth low
energy (BLE). At the hardware level, BLE devices are broadcasting data and on
the other side, at the software level, beacons are messages sent by broadcasting
devices that are then detected and processed by receiver devices. UUID serves
as beacon identifier, while transmitting the data from beacon, which is one-way
discovery mechanism, i.e., beacons devices are not aware of phones. Beacon has
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the benefit to consume less power and is low cost when compared to other indoor
positioning systems [5].

Hardware perspective of beacon

Beacons are small devices which are as small as a palm-sized object attached
to the walls. These devices have tiny Bluetooth radio transmitter which continu-
ously broadcasts radio signals. The signals are transmitted at regular intervals is a
combination of letters and numbers.
Beacons mainly consist of three components: CPU, Radio, and Batteries. These
devices use small lithium chip batteries or can be connected via powers like USB
plugs. Beacons are available in different shapes and colours and may include
additional features like temperature sensors, accelerometers, etc.

Software prospective of beacon

Beacons transmit a unique id number that communicates listening devices like
smartphones to which beacon it is adjacent to. The concept of beacons is often
misconceived. They are used for broadcasting a signal and not for tracking the
objects.
Beacon software specifications [5] are as follows:

• Durability—Most beacon has a battery life of more or less 1.5–2 years. Some
might range from 6 to 7 months. Beacon with can last over 60 months if they
have energy-saving capabilities since Bluetooth is incredibly energy efficient.

• Interval—It depends on a specific scenario. It can be set according to ones
need (ms-millisecond).

• TxPower—The transmission power of a beacon can range from 13 ft 1.4
inches to 164–295 ft depending on the specific use.

• Price—Beacons can cost as cheap as $5 but the average cost of beacon may
range from $15 to $25.

• Devices are not connected to beacons, they just receive radio waves broad-
casted by a beacon and calculate distance (by RSSI). So, there is no limit.

• The maximum range of a beacon is around 70 m.

3. Different types of beacons
There are various kind of becons available in the market:

• iBeacons (Apple)
• Eddystone (Google)
• AltBeacons (Radius Network).

The comparative study [6] is given in Table 2.
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Table 2 Comparative study of different beacon devices

S. No. Parameters iBeacon Eddystone AltBeacons

1 Technology In December 2013,
Apple announced
iBeacon. Built into
Apple’s iOS 7 and
later versions of
mobile operating
system that allows
iPhones and iPads
to constantly scan
for Bluetooth
devices nearby.
Beacons use BLE
which is part of
Bluetooth 4.0
specification

In July 2015
Google announced
Eddystone.
Google’s
Eddystone is a
beacon protocol
for open source
beacons, which
can be
manufactured by
any business at
affordable costs

In July 2014
Radius Networks
announced
AltBeacon. It is an
open source
designed to
overcome the issue
of protocols
favouring one
vendor over the
other

2 Compatibility Android and iOS
compatible but
native only to iOS

It is cross platform
and thus is
compatible with
any platform that
supports BLE
beacons

Compatible with
other mobile
operating
platforms

3 Profile It is proprietary
software thus the
specification is
controlled by
Apple

It is an open
source. The
specification is
published openly
on GitHub

It is an open
source. The
specification is
published openly
on GitHub

4 Ease of use It is simple to
implement

It is flexible but
requires more
complicated
coding when it
comes to
integration

It is more flexible
with customized
source codes and
has the ability to
have different
Manufacturer IDs
and different
Beacon codes

5 Broadcasted
packets

Each beacon
broadcasts
information which
is identified as a
packet which has a
unique id number
comprising of
three
parts––UUID,
major and minor

Eddystone
broadcasts three
different
packets—(i) a
unique id number
(Eddystone uid),
(ii) a URL address
(Eddystone URL),
(iii) sensor teleme-
try(Eddystone
TLM)

Each beacons
broadcast
information with
four parameter-
s—UUID, major,
minor and Tx
power
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2.3 Benefits of the Retailers

Using beacon devices in the retail shop enhances the experience of the user. The
benefits of retailers are as follows [7]:

• Beacon technology can pinpoint location more accurately than other top con-
tenders GPS, WIFI and NFC.

• It helps the retailers in blending the digital and physical realms.
• It also helps the retailers in directing customers to their purchase locations.
• It helps in maintaining consumer attention within the retail environment for a long
time than usual.

• It enables retailers to create more tailored experiences for customers, thereby
developing a good relationship with customers.

• It acts as an advertising tool which will enhance their marketing techniques.

2.4 AltBeacons

AltBeacon is a protocol specification that defines a message format for the beacon
in the same vicinity. The messages are transmitted by devices for the purpose of
signalling their proximity to nearby receivers. The contents of the transmitted mes-
sage contain information that the receiving device can use to identify the beacon and
to compute its relative distance to the beacon. The receiving device may use this
distance as a condition to execute services and implement actions that are relevant
to being in the vicinity to the transmitting beacon [8].

• AltBeacon is easier to use as it has greater transparency than other beacons to what
a beacon transmits and how the data obtained can be used by Windows, Android,
and other operating systems.

• It helps the customers as well as retailers to shift towards a shared platform for
non-iOS devices.

• In the future, AltBeacons might empower developers to take true advantage of
what a BLE beacon can do.

• AltBeacons can confidently compete against other beacons to increase the use of
beacon adoption for both iOS as well as Android devices.

3 Proposed Parallel Computing Frameworks

3.1 Methodology

Figure 2 depicts howcommunication is established between the different components
of SRMS. Each beacon represents different sections of the stores and has a unique
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Fig. 2 Working of SRMS

minor number which helps us to identify a particular section. The first step in the
(Fig. 2) depicts when the smartphone with the installed application enters the range
the smartphone picks up the signal transmitted by the different beacons and finds
the beacon closest to the smartphone. In the second step, the smartphone sends the
beacon ID of the closest beacon to the database. In the third step, the database returns
the deals and offers associated with that particular beacon ID. The deals and offers
then appear on the smartphone as push notifications.
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Fig. 3 Distance calculation

3.2 Algorithm

The proposed algorithm for implementing this methodology has been represented in
Fig. 3. The algorithm works as follows:

Step 1: Initialize the system by considering becond id � 0.
Step 2: Compute the distance between all the beacons.
Step 3: The minimum distance is set to highest.
Step 4: Identify the minimal distance among all the distances. This beacon serves as
a current beacon.
Step 5: If the current beacon has not been used prior, activate the current beacon.
Start pushing the notification.
Step 6: If the beacon has already served in the past, enable all the push notification
sent earlier.

3.3 Distance Calculation

Figure 3 displays the following four distance groups: Unknown, Far, Near and Imme-
diate. These states define the distance of user from the beacon. In the figure, Unknown
state signifies that distance cannot be calculated as the user is more than 30 m away
from the beacon. Far state defines a range between 2 and 30 m. The near state ranges
from 2 to 0.5 m. The distance of the object from the beacon can be easily calculated
by this method. The last state is immediate, which is within the range of 0.5 m.

The distance calculation uses the strength of the signal from the beacon (Received
Signal Strength Indication, or RSSI) and it gives the distance in metres. As the signal
strength increased, the accuracy also increases (Algorithm 1).
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Step1: Start.
Step2: Initialize System.

BID(Beacon_id)=‘0’; 
Step3: Scan the distance of all the beacons using getDistance().
AltBeacon.getDistance(); 
Step4: Sets minimum distance to the highest.
minDist=Double.MAX_VALUE;
Step5: Calculates the minimum distance of all distances.
for (allBeaconsInRange)
if(current_beacon.getDistance()<minDist) 
minDis=current_beacon.getDistance 

Step6: Checks if the current_beacon_id is not equal to the previous beacon_id.
if(current_b_id !=BID)
Step7: If the condition is true it will activate the current beacon .
isActive=false;
activate(current_b_id) 
Step8:If the condition is false it will show notification and sets isActive as true.
showNotification();
isActive=true;
Step9: Stop.

Algorithm 1 Beacon communication and push notification

4 Experimental Setup and Performance Analysis

4.1 Data Flow

A data flow diagram gives the diagrammatic representation of the flow of the data
through the system. It is the first step in creating an overview of the system. The flow
diagram (Fig. 4) shows the data flow of the application and the interaction between
the different interfaces of the application.

In order to avail the benefits of the application, the user first needs to register and
then login successfully that will bring them to the homepage. The homepage consists
of a navigation drawer with the following options:

1. myAccount in which the user’s details will be stored.
2. Scan and Buy which can be used by the user to scan the product directly via their

smartphone. This will add the products into the cart where they can proceed with
the online payment procedure.

3. Deals and Offers will showcase all the products available in the stores with
discounts.

4. Logout option to log out of the application.

4.2 Code Snippets

Here are some of the code snippets, which explain certain functionalities of the
application:

1. Scanning and finding beacon with minimum distance
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Fig. 4 Data flow of the application
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2. Send Notification

3. Scan and Buy

4. Result

The graph in Fig. 5 shows the power consumption of the Beacons with time it
spends near the smartphone which contains the application. The more time it spends
near the smartphone the more power it consumes and vice versa.
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Beacons

Fig. 5 Power consumption versus time graph

5 Conclusion

In this paper, we presented the design, working and the features of our Smart Retail
Management System. Besides, this project successfully demonstrates a new role of
Bluetooth low-energy device and the use of AltBeacons in the Retail Environment.
SRMS will help the customers make the shopping experience more pleasurable and
efficient by providing them with personalized notifications and an option to avoid
long queues in the supermarket by enabling them to scan the product directly and
make their instant digital payments.

Future Work

In the future, if all the studies are favourable we would like to implement the idea
in a real-world scenario and add-on more features to attract more customers to the
store, like keeping track of purchase history of individual customers which will give
the retailers an idea about the likes and dislikes of the customers and accordingly
provide personalized customer service. In future, we would also like to provide the
customers with an indoor mapping system, which will guide them in and around the
store. We will also try to implement this application on a hybrid platform to support
smartphones with other operating systems.
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An Active Mixer Design For Down
Conversion in 180 nm CMOS Technology
for RFIC Applications

B. H. Shraddha and Nalini C. Iyer

Abstract This paper introduces a component of the radio frequency transceiver
called the mixer. Mixers are found in almost all the communication systems at the
front end. Radio frequency mixing is a key process within the RF technology and
RF design. It is a nonlinear process that involves one signal level affecting the other
signal levels at the output side instantaneously. The mixer design has the following
design parameters Conversion gain, Linearity, Noise Figure, and port isolation. It is
important to have better isolation between the ports as it is the measure of leakage
or feedthrough from one port to another. Poor isolation leads to mixing of unwanted
dripped signal with desired output signal creating inter-modulation products and
adding distortion. The proposed Gilbert mixer is intended to produce IF frequency
range of 1 MHz in UMC180 nm CMOS technology with a conversion gain of 8 dB,
Noise figure of >10 dB, RF frequency range 5.001 GHz, reverse isolation >15 dB,
and a stability factor of 1 at a low operating voltage of 1.8 V using a double-balanced
topology. The mixer being designed provides a better isolation factor between the
ports with less power dissipation of <10 mW.

Keywords Gilbert mixer · Conversion gain · Noise figure · Port isolation · UMC
technology

1 Introduction

Radio frequency circuitry is gaining importance in recent years. Radio frequency
communication has taken great advances from mobile phones to base stations; com-
munication industry has been revolutionizing the way the entire globe transmits
and receives information with growing demand. With this increase in the need and
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demand of communication industry, there is ample scope of expanding and creating
more reliable and efficient components. In order to realize the goals, there is a need
for increasing the frequency range software and hardware design [1].

Mixers are an important component in any of the RFIC process applications. The
processes in communication technology operate at least at ultra high frequencies
and higher than that. Amplifying a high-frequency signal is not preferable as they
induce a variety of parasitic into the design. The main purpose of making mixer an
important component in the receiver front end is that it translates a signal from one
frequency to another where the signal can be amplified or processedmore effectively.
Figure 1 shows the basic architecture of the mixer that is fundamentally a multiplier.
The mixing unit has two input ports, i.e., radio frequency signal (RF) and local
oscillator signal (LO) and one output port, i.e., intermediate frequency (IF) signal,
respectively. The intermediate frequency signal contains two frequency components,
one component depicts the down conversion of original signal and the other is up
conversion compared to the frequency of the original signal. This work is intended
to implement a down conversion mixer. Figure 1 makes use of low-pass filter which
passes the down converted signal as an output.

The heterodyning process in the mixer is discussed in the following case, if both
the input signals are:

a � A cos(ω1)t (1)

b � B cos(ω2)t (2)

The mixer output will yield

a · b � A cos(ω1)t · B cos(ω2)t

� AB

2
cos(ω1 − ω2)t +

AB

2
cos(ω1 + ω2)t (3)

Equation 3 shows that the mixer output consists of the difference and summation
of both input frequencies. Equations 1 and 2 are used to demonstrate the heterodyning
process using alternating signals. The unwanted function can be filtered out. In the
mixer design, there are four parameters that act as mixer specifications. They are
conversion gain (CG), Linearity, Noise Figure (NF), and port isolation. The CG is

Fig. 1 Basic block of mixer
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a ratio between the output signal and the input signal usually in the measure in
decibels (dB) or milli-decibels (dBm). The linearity of the mixer is defined as how
well the mixer reacts to the mixing of frequencies and ideal law of superposition in
the ideal case explained in the above text. NF is a ratio of the signal-to-noise ratio
(SNR) at the IF output and the SNR at the RF input port. Finally, the port isolation
parameter shows how much leakage of signal occurs between two ports. Besides,
the frequency of interest, there also exists the image frequency, interferers known
as spurious response that has to be eliminated using filters during the system design
[2].

Mixers are broadly classified into three types based on the number of differential
ports. They are:

• Unbalanced mixer
• Single-balanced mixer
• Double-balanced mixer.

The design and implementation of unbalanced mixer cell include all three ports
in a single-ended configuration. Single-balanced mixer cell has one port with dif-
ferential configuration, whereas the other two are still in single-ended configuration
[3]. The double-balanced mixer cells are implemented with all three ports in differ-
ential configuration. Table 1 shows the output components of three different types
of mixers.

It is evident from Table 1 that the double-balanced mixer cell is the better choice
as it does not provide any leakages from the input ports to output ports. There are
multiplemixer designs and topologies that are well suited tomeet the requirements of
the system. The most used and popular mixer design is the Gilbert mixer cell design.
Unlike the mixing circuits which make use of nonlinear components such as diodes,
the Gilbert mixer cell uses linear time-invariant circuits to achieve the multiplication
of time domain signals, and hence obtaining frequency shift in frequency domain.
Gilbert cell mixer design provides balanced operation and there is a clearer signal
expected at the output [4]. The work proposed by the author Yang et al. [5] on a low-
voltage low-power and highly linear down conversion mixer operating at 900 MHz,
though having a high linearity as an advantage this design provides a very low
conversion gain of −6.5 dB. The down conversion mixer proposed by Faitah et al.
[6] works with improved conversion gain but exhibits a higher noise figure. A down

Table 1 Output components of three types of mixers

Unbalanced Single balanced Double balanced

Desired products 1
2 A cos(w1)t.

sgn(cos(w2)t)

A cos(w1)t.
sgn(cos(w2)t)

A cos(w1)t.
sgn(cos(w2)t)

LO feedthrough 1
2Vr f sgn(cos(w2)t) Vr f sgn(cos(w2)t) –

RF feedthrough 1
2 (Vr f +
Asgn(cos(w2)t)

– –
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conversion mixer proposed by Caverly et al. [7] uses Gilbert cell configuration for
wireless applications in 900 MHz band which has a very low conversion gain of
2.7 dB at 10 MHz intermediate frequency. The author Klumperink et al. [8] have
proposed up conversion mixer using 0.18 µm technology with conversion gain of
10 dB but it has a drawback of providing a large noise figure of 24 dB. Darabi
et al. (2005) proposed an up conversion mixer with low noise figure of 11.8 dB but
the drawback is reduced conversion gain of 1 dB which is very low. The design
of a direct conversion mixer included an improvement in the conversion gain of
6.6 dB but had a drawback of increased noise figure of 21 dB [9]. Hence, this paper
promotes a design of balanced Gilbert mixer cell having a better performance in
terms of conversion gain, noise figure, port-to-port isolation, linearity, and power
consumption for various wireless applications. The brief of the paper is as follows,
Sect. 2 discusses the proposed mixer design, comparison between the conventional
Gilbert mixer cell and designed topology, Sect. 3 discusses the performance analysis
and simulation results of the implemented mixer cell, and lastly, the conclusion is
discussed in Sect. 4.

2 Proposed Mixer Design

This section discusses designed mixer cell and its comparison with the conventional
topology of Gilbert cell.

2.1 Conventional Double-Balanced Gilbert Cell

It consists of four unturned devices interconnected bymultiple hybrids, transformers,
or baluns. Figure 2 shows the usual topology of double-balanced Gilbert cell mixer
[10, 11].

The mixer consists of two stages one stage is the switching stage and the other
is the transconductance stage. In the double-balanced architecture, there are two
transistors at the bottom referring to the transconductance stage and on the other
hand, the switching stage has two pairs of transistors. The LO signal is preferably a
square wave which switches the transistorsM3,M4,M5, andM6 on or off depending
on the magnitude of the LO signal represented as LO+ and LO− shown in Fig. 2.
Each time when switching occurs, the current through the load moves through the
switching transistors and multiplies with the LO signal and converts the current to
the voltage. The output is differentially measured and all mixer parameters like gain
are tabulated.
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Fig. 2 Double-balanced
Gilbert mixer cell

2.2 Mixer Design Parameters

Referring to Fig. 2 and solving for the output voltage, we get

VIF � IIF ∗ R � 4

π
gmVRFR[cos(wRF − wLO)t], (4)

Hence, the conversion gain is given by

CG � 2

π
∗ gm ∗ R (5)

From Eq. 5, it is clear that the intermediate frequency output signal of a double-
balanced Gilbert mixer cell contains frequency components other than LO frequency
signal. Hence, this topology offers better isolation between the ports. The linearity
in terms of IIP3 is given by

IIP3 �
√
32

3

ISS
Cox

W1
L1

(6)

The noise figure is given by

NF � π2

4

(
1 +

2Υ

gm . Rs . Rf
+

2

gm . Rf . Rs . Rload

)
(7)
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Port-to-port isolations are given by

LOIFisolation � dBm(mix(HB . Vout2, (0, 1))) − LOPower (8)

RFIFisolation = dBm(mix(HB . Vout2, (1, 0))) − RFPower (9)

RFLOisolation = dBm(mix(HB . lo.0, (1, 0))) − RFPower (10)

Equation 4 is used to derive the gain of the mixer cell. Equations 8, 9, and 10
compute the dBm of the mixed outputs at desired frequencies and they are being
subtracted from the respective input ports. Based on the above equations, the aspect
ratios of the MOSFET’s are designed. The mixer cell designed is aimed to meet the
following specifications as shown in Table 2.

The tool used to design and implement the proposed mixer cell is CADENCE
tool. This tool consists of managing libraries, schematic editing, symbol creation,
test bench verification, analysis of simulation results, complete physical design and
comparison of pre- and post-simulation results. Figure 3 shows the circuit topology
of a conventional double-balanced Gilbert mixer cell. The circuit topology when
simulated for the different parameters of the mixer cell, the values obtained were
not able to meet up the set specifications. The circuit topology shown in Fig. 3 were
modified to meet up the required specifications and hence degeneration resistors
are added to the transconductance stage. The enhanced circuit topology of double-
balanced Gilbert mixer cell is shown in Fig. 4.

Table 2 Mixer cell
specifications

S. No. Specifications Value

1 Conversion gain 0 dB

2 Noise figure Adequate

3 IP1 dB Optimum

4 IIP3 Optimum

5 RF frequency range 5.0–5.001 GHz

6 IF frequency 1 MHz

7 Reverse isolation >15 dB

8 Stability factor 1

9 Power consumption <10 mW

10 Technology UMC180

11 Supply voltage 1.8 V
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Fig. 3 Circuit topology

Fig. 4 Enhanced circuit topology

3 Performance Analysis and Simulation Results

The test bench for simulating different parameters is shown in Fig. 5. The proposed
mixer design is simulated using UMC180 nm technology PDK files and results are
validated on Cadence Virtuoso.

The gain of the mixer evaluates the mixer’s frequency conversion action. Hence
it is termed as conversion gain. It is defined as the ratio of power delivered to the
load to the power available at the input port. The conversion gain of the mixer was
simulated by sweeping the signal amplitude of LO input and conducting the PAC and
PSS analysis. The plot in Fig. 6 reveals that the maximum conversion gain offered
by the mixer is 8 dB at the LO power of 8 all other parameters such as port isolation,
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Fig. 5 Test bench of the enhanced double-balanced Gilbert mixer cell

Gain in dB

Signal Power

Fig. 6 Voltage conversion gain versus LO signal power

noise figure, and power consumption are not considered. The stability of the gain
over the variation in the RF frequency is been simulated using PAC analysis. As seen
in Fig. 7 though there is a variation in the intermediate frequency from 0 to 10 MHz,
the gain is almost constant with a small variation of 8.05 dB at the higher side to
8.048 dB at the lower side. The voltage conversion gain versus RF frequency using
PXF analysis has been simulated to check the variation in the gain of the mixer.
Figure 8 reveals that though there is variation in RF frequency from 0 to 10 MHz the
gain is constant with 8.054 dB at the higher side to 8.051 dB at the lower side.

As there are three different ports in the mixer cell, there exists feedthrough leak-
ages between the ports. The different feedthroughs are measured in order to look into
the isolation of themixer. Figures 9, 10, 11, and 12 show theRF to LO,RF to IF, LO to
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Gain in dB

Frequency

Fig. 7 Mixer gain versus RF frequency

Gain in dB

Frequency

Fig. 8 Mixer gain versus RF frequency (PXF analysis)

Table 3 Simulated values for
port isolations

Different port feedthrough

RF to LO feedthrough −6.4 kdB

RF to IF feedthrough −81.7 dB

LO to IF feedthrough −235.3 dB

LO to RF feedthrough −81.7 dB

IF, and LO to RF feedthrough, respectively. The PAC and PXF analysis is combined
together to simulate port isolations. Table 3 reveals the simulated results obtained
for different feedthroughs. The conversion gain is kept constant while performing
the isolation parameters.

Under small signal conditions the output signal power increases linearly with
input signal power. When the circuit operates with large signals it is affected, and
there are possibilities that the circuit operates in nonlinear region of operation. 1 dB
point is a measure for this nonlinearity. To simulate and calculate 1 dB compression
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Gain in dB

Frequency

Fig. 9 RF to LO feedthrough

Gain in dB

Frequency

Fig. 10 RF to IF feedthrough

Gain in dB

Frequency

Fig. 11 LO to IF feedthrough
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Gain in dB

Frequency

Fig. 12 LO to RF feedthrough

Power in dBm

Power in dBm

Fig. 13 Output referred IP3

point and IIP3 of the mixer QPAC and QPSS analysis is performed. Figures 12 and
13 show the results for 1 dB compression point and IIP3 calculated at first-order
frequency, i.e., at 1 MHz and at third-order frequency, i.e., at 900 MHz. The input
referred IP3 is 6.24 dBm and output referred is −1.34522 dBm (Fig. 14).

For the input signal frequencies of 5.001 and 5 GHz, an intermediate frequency
of 1 MHz is been generated using transient analysis. Figures 15 and 16 show the IF
output signal and its frequency spectrum.

FromFig. 16, it is evident that the first harmonic, i.e., the fundamental frequency is
located at 1MHz. After the fundamental frequency there are even and odd harmonics
of the fundamental frequency which should be located at least 30 dB away from the
fundamental frequency for better optimum functioning. In the implemented mixer
the difference between first and second harmonic signal is 66 dB and the difference
between first and third harmonic is 41.2 dB. The proposed mixer is successfully able
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Power in dBm

Power in dBm

Fig. 14 Input referred IP3

output

�me

Fig. 15 Transient response of the IF signal
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Gain

Frequency

Fig. 16 IF spectrum frequency domain

Fig. 17 IF output signal after filtering

to convert a 5.001 GHz RF frequency to a 1 MHz intermediate frequency. From
Fig. 15, it is evident that the IF output signal contains a lot of harmonics, hence, a
low-pass filter (LPF) is used at the output of themixer designed for a cutoff frequency
of 1 MHz using VCVS. The output of the LPF is clean 1 MHz sinusoidal waveform
shown in Fig. 17, Transient analysis.

The implemented architecture of themixer is tested for the variations in the process
corners and variation in temperature. There are 4 process corners in VLSI design
most widely used are typical typical (TT), slow-fast (SF), and fast-slow (FS). Table 4
shows the parameter analysis for process corner variation and temperature variation.
The temperature is varied from −40 °C to +125 °C.
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Table 4 Parameter analysis for process corners and temperature variations

Parameters TT FS SF Temperature variation
(TT)

RF frequency 5.001 GHz 5.001 GHz 5.001 GHz 5.001 GHz

LO frequency 5 GHz 5 GHz 5 GHz 5 GHz

IF frequency 1 MHz 1 MHz 0.98 MHz 1.3 MHz

CMOS process 180 nm 180 nm 180 nm 180 nm

Supply voltage 1.8 V 1.8 V 1.8 V 1.8 V

Power consumption 8.53 mW 8.5 mW 8.52 mW 8.53 mW

LO power (dBm) 8 7.68 8.04 8

Conversion gain (dB) 8 7.89 8 8.24

1-dB –IIP3 (dBm) −1.34522 −1.28 −1.31 −1.44522

Third order –IIP3
(dBm)

6.24365 6.64 5.94 6.64

RF-LO isolation (dB) −6.4 k −5.8 k −5.4 k −6.4 k

LO-RF isolation (dB) −81.6 −81.5 −81.05 −81.6

LO-IF isolation (dB) −235.35 −223.15 −219.3 −235.35

RF-IF isolation (dB) −81.6 −80.6 −80.72 −81.6

4 Conclusion

An active mixer with double-balanced topology is been designed with specifications
shown in Table 2 and simulated using UMC 180 nm technology. The variations
of the parameters for different process corners and temperature variation is shown
in Table 4. The proposed Gilbert mixer exhibits better performance in terms of
parameters like adequate gain, higher isolation between the input and output ports,
and less power consumption.
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Analysis of PAPR for Performance QPSK
and BPSK Modulation Techniques

K. Bhagyashree, S. Ramakrishna and Priyatam Kumar

Abstract In both wireless and wired communication environments, there is demand
for larger data rates, which is continuously increasing day by day. Hence, OFDM
systems have been developed for digital systems. These systems have many advan-
tages over single-carrier transmission systems like resistance to selective fading. But
these systems are characterized by large value of PAPR. Many methods have been
discussed in the literature for the reduction in PAPR value. Although these methods
provide the reduction, they affect the transmission power, data transmission rates,
error rates, and complexity in the computational model. One of the simplest ways
of measuring PAPR is CCDF. In this paper, CCDF curves are used to measure the
amount of PAPR in OFDM systems and are analyzed.

Keywords CCDF––Complementary cumulative distributing function ·
OFDM––Orthogonal frequency division multiplexing · PAPR––Peak-to-average
power ratio · Clipping · Subcarriers · MIMO––Multiple input multiple output

1 Introduction

The demand for 4G wireless communication systems has increased exceptionally in
the field ofmultimedia transmission.With the upsurge in the number of users and due
to the limited bandwidth, there is a necessity for more advancedmodern communica-
tion techniques which give good spectral and bandwidth efficiency. A system which
is immune to multipath fading is coined as multicarrier system. This kind of multi-
carrier transmission systems is highly reliable and facilitates high data transmission
rates for large numbers of users. In multicarrier systems, the main highlight is band-
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width distributed among many subcarriers. On the contrary, single-carrier systems
have single carrier occupying the whole bandwidth. Now, these humungous features
of multicarrier systems together with OFDM features provide better performance
efficiency.

Audio–video broadcasting and mobile multimedia communications are some of
the applications which incorporate features of OFDM. Techniques like modulation
and multiplexing both are encompassed in OFDM. So, it has many benefits which
make OFDM a potential option for 4G communication systems. The OFDM is char-
acterized by subdivision of the available bandwidth into many data streams of low
data rate, and then transmitting on individual subcarriers. Using fast Fourier t trans-
forms (FFT/IFFT), modulation and demodulation are done. The modulation is done
on each subcarrier after the symbol generation. Each subcarrier has a unique central
frequency which is orthogonal to the frequency of other subcarriers. Here, orthog-
onality is maintained using IFFT. Guard bands eliminate interference between the
symbols. A wideband signal is converted to a number of narrow band signals.

Although there are many advantages, OFDM systems suffer frommany problems
such as PAPR, synchronization, and Bit error rate. PAPR is the major among the
problems presented in OFDM systems. Many techniques for the reduction in PAPR
have already been presented.

2 Literature Review on PAPR Reduction

The literature on peak-to-average power ratio has been reviewed and presented in
the following section.

Foomoolijareon and Fernando proposed a solution to the problem caused by peak-
to-average power ratio in Orthogonal Frequency DivisionMultiplexing system in the
year 2002. Twomethods were suggested [1]. The first method, wherein a list of input
vectors aremaintained and an appropriate input are selected from the list. Themethod
is done by initially choosing the subcarriers and reducing the number in the input side
and the passing this to the Inverse Fourier Transform. Both themethods are supported
by simulation outputs showing considerable reduction in the peak-to-average ratio.
One important observation here is this was done for restricted channel numbers.

Another work on the same lines was done by Xiadong et al. The work was pro-
posed in the year 1998 which incorporated different techniques to reduce the power
ratio in the communication system [2]. Methods like filtering and clipping were
employed and spectral power density, bit error rate, etc., were the performance indi-
cators considered. Simulations indicate better results when compared to traditional
communication systems.

A reduction algorithm was proposed in the year 2011 by Wei Xeufeng. The new
algorithm proposes a new method by incorporating advantages of the conventional
method. This is a probability-based algorithm. The simulations show that the peak-
to-average power ratio reduces considerably.
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2.1 Need for Orthogonal Frequency Division Multiplexing

Inmanyof thewired andwireless transmission systems, today,Orthogonal Frequency
DivisionMultiplexing is like a boon. Figure 1 depicts the block level description of a
typical OFDM transmission system with the Rx and Tx blocks. Symbol interference
is caused because of high data transmission rates [3]. A guard band interleaving can
be done in two ways, one by padding zeros, which is done by including zeros in
between the symbols. The other is cyclic prefix; here, the last section of the symbol
is copied at the first section of the next symbol. The size of the guard band should be
such that it takes into account the response time of the channel to avoid interference
[2, 4]. In case of Fast Fourier Transform, cyclic prefix method is favorable than
padding zeros because this method periodizes the signal.

2.2 Effect of Peak-to-Average Power Ratio in Case
of Orthogonal Frequency Division Multiplexing Systems

Basically in Orthogonal Frequency Division multiplexing, a data stream of high data
rate is partitioned into data streams of lower rate [5, 6]. These lower data rate streams
are then transmitted at once using many subcarriers, which may overlap with one
another. At lower data rates the symbol duration increases causing dispersion in time.
The main characteristic feature of OFDM systems is large number of subcarriers.
And, high PAPR which offers problem in real-time transmission on the optical fiber

Fig. 1 Basic architecture diagram of the communication system
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cables which lead to distortions in the communication bands. This effect elevates
with the use of data converters in the system design. This leads to reduction in
the performance of the circuit. The main cause for PAPR in the transmission is the
presence of the large number of subcarrier which is not in phase. When these signals,
which are not in phase, shoot up to maximum value simultaneously the output also
raises this causes peak in the output value. In orthogonal communication systems
due to many subcarriers large peak is present as against the average value. These
demands for sophisticated transmitters which further increase the cost of the entire
system.

3 PAPR

OFDM systems are characterized by the presence of many subcarriers in the system.
Hence, the peak value is very large than the average value. This ratio is called peak-
to-average power ratio.

PAPR � maximum|y(t)|2
E

[|y(t)|2] (1)

Here, numerator gives the peak signal power and denominator gives average power
of signal. Let us consider the total number of subcarriers are N , and if all are in the
same phase, then the N is the PAPR. Figure 2 shows envelope peaks for the OFDM
information signal for N equals 16 which in turn leads to very large peak power [4].

Fig. 2 Relation between PDF, CDF, and CCDF
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3.1 PAPR Measurement

Tomeasure and evaluate the performanceofPAPRreduction scheme, complementary
cumulative disturbing function (CCDF) is a standard candidate. If CDF and CCDF
are compared, then it is revealed that what value of the information signal is below a
required level is indicated by CDF and what amount of signal is at a given level and
above is depicted by CCDF. The probability is defined by the percentage of time the
data signal remains at a level or above [7].

The real and imaginary sections of signal in OFDMwith many number of subcar-
riers is considered to be Gaussian. Under such situations, the signal envelope in the
case of OFDM has Rayleigh distribution and power is exponential. If one assumes
unity power for OFDM signal, then normalized Rayleigh distribution is PDF, that is,
Probability Distribution Function [8].

4 Proposed Methodolgy

In the proposed method, a lower order modulation scheme has been incorporated
like QPSK as it provides robustness against noise. But it is noted that it provides
lower data rates. Here, MATLAB is used for simulation. The following are the steps
followed in the method:

i. Select the input size, subcarrier number and symbol number
ii. Generate modulated signals
iii. Assign the symbols modulated to the subcarriers
iv. Compute inverse FFT
v. Calculate PAPR
vi. Plot PAPR versus CCDF graph.

5 Results

In the results, the graphs of PAPR values for different subcarrier numbers are shown.
The modulation techniques used here are QPSK and BPSK.

The peak value of the envelopewould be directly affected as the subcarrier number
is increased, and this is due to large PAPRvalue. Figure 3, shows the simulated results
of CCDF curves in case of an OFDM system with different number of subcarriers.
Here. the 16-QAMmodulation is used. As there an incremental change in the number
of subcarriers, the PAPR value also raises. Major values are in the range 7–10 dB at
CCDF 10-2.

Figure 4 depicts for BPSK the values of PAPR are lower than the other modulation
schemes. For any value ofM in M—Quadrature amplitude modulation, the value of
PAPR is almost the same.
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Fig. 3 Plot of CCDF for different values of N

Fig. 4 Plot of CCDF for modulation using BPSK, QPSK in OFDM (M � 2, 4, 6 and N � 512)
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6 Conclusion

In this paper, a method for obtaining the PAPR in transmission systems has been
proposed. There are many ways to estimate the PAPR; one of them is based on the
probabilistic approach. The reduction of PAPR is the primary issue because of the
cost and complexity of different components in OFDM Tx and Rx is affected. The
most basic parameter which evaluates the performance of PAPR reduction scheme
is CCDF. The PAPR values for a 16-QAM with varying subcarriers range 7–10 dB
at CCDF 10-2.
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Implementation of Modified Array
Multiplier for WiMAX Deinterleaver
Address Generation

Patil Nikita, Arun Kakhandki, S. Ramakrishna and Priyatam Kumar

Abstract One of the simpler techniques, which involve the implementation of gen-
erating the address of two-dimensional deinterleaver used in theWiMAX transmitter
and receiver block is proposed using theXilinxFPGA.TheArithmetic andLogicUnit
performs various mathematical operations such as addition, subtraction, division and
many other logical operations. Apart from these operations, Multiplication is one of
the most fundamental operations to be carried out by this unit. The implementation
of multipliers is required for the address generation of the channel interleaver. The
multipliers need to be designed in such away that they require high speed, low power,
less area, and less delay, which is of significant interest in the research area. Many
attempts have been carried out to reduce the generation of number of partial products
in the process of multiplication. Array multiplier is one such multiplier. Most of the
arithmetic operations will be performed using multipliers which consume the major-
ity amount of the power in digital circuits. The process of multiplication involves
the shift and add operations. The performance of multiplier can be improved by
optimizing the adder circuit. The objective of this paper is to build the algorithm for
generating the address of channel deinterleaver by using modified array multiplier.
The algorithm is built using the Hardware Description Language Verilog and the
functioning of the system can be verified through simulation and implemented using
the Spartan-6. The simulation and implementation results have been obtained for the
three different modulation techniques such as QPSK, 16-QAM, and 64-QAM for
some of the information rates which proves to be a very good technique against the
conventional methods.

Keywords Field-programmable gate array (FPGAs) · Multiplication · Array
multiplier
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1 Introduction

Wireless Communication refers to the type of communication in which the data can
be transmitted, as well as received through wirelessly. Accessing the data through
wireless communication with large rate of bandwidth is one of the more competing
tasks compared to the wired communication technology. There are certain standards
given by IEEE for carrying out the wireless mobile communication which is widely
known as mobile WiMAX [1]. The channel interleaver/deinterleaver included in
the WiMAX Tx and Rx block plays a very important role in reducing the effect of
contiguous sequence of symbols that result in errors. The address generator circuit is
designed and implemented for the channel deinterleaverwhich is used in theWiMAX
Tx and Rx in such a way that requires high speed and less resources. The circuit is
designed with low complexity, as well as it invalidates the necessity of generating
floor function. There is a very small amount of work performed on the hardware
implementation part of the interleaver/deinterleaver used in a WiMAX system as
discussed in the literature review [2, 3].

In [4], the authors have described and demonstrated about grouping the incoming
data streams in the form of blocks to minimize the occurrence of accessing the
memory in a deinterleaver using a traditional LUT-based approach. The work is
realized by using Complementary Metal–Oxide–Semiconductor address generator
for WiMAX. In [5], the authors have carried out the work by implementing the
address generator for IEEE 802.16e channel interleaver with only a ½ code rate by
using a hardware description language. In [6], the authors have demonstrated with
the help of FSM-based address generator of the same interleaver for the different
information rates andmodulation techniques. The authors of [5, 6] have implemented
on the FPGA platform. The authors of [7] have performed the two-dimensional
transformation of the functions which are used in the WiMAX channel deinterleaver
for using the hardware architecture efficiently. But the design issues have not been
discussed clearly for 64-QAM [8].

Implementation of the floor function in the hardware circuit is very complicated
since it requires more amount of resources [7]. One of the traditional techniques,
which were used previously, is the look up table-based approach. This technique
proved to be less efficient since it performed the operations slowly, utilization of
large amount of logic resources, and so on. The proposed design provides the impro-
visation with respect to the resources, operations to be carried out by the system com-
pared to the conventional look up table approach. Complex and lengthy expressions
were used for the modulation techniques, due to the two-dimensional transformation
of the functions used in theWiMax channel deinterleaver. The proposed system uses
the minimized mathematical expressions and the resulting algorithm is presented.
The mathematical equations have been proved using [7]. The proposed algorithm
can be realized with the help of hardware circuit, which results in the architecture for
address generation having less complexity, compared with the previous technique.
The design is optimized in such a way that it requires a common hardware circuit
among the modules for all the three modulation techniques [9]. The three modulation
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techniques that have been used are QPSK, 16-QAM, and 64-QAM. The proposed
algorithm consists of implementation of modified array multiplier, which helps in
the reduction of power along with less area and improving the delay of circuit. This
architecture is developed using hardware description language Verilog and imple-
mented on the Spartan-6 FPGA. The proposed algorithm is intended to produce the
address generated by the channel interleaver and the functioning of the hardware
circuit is verified using Isim.

2 Design Methodology

This section describes about the overview of WiMAX transreceiver and proposed
algorithm.

2.1 WiMAX System

Due to the advancement in the field of wireless communication technology,WiMAX
is one of the most emerging technologies that provide accessing for fixed and mobile
users. The overview of WiMAX transmitter and receiver block is shown in Fig. 1.
As seen in the below figure, the most important blocks of WiMAX are transmitter
and receiver in order to transmit as well as receive the data wirelessly.

The description of the transmitter section is as follows. Source is one of the most
important parts of the transmitter. It is used to transmit the information or data through
the channel to one or more receivers. The data received from the source is sent to
the randomizer. This operation is usually carried out for a certain set of data that can
be transmitted or received in a cyclic manner. This operation is performed on each

Fig. 1 Overview of WiMAX transreceiver
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burst on each allocation in order to avoid lengthy sequence of continuous logical
ones and zeros. Data is further encoded by using both the coding techniques. The
coding techniques used are RS and CC. The encoded data is further applied to the
channel interleaver [10, 11]. The channel interleaver performs the permutation on
the encoded data to minimize the consequence of continuous sequence of symbols
which results in errors. The signals are further modulated and composed using the
other two consecutive blocks, such as mapper and inverse fast Fourier transformation
technique as shown in Fig. 1. The receiver block consists of the arrangement of the
blocks in the bottom-up approach so that it enables the data to be restored in the
elementary sequence at the output.

The functional representation of interleaver/deinterleaver is shown inFig. 2. It pro-
vides the internal structure of the channel interleaver/deinterleaver in theWiMax sys-
tem. The channel interleaver/deinterleaver plays a very important role in theWiMAX
system. It consists of two memory blocks, multiplexers, and an address generator.
The read and write operations are performed by the memory blocks depending upon
the select lines. The data is written into the first memory block (M-1) when select
line is selected as one. The read operation is performed on the interleaved data from
the second memory block (M-2). Thus, read and write operations are performed
simultaneously on the memory blocks depending on the status of select lines. Once
the data is read/written up to the specified location as mentioned by the depth of
interleaver, the position of the select signal will be switched to alter the read as well
as write operations.

The interleaver/deinterleaver block accommodates distinct depth rates to include
different information rates and modulation schemes for IEEE 802.16e. The data

Fig. 2 Functional representation of interleaver/deinterleaver
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which is encoded with the help of coding techniques is processed by using the
Eqs. (1) and (2) which are noted below.

nk �
(
Xcbps

m

)
· (k%m) +

[
k

m

]
(1)

pk � r ·
[
nk

r

]
+

(
nk + Xcbps −

[
m · nk

Xcbps

])
%r (2)

As seen in the above equations, m represents the number of columns. Here, it is
considered as (m� 16/12 forWiMAX); the values of nk and pk, which are considered
as the result obtained as soon as encoding of data is performed. The value of k as seen
in the above equation can range from 0 toXcbps − 1; r is given by r �Xcpc/2; basically
fixed for different techniques. It can be considered as two, four, or six for QPSK,
16-QAM, or 64-QAM, respectively. The inverse operation which is performed by
the deinterleaver is also defined by the equations which are mentioned below. The
values of np and kp represent the permutations obtained for the deinterleaver, where
p is considered as the index value of the bits received within a block of Xcbps bits.

np � r .
[ p
r

]
+

(
p +

[
m . p

Xcbps

])
%r (3)

kp � m . np − (
Xcbps − 1

)
.

[
m . np

Xcbps

]
(4)

Table 1 discusses about the depth of interleaver/deinterleaver for various infor-
mation rates with modulation techniques.

Table 1 Addresses determined for channel interleaver

Row No. (p) Column No. (i) 0 1 2 3 4

0 Xcbps � 96 bits, ½ code rate,
QPSK

0 16 32 48 64

1 1 17 33 49 65

2 2 18 34 50 66

3 3 19 35 51 67

0 Xcbps � 192 bits, ½ code rate,
16-QAM

0 16 32 48 64

1 17 1 49 33 81

2 2 18 34 50 66

3 19 3 51 35 83

0 Xcbps � 192 bits, ½ code rate,
64-QAM

0 16 32 48 64

1 17 33 1 65 81

2 34 2 18 82 50

3 3 19 35 51 67
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2.2 Proposed Algorithm

The mathematical analysis for generating the address using address generator for
the WiMAX deinterleaver has been shown in the above equations. The value of m is
chosen as 16. The number of rows (p) is predetermined which are equal to m for all
the various rates of interleaver depth which are in bits. The number of columns (i) is
obtained by dividing the interleaver depth by m. The equations used for generating
the addresses for all the three modulation techniques are as follows.

kn, QPSK � m ∗ i + p for all the values of p and i (5)

kn, 16 − QAM �
m ∗ i + p for p%2 � 0 and for i
m ∗ (i + 1) + p for p%2 � 1 and for i%2 � 0
m ∗ (i − 1) + p for p%2 � 1 and for i%2 � 1

⎫⎬
⎭ (6)

kn, 64 − QAM �

m ∗ i + p for p%3 � 0 and for i
m ∗ (i − 2) + p for p%3 � 1 and for i%3 � 2
m ∗ (i + 1) + p for p%3 � 1 and for i%3 �� 2
m ∗ (i + 2) + p for p%3 � 2 and for i%3 � 0
m ∗ (i − 1) + p for p%3 � 2 and for i%3 � 0

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

(7)

As seen in the Eqs. (5), (6), and (7), p considers the values from 0, 1, …, m
− 1 and i considers the values from 0, 1, …, (Xcbps/m) − 1 represents the row
and column numbers, respectively, and kn represents the addresses of deinterleaver.
Using the above Eqs. (5), (6), and (7), the addresses have been determined for all the
three modulation schemes. Table 2 shows the addresses determined for all the three
modulation techniques with code rates.

The algorithms can be further transformed into the circuits as shown in Figs. 3
and 4, respectively. The hardware circuit for the Quadrature Phase Shift Keying is
shown in Fig. 3. It consists of various blocks such as row counter, comparator, column
counter, and multiplexer. The row counter initiates with generating the row numbers
between 0 and m − 1. The column counter which is built along with the Mux M0

Table 2 Depth of interleaver/deinterleaver for various information rates with modulation tech-
niques

Modulation scheme QPSK (s � 1) 16-QAM (s �
2)

64-QAM (s � 3)

Code rate 1/2 3/4 1/2 3/4 1/2 2/3 3/4

Interleaver depth, Xcbps in bits 96 144 192 288 288 384 432

192 288 384 576 576 – –

288 432 576 – – – –

384 576 – – – – –
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Fig. 3 Hardware structure of QPSK

Fig. 4 Hardware structure of 16-QAM and 64-QAM

and comparator C0 is used for generating the column numbers to implement the
allowable coded bits per second termed as Xcbps. The multiplier and an adder unit
are used to perform the required operations to produce the value of kn (address of the
deinterleaver). The hardware circuits for the 16-QAM and 64-QAM are similar to
the circuit of the QPSK. The additional modules required for the design of 16-QAM
and 64-QAM are an incrementer, which increases the values by 1 and provides them
to the mux, an decrementer, which decreases the values by 1 and transmits them
to the mux, modulo blocks as shown in Figs. 4 and 5. The operation of modulo 2
is performed by the hardware circuit of 16-QAM and the operation of modulo 3 is
performed by the hardware circuit of 64-QAM as mentioned in the above part of the
Eqs. (6) and (7).
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Fig. 5 Schematic structure
of deinterleaver address
generator

The Schematic structure of the complete deinterleaver address generator is shown
in Fig. 5. It consists of row counter (j), column counter (i), QPSK block, 16-QAM
block, 64-QAM block, and multiplexer. The multiplexer is used to select the mod-
ulation techniques depending upon the combination given to the select lines. The
combination of multiplier and adder units is used to generate the address for the
deinterleaver.

3 Simulation and Implementation Results

The functioning of the hardware circuit of the deinterleaver address generator is ver-
ified by programming using the Verilog with the help of Xilinx tool. The simulation
results have been obtained for all the three different modulation techniques using
Isim.

The simulation results obtained for the 16-bit modified array multiplier is shown
in Fig. 6. The results are generated for the six different combinations of data. This 16-
bit modified array multiplier is utilized in the hardware circuit of schematic structure
of deinterleaver address generator. The usage of modified array multiplier in this
circuit significantly reduces the power.

The simulation results obtained for theQPSK is shown in Fig. 7. The deinterleaver
address has been generated for the QPSK as shown in Table 2. The results have been
verified using Table 2.

The simulation results obtained for the 16-bit QAM is shown in Fig. 8. The
deinterleaver address has been generated for the 16-bit QAM as shown in Table 2.
The results have been verified using Table 2.

The simulation results obtained for the 64-bit QAM is shown in Fig. 9. The
deinterleaver address has been generated for the 64-QAM as shown in Table 2. The
results have been verified using Table 2.
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Fig. 6 Simulation results of 16-bit modified array multiplier

Fig. 7 Simulation results of QPSK

Fig. 8 Simulation results of 16-QAM

Fig. 9 Simulation results of 64-QAM
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Table 3 Synthesis report of the proposed algorithm

Logic circuits Quantity

Adders/Subtractors 19

Counters 5

Registers 13

Comparators 21

Multiplexers 581

Table 4 Performance of the proposed algorithm with the existing algorithm

Different
approaches

No. of registers No. of LUTs No. of bonded
IOs

Max frequency
(MHz)

LUT-based
approach

62 714 26 210.402

16-bit modified
array multiplier

47 220 30 204.505

Fig. 10 Power analysis of the algorithm

The implementation details are discussed in Tables 3 and 4. Table 3 specifies
about the logic circuits required for the proposed algorithm and Table 4 specifies
about the performance of the proposed algorithm with the existing method. It shows
the comparison of parameters between the two different approaches. As per the com-
parison carried out between the two approaches, in terms of resources, the modified
array multiplier accommodates with less number of resources. The power analysis of
the algorithm is shown in Fig. 10. The dynamic power consumed is nearly 0.005 W
and the quiescent power consumed is nearly 0.020 W. The total amount of power
consumed is 0.025 W.

4 Conclusion

This paper represents the three different modulation techniques of address generation
using the 16-bitmodified arraymultiplier. The proposed algorithm is transformed into
the hardware circuit for all three different modulation techniques. The results have
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beenobtainedusing theXilinx tool and implementation is performedusingSpartan-6.
Thus, it is concluded that the address values for the channel interleaver/deinterleaver
are generated by using 16-bit modified array multiplier. The implemented results
discuss about the utilization of resources for the system. The comparison between the
two approaches such as LUT-based approach and by using modified array multiplier
is carried out in terms of resources and frequency. The power analysis is also carried
out for the system.
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Link Quality-Based Mobile-Controlled
Handoff Analysis Using Stochastic
Models

S. Akshitha and N. G. Goudru

Abstract With limited available frequency spectrum and increasing demand for
cellular communication services, the problem of handoff becomes increasingly
important. Poorly designed handoff schemes tend to generate very heavy signal-
ing traffic and thereby, a drastic decrease in the quality of service (QoS). In urban
mobile cellular radio system, the cell size is small. The handoff procedure has a
significant impact on the system performance. Blocking probability of originating
calls and forced termination probability of ongoing calls reflects the performance of
the system. In this paper, we use mobile-controlled handoff process. MS is moving
from one cell to another cell. Relative signal strength and relative residual energy are
measured. Important channel quality parameters, for the channels with line of sight
(α) and without line of sight (β) are considered. Using these parameters, weights of
the channels are determined in three neighboring cells and the servicing cell. The
channel weights of four cells are compared with the chosen signal strength threshold
value to make a decision of handoff process or to continue service with the same base
station (BS). Prioritized hard handoff is preferred in the work. Handoff performance
metrics such as arrival rate of originating calls, blocking probability of originating
calls, arrival rate of handoff calls, blocking probability of handoff calls, and net-
work parameters such as sender window size, queue length at the servicing link are
measured. Performance analysis parameters such as packet loss due to congestion,
round-trip delay, and throughput are discussed. It helps in controlling the oscillatory
behavior of the switch or router normally used for traffic control at the BS. Using
the results and applying an explicit feedback, the link congestion and packet losses
can be minimized. It helps for improving the quality of service (QoS) in 3G, 4G, and
next-generation mobile communication. Stochastic models are used to analyze the
system performance. Using MATLAB programme, result analysis is made through
graphs and statistical data.
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1 Introduction

Mobility is one of the most important features of a cellular communication system.
In mobile wireless communication system, continuous service is achieved using a
procedure called handoff. During handoff process, the channel associated with the
current servicing connection is changing while a call is in progress. It is usually
initiated either by crossing a cell boundary or by deterioration in the quality of signal
in the current channel. In the handoff literature, two types of handoff procedures are
dominant, namely hard handoff and soft handoff. Hard handoff is characterized by
“break before make” and soft handoff is characterized by “make before break”. In
hard handoff, the current resources are released before new resources are used. In
soft handoff, both existing and new resources are used during the process. Hence,
we are interested in hard handoff. In hard handoff, multiple access techniques such
as frequency-division multiple access (FDMA) and time-division multiple access
(TDMA) are used. In cellular structure, different frequency ranges are used in adja-
cent channels in order to minimize the channel interference.

Figure 1a shows that MS is moving from base station (BS1) to adjacent base
station (BS2). Mobile station (MS) is serviced by BS1 and moving toward BS2 and
no handoff is taken place. Figure 1b shows that MS has entered into the handoff
region and handoff take place.

Fig. 1 a Before handoff.
b After handoff

BS1 MS BS2

(a) Before handoff

BS1 MS BS2

(b) After handoff
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Fig. 2 Cell configuration of MT for r � 3

Amost widely used cell structure of the coverage of mobile towers (MT) is shown
in Fig. 2. The actual design segment taken is at 120° orientation of the coverage area.
The mean signal strength of BS1 decreases as MS moves away and mean signal
strength increase as MS approach BS2.

In prioritized hard handoff model, we assume the cell radial distance r is small
and mobile callers are equally distributed in the coverage area. Mobile station is
moving with a constant velocity in any direction from one radial distance to another.
Probability of direction of the movement either away from the current base station
or along the same radial level from current BS toward new adjacent BS is equal.
Movement of MSs in the cells is shown in Fig. 3. The movements are random and
no restriction is imposed but handoff is possible only when an MS either crosses
cell boundary or relative signal strength (RSS) is lower than the conveniently chosen
threshold value.

1.1 Relative Signal Strength Indicator (RSSI) and Threshold
Value

RSSI is the relative received signal strength in a wireless environment. RSSI is an
indication of the power level being received by the MS after the antenna. Therefore,
the higher the RSSI number, the stronger the signal. The BS controller (BSC) is in
charge of RSSI management. BSC takes care of release of the radio channel and
handoff management. The performance of RSSI scheme between two adjacent BSs
is shown in Fig. 4. When threshold value is higher than RSS value, handoff occurs at
position A. When threshold value is lower than RSS value, MS would delay handoff
until the current signal level crosses the threshold value at position B. When the
threshold value is greater than RSS value, handoff would occur at position C. When
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the delay is more so that MS drift too far into the new cell, reduces the quality of
link from BS1 and may result in connection drop [1].
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Fig. 3 Movement of the MSs

Fig. 4 Signal strength between two BSs for potential handoff
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1.2 Handoff Prediction Technique

Inmobile-controlled handoff process, eachMS is completely in control of the handoff
process. This type of handoff has a short reaction time of 0.1 s. MS continuously
measures the signal strengths from the neighboring BSs. A handoff will be initiated
if the signal strength of the serving BS is lower than threshold value. MS checks for
the best candidate BS based on the weight of the channel. Figure 5 illustrates the link
quality maintenance process.

2 Related Work

In digital cellular system, a BS includes an antenna, a controller and a number
of receivers. Mobile telecommunication switching office (MTSO) connects cells
between mobile units. Two types of channels are available between MS and BS.
Control channels is used to exchange information for connection setting up andmain-
taining. Traffic channels which carry voice or data between users. With the growing
demand for mobile services, many researchers are working on for achieving faster
and guaranteed quality of mobile services. The researchers B.B. Madan and others
discuss mobile-assisted handoff (MAHO) where mobile terminal (MT) assists to the
serving base station system (BSS) and mobile switching center (MSC) in making
handoff decisions. To avoid the chances of handoff drops due to non-availability of
channels, MAHO is combined with channels reserved for handoff. This makes sys-
tem implementation at BSS more complicated [2]. The researchers Amine Boubekri
and others use both link strength between mobile and potential static parent nodes
and residual energy of the parent nodes to make handoff decisions. They ignore the
node energy state, and the results are discussed through simulation using simula-
tors [3]. The authors Kishore Trivedi and others present a closed-form solutions to
the probabilities of blocking and dropping in wireless cellular networks. A fixed
point iteration method is used to estimate handoff arrival to BS. Allowing failures
and repairs of channels tried to give performance analysis for cellular system [4].
The authors Ing-Ray Chen and others apply algorithmic-based admission control
has been used by the authors to analyze a class of partitioning and threshold. They
give “change by time” scheme for optimal resource allocation without sacrificing
QoS requirements [5]. The researchers Buyurman Baykal and others preset expected
visitor list (EVL) method to achieve minimum handoff blocking probability keep-
ing QoS levels and also minimize the handoff latency. The call admission control
(CAC) run against each EVL entry. Without resource reservation or resource alloca-
tion, the analysis is made for varying network conditions [6]. The authors Biswajit
Bhowmik and others discuss on modeling hard handoff scheme and implementing
traffic model to study the handoff behavior for wireless mobile networks. They tried
to calculate originating calls, probability of handoff blocking. [7]. The authors Tao
Liu and others suggest a link estimation method to predict link quality status. It is a
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Fig. 5 MS link quality maintaining process
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three-stage implementation, involving data collection, offline modeling, and online
prediction. Logistic regression model is regarded as a best model for prediction [8].
The researchers Qiuming Liu and others study the influence of network topology on
delay analysis in large-scale wireless ad hoc networks. The packet transmission delay
is used as an important parameter in the network design. Applying routing algorithm
deduced the service curve [9]. The research reviews reveal that very less work has
been discussed on link quality-based mobile-controlled hard handoff analysis using
stochastic models.

3 System Model for Mobile Wireless Networks

With reference to [3], the link quality metric is given by

fn(t) � rssin(t)

maxrssin(t)
(1)

where rssin is the radio signal strength indicator value measured after time t and
maxrssin is the best signal strength indicator value measured. The residual energy of
the BS is given by

Ern(t) � En(t) − Ecn(t)

En(t)
(2)

where En(t) is the total energy available at theBSs initially andEcn(t) is the consumed
energy. The link weight is estimated by using the relation

Wn � a · 1

fn(t)
+ β · Ern(t) (3)

where α and β are parameters associated with the channel quality. The parameter α

is associated with line of sight and the parameter β is associated for receiver without
line of sight. The parameter α and β are estimated by using the relations

α � Pr (d0)

(
d0
d

)2

(4)

β � 10n logn

(
d

d0

)
(5)

With reference to [10], the sender window dynamics is given by

∂w

∂t
� 1

R(t)
− w(t)w(t − R(t))

2R(t − R(t))
p(t − R(t)) + β

w(t − R(t))

R(t − R(t))
(6)
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The sender TCP window operates on the principle of additive increase and mul-
tiplicative decrease (AIMD) congestion control strategy. The parameter α is the rate
of decrease in source window and normally fixed as 0.5. La(t) is arrival rate of loss
due to congestion at any time t and La(t) � w(t−R(t))

R(t−R(t)) p(t − R(t − R(t))). The loss
is proportional to packet sending rate. The first term on right-hand side (RHS) of
the Eq. (2.1) represent linear growth of cwnd, until congestion occurs in the bottle-
neck link, second term deals with congestion control scheme using feedback from
RED system, and third term Lt(t) refer to bit error loss and immediate-recovery in
wireless. But transmission loss is proportional to the sending rate, therefore Lt(t) is
proportional to w(t−R(t))

R(t−R(t)) . The queue dynamics is given by

∂q(t)

∂t
� Nw(t)

R(t)
− Cd (7)

where w(t)/R(t) give an increase in queue size because of packets arrival from
N—TCP flows. Cd � q(t)/R(t) represent decreasing queue because of departure
of packets after servicing from the router. In the proposed scheme, service time is
variable. The most important advantages of using instantaneous queue length over
average queue length is faster detection of congestion at the BS.

The buffer size at the BS is given by

Wmax � Cd

S
R(t) + M (8)

The round-trip time is given by

R(t) � q(t)

C
+ Tp (9)

The wireless loss predictor using normal delay gradient is given by

fNDG �
(
RTTi − RTTi−1

RTTi + RTTi−1

)(
Wi +Wi−1

Wi − Wi−1

)
(10)

The mathematical version of congestion feedback scheme is given by

P(t) �

⎧⎪⎪⎨
⎪⎪⎩

0, q(t) ∈ [
0, tmin

]
q(t) − tmin
Wmax−tmin

Pmax, q(t) ∈ [
tmin,Wmax

]
1, q(t) ≥ Wmax

(11)
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4 Simulation and Performance Analysis

A number of experiments using simulation were conducted to study the performance
of mobile assisted handoff. The proposed network model with one BS is illustrated
as shown in Fig. 6. Similarly, in mobility, we use four base stations BS1, BS2, BS3,
and BS4. Computers 1, 2, and 3 are the sources, R1 and R2 are the routers, and D1,

D2, and D3 are the mobile stations which are destinations. In the experiment, the
link between R1 and R2 is the bottleneck link. Packetsize is 1000 bytes, Pmax �
0.01 s, queue buffer at the router has a minimum threshold value, tmin � 300 packets,
maximum threshold value,Wmax � 500 packets, initial RTT� 10ms,Cd � 10Mbps,
Cu � 500Kbps, N � 10, β � 0.1, tp (propagation delay) � 10 ms. S � 20, Sc � 10,
+Sr � 10.

The graphs in Figs. 7, 8, 9, and 10 shows the variation of relative signal strength as
MS moves away from BSs. The reason behind considering four BSs is that the range
of 120° has coverage of three adjacent BSs and the other one is current serving BS.
The BSs 1, 2, 3, and 4 are assigned with−30 to−60,−61 to−90,−91 to−120, and
−121 to −150 MHz frequencies. The RSSI has maximum value nearer to BSs and
decrease as MS moves away from the BSs. The variation of RSSI corresponding to
BSs 1, 2, 3, and 4 varies over the range [0.9917, 0.5167], [0.9944, 0.6778], [0.9958,
0.7583], and [0.9967, 0.8067], respectively.

The graphs of Figs. 11, 12, 13, and 14 depict the variation of the residual energy
as MSmoves away from BSs. The residual energy level decrease as MSmoves away
from BSs. The variation of energy levels corresponding to BSs 1, 2, 3, and 4 varies
over the range [0.4790, 0.0159], [0.3184, 0.0081], [0.2417, 0.0055], and [0.1906,
0.0041], respectively.

The graphs of Figs. 15, 16, 17, and 18 shows the variation of the link weight as
MS moves away from BSs. The link weight levels decrease slowly as MS moves

Fig. 6 Network model
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Fig. 13 Residual energy at BS3
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Fig. 16 Variation of link weight versus RF (BS2)

away from the BSs. The link weight levels corresponding to BSs 1, 2, 3 and 4 varies
over the range [0.5140, 0.0858], [0.3417, 0.0858], [0.2559, 0.0858], and [0.2046,
0.0858] respectively.
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Fig. 19 Arrival rate of handoff calls versus radius

In cell structure, the adjacent cell is considered to be just upper or lower level
where MS is moving toward or away from the BS. The handoff request arrival rate
in radius order is demonstrated by a graph in Fig. 19. The statistical data illustrates
that λH varies over the range of [3.3333, 3.9310].

The graph presented in Fig. 20 demonstrates the growth rate of blocking proba-
bility of originating calls in different radial distances. The value of BH varies over
the range [0.001, 0.026].

The graph presented in Fig. 21 demonstrates the growth rate of blocking proba-
bility of handoff request calls in different radial distances. The value of BH varies
over the range [0, 1].

The variation of TCP source window size is an important factor for the evaluation
of performance of throughput. Graph of Fig. 22 show the source window dynamics.
It varies over the range of [7, 67] packets.

Figure 23 describes the behavior of queue in the bottleneck link due to handoff
blocking. Queue varies over the range of [14, 500] packets. During simulation, it
is observed that queue size is larger, round-trip time is higher causing reduction in
sender window size. By maintaining smaller queue length, performance of through-
put can be improved.

The graph of Fig. 24 illustrates round-trip time delay distributed over the radius.
The rtt-delay changes in the interval [0.032 s, 0.3832 s]. Analysis of the graph leads
to a conclusion that smaller the rtt-delay, faster the end-to-end transportation and
higher the sending rate. In reality, if rtt value of latest packet is smaller than previous
packet, the network ignores that value for some time. Thus, an efficient rtt value can
be selected to use as metric for balance load of handoff request calls (λH).
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Fig. 25 Packet loss due to congestion versus radius

The packet loss because of congestion is illustrated in the graph of Fig. 25. The
main cause of congestion occurrence is due to blocking of handoff calls. The graph
of Fig. 26 demonstrates the loss of data packets due to handoff blocking.
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Fig. 26 Packet loss due to handoff blocking versus radius
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Fig. 27 Variation in throughput versus radius

The performance of average throughput is presented in the graph of Fig. 27.AsMS
move longer distance away from the BS, the performance of throughput decreases
by small amount and fluctuates over the rang of [140, 170] packets.
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5 Conclusion

The paper presents a novel research work on handoff management. An important
factor that defines packet loss is handoff call blocking. Packet loss during the hard
handoff is responsible for deterioration in the quality of service. Data packets that
are transported from the old base station till the time MS gets connected to the
new BS are lost. The packet loss is also proportional to the handoff loop time. The
results discussed faithfully convincing that model-based analysis is one of the best
approaches for improving the QoS is mobile wireless communications. Through this
analysis, it is possible to minimize many unnecessary handoff request calls, even
when the signal of the current base station is still at an acceptable level. This helps
in energy saving.
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A Comparative Analysis of Lightweight
Cryptographic Protocols for Smart Home

Rupali Syal

Abstract Smart home is an application of Internet of Things. A smart home is a
network of smart resource-constraint devices which require secure and confidential
transmission of information. Lightweight cryptographic protocols are suitable for
IOT applications like smart home. Lightweight cryptographic protocols are charac-
terized by small key size, small block size, and less number of iterations. This paper
presents a comparative analysis of lightweight cryptographic protocols in terms of
the encryption type, advantages, and resistance to attacks.

Keywords Internet of things · Lightweight cryptography · Smart home

1 Introduction

Internet of Things commonly called as IOT is the network of smart devices which
communicate with each other. Within the network, many devices are resource-
constrained devices with limited battery, processing power, and memory. These
points become weak points in the IOT architecture which are susceptible to attacks.
For maintaining the integrity of information, the need is to transfer crucial infor-
mation from these smart devices in encrypted format. Lightweight cryptographic
protocols encrypt data and are computationally less intensive.

Lightweight cryptographic protocols can be broadly classified as block ciphers,
hash functions, message authentication codes, and stream ciphers [1]. Lightweight
block ciphers are characterized by small block length, small key size, and less num-
ber of iterations. Some lightweight block ciphers are PRESENT, SIMON, SPECK,
RC5, TEA, and XTEA. Lightweight hash functions have small message size, small
internal state, and output size contrary to conventional hash functions, which have
large internal state size and high power consumption. The examples of lightweight
hash functions are PHOTON, Quark, and SPONGENT.Message authentication code
generates tags based on message and key which serve as authentication token which
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can be verified by the recipient [1]. Stream ciphers are state ciphers that operate
on plaintext bits and keystream to generate ciphertext stream. The stream ciphers
are categorized based on the use of linear/nonlinear feedback shift register. Grain,
Trivium, Mickey, and Fruit are the examples of stream ciphers [2].

Lightweight cryptography can be implemented both in hardware and software.
The target hardware devices for implementation are RFID and sensors [1]. IBM has
launched the world’s smallest computer, which has computing power of×86 chip. It
has several hundred thousand transistors. It can perform functions like monitor, ana-
lyze, communicate, and act on data [3]. The future smart devices will have such tiny
computer embedded, which can perform software encryption. For hardware imple-
mentation of lightweight ciphers, the NIST report specifies the resource requirement
in terms of gate equivalents and logic blocks for ASIC and FPGAs, respectively. For
software implementations, the resources used are in terms of registers, RAM, and
ROM.

This paper presents a brief survey of various lightweight cryptographic proto-
cols in Sect. 2. Section 3 presents the various levels of security required in a smart
home scenario. This section also discusses the various ways for providing security
at a particular level. Since IOT architecture of smart home has various resource-
constraint devices, therefore, lightweight cryptographic protocols are suitable for
hardware/software implementation in IOT. Section 4 presents comparative analysis
of lightweight cryptographic protocols in terms of encryption type, advantages, and
resistance to attacks. Section 5 gives the conclusion.

2 Related Work

NIST has presented a report on standardization of lightweight cryptographic algo-
rithms. The authors have surveyed various block ciphers, hash functions, and stream
ciphers for implementation on resource-constraint devices. The metrics for hardware
and software are discussed. A questionnaire is presented at the end which considers
various aspects of lightweight cryptographic protocols [1].

Lightweight cryptography is required for secure and efficiency in end-to-end
communication in applications of IOT. The complexity and overhead associated
with lightweight cryptography is less compared to conventional cryptographic tech-
niques. The authors [4] have concluded that block ciphers have a practical use in the
field of IOT. At present, an ultra-lightweight block cipher is suitable for extremely
constrained environments like RFID tags, smart cards and sensor networks [5]. It is
based on substitution and permutation. PICO [6] is an ultra-lightweight block cipher
based on substitution and permutation network that operates on 64-bit plaintext and
has key length of 128 bits. It has compact key scheduling like SPECK.

Block ciphers SIMON and SPECK are lightweight ciphers with flexible block
and key sizes. They support block sizes 32, 48, 64, 96, and 128 bits and three key
sizes with each block size [7]. Simon is a Feistel-based block cipher which requires
three XOR operations in each round. LiCi, an ultra-lightweight block cipher is based
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on Feistel network. It has 31 rounds and operates on 64-bit plaintext and 128-bit key.
The data complexity of LiCi is 264. It has 52 and 48 active S boxes in linear and
differential trails, respectively [8]. The design of S box is robust as single bit change
in input does not result in single bit change in output.

Feistel based block ciphers apply round function to only one half of input block,
whereas substitution permutation-based block ciphers apply slightly complex round
function. The latter can be implemented with fewer rounds as compared to more
executions of round function in former to maintain security [9].

A tiny encryption algorithm, TEA based on Feistel iteration and large number
of rounds was presented in [10] where the authors presented the C code for TEA.
Encryption and decryption in TEA usemixed algebraic group operations. A fast TEA
algorithm for embedded and mobile devices which minimize the memory require-
ments were presented in [11].

Stream ciphers are based on Vernam cipher and use a random keystream based
on their internal state. They are categorized into synchronous and self-synchronous
ciphers based on the updated operation of internal state. Based on feedback opera-
tion, the stream ciphers are categorized into linear-feedback shift registers (LFSR)
and feedback with carry shift registers. The authors [12] have discussed alternative
ciphers that use simple operations like add, rotate and XOR operations which result
in fast, efficient, and timing attack-resistant implementations.

Lightweight ciphers were implemented on 8-, 16-, and 32-bit processors to eval-
uate the execution time, RAM footprint, binary code size, and cycle count [13].
Lightweight Encryption Scheme (LES) [14] employs the technique of identity based
and stateful encryption. The authors state that the scheme provides flexibility in
encryption key management and efficiency in encryption process.

Security is required at all layers of IOT architecture [15]. At physical layer, it
includes RFID and wireless sensor security. At communication layer, it requires
secure transmission over network. At application layer, the software must be pro-
tected from malwares. The authors [15] have presented the advantages and disad-
vantages of various lightweight ciphers.

3 Smart Home: An Application of IOT

A smart home is a home with many smart devices like smart refrigerators, smart
washing machines, smart light control systems, smart security mechanisms, and
other electronic devices, which communicate with each other. These devices can be
controlled by members of the family from within the home or through a remote loca-
tion with a smart phone or a laptop [16]. The smart devices can be controlled either
through voice, remote control, tablet or smartphone. The communication between
smart devices within a home also raises the issue of confidentiality, integrity, and
authenticity.

IOT can provide an efficient and smarter security mechanism for the smart home
[17, 18]. The enhancement to various levels of security is as follows:
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(a) Physical security
Smart door locks are physically accessible to anyone. The inbuilt sensors in door
locks can capture the fingerprint of invader and transmit to central monitoring
home system. Based on the data obtained from fingerprints, an alarm can be
sent to home members about tampering of door lock. Physical access to other
home devices can be controlled either by fingerprint matching or through voice
control.

(b) Logical Security/ Access to hardware or data
The smart resource-constraint devices must be protected with a firewall or gate-
way which has strong security mechanism. The authentic users are allowed to
control smart devices remotely. User behavior must be analyzed and predictive
mechanisms must be implemented in gateway/firewall.

(c) Message confidentiality
The message sent from smart device must be encrypted for secure transmission.
Since the smart devices are resource constrained, therefore, lightweight ciphers
will be more suitable for more efficiency.

4 Comparative Analysis of Lightweight Algorithms

This section presents the comparative analysis of lightweight cryptographic protocols
(LWCP). The LWCP can be implemented on hardware and software. Lightweight
ciphers based on identity-based encryption, SP network, Feistel structure, and stream
cipher are compared based on encryption type, advantages, and resistance to attacks
in Table 1.

4.1 Ciphers

4.1.1 Identity-Based Encryption

The identity of smart devices is represented by string which acts as a public key. A
private key is generated for the public key. Though the scheme does not require a
certificate but requires pairing and is computationally more expensive.

4.1.2 Substitution Permutation Network

PRESENT is a block cipher with block size 64 bits and key size 80 bit or 128 bit. It
has 31 rounds and each consist of XOR operation for round key, SBoxLayer, and p
Layer.
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Table 1 Comparative analysis of lightweight ciphers

References Lightweight encryption
type

Advantages Attacks

Lightweight
Encryption
Scheme [14]

Combines identity
based and stateful
Diffie–Hellman
encryption

Flexibility in
encryption key
management
Efficiency gains for
encryption process
Does not require
complex certificate
handling

Indistinguishable
encryption against
chosen plaintext attack

PRESENT [5,
9, 19]

64-bit block- 80 and
128-bit keys
31 rounds
Substitution
Permutation Network
4-bit S boxes

One of the first
lightweight ciphers
Efficient on hardware
platform as it uses fully
wired diffusion layer

Susceptible to side
channel attacks,
Related key attack,
Equivalent key attack,
Differential attack

PICO [6] Ultra-Lightweight
Block Cipher
Substitution
Permutation Network
Operates on 64-bit
plaintext supports key
length 128 bits
32 rounds

Large number of Active
S boxes in fewer rounds
Robustness and
Avalanche effect due to
very strong substitution
layer
Strong and Compact
Key Scheduling
Good Performance on
Hardware and Software

Thwart Linear and
Differential attacks
Good resistance against
Biclique attacks

LiCi [8] Ultra-Lightweight
Block cipher
Feistel-Based Network
Operates on 64-bit
plaintext with 128-bit
key length and
generates 64-bit
ciphertext
31 rounds

More number of active
S boxes in minimum
number of rounds
Good Performance on
Hardware and Software

Resist Linear and
Differential attacks
Good resistance against
Biclique and Zero
correlation

TEA [9, 10, 11] Feistel structure
Takes 32-bit words.
64-bit input divided
into two parts
128-bit key divided into
four parts
64 rounds
Does not use S boxes

Simplicity
Ease of implementation

Susceptible to
equivalent key attack
and related key attack

FRUIT [2] Synchronous Stream
Cipher
Use Linear and
nonlinear Feedback
shift register

Efficiency in terms of
hardware constraints

Relatively secure to
Related key attacks,
Cube attack, algebraic
attack and Weak key IV
(initial vector)
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4.1.3 Feistel Network

TEA, a tiny encryption algorithm assumes 32-bit words. It is based on Feistel struc-
ture and has large number of rounds. The key is divided into 4 vectors and data is
divided into 2 vectors each 32-bit words. It takes a key schedule constant and the
cipher runs for 32 rounds.

4.1.4 Stream Cipher

FRUIT an ultra-lightweight cipher works on 80-bit register with 43-bit LFSR and
37-bit NFSR, 80-bit key and 70-bit public initial vector (IV) [2].

5 Conclusions

A smart home requires a lightweight, robust, and secure cryptographic protocol for
confidential and integral communication between smart resource-constraint devices.
A trade-off exists between simplicity (in terms of block/key size, number of itera-
tions) and resistance to attacks. It is imperative for the lightweight protocol to thwart
attacks so that the smart home devices work as per the directions given by the family
members. This paper presents a comparative analysis of lightweight ciphers in terms
of cipher type, their advantages, and resistance to attacks. PRESENT was one of the
first lightweight ciphers. TEA is simple but susceptible to related and equivalent key
attack. Block ciphers like LiCi, PICO, and stream cipher FRUIT have good resistance
against attacks.
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Algorithm Study and Simulation Analysis
by Different Techniques on MANET

Nithya Rekha Sivakumar and Abeer Al Garni

Abstract This paper provides a protocol in ROUGH method which governs
APBMAN method and FLOODING method to manage the route request packets
on Fisheye State Routing in Grid. ROUGH method finds the runner node set by the
discovery of the similarity relation between the one-hop and two-hop neighbors. In
this paper, comparison is made with the results of three techniques such as ROUGH
method, FLOODING method, and APBMAN method in Grid FSR protocol. It is
found that ROUGH method has shown improved performance in several important
parameters like Throughput, energy consumption, Packet Delivery Ratio, Delay,
Overhead, and Normalized Overhead with respect to Pause time. Certainly, ROUGH
method is good with effect to Speed in Average Consumed Energy, Total Consumed
energy, Packet Delivery Ratio, and Throughput. But, there is a certain increase in
Delay as there is also an increase in Speed. Delay is well decreased in FLOODING
method.

Keywords Weighted rough set (ROUGH) · Propagation neighborhood
information algorithm (FLOODING) and probabilistic broadcasting algorithm
(APBMAN) · Speed · Pause time

1 Introduction

Thewell-knownFisheye State Routing (FSR) protocol [1, 2] determines a routewhen
no route exists or route breaks. To reduce flooding, it is necessary to create a new
path from source to destination. This paper provides a protocol in Weighted Rough
Set model (ROUGH method), which regulates APBMAN method and FLOODING
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method to regulate the route request packets in Grid FSR. ROUGHmethod discovers
the runner node set by finding the similarity relation among the one-hop and two-hop
neighbors [3]. ROUGHmethod deliberates the object (node) importance also and this
method gives better results compared with FSR in Grid. In this research, comparison
is made with the results of ROUGH method in Grid Fisheye State Routing (FSR)
protocol with APBMAN method and FLOODING method. By determination, it is
found that ROUGH method has improved concert in several important parameters
like Throughput, Energy Consumption, Packet Delivery Ratio, Delay, Overhead, and
Normalized Overhead with respect to Pause time. Also, another comparison is made
with the same parameters with respect to Speed.

2 Related Work

2.1 Probabilistic Flooding with FSR Protocol in Grid

The concepts highlighted in this paper [3–5] with the great need for a new broadcast-
ing strategy that can dynamically adjust the broadcast probability to take into account
the current state of the node in two hops in order to ensure a certain level of control
over rebroadcasting, and thus help to improve reachability and saved rebroadcasts.

The easy way to implement by guaranteed message dissemination is the straight-
forward broadcasting. In this scheme, a source broadcast messages to every neighbor
who, in turn, rebroadcasts received messages to its neighbors [6]. This procedure
lasts, until all reachable nodes have received and rebroadcast the message once. In
this scheme, the nodes broadcast the information with a probability P, by getting a
broadcast information for the first time, so that all the node has the same probability
to rebroadcast the message, regardless of its number of neighbors [7]. In condensed
networks, multiple nodes share similar transmission range. Hence, the probability
governs the frequency of rebroadcasts and thus could save linkage resources without
moving delivery ratios. It should be noticed that in scarce networks, there is much
less shared coverage, thus some nodes will not receive all the broadcast messages,
unless the probability parameter is high.Another possible area for improving includes
investigating the effect of nodes transmission ranges on the rebroadcast probability
[5, 8].

2.2 Propagation Neighborhood Information with FSR
in Grid

When there is demand, the nodes obtain the routes by using the flooding method to
attain the routes. It is reduced evenly also when the flooding is done in the initial
stage. The cache and the time out period are used for every route. Here, the time
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out value is chosen and the nodes are determined. The nodes are well-found with a
small cache to save the routes. However, the variation in the approach comes from
the fact that the expiry of the time out period does not trigger an update. After the
time out period, the routes are removed from the cache. The primary emphasis of the
protocol is on distribution information about the neighborhood. In other words, the
neighborhood reflects the entries of routes in the cache. It also checks the information
from other neighbour nodes.

2.3 Weighted Rough Set FSR in Grid

The proposed protocol zeroes in reduction of the redundant flooding inRouteRequest
Phase (RREQ) of FSR [3, 9]. In this technique, when there is change in topology, a
special hello messages are announced. It carries not only the existing status of the
neighbor node but also sends neighbor node attributes. In this to provide the quick
response to create new routes, the routing tables are structured within the neighbor
nodes. The primary objective in the existing FSR algorithm is more effectively uti-
lized in the present work as follows. The broadcast of discovery packets take place
only when needed.

The algorithm of the Improved FSR in Grid RREQ Period and the algorithm for
Relative Weight Calculation is explained in my previous research which follows this
technique for the below comparison results.

3 Design of Implementation Algorithm Study

3.1 Algorithm 1

Step 1 All nodes in the network send hello message periodically.
Step 2 Neighbor nodes receive hellomessage and updateNeighbor tablewith expire

time.
Step 3 If neighbor timer is expired, nodes checks for Neighbor expire time with

current clock time and if current clock time is greater than Neighbor expire
time then Neighbor entry is purged from Neighbor Table.

Step 4 Nodes periodically calculates own probability value using the formula,
Probability� (Maximum number of Neighbors− current number of Neigh-
bors)/Maximum number of Neighbors.

Step 5 Nodes send broadcast message with unique broadcast message id and prob-
ability value.

Step 6 Neighbor nodes receive broadcast message and check message is already
received by using message id and sender id.
Or if it is already received, then simply discard the message.
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Step 7 If it is not received, then it compares the node probability value with broad-
casting probability.

Step 8 If the value is less than broadcasting probability, then it broadcast the mes-
sage else, discard the message.

3.2 Algorithm 2: Improved Algorithm for ROUGH Model

1. Battery Power, Speed, and Pause time are maintained with all nodes which are
inbound and outbound flow of data.

2. The Complete neighbor nodes exchange “hello” messages periodically.
3. The neighbor Table which is with node information receive the above messages

also with traffic, Speed and Pause time.
4. In neighbor table, there with one hop information from source node which stores

information in neighbor nodes.
5. Now, it initiates path discovery with RREQ to the selective nodes whenever

source node likes to transmit data packets.
6. Then, Source node will send RREQ straight without broadcasting if destination

to packet is in first hop.
7. Else it selects neighbor node from neighbor table if destination is not found and

then will transmit packet.
8. Then, finally by applying approximation with ROUGH method, it now forms

defined rules by selecting neighbor nodes.

4 Results by Simulation

Here, the Network Simulator 2 is used to investigate. The simulation was done with
45 nodes around 15 min by placing the nodes randomly over 2000 × 2000 m2 with
20 s for Pause time.

4.1 Trials on Effect to Speed

Using the following metrics, the three different algorithms are performed.

4.1.1 Average Consumed Energy (ACE) Versus Speed

ACE is the energy exists within nodes. In Fig. 1, ACE is less in ROUGH method
with respect to Speed. ACE in FLOODING method is high than APBMAN method
and ROUGH by Speed.
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Fig. 1 Speed versus average energy

Fig. 2 Speed versus total energy
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Fig. 3 Speed versus packet delivery ratio

Fig. 4 Speed versus throughput
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Fig. 5 Speed versus delay

4.1.2 Total Consumed Energy (TCE) Versus Speed

TCE is the energy consumed through the whole network. Figure 2 elucidates that
the energy consumed is less in ROUGH method than APBMAN and FLOODING
method by Speed.

4.1.3 Packet Delivery Ratio Versus Speed

Packet Delivery Ratio has substantial decrease in APBMAN and FLOODING
method as Speed increases. But Fig. 3 elucidates that packet delivery is more effec-
tive to certain period in ROUGHmethod as between 80 and 90% than APBMAN and
FLOODING method. Figure 3 shows that a Packet Delivery Ratio result is varied
for different mean Node Speeds.

4.1.4 Throughput Versus Speed

This can be said as the average rate of effective delivery of messages on the whole
network by all channels. It is shown in Fig. 4 with respect to Speed. Figure 4 shows
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Fig. 6 Pause time versus average consumed energy

that a Throughput result is varied for different mean Node Speeds as proportionally
equal to Packet Delivery Ratio in Fig. 3.

4.1.5 Delay Versus Speed

Delay is well decreased in FLOODING in Fig. 5. But it has increased in ROUGH
(WRS Model) and APBMAN technique. For each simulation, the Delay has been
varied from 1, 2 to 5 m/s.

4.2 Trails on Effect to Pause Time

Using the following metrics, the three different algorithms are performed.
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Fig. 7 Pause time versus total consumed energy

4.2.1 Average Consumed Energy (ACE) Versus Pause Time

In Fig. 6, the energy consumed is less in ROUGH method by Pause time. ACE in
ROUGH method is reduced than APBMAN and FLOODING method by 20 s Pause
time in simulation.

4.2.2 Total Consumed Energy (TCE) Versus Pause Time

TCE is the energy consumed through the whole network. Figure 7 elucidates that
the energy consumed is less in ROUGH method than APBMAN and FLOODING
method by Pause time.

4.2.3 Packet Delivery Ratio Versus Pause Time

Figure 8 elucidates that packet delivery is more effective in ROUGH method by
giving 90% efficiency than APBMAN and FLOODING method.
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Fig. 8 Pause time versus packet delivery ratio

4.2.4 Throughput Versus Pause Time

Figure 9 elucidates that Throughput with ROUGHmethod transfers data packets are
greater rate than APBMAN and FLOODING method to Pause time.

4.2.5 Overhead Versus Pause Time

Efficient result is produced in ROUGH method than other techniques which have
produced the efficient performance with Overhead in Fig. 10. The whole efficacy of
MANET routing scheme is determined with the network overhead.

4.2.6 Normalized Overhead Versus Pause Time

Figure 11 clearly elucidates that ROUGH method have been moderately reduced
than APBMAN and FLOODING method by Pause time.
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Fig. 9 Pause time versus throughput

Fig. 10 Pause time versus overhead
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Fig. 11 Pause time versus normalized overhead

5 Conclusion

This paper explains the three different algorithms which are compared and discussed
to reduce flooding with different metrics. ROUGH method, here, reduces unwanted
route request packets as it has an efficient path through the entire network through
the determination from above results. The virtual study between APBMANmethod,
FLOODING method, and ROUGH method was considered with FSR Protocol in
Grid. Efficient growth in ROUGH method with effect to Pause time has been deter-
mined using MANET outcomes. Certainly, ROUGH method is good with effect to
Speed in Average consumed energy, Total Consumed energy, Packet Delivery Ratio,
and Throughput. But there is a certain increase in Delay as there is also an increase in
speed. Delay is well decreased in Propagating Neighborhood (FLOODING)method.
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Cloud-Based Agricultural Framework
for Soil Classification and Crop Yield
Prediction as a Service

K. Aditya Shastry and H. A. Sanjay

Abstract Agriculture is one of the important occupations in India. Digitization in
the field of Indian agriculture is in the initial stage. Indian farmers are suffering from
various issues such as ignorance about soil parameters and inability to predict the
yield of crops. Also, various agriculture-related information from the government
agencies is not communicated to the farmers. To address the above-said issues, we
have built a cloud-based agricultural framework which enables the Indian farmers,
agricultural departments, and agro industries to extract useful agricultural informa-
tion. The designed agricultural cloud framework is providing two services, i.e., soil
classification as a service and crop yield prediction as a service. For soil classifi-
cation, hybrid support vector machine (M-SVM) and for wheat yield prediction,
customized artificial neural network (M-ANN) was developed. To store the agricul-
tural data, we are using Amazon S3 and for deployment of the services, we have
used Heroku cloud. The performance improvements in the range of 2–43%, 4–35%,
and 1–11% were observed for M-SVM with respect to k-Nearest Neighbor (k-NN),
Naïve Bayes (NB), and standard SVM classifiers, respectively. M-ANN performed
with an improvement of 2% over standard artificial neural network (ANN) and 5%
overmultiple linear regression (MLR)models.We also observed that our agricultural
cloud framework is able to provide reliable and accurate agricultural services.

Keywords Agriculture · Classification · Prediction · Cloud · Framework

1 Introduction

Agriculture is the primary occupation in India. Yet, in many developing countrie,s
digitization in agriculture is still evolving [1]. Cloud computing services provide
a collective pool of resources, computing power, anywhere at anytime [2]. Using
cloud computing in agriculture has several benefits [3]. First, agricultural data will
be available at anytime from any location. Second, agriculture functions such as crop
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yields may be provided to stakeholders. Further, data security is also provided [3].
Data mining is another important area which involves extracting useful information
hidden in data [4]. Incorporating data mining analytics in agriculture is beneficial
for providing improved crop yields through crop yield prediction [5]. Keeping these
points in mind, we have developed a cloud-based agricultural framework for pro-
viding soil classification as a service and crop yield prediction as a service. The end
users of the framework will be agro industries, government organizations, farmers
(landlords), or any other agricultural-related agencies.

Proper soil classification is very much required for crop growth. Classification of
soils based on its characteristics is critical to assess the soil quality [6]. Soil classifi-
cation is performed based on its chemical properties and its texture [7]. Proper soil
classification based on chemical properties aids farmers to choose the magnitude of
fertilizer and farmyard manure to be applied at various stages of the development
cycle of the crop [8]. The soil texture is another important property for agriculture soil
classification, which impacts the soil fertility, ability of soil to hold water, exposure
of soil to air, tillage of soil, and soil strength [9]. In India, traditional soil classi-
fication involving tables, flowcharts are followed. They make use of the standard
statistical analysis techniques which consume a lot of time and cost more. In view of
this, we have developed an efficient soil classifier based on M-SVM for performing
soil classification centered on chemical properties and texture [10]. The end users of
soil classifier will be the soil experts who may enter values or read a file. In case of
chemical properties, the parameters considered for soil classification are power of
hydrogen (pH), electrical conductivity (EC), organic carbon (OC), available phos-
phorous (AvP), available Boron (AvB), and available potassium (AvK). This data
was obtained from ICRISAT [11]. Sand, silt, and clay are considered as parameters
for classifying soils based on texture with data obtained from NBSS [12]. This input
soil data will then be classified by our proposed soil classifier using M-SVM based
on texture and chemical properties of soil.

Crop yield prediction plays a very significant role in agriculture. Accurate predic-
tion of crop yields leads to better harvests [13]. Currently, the primarymethod of crop
yield prediction in Karnataka state is performed using regression models which are
not able to capture nonlinear relationships between attributes [14]. Artificial neural
network (ANN) is a significantly better model than regressionmodels for performing
predictions on continuous data [15]. In this regard, we have developed an M-ANN
model in which number of hidden layers; number of neurons in hidden layer and
learning rate (LR) are varied [16]. Parameters considered for crop yield prediction
are weather parameters such as rain, soil parameters such as soil evaporation, tran-
spiration, and extractable soil water (ESW) and fertilizer parameters such as nitrogen
(N). The end users of crop yield prediction software will be agro industries who will
have various data available on which prediction can be done. They can pass on this
expert information to the farmers. The crop yield prediction has been performed on
real-world datasets obtained from [10, 11].

Some of the benefits of deploying the application to the cloud include easy scaling
of application resources, cheaper storage, easy disaster recovery, all time availability
of application to end users at all times, etc. [17]. To make soil classification and
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crop yield prediction available to end users at all times, the soil classifier and crop
yield predictor software’s have been deployed on Heroku cloud. The datasets of
soil, weather, and fertilizer have been stored in Amazon S3. The main advantages of
deploying to the cloud are that, the software’s are available to all users at anytime,
and also secure with proper backup.

The remainder of the paper is structured as follows; Sect. 2 discusses some of
the recent and significant works done in the development of cloud frameworks for
agriculture. Sections 3 and 4 present the soil classifier and crop yield predictor.
Section 5 describes the deployment of the soil classifier and crop yield predictor
applications on Heroku cloud. Section 6 describes the results obtained from soil
classifier, crop yield predictor and cloud framework followed by conclusion and
references.

2 Related Work

In this section, we review some of the significant works done in the development of
cloud-based agricultural frameworks. In [18], the authors have built a cloud-based
decision support system for orchards. The system provides cloud-based automation
from sensor inputs. No data mining has been incorporated. In [19], the authors pro-
pose a cloud-based data analytics framework for crop management in India. The
authors plan to use machine learning library. It is just a proposal and has not been
implemented. Further, they do not discuss in detail which data mining techniques to
use and what type of services are provided to end users. In [20], the authors have
implemented Internet of Things (IoT) architecture for precision agriculture. Sen-
sors collect data, for reading air temperature, humidity, moisture, leaf wetness, wind
speed, and rain volume. The authors have shown how IoT is used in agriculture for
sensing data without doing any analysis. In [21], the authors have developed an agri-
cultural autonomic system in cloud which provides information on fertilizer, crop,
pesticide weather, equipment, etc. No analysis is incorporated in cloud. In [22], the
authors developed a cloud-based system to manage cultivation. It is record man-
agement software without any intelligent analysis involved. In most of the works,
sensors collect agricultural data and reproduce the same data without any intelligent
analysis. That is, no data mining is incorporated in cloud framework for agriculture.
Also, most of the cloud agricultural frameworks are proposals without implemen-
tations. As per our survey, no cloud framework with data mining algorithms exists
in Indian agricultural scenario to analyze the data. In our work, relevant agricultural
services such as soil classification and crop yield prediction are provided through
data mining algorithms in cloud environment. Hence, our work has combined the
benefits of two powerful technologies, i.e., data mining and cloud computing.
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3 Cloud-Based Agricultural Framework

Here, we have built soil classification and crop yield prediction systems in the cloud
environment for providing soil classification and crop yield prediction as a service.
For this purpose, wemade use of open-source platform called Heroku cloud platform
for deploying cloud applications. The entire coding of soil classification and crop
yield prediction was done using MATLAB. This MATLAB code was converted
into Java code using MATLAB coder. This conversion was done, as most cloud
deployment services are Java friendly. The soil classification application is useful
for geological engineers for soil survey as well as agriculturists who are interested
in soil types. The crop yield prediction application can be used directly by agro
industries to give valuable information to farmers who may be illiterate and not be
able to use the software directly. Figure 1 depicts the deployment process followed
for deploying soil classification and crop yield prediction on Heroku cloud which
contains three phases.

Soil classifier Crop yield predictor 

Build phase 

Execution phase 

Release phase

Build pack HEROKU CLOUD

Soil data Crop data Weather 
Fertilizer 

data

AMAZON S3

Soil classification and Crop yield prediction as a service

Slug

Fig. 1 Agricultural cloud framework
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In the first phase, Amazon S3 was used to store the soil data, crop data, weather
data, and fertilizer data in the form of buckets. Soil samples containing data about
pH, EC, OC, AvP, AvB, AvP, sand, silt, and clay were collected from NBSS [12] and
ICRISAT [11]. Crop data contained the data about area sown, production in tones,
and historic crop yields of wheat crop from various districts of Karnataka. These
were collected from IndiaStat [23]. The weather data contained rain, temperature,
and precipitation data collected from India Water Portal [24]. The fertilizer data
contained data about nitrogen, phosphorous, and potassium collected from Indiastat
[23].

In the second phase, soil classifier and crop yield predictors were developed.
The soil classifier user interface contained text fields for the user to enter pH, EC,
OC, AvP, AvB, AvP, sand, silt, and clay values. It also contained import file option
in which user imports the soil data file in excel or text format. In case of the soil
classifier,M-SVMdeveloped in our earlier work [10] was used. It is briefly described
in Sect. 4.

In case of crop yield predictor, the user interface contained text fields for user to
enter fertilizer information (nitrogen, phosphorous, and potassium), weather infor-
mation (rain, temperature, and precipitation), soil information (pH, EC, OC, AvP,
AvZn, AvB, AvK, and AvS), and crop information (area sown and crop production).
Before entering the values, the user has to choose the type of crop. Currently, the
system has been implemented to predict crop yields of wheat crop for Karnataka
state, India. The front end contains an import file option where the user chooses text
file containing fertilizer, soil, and crop information. The prediction was done using
the hybrid artificial neural network (M-ANN) developed in our earlier work [16]. It
is briefly discussed in Sect. 5.

In the third phase, the actual deployment to Heroku cloud is done. In the build
phase, the applications (soil classifier and crop yield predictor) containing source
code, dependencies were built using build pack. In the execution phase, a slug is
created. Slugs represent compact replicas of applications enhanced for delivery to the
dyno manager [25]. This slug was run-on dynos which are isolated Unix containers
that offer an environment to run the app [25]. The release phase binds the config,
slug, and add-ons.

4 Soil Classifier (M-SVM)

In our earlier work [10], we had developed a hybrid kernel SVM classifier which
is briefly described here. The agricultural data is first divided into training and test
sets. The tuning of SVM parameters is done for the training set. Here, the kernel
parameters C and σ are first selected using genetic algorithm (GA). In this work,
using linear, quadratic, RBF, MLP, and polynomial kernels, ten hybrid kernels were
developed. The hybrid SVM classifier is then run-on the test set samples. The model
is then evaluated using the performance metrics Accuracy, Sensitivity, Specificity,
Precision, and F-Score. Gradient descent method is used to select the SVM param-
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eters, if performance is poor. Each kernel is then applied for classification. Superior
performance was achieved on the real world and benchmark datasets for the hybrid
kernel QRK (Quadratic and RBF kernel) for GA selected SVM parameters. Algo-
rithm 1 describes the hybrid kernel SVM for multiclass agricultural datasets.

Algorithm-1 Hybrid Kernel SVM

1: procedure M-SVM(TrngSet TstSet)  
2: [TrngInput,TrngCls]=SplitData(TrngSet);
3: [TstInput,TstCls]=SplitData(TstSet);
4: Compute[C1,γ1]=GD(TrngInput,TrngCls);
5: Compute[C2, γ2]=GA(TrngInput,TrngCls);
6: for k←1 to numClasses do
7: H- Kernel=[Linear+(Quad/Poly/RBF/MLP)|Quad+(Poly/RBF/MLP)|Poly

+(RBF/MLP)|RBF+MLP]; 
8: models(k) TrainSVM(TrngSet,C1|C2,γ1|γ2,H-Kernel);
9: end for
10: for j←1 to size(TstSet) do
11: for k←1 to numClasses do
12: BinSVMClassify(models(k),TstSet)
13: end for
14: end for
15: [Accuracy,Sensitivity,Specificity,Precision,FS] ←Predict(TstCls,Pred-Class)
16: end procedure 

The performance of ensemble classifiers is found to be comparatively better than
single classifiers in many instances. Similarly, it is found that multiple kernels are
more useful when compared to single kernels. This concept called multiple kernel
learning (MKL) has two advantages: First, single kernels suffer from bias; whilemul-
tiple kernels associate the advantages of different kernels. Second, different kernels
utilize inputs from different representations having various similarity measures [26].
Data from multiple sources are collated when kernels are combined [26]. Structures
which are not apprehended by single kernels are captured by hybrid kernels [26]. In
this work, hybrid combinations of SVM kernels are developed and run-on actual and
standard agricultural datasets. Experiments indicated that the QRK kernel exhibited
superior performance than other hybrid kernels. This kernel is given by Eq. (1)

QRK(a, b) � (
αaTb + m

)2
+ exp

(−γ ‖a − b‖2) (1)

where a, b are inner products and m is an optional constant, T is the transpose.
QRK kernel exploits the benefits of quadratic and RBF kernels which are the

extraction of global and local features, respectively.
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5 Crop Yield Predictor

In our earlier work [16], we had developed a customized artificial neural network
model for wheat yield prediction which is described here. M-ANN is developed
by changing Nh (amount of hidden layers from 1 to 2), Nn (quantity of neurons
in every hidden layer from 10 to 1000), and learning rate (LR). Best performance
was achieved for 2 hidden layers comprising of 60 neurons in the first layer and 30
neurons in the second layerwith LR� 0.20. The transfer functions used in hidden and
output layers were logsig and purelin, respectively. Wheat dataset containing 1674
records was obtained from [23]. After the elimination of redundant, inconsistent and
missing values, the dataset contained 1645 records. M-ANN model was trained on
70% of the total records (1151 records). 15% of total records (246 records) were
considered as validation set in order to generalize the M-ANN model. Remaining
15% of records (246 records) were utilized as test set to ascertain the accuracy of
M-ANN model in terms of R2 and PPE. M-ANN model achieved a high R2 and low
PPE values when compared to MLR and ANN models which are described in detail
in the results section. The Algorithm-2 describes the M-ANN for predicting wheat
yield [16].

Algorithm-2 Customized-ANN

1: procedure M-ANN (TrngSet TstSet)
2: [TrngInput,TrngCls]=SplitData(TrngSet);
3: [TstInput,TstCls]=SplitData(TstSet);
4: Use Levenberg Marquardt algorithm for training;
5: Use logsig transfer function for hidden layers and purelin transfer function for

the output layer;
6: Customize feed forward back-propagation network by varying the following

parameters
i) Number of hidden layers (1 to 2)
ii) number of neurons in hidden layers (20 to 100)
iii) learning rates (0.25, 0.5)
iv) network weights (random)

7: [Accuracy, Percentage Prediction Error] ←Perf(TestClass,Pred-Class)
8: end procedure

6 Experimental Setup and Results

Experimental setup for M-SVM classifier comprised of Windows 7 64-bit operating
system possessing 6 GB RAM, with 500 GB hard disk. M-SVM was programmed
in MATLAB R2016a. Several trials were performed on four standard agricultural
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Table 1 Experimental results of M-SVM soil classifier

Data Classifier Accuracy Sensitivity Specificity Precision F-Score

Benchmark datasets

Urban land cover k-NN 35.7 53.93 31.82 14.41 22.75

NB 62.52 84.27 56.94% 29.41 43.6

SVM 68.05 86.33 66.99 32.02 44.52

M-SVM 79.09 88.76 77.03 45.14 59.85

Real world datasets

Soil texture NB 51.56 81.25 41.67 31.71 45.61

k-NN 52.63 85.66 45.23 33.33 47.21

SVM 59.38 93.75 47.92 37.5 53.57

M-SVM 68.75 95.75 60.42 44.12 60

pH based soil
classification

k-NN 58.49 91.3 26.67 51.11 67.65

NB 81.13 100 73.3 72.4 80.77

SVM 96.23 100 93.33 92 95.83

M-SVM 98.11 100 96.67 95.83 95.87

OC based soil
classification

k-NN 75.47 92.31 59.26 68.57 78.69

NB 81.13 92.31 66.67 73.53 83.33

SVM 94.34 96.15 96.3 96 94.12

M-SVM 96.23 96.15 96.3 96.15 96.15

AvB based soil
classification

k-NN 73.58 75.86 70.83 75.86 75.86

NB 90.57 86.21 95.83 96.15 90.91

SVM 94.34 93.1 95.83 96.43 94.74

M-SVM 96.23 96.5 95.83 96.55 96.55

datasets from UCI [27] and four real-world datasets from NBSS [12] and ICRISAT
[11]. M-SVM classifier was compared with NB, k-NN and default SVM classifiers.
NB classifier was run using different distributions (Gaussian, multivariate, andmulti-
nomial). The k value in k-NN classifier was varied from 1 to 1000. Experiments using
standard SVM were performed using linear, quadratic, polynomial, and RBF ker-
nels. The proposed M-SVM was run using ten hybrid kernels with C and σ values
obtained from genetic algorithm. Table 1 depicts the comparison of results obtained
from the classifiers.

As can be observed from Table 1, the proposed M-SVM performed superior
when compared to NB, SVM, and k-NN classifiers with respect to the performance
metrics. For wheat yield prediction using M-ANN, experiments were carried out
using MATLAB R2016a on Windows 7 environment, Intel® Pentium® CPU P6200
@2.13 GHz processor with 6 GB RAM and 500 GB Hard Disk. The accuracy of
the three models (MLR, D-ANN, and M-ANN) using R2 statistic and the percentage
error (PPE) was measured. Table 2 depicts the prediction results based on R2 value.
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Table 2 Experimental results of M-ANN based on R2

R2 PPE

Prediction
models

Training
set (%)

Validation
set (%)

Test set
(%)

Training
set (%)

Validation
set (%)

Test set

MLR 100 100 92.52 4.068 7.053 4.196

D-ANN 96 78 95 2.357 2.5533 2.2408

M-ANN 99 90 97 0.6629 0.3968 0.5275

Fig. 2 Soil classification as a service in Heroku cloud environment

Table 2 depicts the comparative results between MLR, D-ANN, and M-ANN based
on R2 and PPE values.

MLR model attained 100% accuracy on training and validation sets. A decrease
of 7.48% accuracy was seen on the test set. This was due to the inability of MLR
model in grasping the nonlinear association between input parameters. The decrease
in performance of D-ANN was observed on validation set as the network failed
to generalize. Superior performance was observed for M-ANN model on test set
showing improvements of 4.48% over MLR and 2% over D-ANN models. It is
observed that the average percentage prediction error for the M-ANN model is the
lowest for all the data sets. Hence, the M-ANNmodel is capable to forecast the yield
of wheat better than the MLR and D-ANN models.
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Fig. 3 Crop yield prediction as a service in Heroku cloud environment

With respect to deployment of the soil classification and crop yield prediction
applications on Heroku cloud, Heroku cloud infrastructure was used along with
Amazon S3. The entire code of MATLAB was converted into Vaadin Java program.
The datasets were stored in Amazon S3. Figures 2 and 3 depict the snapshots of
soil classification and crop yield prediction provided as a service in Heroku cloud
environment, respectively.

7 Conclusion

Though India is progressing in various sectors, agriculture is a sector in which tech-
nology is not being completely utilized. In this regard, we have developed an agri-
cultural cloud framework for providing soil classification and crop yield prediction
as a service to end users. End users of this framework may be agricultural agen-
cies, government organizations, and farmers (landlords). As per our survey, no cloud
service exists for providing soil classification and crop yield prediction as a service
to end users. In this regard, we have deployed the soil classification and crop yield
prediction applications to Heroku cloud. The main benefits of this include all time
available to access the applications from anywhere at anytime. Further, data loss does
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not happen as data gets stored in cloud storage and is secure. The soil classification
system can be used by soil experts, while the crop yield prediction system can be
used by agro industries, which in turn can provide valuable suggestions to farmers.
The soil classifier (M-SVM) and crop yield predictor (M-ANN) developed from our
earlier works [10, 16] were deployed on Heroku cloud. The agricultural framework
was able to provide reliable and accurate services to end users. In future, we plan to
develop mobile agricultural apps with sophisticated functionalities.
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