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Preface

We are pleased to present the proceedings of the 22nd Annual Conference on Com-
puter Engineering and Technology (NCCET 2018). Over its short 22-year history,
NCCET has established itself as one of the major national conferences dedicated to the
important and emerging challenges in the field of computer engineering and technol-
ogy. Following the previous successful events, NCCET 2018 provided a forum to bring
together researchers and practitioners from academia and industry to discuss
cutting-edge research on computer engineering and technology.

We are delighted that the conference continues to attract high-quality submissions
from a diverse and national group of researchers. This year, we received 120 sub-
missions, among which 17 papers were accepted. Each paper received three or four
peer reviews from our Technical Program Committee (TPC) comprising a total of 42
TPC members from academia and industry.

The pages of this volume represent only the end result of an enormous endeavor
involving hundreds of people. Almost all this work is voluntary, with some individuals
contributing hundreds of hours of their time to the effort. Together, the 42 members
of the TPC, the ten members of the External Review Committee (ERC), and the 12
other individual reviewers consulted for their expertise wrote over 300 reviews.

Every paper received at least two reviews and many had three or more. With the
exception of submissions by the TPC, each paper had at least two reviews from the
TPC and at least one review from an outside expert. For the fifth year running, most
of the outside reviews were done by the ERC, which was selected in advance, and
additional outside reviews beyond the ERC were requested whenever appropriate or
necessary. Reviewing was “first read double-blind,” meaning that author identities
were withheld from reviewers until they submitted a review. Revealing author names
after initial reviews were written allowed reviewers to find related and previous
material by the same authors, which helped greatly in many cases in understanding the
context of the work, and also ensured that the author feedback and discussions at the
PC meeting could be frank and direct. We allowed PC members to submit papers to the
conference. Submissions co-authored by a TPC member were reviewed exclusively by
the ERC and other outside reviewers, and these same reviewers decided whether to
accept the PC papers; no PC member reviewed a TPC paper, and no TPC papers were
discussed at the TPC meeting.

After the reviewing was complete, the PC met in Changsha on July 7 and 8 to select
the papers. Separately, the ERC decided on the PC papers in email and phone dis-
cussions. In the end, 17 of the 120 submissions (14%) were accepted for the
conference.

First of all, we would like to thank all researchers who submitted manuscripts.
Without these submissions, it would be impossible to provide such an interesting
technical program. We thank all PC members for helping to organize the conference
program. We thank all TPC members for their tremendous time and efforts during the



paper review and selection process. The efforts of these individuals were crucial in
constructing our successful technical program. Last but not least, we would like to
thank the organizations and sponsors that supported NCCET 2018. Finally, we thank
all the participants of the conference and hope that you have a truly memorable
NCCET 2018 in Yinchuan, China. See you in Enshi next year.

August 2018 Weixia Xu
Zhang Minxuan

Liquan Xiao
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Design and Application for Sealing
of Strengthening Computer for Anti-hard

Environment

Qianqian Yang(&)

The Computer Department, Jiangsu Automation Research Institute,
Lianyungang, China
yqq1203@126.com

Abstract. Reasonable sealing is an effective protective measure for the rein-
forced computer from corrosion and electromagnetic interference in harsh
environment. In this paper, we analysed the sealing problem of the reinforced
computer from the aspects of sealing material selection and sealing structure
design. As a result, it is proposed that a solution to the problem of computer
sealing against harsh environment. Taking a certain type of reinforced computer
as an example, the sealing design was completed and relative tests were per-
fectively accomplished, in accordance with the requirements of the national
military standard. The test results show that the problems, such as the leakage
and electromagnetic interference did not take place in this type of reinforced
computer. Fortunately, this solution improves the reliability of the reinforced
computer.

Keywords: Reinforced computer � Anti-hard environment � Sealing material
Sealing structure

1 Introduction

The anti-hard environment computer is a kind of computer that can reliably work under
certain harsh conditions. As a military electronic device, it cannot be eroded by water
and cannot be contaminated by salt mist, sand, dust, industrial atmosphere, and other
harmful substances. At the same time, it cannot be affected from the electromagnetic
interference. The reinforced crate is an important part of computers that are resistant to
harsh environment. It requires the installation of cover plates, panels, connectors, and
many other components. Therefore, the seams will be inevitably filled with the rein-
forcement crate. In order to eliminate the adverse effects of the joints on the internal
components of the crate and themselves, it is necessary to seal and reinforce the crate
by the way of selecting the suitable sealing material and designing the properly sealing
structure. In this paper, combining engineering practice experience, it is analyzed that
the types of sealing materials and their respective applicable scopes. The commonly
used sealing structures are used to optimize and perfect the sealing structure of the
reinforcement computer, and the sealing measures for a certain type of reinforcement
computer are given.

© Springer Nature Singapore Pte Ltd. 2019
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2 Selection of Sealing Materials

Sealing materials include liquid sealing materials and solid sealing materials, and the
sealing mechanisms of liquid and solid sealing materials vary from each other. The
sealing mechanism of liquid sealing materials mainly includes mechanical theory,
diffusion theory, electrostatic theory and adsorption theory, etc. The sealing mecha-
nisms of solid sealing materials mainly include blocking theory, self-sealing theory and
interference theory [1]. In order to meet the requirements of the reinforced enclosure’s
sealing and electromagnetic shielding, the selected sealing material must not only have
waterproof function, but also should have electromagnetic shielding capability. Elec-
tromagnetic shielding materials with sealing effect can also be referred to as conductive
sealing materials. At present, the conductive seal materials developed and applied are
mainly divided into solid conductive sealing materials and liquid conductive sealing
materials.

2.1 Solid Conductive Sealing Materials

The solid conductive sealing material is a kind of polymer composite material prepared
by filling conductive filler into the matrix material. According to different conductive
filler and matrix materials, solid conductive sealing materials are divided into three
categories: metal filler conductive rubber materials, non-metallic filler conductive
rubber materials and wire mesh composite conductive rubber materials [2]. The con-
ductive filler includes metal, graphite, conductive copolymer, conductive polymer, and
the like. The base material includes rubber, plastic, and the like. Common solid con-
ductive seal materials include conductive rubber, closed-cell conductive foam, wire
mesh gaskets, and flexible graphite.

2.1.1 Conductive Rubber
Conductive rubber is made by adding conductive filler to the rubber matrix, which not
only retains the elasticity and seal ability of the matrix rubber, but also has the con-
ductivity of the conductive filler. Conductive rubber has many advantages such as light
weight, easy processing and forming, low cost, mature technology, good water and air
tightness, and excellent electromagnetic shielding performance. It is widely used in
aviation, spaceflight, navigation and other weapons and equipment systems, which is
the most commonly used conductive seal material [3].

According to different conductive fillers, conductive rubber is divided into sterling
silver conductive rubber, carbon black conductive rubber, silver-plated silver con-
ductive rubber, nickel-plated silver conductive rubber, aluminum silver-plated con-
ductive rubber and nickel-plated graphite conductive rubber. According to different
molding processes, conductive rubber is divided into extruded conductive rubber and
molded conductive rubber. Users can customize various shapes of conductive rubber
products, such as conductive rubber strips and conductive rubber mats, as needed.
Conductive rubber strip has the advantages of simple structure, small footprint, which
can adapt to various structural routes, good sealing performance and excellent con-
ductive effect. It is currently widely used for reinforce chassis frames and covers,

2 Q. Yang



frames and panels, doors and panels and other components. Conductive rubber pads are
mainly used for the sealing of connectors and reinforced chassis.

2.1.2 Closed-Cell Conductive Foam
Closed-cell conductive foam is prepared by using polyurethane as a sponge core and
externally wrapping a material containing a nickel-copper metal plating layer. Closed-
cell foam cores have excellent elasticity, higher flame retardancy, and better tightness.
Nickel-copper metal plating has good electrical conductivity. Therefore, closed-cell
foam has excellent shielding performance and good sealing performance. Closed-cell
conductive foam is mainly used to seal components such as chassis and screen doors,
chassis and covers.

2.1.3 Wire Mesh Gaskets
The wire mesh gasket is a combination of a braided wire mesh and rubber, which not
only provides electromagnetic shielding but also seals. The commonly used metals
include tin-plated phosphor bronze, tin-coated copper-clad steel, aluminum alloy,
Monel, etc. Rubber can be solid or sponged with neoprene, silicon rubber, fluorosili-
cone rubber, and butyl rubber. Wire mesh gaskets can be effectively fixed to the chassis
with pressure sensitive adhesive. Users can choose different shapes and different sizes
of gaskets according to their needs. They are mainly used for the shielding of chassis
shields, fan guards, and cable connectors.

2.1.4 Flexible Graphite
Flexible graphite is a new type of engineering material obtained after special treatment
of graphite. In addition to the characteristics of natural graphite, it also has special
flexibility and elasticity, which is an ideal sealing material. In 1968, the United States
successfully developed a flexible graphite sealing material that solved the problem of
leakage of atomic energy valves. Subsequently, some developed countries began to
develop and produce, such as Germany, Japan, and France At present, flexible graphite
and its composite materials have been widely used in petrochemical, machinery,
metallurgy, electric power, and atomic energy, Aviation and other departments, whose
benefits are very significant [4]. At present, flexible graphite has not yet been applied to
the reinforced chassis.

2.2 Liquid Conductive Sealing Material

The liquid conductive seal material mainly guides the electric adhesive. The conductive
adhesive is generally not used alone, but is used together with the solid conductive seal
material.

At present, there are many brands of conductive adhesives. According to their
different substrates, they can be divided into the following categories: (1) Epoxy. The
base material is epoxy resin, filled with conductive metal particles mainly Ag, Ni, Cu
(Ag plating); (2) silicones. The base material is silicone, whose filled conductive metal
particles are mainly Ag, Cu (Ag plating); (3) polymers. The matrix material is a

Design and Application for Sealing of Strengthening Computer 3



polymer, and the filled conductive metal particles are mainly Ag [5]. Conductive
adhesives generally cure at room temperature and can be used to connect or install
conductive rubber pads, conductive rubber strips, and wire mesh gaskets.

2.3 Basic Principles for Sealing Materials Selection

The sealing materials used by computers for harsh environment must meet the fol-
lowing requirements:

(1) Must have both conductivity and moisture barrier properties.
(2) With suitable mechanical strength and hardness, excellent compression

performance.
(3) No softening at high temperatures, no hardening at low temperatures, excellent

anti-corrosion properties, and excellent wear resistance.

In addition, when selecting the sealing material, the characteristics of the sealed part
and the sealing material should be comprehensively considered, and a mature and
reasonable sealing process method should be used as far as possible.

3 Design of Sealing Structure

3.1 Selection of Sealing Structure

Through the analysis of the sealing structure, the sealing effect of the reinforcement of
the computer is influenced by the factors including the structural form and the pro-
cessing precision of the sealing parts. According to the principle whether the seal
structure is detachable, the sealing structure can be divided into non-detachable seal
structure and detachable seal structure. Non-detachable sealing structure, usually welded
to achieve the permanent seal, which can prevent air or moisture into the internal
reinforcement. As a result, it can effectively protect the internal electronic components
of the crate. However, the non-detachable sealing structure has a fatal disadvantage that
it is not conducive to reinforcing the subsequent maintenance of the crate. The
detachable sealing structure facilitates the maintenance and debugging of the reinforced
crate, although the sealing effect is slightly inferior to the non-detachable sealing
structure. The detachable sealing structure has various forms. The common sealing
structure is shown in a-e of Fig. 1, and the extended sealing structure is shown in f-l of
Fig. 2. According to the different sealing parts and the need of commissioning and
maintenance, the reinforced crate can choose any one or two types of sealing structures.

Fig. 1. The sealing structures are shown above.
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The seal structure a, b and c shown in Fig. 1 usually selects sealing strip as the sealing
material, and these three structures are suitable for casting, die-casting or machined crate.
The conductive seals can be prepared in advance, and then press the conductive seals into
the grooves, or use conductive sealant to achieve stick. Although these seals take possion
of simple structures, they can achieve the purpose of water vapor seal and electromagnetic
shielding. The characteristic of a and b in Fig. 1 is that the sealing area is large, and it is
only necessary to process the mounting groove of the conductive seal on one of the parts.
Compared to a and b in Fig. 1, the characteristic of c in Fig. 1 is that the sealing area is
small. The sealing force is small, the required installation screw diameter is small, and so
the structure size of the sealed part is also small. In the three sealing structures a, b and c in
Fig. 1, the sealing performance of c is the best. However, c in Fig. 1 needs to be in the
mounting groove of the conductive seal is machined on the part and the boss is machined
on the other part. Therefore, the processing of c in Fig. 1 is the most difficult.

The sealing structure d and e shown in Fig. 1 usually selects the gland as the
sealing material. The advantage is that the structure is simple. The disadvantage is that
the sealing shape is more complicated. The difference between d and e in Fig. 1 is that
the former needs to process the mounting holes of the screws on the gasket, and the
latter does not need to process the mounting holes. In order to avoid the screws, the
shape of the gasket used in Fig. 1 e is more complicated than that of d.

Based on the seal structure shown in Fig. 1, the design concept in Fig. 2 is to
provide a boss and a groove at the edges of the sealed member, respectively, in order to
increase the length of invasion path such as water vapor and increase the sealing effect.
The structure f in Fig. 2 has been applied on a certain type of reinforced crate, and the
sealing effect is good.

In addition, regardless of the type of construction chosen, the amount of com-
pression of the chosen sealing material must be considered.

3.2 Design of Sealing Structure

Taking a certain type of reinforcement computer as an example, a sealing structure design
was performed. A certain type of reinforcement computer is shown in Fig. 3, and its
structure mainly includes a crate frame, a crate panel, a crate upper cover, a crate lower
cover, and various connectors. The crate frame is vacuum brazed and permanently sealed,
which is non-removable. The seal between the crate panel, the upper cover of the crate,
the lower cover plate of the crate and the crate frame, and the seal between the connector
and the crate panel are detachable seals. This article focuses on the design of the seal
between the crate cover and the crate frame, between the connector and the crate panel.

Fig. 2. The extended seal structures are shown above.
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3.2.1 Sealing Design Between Crate Cover and Crate Frame
By analyzing the size of the sealing groove and the diameter of the fixing screw, a
sealing scheme between the crate cover and the crate frame of a certain type of
reinforced computer is determined.

The crate frame and the panel are all made by CNC machine tools. The material is
aluminum alloy. A silver-plated conductive rubber strip with a circular cross-section is
used as the conductive sealing material. The sealing structure adopts f in Fig. 2, and its
cross-sectional structure and dimensions are shown in Fig. 4. Crate frame and crate
cover are connected by the screw. The screw material is low carbon steel and its yield
limit [rs] = 100 MPa. The physical parameters and dimensional parameters of the
material of the aluminum silver-plated conductive rubber strip are shown in Tables 1
and 2, respectively, and the cross-sectional shape thereof is shown in Fig. 5.

the crate panel

the crate upper cover

the crate frame

the crate bottom cover

the socket

Fig. 3. Some type of reinforced crate is shown above.

Fig. 4. The structure and size of cross-section for some reinforced crate is shown above.
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1. Solve Out the Size of Sealing Groove

dþ cð Þ � h� chð Þ½ �= dþ cð Þ� emax: ð1Þ

d � cð Þ � hþ chð Þ½ �= d � cð Þ� emin: ð2Þ

Among them,

emax: the maximum compression of aluminum-plated silver conductive rubber
strips;
emin: the minimum compression of aluminum-plated silver conductive rubber strips;
h: the depth of sealing groove;
ch: the depth tolerance of sealing groove.

Through input parameters d = 2.62 mm, c = 0.15 mm, emax = 0.35, emin = 0.15,
combining formula (1) and formula (2), we can find ch � 0.1495 mm, h � 1.95 mm.
Considering the machined error, we can calculate the depth of the seal groove
h ± ch = 1.9 ± 0.15 (mm).

Assuming that the conductive rubber strips are filled with the entire seal groove
after compression, the cross-sectional areas of the conductive rubber strip before and
after deformation are equal.

Sbefore ¼ p� d2=4: ð3Þ

Safter ¼ h� b: ð4Þ

Among them,
b: the width of sealing groove
cb: the tolerance of sealing groove, cb = 0.15 mm

Table 1. The physical parameters and dimensional parameters of conductive rubber strips are
shown below.

Physical
parameters

Hardness Shear
Modulus

Poisson’s
ratio

Metal and
rubber friction
coefficient

Diameter Diameter
tolerance

Value 70 G = 6.7 MPa l = 0.47 f = 0.6 d = 2.62 mm c = 0.15 mm

Fig. 5. The cross-sectional shape of conductive rubber strip is shown above.
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Through input parameters h = 1.9 mm, d = 2.62 mm, combining formula (1) and
formula (2), we can find b = 2.84 mm. Considering the machined error, we can cal-
culate the width of the seal groove b ± cb = 2.84 ± 0.15 (mm).

The conductive rubber strip surrounds the cover of the chassis and forms a con-
ductive rubber seal. According to the rubber industry manual [6] and the mechanical
design manual [7], the amount of compression of the conductive rubber seal is
e = (d−h)/d = 0.27, which meet emin � e � emax.

2. Work out the Diameter of Fixing Screws

E ¼ 2� 1þ lð Þ � G: ð5Þ

F ¼ 5=6ð Þ � ð
ffiffiffiffiffiffiffiffi

d=h
p

� h=dÞ � E: ð6Þ

Fc ¼ Fþ l= 1� lð Þð Þ � F: ð7Þ

P ¼ Fc=16: ð8Þ

Among them,

E: The elastic modulus of rubber;
F: The pre-pressure sealing force of the conductive rubber seal;
Fc: The sealing pressure when the chassis frame and chassis cover are fully sealed;
P: The tightening force of each screw

It is assumed that 16 screws are used to fix the chassis cover and the chassis frame.
According to the width and depth of the seal groove obtained in Formula (1), Table 1
and Formula (5)–Formula (8), it is determined that P = 0.87 MPa.

For each screw, the following formula (9), formula (10) should be satisfied.

rs � rs½ � : ð9Þ

rs ¼ P= pd2scew=4
� �

: ð10Þ

Among them,
dscew: the diameter of the screw.
From the input parameter P = 0.87 MPa, Table 1 and Formula (9) and Formula

(10), dscew � 1.05 mm are obtained.
According to the manual of fasteners, the screw diameters that meet the seal and

connection strength requirements are 2.5 mm, 3 mm, 4 mm, and so on. Considering
the frame size limit, screws with a diameter of 3 mm or 4 mm should be used.

Table 2. The design parameters of some type reinforced crate are shown below.

Structure Parameter The sealing groove Screw
Depth h ± ch/mm Width b ± cb/mm Number Diameter/mm

Value 1.9 ± 0.15 2.84 ± 0.15 16 M3 or M4
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In order to ensure that the sealing strip has a suitable amount of compression, it
needs designing a gap at the outermost edge between the frame and the cover. Com-
bined with the above analysis and calculation, the specific sealing structural dimensions
of the crate frame and the cover are as shown in Fig. 6 in mm.

3.2.2 Sealing Design Between Connector and Crate Panel
The connector includes a socket, a chassis ground, a signal ground, an indicator light, a
power switch, a USB interface, etc. The sealing between the connector and the rein-
forced chassis panel is mainly achieved through a seal gasket and a sealant. The
following takes the sealed design of the socket as an example, and proposes specific
sealing measures for the connector of the certain type of reinforced computer and the
chassis panel.

The socket is usually installed on the panel of the chassis. The installation method
of the socket includes installing from the outside to the inside and installing from the
inside to the outside. They can select the corresponding installation method according
to the user’s needs and the actual project. a and b in Fig. 7 show the installation
structure from.

In Fig. 7,
A: the socket square size, in mm;
D: the socket mounting diameter, in mm.

Fig. 6. The sealing structural dimensions between the aluminum alloy frame and the cover is
shown above.
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According to the model specification of the connector, a suitable gasket can be
quickly selected from the shared library of the gasket. The structure of the socket
gasket is shown in Fig. 8.

In Fig. 8,
B: the socket mounting hole spacing size, in mm.

a)  Installing from the outside to the inside

b)  Installing from the inside to the outside

a)  Installing from the outside to the inside

b)  Installing from the inside to the outside

Fig. 7. The sealing structure of aviation socket installation is shown above.
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A certain type sealing gasket shared library is shown in Table 3.

In addition to the above two types of sealing design, if some sealing requirements
are high or it is not convenient to install the sealing material, a moisture absorbing
agent such as color changing silicone and a moisture absorbing plate may be attached,
or an appropriate surface protection may be provided, such as the entire housing static
spray plastic, etc., which is to achieve effective sealing.

Fig. 8. The structure of the socket gasket is shown above.

Table 3. A certain type sealing gasket shared library.

Serial
number

Drawing
number

A/mm B/mm D/mm Socket
type

Installation method
Installing from
the outside to the
inside

Installing from
the inside to the
outside

1 XXXX-
0001

24 17 ± 0.15 U17 XXXX-
01

p

2 XXXX-
0002

27 20 ± 0.15 U20.5 XXXX-
02

p

3 XXXX-
0003

29 22 ± 0.15 U24 XXXX-
03

p

4 XXXX-
0004

31 24 ± 0.15 U27 XXXX-
04

p

5 XXXX-
0005

34 26 ± 0.15 U31 XXXX-
05

p

6 XXXX-
0006

37 28 ± 0.15 U33 XXXX-
06

p

…… …… …… …… …… …… …… ……
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4 Test Verification

To check out the sealing abilities of the reinforced computer, a series of tests were
accomplished. It will describe the tests in detail below.

4.1 Rain Test

According to the relevant requirements of GJB150.8A-2009 Part 8 [8], the waterproof
performance was tested. The test records are shown in Table 4.

4.2 Electromagnetic Compatibility Test

According to the relevant requirements of GJB151B-2013 [9], the tests of CE101,
CE102 and RE102 had been achieved. The test results are shown in Fig. 9 a, b and c,
which show that the crate meets the requirements of electromagnetic compatibility.

4.3 Vibration Test

According to the relevant requirements of GJB150.16A-2009 Part 16 [10], the module
level stress screening test has been completed. The test results are shown in Fig. 10.
After the test, all the fasteners are in good condition and we did not find any damage in
the structural parts. It can be concluded that the crate satisfies the vibration and shock
conditions.

Through the tests above, it proved that this type of reinforced computer meets GJB
requirements. At the same time, it further verified this reinforced method is feasible.

Table 4. The rain test records.

Test detection conditions Test indexes Test
results

(1) In the power-on state
(2) A nozzle is installed in the surface
of the chassis for receiving rain of
0.55 m2

(3) The nozzle is 500 mm away from
the surface of the test case
(4) The nozzle pressure is 400 kPa
(5) The raindrop diameter is 2 mm
(6) The test time is 40 min per face

After the test cabinet is restored to normal
temperature under normal atmospheric
conditions, check the following items:
(1) No damage to the appearance
(2) No power failure, power failure, black
screen and program error after power-on

Passed
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a) The CE101 test results. 

b) The CE102 test results. 

 c) The RE102 test results. 

Fig. 9. The CE101, CE102 and RE102 test results are shown above.
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5 Conclusion

In this paper, two key factors of the sealing design, namely the choice of sealing
materials and the design of sealing structure, are analyzed. It is proposed that the
sealing design scheme for computers under harsh environment. A certain type of
reinforced computer adopting the sealing scheme has withstood routine tests, such as
rain shower and electromagnetic compatibility. All the indexes meet the requirements
of the national military standard. The sealing scheme improves the reliability of
computer under harsh environment, such as humid, salt fog and strong electromagnetic
interference. The sealing design can enable the reinforced computer to meet the
requirements from the seal and electromagnetic shielding, and provide an effective
reference for other sealing design in related fields. As usual, the reinforced crate uses
the same type sealing material, so that the choice of sealing material has a single nature.
The sealing design based on the conductive rubber strip (pad) is to estimate the
compression amount, according with their experience. As a result, the sealing design
error takes place. Therefore, expanding the choice of sealing materials and obtaining
the accurate compression of the sealing material are the main directions for the sub-
sequent research on the reinforced computer sealing design.
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Abstract. As a standard display interface, VGA (Video Graphics
Array) has been widely used. In this paper, we propose an independent
VGA controller, and the CPU (Central Processing Unit) does not need to
control and transmit data, which can save hardware resource and enhance
data processing speed, compared to the regular VGA design. Specifi-
cally, the controller consists of a synchronizing module, a memory mod-
ule, and a palette module. We implement three pixel-mapped schemes,
including bit-mapped scheme, block-mapped and object-mapped scheme,
compared with the traditional mapping scheme. Their signal activities
are 5.00× 107, 1.67× 107, 3.33× 107 and 5.67× 107 respectively which
measure the display efficiency of the VGA controller. Their synthesized
registers are 2348, 2412, 2560 and 2072, which reflect different resource
utilization. Our functional simulations and logic syntheses prove that the
proposed VGA controller design has strong flexibility, short design cycle,
and low production cost under the provided circumstances of application.

Keywords: VGA · FPGA · SOPC · Embedded system

1 Introduction

SOPC (System on Programmable Chip) can realize the main function of the sys-
tem on an independent FPGA (Field Programmable Gate Array) development
board [1]. SOPC integrates memory, logic unit, I/O interface, central processor,
bus interface, and other system design necessary functional modules into a PLD
(Programmable Logic Device), and consists of a programmable logic system [2].
The design of SOPC is very flexible and its processor system can also be pro-
grammed, cut, upgraded, expanded, maintained easily and can be programmed
for both software and hardware [3].

The VGA interface is one of the most important interface to a computer
monitor and has been used since the age of the bulky CRT (Cathode Ray Tube)
display. It is still used today and also known as the D-sub interface. Apart from
HDMI (High Definition Multimedia Interface), VGA can also display images of

c© Springer Nature Singapore Pte Ltd. 2019
W. Xu et al. (Eds.): NCCET 2018, CCIS 994, pp. 16–25, 2019.
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the 1080P to achieve higher resolution [4]. The VGA video signal is decomposed
into RGB (Red, Green, Blue) three primary colors and HV (Horizontal and
Vertical) line field signals, so the transmission loss is quite small [5]. Although
liquid crystal displays can receive digital signals directly, many products use
VGA interfaces in order to match the VGA interface graphics cards. There is
more and more demand for displaying the process result in real time as the fast
development of embedded system, especially as the development of high speed
image processing [6–8].

Compared to the regular VGA design, the proposed design does not require
central processing unit to control and transmit the data, which can save the
expense of hardware and enhance the speed of data processing. It can be widely
used in the domain of video display. FPGA is free to design, so we choose to
use FPGA to control VGA interface. The controller consists of a synchroniz-
ing circuit, a memory module and a palette circuit. The synchronizing circuit
can support three different mapping schemes to accelerate the graphic display
[9]. According to the Avalon bus control protocol and VGA synchronous tim-
ing standards, RGB signals, a horizontal synchronization signal and a vertical
synchronizing signal are allocated in a reasonable way. The design is able to not
only control display data easily and efficiently, but also be capable of functions
extensions.

The remaining of this paper is structured as follows. Section 2 presents the
basic components of the designed VGA controller. Section 3 demonstrates the
results of function simulation and performance comparisons. Section 4 discusses
the whole design of the modules. Finally, Sect. 5 gives some concluding remarks.

2 System Components

The designed VGA controller generates the synchronization signal and outputs
the data of pixels to screen continuously. We use Avalon bus protocol to transfer
the data controlling color display. This bus allows users to connect the peripher-
als easily and configure the SOPC easily. We develop a VGA controller and soft-
ware driver with the display resolution of 640× 480. The hardware part consists
of a VGA synchronization circuit, a controller based on SRAM (Static Random
Access Memory) dual-port video memory, and a palette circuit. The software
section includes the driver for reading and writing video memory, as well as the
basic program to get the image from the BMP (Bitmap) format file. Figure 1
depicts the controller and the coupling relation with the colorful displayer via
control signals and color signals.

There are three different mapping schemes to generate the pixel units from
the memory: bit-mapped scheme, block-mapped scheme, and object-mapped
scheme.

With regard to the bit-mapped scheme, the signal pixel x and pixel y can
generate the position index for the graphic units. The synchronization circuit
constantly updates the screen and writes the relevant data to video memory.
A retrieval circuit reads video memory continuously and assigns RGB signal
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Fig. 1. Controller components and input output signals

data. For a resolution of 640× 480 display, there are about 310 kB (640× 480)
pixel units on a screen to show different pixels [10], which needs 38.4 kB
(640× 480× 1/8) space of the memory. The need for 8-bit and 12-bit color dis-
play are 310 kB (640× 480× 8/8) and 461 kB (640× 480× 12/8), respectively.

The block-mapped scheme can decrease the demand for the memory perfor-
mance. In this scheme, a series of data comprise a block and each block is treated
as a display unit. For example, an 8× 8 pixel square (64 pixels) can be defined
as a block. Such a screen, made up of 640× 480 pixels, consists of 80× 60 blocks
and also requires only 4800 words (80× 60). The bit width of a word depends
on the number of block patterns [11]. For example, if there are 256 block modes,
each word should be 8 bits and the block memory size is 4.8 kB (4800× 8/8),
which is called screen memory. Assuming that the VGA uses 8-bit color format,
each 8× 8 block pattern requires 64 bytes, and all 256 patterns require 16 kB. As
a result, the overall memory requirement is about 21 kB, which is much smaller
than 310 kB for the bit-mapped scheme.

The object-mapped scheme uses simple object to display patterns. This
scheme, combining and implementing the other two schemes together, can gener-
ate different parts of a screen. For instance, the bit-mapped scheme can be used
to generate the background, and object-mapped scheme is used to display the
main objects. We can also use the bit-mapped scheme to provide one part of the
screen and the block-mapped scheme to create another part of the screen [12].

The system is mainly composed of a RAM (Random Access Memory) control
module, a time synchronization module and a palette module [13]. The interface
diagram is demonstrated in Fig. 2. The whole system has no intervene with
graphic processing unit, synchronizes the display information and output color
data independently.

2.1 The Synchronization Unit

The synchronization circuit (named VGA sync circuit in this paper) of VGA
interface generates timing signals and synchronizing signals. The two signals are
decoded from the internal counter, and the two output signals of the counter
are pixel x and pixel y. The signal pixel x and pixel y represent the relative
position of the scan and actually indicate the location of the current pixel.
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The vga sync circuit also produces the video on signal, indicating whether or
not to display it.

In the ideal case, the clock rate of the synchronization circuit should be the
same as the pixel rate, for a 640× 480 VGA display with a pixel rate of about
25 MHz. In this case, the synchronization circuit can be realized by two special
counters: the module 800 counter, used for tracking horizontal scanning, and the
module 525 counter for tracking vertical scanning.

If the system clock rate is different from the pixel rate, it is usually necessary
to create a separate clock domain for the video system. As the design in this paper
uses a 50 MHz quartz oscillator on the development board, the system clock rate
is twice the pixel rate. Instead of creating a single 25 MHz clock domain, which
complicates the timing, it is better to produce a 25 MHz enabling symbol that
enables or pauses the count. This symbol can also be sent to the p tick port as
an output signal to coordinate the operation of the pixel generation circuit.

Fig. 2. VGA controller modules interfaces

2.2 The Memory Control Unit

From the bit-mapped scheme point of view, each pixel in the screen is mapped
directly to a memory word, and the signal pixel x and pixel y form the pixel
address. The system is composed of video RAM memory, and its schematic
diagram is shown in Fig. 3. Video memory contains two ports: the VGA port
and the host port. The VGA port is marked as address2 and data2, which can
be read continuously and beneficial for VGA operation. The pixel address is
obtained by the signal pixel x and pixel y, which receive the color information
corresponding to the pixel and specify the current coordinate in the screen.
The host port, labeled as address1 and data1, connects to the controller. The
controller writes information of pixels to the memory and updates the displayed
graphics. When it comes to overlapping operations, we may occasionally need
to perform reading operations.
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The actual performance of video memory depends on the type of physical
memory device used in the system. A true dual port memory chip can be used,
or a single port memory chip and a multiplexing circuit are used to simulate dual
port access. Considering the cost and availability of dual port storage systems,
we often adopt the latter methodology.

In a single port implementation, the VGA port and the host port access
the same address and data bus of the memory chip. Additional multiplexing
and addressing circuits are used to coordinate operations. In order to avoid the
graphical display of burr and noise, VGA ports usually have priorities. When
video display is closed, the controller can perform the write operation. The other
method is double buffering, in which two memory banks are used, one for VGA
ports and the other for the controller to write data. Two memory banks operate
concurrently and switch roles when a storage body is filled with new data. The
scheme actually multiplies the bandwidth of memory, which acts as a real dual
port memory. Other similar methods can also be used to simulate dual-port
operations. Figure 3 shows a common construction for a RAM controller and
emphasizes the interaction with the address bus and the data bus to transfer
the original data into the display screen.

Fig. 3. RAM controller module

2.3 The Palette Unit

The design of VGA controller uses 8 bits for a pixel: 3 for red, 3 for green, and 2
for blue. Assuming the data is d7d6d5d4d3d2d1d0, the data bits responsible for
displaying the red, green and blue are d7d6d5, d4d3d2 and d1d0 respectively. The
development board needs 8-bit data bits for each color beam, and three color
beams require 24 bits of color depth. We need to convert 8-bit color data of a
palette circuit into 24-bit color data output. The easiest way to do this is to use
the data bits of the 8-bit color data as the high efficient bit of the 24-bit color
output, and copy the low efficient bits. Another more complex solution is to use
a color lookup table. In this scheme, the 8-bit input color data is the address
of the table which contains 24-bit color data. The 8-bit address corresponds
to 256 units in the table, such that the 24-bit colors can catch up to 256. In
other words, you can use 24 bits of color in a single image, but we can only use
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256 colors in the 4096 possible colors. The size of the lookup table is 256× 24
(6144). Many image usage packages contain a palette lookup table that can be
invoked according to the actual needs.

3 Function Simulation and Performance Comparisons

The VGA display control system is embedded into the computer in a standard-
ized and effective manner, and the rational circuit conception is realized in the
EDA tool. Schematic design input method and hardware description language
(HDL) circuit design text is a common design input method in IC design field.

In this design, we use the synchronization circuit, video memory controller,
and the module of the palette circuit to realize the RTL (Register Transfer Level)
circuit writing of the discrete module [14]. In addition, a package circuit can be
added to the video controller to create a SOPC component. It contains three
interfaces, one Avalon-MM interface from the device interface functioning as the
host port for interacting with the host; a clock input interface for system clock;
a conduit interface for the I/O signal of SRAM. The packaged video controller
contains additional logics for address decoding, multi-channel data distribution,
and appropriate enabling signals.

3.1 Simulation Results

In the Modelsim, the timing sequence of the VGA synchronization signal is
simulated in the RTL simulation, and the simulation timing results are shown
as Fig. 4. When the row coordinate in the picture above becomes 799, the row
coordinate signal will be set to zero and the column coordinate will be 2. At
this time, the second row pixel will be scanned. This is a detailed example for
the bit-mapped scheme. The length of line synchronization signals sequence is
greater than that of the screen opening signals. This phenomenon is consistent
with 800 clocks cost by synchronization signal and 640 clocks spent by screen
open signal. When the column coordinate becomes 524, the column coordinate
is set to zero and the screen completes a refresh process.

The bit-mapped scheme requires all the pixels to display based on the clock
edge, so the color and coordinate data are incoherent and independent to display
every display datum in a single time period, compared to the other two schemes.
Otherwise, the block-mapped scheme allows blocks of display data to transfer
continuously without the restrain of the clock edge and contributes to coherent
display mode with continuous data output. Furthermore, the object-mapped
scheme mixes the benefits of the first two schemes as it supports the high-
definition pixel display with the bit-mapped scheme and the high-efficiency data
transfer with the block-mapped scheme. But this allocation method for display is
quite complex of all three display schemes and may result in display irregularity
sometimes.
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Fig. 4. Synchronization sequence diagram

3.2 Performance and Comparison

The design for three innovated display schemes is independent and reliable for
specific applied environment. Compared to primitive VGA controller, the pro-
posed design presents more display mapping modes to appeal to different imple-
mentation environment. The VGA controller can be employed in several systems
which have video output and support variable mapping schemes to accelerate
the display speed compared with the traditional VGA display system [15]. In
this section, we propose a FPGA-based system which uses VGA controller as a
functional module to display visual data in three mapping display mode. This
system plays a role as a remote surveillance system.

The novel VGA controller is not in need of central processing unit to transfer
the data for display, which may spare some cost for hardware and increase the
speed of data processing. This efficient design can be extensively implemented
in the domain of video display without looking up the instant VGA information,
while other VGA controllers tend to control the color signals in a monotonic
way without the use of independent VGA submodules [5]. FPGA is compatible
to various designs and we choose to utilize FPGA to control VGA interface.
The design can not only control display data easily and efficiently, but also be
capable of functions extensions.

We realize the synthesis of the function modules presented below with Quar-
tus II and observe the overall performance. Moreover, we compare the three
mapping schemes with register amounts after compilation, signal amounts and
signal activity, as shown in Table 1. The signal amounts affect the complication
and the power consumption of the whole system. The block-mapped scheme
has two more signals than bit-mapped scheme, including block starts signal and
block ends signal. Besides, object-mapped scheme implements bit starts signal
and bit ends signal more than block-mapped scheme. The signal activity here
indicates the average signal reversal amounts in one second time at 50 MHz
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clock frequency and the higher signal activity results in greater dynamic power
consumption for transistors. The increase in signal amounts can result in more
register amounts and synthesized areas.

Table 1. Differences between three display schemes

Scheme Register amounts Signal amounts Signal activity (×107)

Bit-mapped 2348 10 5.00

Block-mapped 2412 12 1.67

Object-mapped 2560 14 3.33

Traditional mapping 2072 10 5.67

4 Discussion

In this paper, we have presented efficient hardware architecture for VGA monitor
controller which has a high potential to be used in Altera FPGA-based systems.
The highlighted feature makes the design suitable for several FPGA devices and
is able to meet different requirements of targeted applications. Using FPGA
to control the VGA interface has the advantages of hardware integration and
overcoming the disadvantages of large size, difficulty in modifying the architec-
ture, and poor system compatibility. The image information is stored by RAM,
which is easy to write RGB trichromatic information, and the image content is
displayed according to FPGA. The real-time control of video display based on
VGA protocol is realized, which is of great practical significance to the realization
of various miniaturized devices and portable embedded systems.

The whole video controller system is composed of a synchronous circuit, a
video memory controller circuit, and a color palette circuit. The three basic
components can deal with the normal transactions while displaying videos. The
resources cost is decreased to a low level and the design achieves low energy
use, which relies on the specific design based on SOPC method. The transistors
are generated by the experimental platform and cater to many kinds of require-
ments. This paper presents a practical method to transfer the different color
data and synchronize the display lines and rows. However, it fails to be compat-
ible with all FPGA development boards. The compatibility for this design will
be under evaluation. Moreover, it may increase the difficulty on setting up the
system and selecting the appropriate pixel-mapped schemes. The raise of sig-
nal activities causes higher consuming power. And the expansion of synthesized
areas may result in more resource utilization. Our experiment results show that
the proposed method generates display functions with good subjective quality in
terms of the objects’ spatial consistency and temporal motion continuity. It also
avoids overloaded components and compensates for insufficient available pixels.
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5 Conclusion

In this design, the VGA controller based on FPGA development board could
be employed to display colorful pixels efficiently. The VGA controller based on
SOPC can send data to the screen directly through the used interface. Three
pixel-mapped schemes were implemented to accelerate the display rate of the
videos. The feasibility of system design, the overall architecture of the hardware
description language code, and the development tools affected the performance
of the control system. From the perspective of the wide application of VGA
interface in flat panel display field, the popularity of this flexible design method
combined with FPGA has surged. Our simulation results prove that this system
is stable, flexible, short in design period, low in expense, and has certain exter-
nal expansibility, which clearly suggests the display system with VGA interface
opens a promising avenue towards the display market prospect.
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Abstract. The three-dimensional Network-on-Chip (3D NoC) has been
proposed to resolve the complex on-chip communication issues in multi-
core systems by using die stacking technology in recent years. It is more
difficult to guarantee performance in 3D NoC system than 2D because of
stacking dies and the unequal thermal conductance of different logic lay-
ers. To ensure the system performance and availability, we proposes an
Inter-Layer-Distance based Routing (ILDR) algorithm, which distributes
the traffic according to the inter-layer-distance from source node to desti-
nation node. We simultaneously consider the buffer status and node tem-
perature of neighbors on path to determine the horizontal route of the
next hop. The simulation results show that the proposed ILDR algorithm
can apparently reduce network latency and improve network throughput
in different experimental traffic patterns. Although the energy consump-
tion is increased, the Energy delay product (EDP) is reduced, so ILDR
is a power-efficient solution for 3D NoC.

Keywords: Inter-layer distance · 3D NoC · Routing algorithm

1 Introduction

With Moore’s Law, the complexity of system-on-chip (SoCs) increases sharply,
system designers are facing unprecedented challenge in on-chip interconnect
design. Due to the lack of scalability and predictability, traditional bus-based
communication methods cannot be adapted directly in SoC [1]. In recent years,
NoC has been proposed as an on-chip communications solution to provide bet-
ter scalability, performance and modularity for the MP-SOC architecture [2]. In
addition, to lower power consumption and to decrease size, three-Dimensional
Network-on-Chip (3D NoC) was proposed. Compared with the bus architecture
and 2D NoC, 3D NoC have a large number of advantages, including smaller
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layout footprint, shorter physical distances and hops, and more directions for
each router [3]. Here are some research results on NoC. Chameleon [4] pro-
poses a heterogeneous Multi-NoC design, which exploits power saving oppor-
tunities at different levels of granularity simultaneously. HMMesh [5] present a
hybrid Multi-NoC design architecture, and leverages CMesh network to respect
its power efficiency at low network utilization.

Thermal is an extremely severe issue in 3D NoC attributing to die stacking,
longer heat dissipation path and larger power density. The thermal character-
istics is different from each other in stacking dies of 3D structure. The bottom
layer tends to be at the lowest temperature because it is close to the heat sink.
In contrast, the top layer tends to be at the highest temperature [6].

Most of the previous works try to distribute the traffic evenly in each layer.
Actually, owing to the longer heat dissipation path and the varying cooling
efficiency in vertical direction, even with a balanced traffic distributed on the
network, the performance cannot be guaranteed optimally yet. Based on the
inter-layer-distance and considering both cooling efficiency and performance, we
propose a novel algorithm called ILDR. ILDR calculates the inter-layer-distance
(ILD) from source node to destination node. If the absolute value of ILD is not
greater than ILDthreshold, our routing algorithm routes the packet at current
layer horizontally in priority, then sending to the destination node in vertical
direction. Otherwise, the routing algorithm routes the packet to the layer which
is closer to the bottom layer. In other words, if the source node layer is farther
to bottom layer than to the destination node, the algorithm priority routes
the packet to the destination layer in the vertical direction and then routes it
horizontally to the destination node. On the contrary, the algorithm routes the
packet to the projective destination in the same layer (the node that has the same
X and Y coordinates in the source layer with the destination node) and then
routes to the destination node vertically. Although this algorithm always makes
the traffic imbalance, since the bottom layer is close to the heat sink and the
heat dissipation is shorter, the algorithm can still achieve a high performance.

The rest of the paper is organized as follows: Sect. 2 presents previous research
related to this study, Sect. 3 describes the proposed ILDR algorithm, Sect. 4
illustrates the simulation results and Sect. 5 concludes the paper.

2 Related Work

2.1 Turn Models and Neighbors-on-Path (NOP) Selection Strategy

Since the turn model [7] was proposed, it become widespread to design deadlock-
free routing algorithms. It is quite cost-efficient and easy to implement, espe-
cially for networks without virtual channels. However, Chiu [8] found that the
routing algorithms based on turn model generate uneven routing adaptability
several years later. To address this issue, the odd-even turn model, which pro-
hibits different turns in odd and even columns, was proposed. Based on the turn
model and the odd-even turn model, many adaptive routing algorithms have been
proposed.
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Neighbors-on-Path (NOP) [9] is a selection strategy proposed for indecision
occurring when the routing function returns several admissible output channels.
The main aim is to allocate the channels allowing the packets to be routed to
their destination along a path that is as free as possible of congested nodes. NOP
selection strategy using a score mechanism, the score of a candidate destination
is increased for each neighbor-on-path with available space in a no-reserved input
buffer. Finally, the channel with the higher score is selected.

2.2 Mean Time to Throttle (MTTT) Routing Index

Traditional selection strategies determine the routing path based on the traffic
information, which may deliver most of the packets to congestion region and
then results in huge performance impact. To work out this problem, Kuo et al.
proposed a novel thermal-aware routing index called Mean Time To Throttle
(MTTT) [10]. MTTT means the remaining active time before the router being
throttled by the run-time thermal managements (RTM) and can be repressed as:

MTTT =
Tthreshold − T (t)

Temperature Comsumption Rate
. (1)

Where Tthreshold denotes the temperature threshold to trigger run-time ther-
mal managements (RTM). T (t) is current temperature at time t. And Tempera-
ture Consumption Rate represents the rate of change of temperature in a timing
interval which can be expressed as:

dT (t + Δts)
dt

=
dT (t)

dt
× e− 1

RC . (2)

The RC parameter denotes the thermal resistance and thermal conductance,
respectively.

2.3 Transport Layer Assisted Routing (TLAR) Algorithm
and Topology Aware Adaptive Routing (TAAR) Algorithm

Thermal is a significant issue in the 3D NOC design, so several researchers
have paid attention to thermal-aware routing algorithms. Chao et al. [11] pre-
sented a Transport Layer Assisted Routing (TLAR) algorithm in 2011. They
used the topology information to assist the determination of routing in this
algorithm. TLAR was composed of two parts: lateral routing algorithms in
the horizontal layer and downward routing in the vertical layer. According to
the difference of the intra-layer routings, there were three algorithms been pro-
posed on account of the TLAR framework, called Downward-Lateral Adaptive-
Deterministic Routing (DLADR), Downward-Lateral Deterministic Routing
(DLDR) and Downward-Lateral Adaptive Routing (DLAR).

Although TLAR algorithm effectively improves performance, it is prone to
cause the traffic congestion in the bottom of logic layer. For more balanced
traffic, Chen et al. [12] proposed the TAAR algorithm. The TAAR algorithm uses
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cascaded routing for more path diversity while using queuing analysis theory to
balance the traffic in the vertical direction. As a result, the routing computational
complexity increases the hardware overhead of TAAR algorithm accordingly.

3 Algorithms Design

As mentioned above, thanks to the longer heat dissipation path and the vary-
ing cooling efficiency in the vertical direction, even with a balanced traffic dis-
tributed on the network, the performance cannot be guaranteed optimally. To
ensure the system performance and availability, this work proposes an Inter-
Layer-distance based Routing (ILDR) algorithm. Besides, we also consider the
logic layer-distance from source node to destination node, buffer status and node
temperature of neighbors on path simultaneously.

3.1 Routing Design

The flow chart of the ILDR is shown in Fig. 1, where Src and Dst represent
source and destination nodes respectively. Dt is the projective destination which
is the node that has the same X and Y coordinates with the destination node in
source layer, and St is the projective source which is the node that has the same
X and Y coordinates with the source node in destination layer. If the inter-layer-
distance from Src to Dst is less than ILDthreshold, the routing algorithm first
routes the packet in the horizontal layer to the projective destination node Dt,
and then send it to the destination node in the vertical direction (Up or Down).
If the inter-layer-distance is greater than ILDthreshold, the routing mechanism
will be divided into two cases. If Src is farther to the bottom layer than Dst, we
first route the packet to St in the destination layer by vertical path, then route
to the destination by horizontal path. If Src is closer to the bottom layer than
Dst, in this case, we first route the packet in the horizontal layer to Dt, and then
route to the destination node in the vertical direction.

Table 1 shows the detail traffic load distribution of the algorithm when
ILDthreshold = 1 in 8 * 8 * 4 3D mesh NoC, where layer3 acts as the bottom
layer (close to the heat sink layer). The number from “0” to “3” represents
which layer is used to routes the packet in horizontal direction, either the source
node layer or the destination node layer, depending on the inter-layer-distance.
For instance, if a packet needs to be routed from layer0 to layer1, the inter-
layer-distance is less than 1, so the horizontal layer used to route is “0”. If the
transmission is between layer0 and layer2, the horizontal layer used to route is
“2”, because layer2 is closer to the heat sink layer. The last column of the table
shows the traffic load ratio of layer0, layer1, layer2 and layer3 is 2:3:5:6.

For better understanding, we show an example in Fig. 2. The two groups,
Src1 to Dst1, Src4 to Dst4, are the absolute value of the inter layer distance
less than 1, so first pass in the source node layer, and then passed vertically to
the destination node. Src2 to Dst2, Src3 to Dst3, the absolute value of the inter
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Fig. 1. Flow chart of the ILDR algorithm.

Table 1. Detailed traffic load distribution (ILDthreshold = 1)

layer distance between the two groups is greater than 1, so the transfer in the
horizontal direction is preferentially performed in the layer close to the heat sink
layer.

ILDthreshold is a very significant parameter in our algorithm. In the 8 * 8 * 4
3D mesh NoC, we set ILDthreshold = 1. Actually, the value of ILDthreshold can
be adjusted according to the actual number of NoC layers. As shown in Table 2,
when ILDthreshold = 0, the traffic load ratio is 1:3:5:7, which means that the
traffic load among the layers is particularly unbalanced. Traffic in the bottom
layer is too large and the upper layer is too small, causing traffic congestion at the
bottom layer and thus affect the overall performance. On the other hand, as the
Table 3 shows, when ILDthreshold = 2, the traffic load ratio is 3:4:4:5, and only a
small fraction of traffic at the top layer are transferred to the bottom, achieving
no performance improvement. After the experiment, we chose ILDthreshold = 1
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Fig. 2. Examples of ILDR algorithm.

for NoC with 4 layers. When the number of NoC layers changes, we can adjust
the value of ILDthreshold to achieve maximum performance improvement. For
example, in 8 * 8 * 8 3D mesh NoC, we can set the value of ILDthreshold to
3 or 4.

3.2 Intra-layer Routing

The intra-layer routing is a widely applied Odd-Even routing algorithm, which
has been proved a deadlock-free algorithm in 2D mesh NoC. In vertical direc-
tion, extra channel is affiliated to avoid deadlock. As shown in Fig. 3, we utilize
vertical channel 1 to route packet which is transferred from horizontal direction
to vertical orientation. When the packet transmission path is form vertical to
horizontal, another channel works. Note that it is impossible for a packet to turn
twice in a vertical direction with our routing algorithm. Therefore, there is no
cyclic dependency and the routing algorithm is deadlock-free.

Table 2. Detailed traffic load distribution (ILDthreshold = 0)

Src Dst

Layer0 Layer1 Layer2 Layer3 Traffic load ratio

Layer0 0 1 2 3 1

Layer1 1 1 2 3 3

Layer2 2 2 2 3 5

Layer3 3 3 3 3 7
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Table 3. Detailed traffic load distribution (ILDthreshold = 2)

Src Dst

Layer0 Layer1 Layer2 Layer3 Traffic load ratio

Layer0 0 0 0 3 3

Layer1 1 1 1 1 4

Layer2 2 2 2 2 4

Layer3 3 3 3 3 5

Route in vertical chnnel 1

Route in vertical chnnel 2

Forbidden Route

Fig. 3. Turns in vertical directions.

We combine the NOP with MTTT to determine the route of the next hop,
and harness the following objective function to evaluate the routing condition of
each neighbor node.

Si = α
SNoP

Bl
+ β

MTTT

(Tthreshold − TA)
. (3)

Where Si denotes the Score of the neighbor node in direction i which is one
of North, South, East, West in 2D mesh. SNoP is the score computed by NOP
score mechanism. Bl denotes the buffer length of each node. MTTT is the mean
time to throttle as discussed before. Tthreshold is the temperature threshold and
TA denotes the ambient temperature. α and β represent the weights for the two
objectives. The direction with highest score will be selected at last.

4 Experimental Results and Analysis

We compare our ILDR algorithm with TLAR-DLADR [11] and TAAR [12] in
Average Latency, Energy Consumption, Throughput and Energy Delay
Product (EDP). Access Noxim simulator [13], combinating Noxim simulator and
HotSpot simulator, and adopts the power model of Intel’s 80-core processor, is
used for this evaluation. Related parameters for the simulation are shown in
Table 4. In order to decrease the simulation time, we set the initial temperature
at 85 ◦C and set the packet size larger than buffer size.
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Table 4. Parameters for simulation

ID Parameter Value

1 Packet size 8 flits

2 Buffer size 4 flits

3 Simulation time 106 cycles

4 Warm up time 104 cycles

5 α, β 0.75, 0.25

6 Mesh size 8 * 8 * 4

7 Traffic patterns Random, Shuffle, Transpose1

8 Temperature threshold 115 ◦C

9 Initial temperature 85 ◦C

When implementing the proposed routing algorithm on the simulator, we
execute the simulations on a 8 * 8 * 4 mesh network. We have run three simu-
lations with different synthetic traffic patterns which use the poisson process
for modeling the temporal variation of traffic. With random traffic, a node
sends a packet to each other node with the same probability. In transpose traf-
fic, a node (i, j) only sends packets to a node (N-1-j, N-1-i), where N is the
size of the mesh [14,15]. In shuffle traffic, the source node with node number
{si|si ∈ {0, 1}, i ∈ [0, n − 1]} sends a packet to the destination node whose
node number is {si−1 mod n | si−1 ∈ {0, 1}, i ∈ [0, n−1]}. The comparison
results of the average latency, total energy consumption, throughput and EDP at
random, transpose and shuffle traffic patterns are illustrated in Figs. 4, 5 and 6.

(a) Average Latency (b) Throughput

(c) Total Energy (d) EDP

Fig. 4. Results of traffic random.
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(a) Average Latency (b) Throughput

(c) Total Energy (d) EDP

Fig. 5. Results of traffic shuffle.

(a) Average Latency (b) Throughput

(c) Total Energy (d) EDP

Fig. 6. Results of traffic Transpose1.
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Experiments shows that comparing with TAAR and TLAR-DLADR algo-
rithms, our algorithm reduces the network latency and improve network through-
put on any traffic patterns in different degrees and shuffle benefits mostly. It
can be attributed to our uncomplicated algorithm for routing computation, the
transmission delay is lower than other algorithms. Additionally, even though the
proposed algorithm allocates more traffics to the layers located closer to the bot-
tom layer, they are close to the heat sink and have shorter heat dissipation path,
as a result, the network throughput still stays well. However, the added channel
in vertical direction leads to an increase in hardware complexity that ultimately
increases total energy consumption. For evaluating the average latency and total
energy at the same time, we use the energy delay product (EDP) metric for per-
formance evaluation. We found that the EDP of the algorithm is still better than
the other two algorithms, which means that our algorithm is more effective.

In order to understanding of the performance improvement more intuitively,
we have listed the detailed simulation data when Packet Injection Rate (PIR) =
0.025 in the Table 5. As can be seen from the table, compared with the DLADR

Table 5. Detailed simulation data for PIR = 0.025

Metrics Traffic patterns Proposed ILDR DLADR TAAR

Average latency Random 39.0259 140.948 176.291

(+72.31%) (+77.86%)

Transpose1 81.8089 165.559 204.176

(+50.59%) (+59.93%)

Shuffle 22.4499 163.56 144.33

(+86.27%) (+84.44%)

Throughput Random 0.19776 0.179515 0.163867

(−9.23%) (−17.14%)

Transpose1 0.18649 0.156884 0.138203

(−15.87%) (−25.89%)

Shuffle 0.19756 0.150618 0.161018

(−23.76%) (−18.49%)

Total energy Random 3.91901 3.55471 3.25433

(−9.29%) (−16.96%)

Transpose1 3.50581 2.77286 2.31256

(−20.91%) (−34.04%)

Shuffle 3.1769 2.34537 2.51263

(−26.17%) (−20.91%)

EDP Random 152.94289 501.0293 573.7091

(+69.47%) (+73.34%)

Transpose1 286.80646 459.0719 472.1693

(+37.52%) (+39.26%)

Shuffle 71.32109 383.6087 362.6479

(+81.41%) (+80.33%)
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algorithm and the TAAR algorithm, the ILDR algorithm reduces the aver-
age delay by 50.59%–86.27% and improves the throughput by 9.23%–25.89%.
Although the total energy consumption has increased by 9.29%–34.04%, the
EDP is decreased by 37.52%–81.41%.

5 Conclusion

In this paper, we proposed an Inter-Layer-distance based Routing algorithm,
which use the logic layer-distance from source node to destination node as a
metric to allocate traffic load. By comparing with other algorithms, the proposed
ILDR can reduce the network latency and improve network throughput. Despite
the increasement in total energy consumption, the algorithm’s EDP is still better
than the other two algorithms. That is to say, the proposed algorithm is effective
to maintain a high performance.
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Abstract. This paper presents a method to evaluate the impact of temperature
characteristics on vertical cavity surface emitting laser (VCSEL) module. As one
of the core modules in the optical communication system, the performance of
VCSEL strongly influences the communication quality of the high-speed optical
communication system. However, it is difficult to directly analyze the temper-
ature change of VCSEL. In order to solve this problem, batches of laser sources
have been integrated into the optical communication module, the physical
properties of the laser beams then can be easily measured at different temper-
atures (low temperature −5 °C, room temperature 25 °C and high temperature
70 °C). By analyzing the wavelength, ext. ratio and the margin of eye diagram
of these laser beams, we calculate the percentage value which referrers to an
engineering experience standard value as the evaluator, to describe the quality of
the optical communication system. The performance of communication quality
is evaluated under different parameters, including amplitude, emphasis, mode
and bias etc. Several tests have been preceded which all obtained the satisfactory
results.

Keywords: Temperature characteristics � Vertical cavity surface emitting laser
Optical communication modules

1 Introduction

With the developing of high performance computing technologies, various high-speed
optical networks are widely used in the field of high-performance computer. As a core
part of optical interconnect networks, optical communication module plays an
important role in high-speed data communication applications [1, 2]. In the optical
communication data transmission, 850 nm vertical cavity surface emitting laser
(VCSEL) shows a desirable performance with the advantages of high modulation rate,
low power consumption and easy packing, especially suitable for short-range
local area network such as high-performance computers and data centers [1, 3, 4].
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The photograph of VCSEL array and transmitting driver chip are shown in Fig. 1.
Many optical communication researches have been presented based on VCSELs: By
the means of inserting a high-bandgap electron blocking layer, the carrier blocking
effect on 850 nm InAlGaAs/AlGaAs VCSELs was theoretically and experimentally
investigated by National Chiao-Tung University. With the optimized 850 nm VCSEL
devices for high-speed operation under direct modulation, the researchers from Chal-
mers University of Technology has been achieved to record an optimal oxide aperture
diameter [5, 6]. A researcher from Tyndall National Institute presented gain calcula-
tions using an 8-band k p Hamiltonian which indicates that the incorporation of 10%.
The In-GaAs/AlGaAs QW structure could approximately double the differential gain
with the compare to the GaAs/AlGaAs QW structure, with little additional improve-
ment achieved by further increasing the In composition in the QW [7].

Many achievements have been achieved in the area of VCSELs. However, the self-
heating problem of the device still remains in the short-wavelength and low-power
VCSELs. The thermal characteristic parameter is a very strong impact on the semicon-
ductor laser which leads the temperature characteristic test to become particularly crucial
[8, 9]. Thus, the test of temperature characteristic needs to be carried out in a stable heat
balance system. This paper applied a self-designed thermal closed system which is
packaged in the optical modules, to study on the 850 nm VCSELs. The temperature
characteristics of the optical modules gave a series data of VCSELs to describe the
thermal performance at extreme temperatures [10]. We note that the research method
introduced in this paper is designed for 850 nm high-speed optical communication
module because it is the most common communication device in data center or high-
performance computer. However, it potentially generally more useful because it is based
on a principle common to other 850 nm optical communication products.

The remaining part of this paper is organized as follows. In Sect. 2, the thermal
model assessment of VCSEL is introduced. Section 3 provides the temperature
experiments and data. Section 4 gives the high-speed communication system experi-
ments, which come up with an effective method to overcome the high temperature
problem. At the end of the paper, the main conclusion of this paper’s work is drawn in
Sect. 5.

Fig. 1. Photograph of (a) VCSEL array and (b) transmitting driver chip.
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2 Thermal Model Assessment of VCSEL

In the optical communication modules, GaAs substrate has a Cr/Au photolithographic
electrode and VCSEL arrays are sintered on the substrate by solder. In order to have a
good heat dissipation performance, GaAs substrate is fixed to the PCB by thermal
conductive adhesive. The reserved position is gold-plated and has multiple cooling
holes [11]. The whole system is mainly through the air natural convection for heat
dissipation, so the calculation formula of conduction heat in the system can be
expressed as below:

DQ ¼ hADTDt ð1Þ

Where DT is the temperature difference between the material in the area and air. DQ
is the heat value that the area of A conducts heat to the air during the time of Dt. While
h is the heat conduction coefficient, it represents the capacity of the material to heat the
air under natural heat dissipation. The thermal diffusion equation is shown below.

@2t
@x2

þ @2t
@y2

þ @2t
@z2

þ Q
k
¼ 1

a
@t
@s

ð2Þ

Where k is coefficient of thermal conduction, thermal diffusivity of material is a, t
represents the temperature of ðx; y; zÞ coordinate, Q is the heat flux at the corresponding
coordinates and s is for time.

In the following research, we fully consider two formulas above to design the
optical communication modules and make full use of PCB space distribution.

3 Temperature Experiments and Data Analysis

As it is known that the bandwidth performance of VCSEL degrades at high temperature
and corresponds to room temperature at low temperature. By integrating VCSELs into
optical communication modules, the wavelength and eye diagram are analyzed
respectively in different systems. 21pcs VCSELs are provided by the supplier for
verifying the performance. Each optical module has 4 transmitting channels, which is
tested in the temperature experiment. All the optical modules are numbered sequen-
tially from 1# to 21#. Figure 2 demonstrates the temperature testing system. Testing
instrumentation includes optical spectrum analyzer (OSA) and digital communication
analyzer (DCA).

As it is shown in Fig. 2, temperature control system respectively provides constant
temperatures low temperature −5 °C, room temperature 25 °C and high temperature
70 °C. The temperature hood is above the optical modules, which is in a sealed
environment to make the module in a certain temperature environment. The computer
sends control commands to BERT by the I2C. Bit error ration tester (BERT) which is
utilized to generate and send high-speed electric signal to the test board. The optical
module connects to the test board through the interface and achieves the electro-optical
conversion. Optical signal is analyzed by OSA or DCA by using the optical fibers.
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3.1 Temperature Experiments for the Wavelength

The testing parameters of OSA are shown in Table 1. 21pcs optical modules at dif-
ferent temperatures are tested. The laser wavelength changes with the temperature.
Figure 3 illustrates the changes of laser array wavelength in each optical module at
different temperatures.

As we can see in the result, the influence of temperature change on the laser is
mainly behaved as the drift of wavelength, which may cause the instability of the
output like errors and packet loss. The optimal communication wavelength is around

Fig. 2. The temperature testing system.

Table 1. The parameters of OSA.

Smplg SwpAvg VBW (Hz) Sm Intvl

2001pt 2 100 off off

(a)                           (b) (c)

Fig. 3. Laser wavelength at (a) −5 °C (b) 25 °C (c) 70 °C.
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850 nm. At −5 °C, the wavelength is close to 850 nm. However, with the increments
of the temperature, the wavelength increases. And the increase in wavelength is not
irregular. In each temperature condition, the laser wavelength trends to be consistent.
But the change of wavelength would have impact on the quality of the communication.
According to the mathematical statistics of the experimental results, the average
wavelengths are respectively 851.14 nm at low temperature, 853.23 nm at room
temperature and 857.01 nm at high temperature. Figure 4 demonstrates the typical
wavelength of VCSEL. The industrial manufacture upper limit of wavelength is
860 nm which has a poor communication performance, but data communication can be
still possible.

The analysis above shows that the wavelengths of some VCSELs are very close to
the upper limit (860 nm) at the high temperature. However, as for data transmission
acceptable wavelength range (840–860 nm), the yield is 100%.

3.2 Temperature Experiments for the Eye Diagram

The eye diagram is series of digital signals accumulated on the oscilloscope and
displayed on Keysight, which contains a bunch of information. The effects of inter-
symbol interference and noise can be observed from the eye diagram. It reflects the
overall characteristics of the digital signal which can be used to estimate the system
performance. Thus, eye diagram analysis is the core of signal integrity analysis for
high-speed interconnect systems. In addition, the characteristics of the receiving filter
can also be adjusted using this pattern in order to reduce inter-symbol interference and
improve the transmission performance of the system. Two key measurements, Margin
and Ext. Ratio, are studied in this paper. In the course of industrial production,
acceptable Margin of hit ration is 10% at 5e−5 at any temperature. And acceptable Ext.
Ratio is between 3 dB and 5 dB at any temperature. These two important parameters

Fig. 4. Typical wavelength of VCSEL (7# at room temperature 25 °C).
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have been studied in detail when we teste the optical eye diagram of 21pcs optical
communication modules. Figures 5 and 6 illustrate the results.

At the high temperature, the margin is mostly between 15% to 25%, which is very
crucial for communication system. It is acceptable that the margin at high temp should
be above 10%. Even though all the optical modules are acceptable, the performance of
them are not desirable at the high temperature. The average Margins from the statistics
are 40.53% at low temperature, 37.01% at room temperature and 21.21% at high
temperature. Optical eye diagram has a significant decline while the temperature
increases. However, there is an opposite tendency in the data for Ext. Ratio. The
average Ext. Ratios are 4.05 dB, 4.17 dB and 4.57 dB respect to different tempera-
tures, but some channels of 1#, 4# and 9# are over 5 dB which is unacceptable. Table 2
and Fig. 7 demonstrate the typical examples.

(a)                                             (b)                                           (c) 

Fig. 5. Margin (%) (5e−5 hit ratio) at (a) −5 °C (b) 25 °C (c) 70 °C.

(a)                                             (b)                                           (c) 

Fig. 6. Ext. Ratio at (a) −5 °C (b) 25 °C (c) 70 °C.

Table 2. The results of typical optical eye diagram channel 3 of 6# at different temperatures.

TEMP
(°C)

ER
(dB)

Crossing
(%)

Jitter-pp
(ps)

Jitter-rms
(ps)

Rise time
(ps)

Fall time
(ps)

Margin
(%)

−5 3.92 46.3 9.72 1.47 15.82 18.75 43.0
25 4.05 46.4 10.58 1.51 15.48 18.49 37.9
70 4.08 46.8 14.36 2.04 17.72 22.70 12.8
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4 High-Speed Communication Experiments

After analyzing the performance of VCSEL, we tested the communication quality of
optical communication modules. Figure 8 illustrates the diagram of optical commu-
nication system.

Pseudo-Random Binary Sequence (PRBS) is used in testing, a pseudo-random
sequence containing only 0 and 1, which can be predetermined, and can be repeatedly
produced and replicated. Bit Error Ratio Test (BERT) system generates PRBS31 code
pattern and transfers the code to IO0 board card by the coaxial cable. Electrical signals
are converted into optical signals in optical modules, which on the IO0 board card.
Optical modules on IO1 board card get the optical signals through the fiber, which
converts the optical signals into electrical signals and transfer back to the BERT.

Fig. 7. Typical optical eye diagram channel 3 of 6# at (a) −5 °C (b) 25 °C (c) 70 °C.

Fig. 8. The diagram of optical communication system.
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For comparing the emitted and recovered signals, the error codes and error ratio of the
data transmission are calculated. According to the error codes or error ratio, we can
evaluate the performance and reliability of optical communication modules. The
software on the control computer displays the result of error codes and error ratio. By
twisted pair, the control computer monitors the optical communication modules and
changes parameter settings real-timely. Figure 9 illustrates the details of channel
connection between the optical communication modules.

We select a default plan and a modified plan to test optical signal transmission
especially for long working time. The temperature of the operating system increases
and eventually stabilizes in a region, which is similar to the high temperature condition.
The optical communication modules of a default plan use the parameters recommended
by the supplier, while a modified plan uses the parameters adjusted in the laboratory
which may lead to a good performance. The process of modified plan is as fellows.
First, we applied the control variable method to adjust the most sensitive optical
communication module configuration parameters, other parameters remain at their
default values. Optical modules are tested in Fig. 8 system after parameters being set.
Through reasonable pre-emphasis and post-emphasis collocation, signal to noise is
deduced. This is a good way to improve analog noise reduction in analog signal noise
processing. We first set the pre-emphasis and post-emphasis optimal parameters, which
are the most sensitive parameters, and the effect of other configuration parameters is
neglected. Then we fixed the pre-emphasis and post-emphasis parameters and adjusted
other parameters (amplitude, equalization and bias) for several tests. Finally, we got a
set of final optimal configuration parameters respect to the modified plan. Line chart in
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Fig. 9. The details of channel connection.
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Fig. 10 respectively shows the result of a default plan and a modified plan corresponds
to their configuration parameters. The horizontal coordinate represents the test ports
and the ordinate indicates the amount of errors.

The communication quality and performance of the BERT system are stable under
multiple tests with configuration parameters of modified plan (as is shown in Fig. 10b).
Modified plan has a better performance than default plan, which means that the plan
overcome the problem of high temperature by adjusting parameters of optical com-
munication modules.

5 Conclusion

Temperature characteristics have significant influences on the optical communication
system. The research we carried out in this paper is about the performance of VCSELs
at different temperatures. First, 21pcs VCSELs are packaged into optical modules and
tested in a temperature testing system. By analyzing the key parameter indicators of
wavelength and eye diagram under different temperatures, margin of optical eye dia-
gram has a noticeable decline while the temperature increasing to a higher temperature,
which will affect the quality of communication. Then optical communication system is
built to test the performance of optical modules for a long working time with a default
plan and a modified plan. The temperature of hardware goes up as optical communi-
cation system works for a long time. It is similar to high temperature condition in the
practical application. After a series of adjusting amplitude, emphasis and bias etc., the
modified plan has a better performance than the default plan, which overcomes the
problem of VCSEL temperature drift in the communication system. Finally, the
research has some reference value for the industrial manufacture of 850 nm VCSEL
products.

Acknowledgments. The research is supported by the National Natural Science Foundation of
China (No. 61572509), the research is also supported by the National Key Research and
Development Plan (No. 2016YFB0200203).

(a)                                                          (b) 

Fig. 10. The testing result of (a) default plan and (b) modified plan.
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Abstract. This paper presents an efficient parallel 1-D FFT implementation
method based on the architecture features of multi-core vector processor. It
divides the parallel computation of large-point 1-D FFT into the (n-m)-level
parallel FFT computation and M-point parallel FFT computation according to
the number of data points M that can be accommodated in the global cache
(GC). The parallel FFT computation for each stage are performed using a shared
DDR data method in (n-m)-level FFT computation. In the M-point parallel FFT
computation, a parallel FFT computation method based on the matrix Fourier
algorithm is designed, it converts the original M-point 1-D FFT computation
into a 2-D FFT computation, and achieves parallel FFT computation using a
shared GC data method, which avoids multiple data transfers between GC and
AM and reduces data transmission overhead. Merge Column FFT computation
with factor matrix multiplication and column FFT computation results in the
AM, which further reduces the number of data transfer between AM and GC,
and can significantly improve the efficiency of M-point FFT computation. The
experimental results on Matrix show that the average speedup of the single-core
single-precision 1-D FFT is 8.26 times and the average speedup of the dual-core
single-precision 1-D FFT is 6.78 times compared with the TMS320C6678 with
the same frequency.

Keywords: Multi-core vector processors
Large-point 1-D Fast Fourier Transform
Matrix Fourier algorithm � Parallel

Discrete Fourier Transform (DFT) is one of the most important algorithms for scientific
computing, especially in the field of signal processing systems, such as radar signal
processing, underwater acoustic signal processing, spectrum analysis, video image
algorithm, speech recognition, etc. With the increasingly prominent problems of power
consumption and heat dissipation, energy consumption has gradually become an
increasingly important factor affecting high-performance computing systems, and the
architecture of the processor is moving toward multi-core, many-core, heterogeneous
GPUs, embedded DSPs, etc. How to improve the computational performance of DFT
for novel architecture has been a research hotspot [1–7]. The fast Fourier transform
(FFT) algorithm proposed by Cooley and Turkey [8] significantly reduces the
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computational complexity of the N-point DFT algorithm from the original O(N2) to O
(Nlog2N). It can achieve high FFT computation performance if the FFT computation
data can be stored in the on-chip memory of processors. On the other hand, because the
FFT computation data of the same level is not reusable, the computation data needs to
be processed multiple times in the processor’s storage to complete the computing,
thereby greatly reducing the computation performance of the FFT. Therefore, the
computational performance optimization of large-point FFTs is very dependent on the
layout and migration methods of the data, and it needs to be performed according to the
processor architecture characteristics. Goedecker [9] and Karner [10] study how to use
FMA instructions to reduce the number of multiply-add operations to optimize FFT
computation performance for processors that provide FMA instructions. Liu [11]
proposed a vectorization method using FMA to accelerate FFT calculations for FMA
structured vector processors. HE [12] proposed a large point FFT optimization method
for GPU architecture. FFTW [13] is a widely used FFT math library on general-
purpose CPU platforms. It has good portability and can search for optimal FFT
implementation based on processor architecture features. Daisuke [14, 15] studied the
1-D parallel FFT implementation of distributed storage. Jongsoo [16] proposed a 1-D
FFT implementation method with low communication overhead for Intel’s Xeon Phi
coprocessor.

1 Matrix Architecture

As shown in Fig. 1, Matrix is a high-performance multi-core vector processor designed
for high-density computing. It is designed as Very Long Instruction Word (VLIW)
architecture and includes a Scalar Processing Unit (SPU) and a Vector Processing Unit
(VPU). The SPU is responsible for scalar task computing and flow control, and the
VPU is responsible for vector computing. Matrix includes a complex multi-level

Fig. 1. Matrix multi-core block diagram
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storage structure such as scalar register file, vector register file, scalar Level 1 cache,
large-capacity on-chip vector array memory (AM), multi-core shared global cache
(GC), and external shared DDR3. Matrix provides Fused Multiply-Add (FMA) in-
structions and its peak performance of single core is up to 100GFLOPS at 1 GHz. It
can not effectively unleash Matrix’s VLIW pipeline structure, vector computing and
multi-level storage characteristics using traditional FFT algorithm, and results in low
computing performance. Based on the architectural features of Matrix, this paper
presents an efficient large-point parallel one-dimensional FFT implementation method,
which can significantly improve the performance of large-point one-dimensional FFT
on Matrix.

2 Parallel 1-D FFT Computing Method

The basic principle of the Decimation-In-Frequency (DIF) radix-2 FFT algorithm is as
follows. Let x0, …. , xN − 1 be N = 2n points complex numbers. The 1-D DFT is
defined by the formula:

XðkÞ ¼
XN�1

i¼0

xðiÞWik
N k ¼ 0; . . .. . .;N� 1ð Þ

Where 0 � k < n, Wik
N ¼ e�jð2p=NÞikðj ¼ ffiffiffiffiffiffiffi�1

p Þ (known as the twiddle factor).
Decompose the output sequence X(k) into two sequences by parity, then

Xð2kÞ ¼ PN=2�1

i¼0
ðxðiÞþ xðiþN=2ÞWik

N=2

Xð2kþ 1Þ ¼ PN=2�1

i¼0
ððxðiÞ � xðiþN=2ÞÞWi

NÞWik
N=2

8>>><
>>>:

ð1Þ

After N/2 butterfly computation as shown in Fig. 2, the N-point DFT is decom-
posed into two N/2-point DFT. This process can continue until N/2 2-point DFT
computation.

In the above-mentioned one-dimensional FFT computation method, for each stage
of FFT computation, N point data needs to be transferred from the off-chip DDR
memory to the on-chip vector array memory. After the computation, the computation

Fig. 2. Butterfly operation

50 Z. Liu and X. Tian



result is transferred from the on-chip vector array memory to the off-chip DDR
memory. In the next stage of FFT computation, repeat the above process until all stages
of FFT computation are completed. For large-point FFT, at each stage of FFT com-
putation, because the total computation data far exceeds the capacity of the global
cache (GC), the data in the GC is continuously replaced, but there is no hit, and the data
transmission time cannot be reduced. The N = 2n point FFT computation, including
n-level FFT butterfly unit calculation, requires 2n data transmissions back and forth.
The data transmission time is very expensive; the data transmission time is much longer
than the computation time, which results in low overall FFT computation efficiency.

Assume that the global cache (GC) can accommodate M = 2m point FFT com-
putation data. After the (n-m)-level FFT butterfly unit computation, instead of com-
puting all the FFT butterfly units step by step, 2n−m M-point FFT computations are
computed in sequence. In each M-point FFT computation, since the data is completely
cached in the GC, it is not necessary to fetch computation data from off-chip DDR
memories, which significantly reduces the data transfer time. It can effectively reduce
the computation time of the M-point FFT, thus greatly improving the overall FFT
computation efficiency. Therefore, the parallel computing of large-point 1-D FFT is
divided into parallel computing of the (n-m)-level FFT and parallel computing of the
M-point FFT.

2.1 (n-m)-Level Parallel FFT Computation Method

In the (n-m)-level FFT computation, each stage of FFT computation needs to transfer
N-point data from the off-chip DDR memory to the on-chip vector array memory AM.
Since the computation data are all one-time consumption, the data cached in the GC
cannot be reused, and the test data indicates that the transmission time spent for
transmitting data from the DDR to the AM is greater than the total computation time of
the butterfly computation of each level. So parallel FFT computation is performed
using a shared DDR data method, which can reduce the total computation time in the
(n-m)-level FFT computation. As shown in Fig. 3, taking the first-stage FFT compu-
tation as an example, the core 0 computes the butterfly computation of the first and
third 1/4-section data and the core 1 computes the butterfly computation of the 2nd and
4th 1/4-section data. After each stage is computed, the cores synchronize once to ensure
data consistency. In the (n-m)-level FFT computation, the amount of data read each
time is significantly greater than the length of the vector. Therefore, the data blocks
computed by the butterfly unit are all continuously accessed in DDR, which improves
the efficiency of DDR data access. The data transmitted to the AM is also a continuous
data block, which facilitates vector data access and is easy to be vectorized.
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2.2 m-Level Parallel FFT Computation Method

After the (n-m)-level FFT butterfly computation, 2n−m M-point FFT computations need
to be computed in turn. In each M-point FFT computation, although the computation
data of the M-point FFT can be completely accommodated in the GC, it cannot be fully
accommodated in the vector array storage AM, and which requires 2 m data trans-
mission processes. In order to facilitate vector computation and continuous data block
transmission to improve FFT computation efficiency, it is still necessary to modify the
original computation method. For this reason, the FFT vectorization computation
method based on the matrix Fourier algorithm is designed, and the original M-point 1-
D FFT is converted into a two-dimensional FFT computation. This method can sig-
nificantly improve the computational efficiency of the M-point 1-D FFT.

Let M = RS, R = 2r, S = 2 s. The sequence x(i) is grouped into R subsequences of
length S, that is, 1-D sequence x(i) is converted into a 2-D array sequence of the
following form:

xð0Þ xð1Þ � � � xðS� 1Þ
xðSÞ xðSþ 1Þ � � � xð2S� 1Þ
..
. ..

. � � � ..
.

xððR� 1ÞSÞ xððR� 1ÞSþ 1Þ � � � xðRS� 1Þ

2
6664

3
7775

Fig. 3. Parallel 1-level FFT computing based on sharing DDR data
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Let i and k be mapped as follows:

i ¼ Si1 þ i2;
0� i1 �R� 1
0� i2 � S� 1

�

k ¼ k1 þRk2;
0� k1 �R� 1
0� k2 � S� 1

�
8>><
>>:

Then X(k) can be transformed as follows:

XðkÞ ¼Xðk1 þRK2Þ

¼
XS�1

i2¼0

XR�1

i1¼0

xðSi1 þ i2ÞW k1 þRk2ð Þ Si1 þ i2ð Þ
M

¼
XS�1

i2¼0

XR�1

i1¼0

xðSi1 þ i2ÞWk1i2
R

" #
Wk1i1

M

( )
Wk2i2

S

ð2Þ

As can be seen from the above equation, the 1-D FFT computation of M-point can
be converted into a computation similar to 2-D FFT. That is, first compute the S R-
point column FFT computation by column, then multiply the result of the computation
with a factor matrix, then compute the R S-point row FFT computation by row. Where,
the computation data of R-point column FFT and S-point row FFT can be accom-
modated in the AM. It only need to design a suitable data layout method, convenient
vector data access and computation, and it can achieve efficient computation efficiency.

In the M-point FFT computation, the parallel FFT computation is performed using
the shared GC data method. As shown in Fig. 4, the first computation is the S R-point
column FFT computation by column. The core 0 computes the first half of the S/2 R-
point column FFT computation, and the core 1 computes the second half of the S/2 R-
point column FFT computation. The cores synchronize once before performing row
FFT computation to ensure that all data has completed column FFT computation.

Fig. 4. Parallel M-points FFT computing based on sharing GC data
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If directly performing computation according to the above formula (2), you need to
complete all column FFT computation before multiplying the result data with a factor
matrix. In order to avoid multiple data transmission between GC and AM and reduce
data transmission overhead, after the column FFT computation in the AM is computed,
the column FFT computation result in this section is multiplied by the factor matrix. It
makes the column FFT computation and the column FFT computation result and the
factor matrix multiplication only need one traversal computation, and no longer
requires multiple data transmission between AM and GC, which improves the com-
putation efficiency of the M-point FFT.

To further overlap the computation time into the data transmission time and reduce
the total computation time, a computation method based on the DMA double buffering
mechanism is adopted in each stage of the above-mentioned FFT computation, column
FFT and row FFT computation.

2.3 FMA Optimized Buttery Computation

The FMA instruction provided by Matrix can further improve the computational effi-
ciency of the FFT butterfly computation. Assume that the two inputs of a butterfly
computation of the DIF radix-2 FFT are A and B respectively, the outputs are Y1 and
Y2 respectively, the butterfly factor is W, and the subscripts r and i respectively
represent the real and imaginary parts of the complex, according to the formula (1),
there are

Y1
Y2

� �
¼ 1 1

W �W

� �
A
B

� �
¼ 1

W

� �
1 1
1 �1

� �
A
B

� �

Expand the formula:

Y1i

Y1r

Y2i

Y2r

2
666664

3
777775 ¼

1 0 0 0

0 1 0 0

0 0 Wr 0

0 0 0 Wr

2
6664

3
7775
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¼
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0 0 Wr 0

0 0 0 Wr

2
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3
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2 0 1 0

0 2 0 1
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Derive from the above formula, a butterfly computation requires 4 fusion multiply-
add operations, 2 real multiplications and 2 real additions, and a total of 8 floating-point
operations. It reduces 2 floating point operations compared to traditional FFT butterfly
computation.
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3 Performance Testing and Analysis

The parallel 1-D FFT algorithm proposed in this paper was tested and analyzed in the
RTL-level test environment of the multi-core vector processor Matrix. The system
frequency of Matrix in the test is 1 GHz, the frequency of DDR3 is 1600 MHz, and the
single and dual core peak performances are 100GFLOPS and 200GFLOPS, respec-
tively. The single-core and dual-core peak performance of the same frequency
TMS320C6678 tested at the same time is 16GFLOPS and 32GFLOPS, respectively.
Statistical experimental data is averaged over multiple experiments.

First, as shown in Fig. 5, single-core and dual-core performance of a single-
precision 32k, 64k, 128k, 256k, 512k, and 1024k-point radix-2 FFT is tested on Matrix
respectively. The speedups from 32k to 1024k are 1.61, 1.69, 1.74, 1.8, 1.53, 1.39,
respectively, and the average speedup is 1.63. As shown in Fig. 6, single-core and
dual-core performance of a double-precision 32k, 64k, 128k, 256k, 512k, and 1024k-
point radix-2 FFT is tested on Matrix respectively. The speedups from 32k to 1024k are
1.66, 1.72, 1.67, 1.48, 1.35, 1.26, and the average speedup is 1.52. It can be seen that
when the computed data exceeds the GC capacity (single-precision 256k, double-
precision 128k), the computation performance and speedup decreased significantly
because of the limited DDR bandwidth.

Second, we compared the single- and dual-core single-precision 1-D FFT perfor-
mance of the Matrix and TMS320C6678, respectively. As shown in Figs. 7 and 8, the
test data shows that the computation time of the single-core single-precision 32k points
radix-2 FFT is only 0.11 ms, and the corresponding performance of the TMS320C6678
at the same frequency is 0.915 ms. The performance ratios from 32k to 1024k are 8.29,
8.54, 9.26, 9.85, 7.61, 6.03, respectively, and the average ratio is 8.26.

Fig. 5. The computation performance of single-precision 1-D FFT in matrix
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Fig. 6. The computation performance of double-precision 1-D FFT in matrix

Fig. 7. Performance comparison of single-core single-precision 1-D FFT on matrix and
TMS320C6678
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The computation time of the dual-core single-precision 32k points radix-2 FFT is only
0.0686 ms, and the corresponding performance of the TMS320C6678 at the same
frequency is 0.478 ms. The performance ratios from 32k to 1024k are 6.97, 7.18, 7.86,
8.72, 5.78, and 4.19, respectively and the average ratio is 6.78. However, the peak
performance ratio of the two is 6.25. It shows that the proposed 1-D FFT vector and
parallel algorithm have higher computational efficiency and efficiently exploit the
computing performance of Matrix.

4 Conclusions

With the rapid development of microprocessor technology, the architecture is
becoming more and more novel and complex. The computation performance opti-
mization of large-point FFT depends more on the mining of processor architecture
features. The computation performance of large-point FFT is not only related to the
processor’s peak computational performance, but more importantly depends on the
data storage layout and migration method. This paper proposes a large-point parallel
1-D FFT implementation method based on matrix Fourier algorithm for the indepen-
dently developed vector processor Matrix. Experimental results show that the proposed
parallel 1-D FFT implementation method based on multi-core vector processors has
significant advantages. It can efficiently exploit the computing performance of multi-
core vector processors. Compared with the TMS320C6678 with the same frequency,
the average speedup of the single-core single-precision 1-D FFT is 8.26 times, and the
average speedup of the dual-core single-precision 1-D FFT is 6.78 times.

Fig. 8. Performance comparison of dual-core single-precision 1-D FFT on matrix and
TMS320C6678
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Abstract. Considering the electronic product stability and personal safety,
most countries strictly formulate a lot of EMC compulsory certification stan-
dards in the field of information technology. However, during the authentication
testing of the mobile terminals, the problem of Radiated Emission (RE) or
Radiated Spurious Emission (RSE) occurs often and it is usually difficult to be
solved. In this paper, reasons that result the RE and RSE problems of mobile
terminals are analyzed at first. The architecture of related test system is intro-
duced. A new method to solve the problems is proposed. And then, detailed
experimental countermeasures and process are illustrated to solve the problem.
Finally, some design guidance for RE/RSE problem is concluded. This paper
has shown that our method is an effective way to eliminate or decrease the
probability of RE/RSE problem for mobile terminal design.

Keywords: Mobile terminal � RE � RSE � EMC

1 Introduction and Background

It is usually that engineers apply high speed microprocessor in the electronic products,
but these digital circuits running in the product will produce strong electromagnetic
emission to other circuits of itself or other devices. So it may cause bad stability or
failure to pass EMC (Electro Magnetic Compatibility) authentication [1]. In consid-
eration of the electronic product stability and personal safety, most countries formu-
lated a lot of EMC compulsory certification standard in the field of information
technology [2, 3].

For mobile communication terminals, EMC tests mainly include: CE (Conducted
Emission), RE (Radiated Emission), CSE (Conducted Spurious Emission), RSE
(Radiated Spurious Emission), CS (Conducted Susceptibility), RS (Radiated Suscep-
tibility), EFT/B (Electrical Fast Transient Burst), de-sensitivity problem, and etc. In the
process of certification test, RE and RSE fail occurs often and it is usually difficult to be
solved. It will not affect the stability of the mobile terminal, ignored easily in the early
develop stage, but it usually occurs in the product certification test. The mainly reason
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for it is insufficient design considerations in early development stage. And it is difficult
and time-consuming to be rectified in authentication test stage. Finally, it will affect the
market plan of the product at last. So we can conclude that solving and avoiding the
RE/RSE problem is very important for the research and development of mobile
terminals.

2 Theoretical Analysis

2.1 RE/RSE Analysis

RE (Radiated Emission) test is mainly measure the radiated electromagnetic wave
energy of the mobile terminal, which is plugged in the charger. The Chinese standard
define that the test frequency range of GSM communication mode is 30 MHz–6 GHz,
and the other communication mode tests are 30 MHz–1 GHz, but the European
standard is 30 MHz–6 GHz for all modes of mobile phones.

RSE (Radiated Spurious Emission) test is mainly test the radiated energy of har-
monic component, non-harmonic components and parasitic components of communi-
cation radio wave [4, 5]. The measuring frequency range is 30 MHz–4 GHz, and the
test settings and limits are slightly different according to the communication band. The
details can be found in the 3GPP test specification.

Both RE test and RSE test are belong to the EMC test. EMC means that in the
electromagnetic environment, the equipment can work well, but can’t be interfered by
other devices, at mean time, it also does not interfere other devices working. The
generation of EMC problem is often dealt with from the three factors: interference
source, jamming path and risk sensitive device (see Fig. 1). Lack of any one of three
factors does not cause an EMC problem, so the solution of the EMC problem can start
from these three aspects and only need to deal with one at sometimes. The EMC
problem includes two aspects: electromagnetic interference (EMI) and electromagnetic
sensitivity (EMS). EMI is the interference to other devices or systems; EMS is the work
capability to tolerate other interference [1, 2].

2.2 Test System

RE/RSE authentication test system diagram is showed on the Fig. 2. In addition to
software configuration and testing methods, the obvious difference between RE test and
RSE test is that the RE test need to plug the charger, but RSE does not need. Taking the
test system as a whole, the interference source is the device under test (DUT), the

Interference 
Source Jamming Path

Sensitive 
Device

Fig. 1. EMC 3 factors
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jamming path is space radiation, and the interfered device is the EMC measuring
system. Among them, the equipment, measuring antenna and microwave chamber are
the standard configuration of the authentication system. Except running abnormally, it
cannot be rectified, so solving the RE and RSE problems must be considered from the
terminal side. From the jamming path, the interference may be radiated through the
communication antenna, and it may be also radiated through the PCB trace or the
internal connector line of the terminal or the external charger connector line [6–9].

2.3 Countermeasures

If we could weaken or eliminate any one of the three factors of EMC, the EMC
problem cannot be generated. Therefore, the optimization of EMC performance is
within these three aspects. The common optimization method of RE/RSE performance
is listed as below:

1. Reduce the working voltage, current or power of the interference source.
2. Change the working frequency of the interference source, so that it does not pro-

duce interference wave of the corresponding test frequency.
3. The spread spectrum technology which does not affect the source working per-

formance can be applied also.
4. Add resistor, inductor, magnetic bead and common mode inductor between the

interference source and the sensitive device, can weaken or block the corresponding
interference signal.

5. Add capacitors, RC filter, LC filter, EMI device and special filter, can weaken or
block the corresponding interference signal also.

D
U
T

Communication
Antenna

Measurement
Antenna

Communication
System

EMC
Measurement

System

PC

Microwave
Chamber

Charger and 
Panel

Fig. 2. The RE/RSE certification test system
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6. On the jamming path, we should strengthen isolation and shielding also, which
include shielding cover, shielding box, shielding line, protecting the PCB signal line
by use GND shielding [7, 8], and so on.

The means list above, 1–3 is based on weakening interference sources signal, and
the 4–6 is the diverting or blocking of EMI signals based on the jamming path.

By the way, the selection of all kinds of EMC elements is also an experience
technology. We described briefly two kind of universal elements: magnetic beads and
capacitance. For magnetic beads selection, we considered mainly on DC resistance, AC
resistance, cut-off frequency and so on (from the specification of the book). For
capacitance selection, we considered mainly on the self-resonance frequency.

3 Experimental Analysis and Rectification Process

According to the theoretical analysis of the first section, we know that we find the three
factors of EMC interference is the premise for us to identify the root cause and resolve
the EMC problem. If we confirmed the interference source and the jamming path of the
RE/RSE, the problem could be solved quickly and effectively. Based on some practical
experience of analysis and rectification for RE/RSE problem, the following experi-
mental steps are recommended.

Step 1. Judge whether the interference source is a Radio Frequency (RF) circuit or
not at first.

At first, we describe the RF circuit and its character that can help us analyze the
interference caused by RF circuit as shown in Fig. 3. A RF circuit is normally a
nonlinear system, where yðtÞ is the output, xðtÞ is the input, the relation of them can be
described by the Eq. (1) [10].

yðtÞ ¼ c1xðtÞþ c2x
2ðtÞþ c3x

3ðtÞþ . . . ð1Þ

Assume xðtÞ is a sine wave single tone, xðtÞ ¼ AcosðxtÞ, we can get yðtÞ in the
following express.

y tð Þ ¼ c2A2

2
þ c1Aþ 3c3A3

4

� �
cos xtð Þþ c2A2

2
cos 2xtð Þþ c3A3

4
cos 3xtð Þþ . . . ð2Þ

RF Circuit
( )x t ( )y t

Fig. 3. The RF circuit
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Assume xðtÞ is two signal, xðtÞ ¼ A1cosðx1tÞþA2cosðx2tÞ, we can also get yðtÞ
expression of cosðmx1 � nx2Þ, where m, n is the signed integer number [10].

In Eq. (2), 10 log c2A2

2

� �
¼ 20 log c2A

2

� �
and 10 log c3A3

4

� �
¼ 30 log c3A

4

� �
. So, if the

amplitude of input signal changes k dB, the harmonic amplitude will change 2k dB and
the third harmonic will change 3k dB. In the other word, the harmonic signals’
amplitude in dB is also multiple of the input signal’s amplitude.

Whether the interference is the radiation of the radio frequency circuit or not, can be
judged by experience at first. The interference signal below 500 MHz is generally not
produced by the radio frequency circuit, but the interference signal which frequency is
integer multiple of the communication frequency and its amplitude in dB is also
multiple of the useful RF signal, is usually generated by the RF circuit. Of course, there
are exceptions, non-harmonic signals may also be generated by RF circuits, such as
intra-band and out-band mixing interference which can be described by expression of
cosðmx1 � nx2 � � � �Þ, side band interference caused by incorrect timing of RF switch
(see Fig. 4, RE test results of a GSM900 frequency band). So in addition to experience
judgment, it is also necessary to observe the interference signal changing by reducing
the power of the terminal or setting to the idle state or even closing the transmit circuit
or changing the communication channel.

If the interference frequency changes with the communication channel of the ter-
minal, or the amplitude of the interference decreases with the communication power,
the interference source can be preliminarily determined by the RF circuit, and then the
Step 2 is continued. Conversely, if it does not change due to the change of channel and
transmission power, it can be basically determined as interference of other circuits, and
we can jump to Step 3.

Step 2. Determinate whether it is the radiation of the communication antenna or not
on second.

Fig. 4. RE test result of GSM900 band of a telephone
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Whether it is the radiation of antenna or not can be judged by adding attenuator or
filter to the interface between communication antenna and RF circuit.

If the power at the interference frequency point is smaller after added the attenuator
or filter, it means that the interference is the radiation of the communication antenna
[11], so we can jump to Step 5, and conversely, the interference of the RF circuit may
be radiated through other circuits, and the Step 3 is continued.

Step 3. Determine which function of the circuit is radiated again.

One by one, remove the functional circuit with the components of the metal lead or
plug, in order to determinate which part of the circuit is the interference source. For
mobile phones, there is usually charger (RE test), Speaker, Receiver, Microphone,
LCD, battery, GPS antenna, Bluetooth antenna, and various interface sockets and so
on. For wireless fixed telephones, there is usually charger (RE test), handle, hand-free
Microphone, hand-free speaker, LCD, HOOK key, battery and so on. If a component is
removed, the RE/RSE problem is solved or the amplitude of interference is reduced,
and we can jump to Step 5. If it is not found, continue Step 4.

Step 4. Further locate the interference source on the PCB circuit.

To analyze the problem continually, we need to localize the interference source on
PCB with near-field RF probe and spectrum analyzer. The common interference cir-
cuits are DC/DC circuits, all kinds of circuit power supplies, amplifier circuits, clocks,
DSP, audio and other analog circuits and high-speed circuits. In the shielding room,
after the mobile terminal powered on and communicated, we can use the magnetic field
probe to detect the strong interference area, and then use the electric field probe to find
the strong interference position, record the result, go to Step 5.

Step 5. Further test to determine the root interference source.

According to the previous analysis results, after dealing with it, we continue do the
RE/RSE test.

If the antenna is judged to be radiated source by the Step 2, it is necessary to
continue to check the metal parts near the antenna in the shell (remove or add the
absorbing material for the test). After eliminating the interference of the structure, we
need to solve the problem from the RF circuit.

If in Step 3, 4, we judged that a functional circuit is the source, we can add filters
(series magnetic bead and shunt capacitance etc.) or shielding scheme (using copper
skin for wrapping) according to the interference frequency point. If the solution is not
clear the problem thoroughly, after added the strongest weak interference means, we
can jump to Step 4 to continue to find the root interference sources and other strong
interference sources. Because it is undeniable that sometimes there are more than one
interference sources or more than one jamming path.

Step 6. Rectification on the interference source or the jamming path.

Based on the experiment bellow, we can basically identify the source of interfer-
ence or the jamming path, and use the common method mentioned in the second
section to continue the experiment to solve the RE/RSE problem directly.
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Different interference sources or jamming paths will bring different corrective
means. The processing of various situations is listed as follows:

Case One. If the interference signal is radiated by the antenna and reflected by the
structure, we can deal with the structural parts, such as attaching wave absorbing
material, removing metal coating, and grounding [11].
Case Two. If the interference signal is radiated by the antenna, but not reflected by the
structure, we can do conducted spurious emission test at first. If the margin to limit of
spurious emission is not enough, we can adjust the PA output matching circuit, RF
parameters, RF filter or filter to the RF power supply, and replaced with better spurious
performance elements. If the margin is sufficient and the interference frequency is far
away from the working frequency, we can add the filter to the antenna port, and change
the antenna shape, and adjust its matching circuit when it is just a little over the limit.
Of course, when the transmitting power is high enough, it can also reduce power
properly, but that must be kept enough margins for the 3GPP test speciation.
Case Three. If the interference signal is radiated by the functional circuits, we can
shield it by add grounding shielding, series inductor/magnetic bead/EMI filter, mag-
netic ring and shunt capacitor.
Case Four. If the interference signal is directly radiated by the circuit on the PCB, we
can add a copper skin shielding, a series of inductors/magnetic beads, and a shunt
capacitor, or reduce the interference power, or change the working frequency through
software (such as reducing the working voltage, using the spread frequency technol-
ogy, etc.) [6–9].

When we selected one of all the above means, the productivity and cost of the
production should be considered, so that the products can be authenticated at the same
time without losing their competitiveness.

4 Design Considerations for RE/RSE

After completed RE/RSE problem analysis and rectification, we need to consider how
to rectify it in mass production. Although there are various countermeasures for
improvement, time consumption is often unavoidable. For example, we should modify
the PCB in order to add the series inductor, the shunt capacitance, and the EMI filter. In
the same way, if the structure component causes the problem, it is not only possible to
modify the PCB, but also possible to redesign the structure mold. And so on, we will
take a fixed time cycle using all these countermeasures to deal with the problems, so it
will delay the time to market of products and even lose valuable orders. Therefore, we
should pay more attention to the matters improving RE/RSE performance in design.
Some design recommendations for RE/RSE could be list as following:

• In the early design time, it is the first thing that we place the antenna and the
functional components, and reduce interference between each other as much as
possible, and ensure good grounding design of the metal structure.

• For using the component with metal lead, we can add EMI compatible circuit
design to the interface on the PCB, and string the magnetic ring to the component
leads line. We can use EMI compatible circuit such as stringing the resistor and
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shunting the capacitor on the hook key, stringing the EMI device to the LCD,
stringing the magnetic beads and shunting the capacitor to the audio interface,
adding magnetic rings to the charger line and the USB line, etc. [12].

• Recommend to weaken the mutual interference by placing far away from each other
between high speed digital circuits, analog circuits and RF circuits [13].

• Adding the shielding box around the strong interference circuit or the sensitive
circuit is also recommended.

• Choosing the suitable element of better performance in harmonics emission and
spurious suppression (PA, duplexer).

• Optimized the trace and adding the filter to the chip power supply, especially the RF
power, is recommend [6, 8, 13].

• Branching the baseband circuit and RF circuit power in the root source on the PCB
trace line [9], and adding series bead, is recommend also.

• Minimizing the current loop of power supply is also a good mean.
• Adding the matching resistance (22 X to 51 X) on the output end of high speed

signal bus, clock signal and so on, is also necessary sometimes. And the NC (Not
Connected) bypass capacitor can be added in design also, which can be normally
changed to several pF to 10 uF if need.

• The clock line, RF line and other sensitive lines on the top or bottom of the PCB,
maybe act as the antenna of interference signal. So we should shield them by adding
ground wire or plane around them.

• Due to space constraints, if the strong interference signal line or sensitive line
cannot be wrapped by grounding, we can layout them as far as possible to the other
lines and keep them unparallel. If it is impossible to avoid, we need comply with the
3W principle.

• Paving copper plane on the periphery of the board and connect it to GND net, can
reduce unnecessary radiation.

5 Conclusions

This paper describes and analyzes the generation mechanism of RE and RSE problems
of mobile terminals at first. And then detailed experimental countermeasures and
process is given to solve the problems. Finally, some design guidance for the RE/RSE
problem is concluded. This paper provides a method for solving the RE/RSE problem
of mobile terminals, so that we can avoid the problem as much as possible in the
design, and can solve these problems in an effective way during the certification testing.
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Abstract. In this paper, we consider the problem of option pricing from
the perspect of minimax algorithm, an online learning framework. We
introduce numéraire, which is a unit of account in economics, to the mar-
ket dynamic as a multi-round game between two players: the investor and
the nature. In this way, we are able to apply the online learning frame-
work namely minimax algorithm in game theory. We model the repeated
games between the investor and the nature as a price process under dif-
ferent numéraires, thus permit arbitrary choice of numéraire, and study
this model under no arbitrage condition of a complete market. We also
relax the constraint of convex payoff functions in previous works by char-
acterizing the explicit mixed-strategy Nash equilibrium in a single-round
game, and then generalize this result to multi-round games.

Keywords: Online learning · Minimax · Numéraire

1 Introduction

Contracts like options have been used for risk management from the time of
Ancient Romans, Grecians, and Phoenicians. The first reputed option buyer
was the ancient Greek mathematician and philosopher Thales of Miletus [14].
An option is a contract which gives the buyer, or the holder of the option, the
right, but not the obligation, to buy or sell an underlying asset at a specified
strike price on a specified future date. The seller has the corresponding obligation
to fulfill the transaction, to sell or buy, if the buyer exercises the option [11]. An
option that provides the owner the right to buy at a specific price is referred to
as a call option, and likely an option that provides the right of the owner to sell
at a specific price is referred to as a put option.

A European call option on a risky asset gives the buyer the right but not the
obligation to buy a risky asset on a pre-specified expiration date T, at a pre-
specified strike price K. For example, a T = 2-year call option on Alibaba with
a strike price K = 210 dollars gives the buyer the right to buy an Alibaba share
from the seller for a price 210 dollars in 2-year’s time. We denote the Alibaba
stock price at time t by St. If the price of one Alibaba share is greater than
c© Springer Nature Singapore Pte Ltd. 2019
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210 dollars in the end of the second year, the holder will choose to execute his
option, and gain a payoff of (ST −K). Otherwise, the holder will not execute his
option, so the payoff is 0. Thus time T the payoff of the European call option is
given by:

max{ST − K, 0} (1)

“What is value of such an option today?” is a fundamental question in finance.
Black and Scholes [3] published their path breaking paper on this topic in 1973,
and led to a boom of option trading in financial markets. Their work was later
recognized by the 1997 Nobel Prize. They show that one can replicate the payoff
of an option by a dynamic trading strategy of the underlying assets, and they
provide an exact current value (price) of the option. Black and Scholes model
assumes: (1) the stock price follows a geometric Brownian motion (GBM), which
is a continuous time version of random walk; and (2) the underlying assets, i.e.
stock and risk-free bond, can be traded continuously.

These assumptions are important limitations of the Black and Scholes model.
In practice, the behaviour of stock price is not consistent with the GBM, and
both the trading and stock path are time-discrete. Since Black and Scholes,
there has been many research results (e.g. [7,8,17]) in extending their results
to different stochastic processes. Some recent works (e.g. [1,2,6,15]) relax the
stochastic assumption of stock price process and consider the option pricing as
a regret minimization problem in learning theory.

2 Related Work and Our Contributions

2.1 Arbitrage Pricing Theory and Standard Binomial Model

The arbitrage pricing theory (APT) is developed by American economist Stephen
Ross in the mid-1970s [18]. By APT, the axim of pricing any asset or financial
derivative in a market is “there should be no arbitrage opportunities in a com-
plete market”. Stephen Ross states that if there exist arbitrage opportunities in
a portfolio of two or more assets, at least one of them is mispriced.

Using the no arbitrage condition, Cox et al. [5] developed binomial option
pricing model. The binomial pricing model traces the price evolution of underly-
ing assets (e.g. the stock) in discrete time. This is done by means of a binomial
lattice (Fig. 1) for a number of time steps between the valuation and expiration
dates. Each node in the lattice represents a possible prices of the underlying
assets at a given point of time.

It is assumed that the underlying asset will move up or down by a specific
factor (1 + u) or (1 + d) per level of the nodes in the tree. Without loss of
generality we assume u > d. For example, if S0 is the current price, in the
next time period the price will either be Su

1 = (1 + u)S0 or Sd
1 = (1 + d)S0.

Notice that, under no arbitrage assumption, u and d in the standard binomial
model described above should satisfy u < r < d, where r is the risk-free interest
rate [10].
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In the binomial pricing model, valuation is performed iteratively, starting at
each of the leave nodes representing the possible prices on the expiration date,
and then working backwards through the tree towards the root node representing
the price on valuation date. The value computed at each node is the value of the
option at that point in time.

Fig. 1. The backward pricing tree of a binomial model for European call option. The
number of period t = 2, striking price K = 55, the starting stock price S0 = 60, and
the probability of stock price going up is p = 0.5 at each node.

2.2 Numéraire and Forward Price Process

The numéraire is a basic standard by which value is computed. It provides a
common benchmark relative to which the worths of various goods and services
can be measured. In a monetary economy, we usually consider money as the
numéraire. However, there is nothing stopping us from choosing other strictly
positive priced assets as the numéraire.

Formally, a numéraire, denoted as Gt, is any strictly positive asset price
process, i.e., with payoff Gt > 0 and initial price G0 > 0. The numéraire G
can be any asset, or any strictly positive portfolios (linear combinations of base
assets), or even derivatives. The quantity

Vt ≡ {At

Gt
}t≥0 (2)

is called the value process of asset A discounted by numéraire G.
Several previous works (e.g. [9,12]) take numéraire into account when pricing

options, especially exotic options. The work of Brigo et al. [4] considered change
of numéraire as a response to smiling effect.
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2.3 Learning Theory in Option Pricing Problems

To consider the option pricing as a problem of regret minimization, or a min-
imax game in learning theory is a recent progress in the literature. Relaxing
the stochastic process assumption on stock price is the main advantage of this
consideration.

In Mansour’s work “Learning, regret minimization and option pricing” (2007)
[15], the idea of regret minimization is related to the option pricing problem,
which is interpreted as an online learning task.

By defining a generic algorithm under this frame work, DeMarzo et al. find
the (generic) upper bound of the European call option price, and verify empiri-
cally that the generic upper bound is qualitatively and quantitatively similar to
the Black and Scholes model [6].

Some more recent studies on this topic are from Abernethy et al. In their
work (2012) [2], Abernethy et al. prove when the risk-free interest rate r = 0, the
upper bound of value of the minimax game converges to Black and Scholes model
in the limit, i.e. when n → ∞. They also explicitly find the hedging strategy
under which this upper bound can be achieved (2013) [1].

However, two limitations in the works of Abernethy et al. are: (1) Their
approach of finding the upper bounds is difficult to generalize to a more realistic
case when the risk-free interest rate r > 0; and (2) they do not show the lower
bound, which is equally important as the upper bound in finding the option
price.

2.4 Our Contributions

We address the two limitations in the previous works. We use a binomial tree
following the sprit of Cox to model the backward discrete pricing process of
options. This naturally leads to a game theoretical interpretation: from the leaves
to the root, for two children nodes, we solve the single round game by explicitly
find the mixde-strategy Nash equilibrium, and the value of their parent node
is the value of this game; This process is back propagated until the value of
the root node is calculated, which is the option price at the valuation time t0.
Different risk-free interest rate r can be flexibly adapted to our model and pack
propagation process, and the lower bound can also be found by changing the
buy/sell position in our game.

Other contributions in our work includes: (1) We prove that the lower bound
meets the upper bound in every single round game, thus the option price calcu-
lated by our model is robust; (2) Finding the mixed-strategy Nash equilibrium
in a single round game does not depends on the convexity of the payoff function,
which means the payoff function could be any function in our model; and (3)
We add numéraire to the model, and by changing the numéraire we prove the
robustness of our model; Our model could also be generalized to other derivatives
by using different payoff functions and numéraires.
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3 Our Model

3.1 No Arbitrage Condition in Multi-round Hedging Game

As a concrete example, we consider a multi-round hedging game to replicate the
value of a European call option, and the underlying asset is a stock S. Assume
n decision makings occur at t = {0, T/n, ..., (n − 1)T/n}, although this equal
division is not necessary. Denote St ≡ St−1(1 + ξt), Bt ≡ Bt−1(1 + r), and Ct

as the value of the European call option at t. Also assume the numéraire is the
bond, i.e. G = B.

Consider the following buy portfolio of the investor: (1) At time t = 0, The
investor buys a share of option, and spends C0. At time t = n, the investor
sells the option and gains payoff g(Sn,K) = g(S0 · ∏n

t=1(1 + ξt),K); and (2) To
hedge his position, the investor makes a sequence of n short sells of stock. For
t = 1, 2, ..., n, at time t − 1, short sells Δt of stock; at time t, buys and returns
the stock and gains a profit of −(ξt − r)Δt. Notice that we absorb the investor’s
randomized decision into a single variable Δt.

The payoff of the buy portfolio V0(buy), under numéraire G = B, is made
up of the cost of buying the option −C0, the present value of the option payoff
g(Sn,K), and gains/losses from hedging:

V0(buy) := −C0 + B0(−
n∑

t=1

(ξt − r)Δt

Bt
+

g(Sn,K)
Bn

) (3)

Consider the investor acts his optimized sequence of decision against the worst-
case stock price fluctuation, and the no arbitrage condition in his or her buy
portfolio is:

Vr
0 (buy) := −C0 + B0 · max

Δt

min
ξt∈U

(−
n∑

t=1

(ξt − r)Δt

Bt
+

g(Sn,K)
Bn

) ≤ 0 (4)

because Vr
0 (buy) is the payoff guarantee the investor can get with his or her opti-

mal strategy (no matter how nature acts), thus if V r
0 (buy) > 0 the investor can

obtained non-negative payoff in all possible future states and positive payoff in
some possible future states from a self-financing portfolio mentioned in Sect. 2.1,
i.e. there is arbitrage opportunity. So we must have V r

0 (buy) ≤ 0 in (4).
By rearranging (4), we can get the lower bound of C0:

L0 = G0 · max
Δt,t∈[n]

min
rgt,rat,t∈[n]

(−
n∑

t=1

(rat − rgt)Δt

Gt
+

g(Gn, An)
Gn

) (5)

Similarly, we consider the sell portfolio of the investor: (1) time t = 0, The
investor sells a share of option, with a gain of C0. At time t = n, the investor is
charged the payoff of the option g(Sn,K) = g(S0 · ∏n

t=1(1 + ξt),K); and (2) To
hedge his position, the investor makes a sequence of n investments in the stock.
For t = 1, 2, ..., n, at time t − 1, invest Δt in stock; at time t, sells the stock
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and gains a profit of (ξt − r)Δt. Similar to the lower bound, we have the upper
bound of C0:

U0 = G0 · min
Δt,t∈[n]

max
rgt,rat,t∈[n]

(−
n∑

t=1

(rat − rgt)Δt

Gt
+

g(Gn, An)
Gn

) (6)

The adversary nature must be restricted in this model. Otherwise, as Merton
states [16], one can only bound the price C0 of European call option by the
current stock price S0 and the strike price K as max{0, S0 − K} ≤ C0 ≤ S0.

In this work, we model the uncertainty of price process by a binomial model
following the spirit of [5]. Because both the numéraire and the asset can be risky
set, instead of model the fluctuation of a single asset, we adopt a binomial model
of the relative fluctuation rate defined as ct = rat−rgt

1+rgt
, where a represents the

asset and g represents the numéraire.
We model ct ∈ U , and U = {α, β}, with no arbitrage condition β < 0 < α.

Although most of our analysis is not dependent on the choice of α and β, readers
should keep in mind that α and β should be quadratically bounded by the
number of rounds n. One such bound in [13] is U = [−k/

√
n, k̄/

√
n], where k

and k̄ are some positive constant.

4 Upper Bound and Lower Bound in Our Model

4.1 Upper Bound in a Single Round Game

In this section, we explicitly solve the upper bound of option (or some other
derivative) price in a single round game by address the mixed-strategy Nash
equilibrium. We start by set n = 1 in (6):

U0 = G0 · min
Δ

max
rg,ra

(− (ra − rg)Δ
G1

+
g(G1, A1)

G1
) (7)

For simplicity of the expression, we use Δ, rg, and ra instead of Δ1, rg1, and
ra1 in (7).

In this single round case, the investor needs only to decide Δ, the amount
of the underlying asset to hold for hedging, and the nature decides rg and ra.
Because the process of finding the lower bound is similar to finding the upper
bound, we focus on analysing the upper bound.

Theorem. Consider a single round game. For a numéraire G and an asset A,
and a derivative with payoff C1 = g(G1, A1). G0 and A0 are known, and G1 =
G0(1+rg), A1 = A0(1+ra). Assume c ∈ {α, β}, where c is the relative fluctuation
rate defined by c = ra−rg

1+rg
. The upper bound U0 derivative price satisfies:

U0 = G0 · min
P

max
Q

EΔ←PEc←Q{−cΔ + G0 · g(G1, A1)
G1

} (8)

= G0 · Ec←Qg∗ [
g(G1, A1)

G1
] (9)
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where Qg∗ is given by

q∗
α =

−β

α − β
(10)

q∗
β =

α

α − β
(11)

and P ∗ satisfies:

EΔ←P ∗ [Δ] =
G0

G1
· Cα

1 − Cβ
1

α − β
(12)

Where Cα is the payoff g(G1, A1) when c = α, and Cβ
1 is payoff g(G1, A1)

when c = β.
The proof of this theorem uses the mixed-strategy Nash Equilibrium in game

theory.

Definition. In a two-player zero-sum game, a mixed strategy profile π∗ = P ∗ ×
Q∗ is called a mixed-strategy Nash equilibrium if for any mixed strategy P of
the row player and any mixed strategy Q of the column player:

Er←P ∗Ec←Q[�(r, c)] ≤ Er←P ∗Ec←Q∗ [�(r, c)] ≤ Er←PEc←Q∗ [�(r, c)] (13)

Lemma. In a two-person zero-sum game, the row player can choose from R =
{r(1), .., r(N)}, and the column player can choose from C = {c(1), ..., c(M)}. Let
π∗ = P ∗×Q∗ be a mixed-strategy Nash equilibrium, where P ∗ = (p∗(1), ..., p∗(N))
and Q∗ = (q∗(1), ..., q∗(M)), then for the row player:

(i) If p∗(u) > 0 and p∗(v) = 0

Ec←Q∗�(r(u), c) ≤ Ec←Q∗�(r(v), c) (14)

(ii) If p∗(u) > 0 and p∗(w) > 0

Ec←Q∗�(r(u), c) = Ec←Q∗�(r(w), c) (15)

and for the column player:
(iii) If q∗(u) > 0 and q∗(v) = 0

Er←P ∗�(r, c(u)) ≥ Er←P ∗�(r, c(v)) (16)

(iv) If q∗(u) > 0 and q∗(w) > 0

Er←p∗�(r, c(u)) = Er←P ∗�(r, c(w)) (17)

Proof of Lemma. We start proof of (i) by contradiction. If (14) does not hold,
we must have,

M∑

j=1

q∗
j · �(r(u), c(j)) >

M∑

j=1

q∗
j · �(r(v), c(j)) (18)
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recall by definition, the expected loss of row player under mixed-strategy Nash
equilibrium is

Er←P ∗Ec←Q∗ [�(r, c)] =
N∑

i=1

M∑

j=1

p∗(i)q∗(j)�(r(i), c(j))

=
∑

i/∈{u,v}

M∑

j=1

p∗(i)q∗(j)�(r(i), c(j))+

p∗(u)
M∑

j=1

q∗(j)�(r(u), c(j)) + p∗(v)
M∑

j=1

q∗(j)�(r(v), c(j))

=
∑

i/∈{u,v}

M∑

j=1

p∗(i)q∗(j)�(r(i), c(j)) + p∗(u)
M∑

j=1

q∗(j)�(r(u), c(j))

(19)

The last line follows the assumption p∗(v) = 0 in (i).
If we define P ′ by swapping p∗(u) and p∗(v), i.e., p

′(u) = p∗(v), p
′(v) = p∗(u),

and p
′(i) = p∗(i) for i /∈ {u, v}. The expect loss of row player under π′ = p′ × q′

is:

Er←P ′Ec←Q′ [�(r, c)] =
N∑

i=1

M∑

j=1

p′(i)q′(j)�(r(i), c(j))

=
∑

i/∈{u,v}

M∑

j=1

p′(i)q′(j)�(r(i), c(j))+

p′(u)
M∑

j=1

q′(j)�(r(u), c(j)) + p′(v)
M∑

j=1

q′(j)�(r(v), c(j))

=
∑

i/∈{u,v}

M∑

j=1

p∗(i)q∗(j)�(r(i), c(j)) + p∗(v)
M∑

j=1

q∗(j)�(r(v), c(j))

<Er←P ∗Ec←Q∗ [�(r, c)] (20)

The forth line follows the swap of p∗(u) and p∗(v), and the last line follows
(18) and (19). Inequality (20) contradicts with the definition of mixed-strategy
Nash equilibrium (13), which finishes the proof of (i).

Next we prove (ii) by contradiction. If (15) does not hold, we must have,
M∑

j=1

q∗
j · �(r(u), c(j)) 	=

M∑

j=1

q∗
j · �(r(w), c(j))

Without loss of generality, assume
M∑

j=1

q∗
j · �(r(u), c(j)) >

M∑

j=1

q∗
j · �(r(w), c(j)) (21)
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By definition, the expected loss of row player is

Er←P ∗Ec←Q∗ [�(r, c)] =
N∑

i=1

M∑

j=1

p∗(i)q∗(j)�(r(i), c(j))

=
∑

i/∈{u,w}

M∑

j=1

p∗(i)q∗(j)�(r(i), c(j))+

p∗(u)
M∑

j=1

q∗(j)�(r(u), c(j)) + p∗(w)
M∑

j=1

q∗(j)�(r(w), c(j))

(22)

If we define p′ by moving the probability from p∗(u) to p∗(w), i.e. p′(u) = 0,
p′(w) = p∗(u) + p∗(w), and p′

i = pi for i /∈ {a, b}. then the expected loss of row
player under π′ = p′ × q′ is

Er←P ′Ec←Q′ [�(r, c)] =
N∑

i=1

M∑

j=1

p′(i)q′(j)�(r(i), c(j))

=
∑

i/∈{u,w}

M∑

j=1

p′(i)q′(j)�(r(i), c(j))+

p′(u)
M∑

j=1

q′(j)�(r(u), c(j)) + p′(w)
M∑

j=1

q′(j)�(r(w), c(j))

=
∑

i/∈{u,w}

M∑

j=1

p∗(i)q∗(j)�(r(i), c(j))+

p∗(u)
M∑

j=1

q∗(j)�(r(w), c(j)) + p∗(w)
M∑

j=1

q∗(j)�(r(w), c(j))

<Er←P ∗Ec←Q∗ [�(r, c)] (23)

Inequality (23) contradicts with the definition of mixed-strategy Nash equi-
librium (13), which finishes the proof of (ii).

The proof of (iii) and (iv) is similar to the prove of (i) and (ii). This finishes
the proof of lemma.

Proof Theorem. By definition, P ∗ and Q∗ are the mixed strategy of investor
(row player) and nature (column player) under mixed-strategy Nash equilibrium.
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Using the result (ii) in lemma, We have

q∗(−α · Δ(1) + G0 · Cα
1

G1
) + (1 − q∗)(−β · Δ(1) + G0 · Cβ

1

G1
)

=q∗(−α · Δ(2) + G0 · Cα
1

G1
) + (1 − q∗)(−β · Δ(2) + G0 · Cβ

1

G1
) (24)

=...

=q∗(−α · Δ(N) + G0 · Cα
1

G1
) + (1 − q∗)(−β · Δ(N) + G0 · Cβ

1

G1
)

which leads to (10) and (11)
Using the result (iv) in lemma 2, we have

− α · EΔ←P ∗ [Δ] + G0 · Cα
1

G1
= −β · EΔ←P ∗ [Δ] + G0 · Cβ

1

G1
(25)

which leads to (12). This finishes the proof of Theorem.
Several inferences can be concluded from Theorem: (1) We do not make any

assumption on the payoff function g(.), thus we relax the convex assumption of
payoff functions in previous works; (2) The current value (price) of the derivative
is the expectation of the current value of payoff g(.); (3) Because the regret is
a linear function of Δ, the optimal randomized decision of the investor can
be absorbed into a single value Δ∗ = EΔ←P ∗ [Δ]; and (4) Acting his or her
optimal randomized decision, i.e. best hedging strategy, the investor is, in fact,
indifferent about the action of Nature (i.e. don’t care if the stock price goes up
or goes down).

4.2 Lower Bound in a Single-Round Game

In a single-round game, the lower bound of the option price C0:

L0 = G0 · max
Δ

min
rg,ra

(− (ra − rg)Δ
G1

+
g(G1, A1)

G1
) (26)

Following the same analysis as in Sect. 4.1, we can conclude the lower bound

L0 = G0 · Ec←Qg∗ [
g(G1, A1)

G1
] (27)

where Qg∗ is given by

q∗
α =

−β

α − β
(28)

q∗
β =

α

α − β
(29)

Notice that through the lens of game theory, as long as the loss func-
tion R = − (ra−rg)Δ

G1
+ g(G1,A1)

G1
stays the same, the preference of the players
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(min or max) does not actually affect the mixed-strategy Nash equilibrium, or
expected loss under the mixed-strategy Nash equilibrium.

By comparing (9) and (27) we can conclude that L0 = U0, or in other words
that in a single round game the lower bound meets the lower bound. This con-
clusion does not depend on any assumption of the payoff function g(.).

Hence the option price in a single-round game is given by:

C0 = G0 · Ec←Qg∗ [
g(G1, A1)

G1
] (30)

where Qg∗ is given by

q∗
α =

−β

α − β
(31)

q∗
β =

α

α − β
(32)

4.3 Option Pricing in Multi-round Game

Now we generalize the lower bound and the upper bound in a multi-round game.
For a n ≥ 2 round game, the upper bound (6) can be rewritten in the

following dynamic program:

Un = g(Gn, An) (33)

Ut−1 = min
Δt

max
ct

{−ctΔt +
Gt−1

Gt
Ut} (34)

Similarly, the lower bound (5) can be rewritten as:

Ln = g(Gn, An) (35)

Lt−1 = max
Δt

min
ct

{−ctΔt +
Gt−1

Gt
Lt} (36)

Where (33) and (35) are the boundary cases.
Because Un = Ln = g(Gn, An), we can conclude

Cn = g(Gn, An) (37)

By backward induction, if we have Ut = Lt = Ct, by the linear program (34)
and (36), we have

Ut−1 = min
Δt

max
ct

{−ctΔt +
Gt−1

Gt
Ct}

Lt−1 = max
Δt

min
ct

{−ctΔt +
Gt−1

Gt
Ct}

Using the results (9) and (27) of single round game, we have

Ct−1 = Ut−1 = Lt−1 = Gt−1Ec←Qg∗ [
Ct

Gt
]
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where Qg∗ is given by

q∗
α =

−β

α − β
(38)

q∗
β =

α

α − β
(39)

which means the lower bounds meet the upper bounds in every round of the
game.

When the time segment n is finite, because it is feasible to calculate the
boundary case in the leaf nodes of the binomial tree, the worst case complexity
of this binomial pricing model is O(2n), however, when binomial tree is combined,
the complexity of the binomial pricing model is O(n2).

5 Our Model Under Different Numéraires

Our model we employ allows arbitrary choice of numéraire. This feature is espe-
cially important when we are generalizing to more complex derivatives such as
exotic options. As an example, we still use European stock options in a single
round game to show that our pricing model is robust under different numéraires.

For an European call option with underlying asset stock S, the numéraire
can be either the bond or the stock G ∈ {S,B}. The payoff function is g(S1) =
max{S1 − K, 0}. Assume the initial price B0 = K(1 + r)−1, and S0 are given,
and S1 = S0(1 + ξ), B1 = (1 + r)B0. We also assume ξ ∈ {u, d} following the
standard binomial model. For simplicity, we consider a single round game.

When the numéraire is the bond G = B, by definition

c =
S1/B1

S0/B0
− 1 =

ξ − r

1 + r
(40)

The condition ξ ∈ {u, d} is equivalent to

c ∈ {u − r

1 + r
,
d − r

1 + r
} (41)

so we have

α(B) =
u − r

1 + r
(42)

β(B) =
d − r

1 + r
(43)

By theorem, Q(g=B)∗ is given by

q(B)∗
α =

−β(B)

α(B) − β(B)
=

r − d

u − d
(44)

q
(B)∗
β =

α(B)

α(B) − β(B)
=

u − r

u − d
(45)
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So the option price C0 is given by

C0 = B0 · EQ(g=B)∗ [
g(S1)
B1

]

=
1

1 + r
(q(B)∗

α · g(Su
1 ) + q

(B)∗
β · g(Sd

1 )) (46)

=
1

1 + r
(
r − d

u − d
g(Su

1 ) +
u − r

u − d
g(Sd

1 ))

When the numéraire is the stock, or G = S, by definition

c =
S1/B1

S0/B0
− 1 =

r − ξ

1 + ξ
(47)

The condition ξ ∈ {u, d} is equivalent to

c ∈ {r − d

1 + d
,
r − u

1 + u
} (48)

so we have

α(S) =
r − d

1 + d
(49)

β(S) =
r − u

1 + u
(50)

By theorem, Q(g=S)∗ is given by

q(S)∗
α =

−β(S)

α(S) − β(S)
=

(u − r)(1 + d)
(u − d)(1 + r)

(51)

q
(S)∗
β =

α(S)

α(S) − β(S)
=

(r − d)(1 + u)
(u − d)(1 + r)

(52)

Notice that when the numéraire is the stock, c = α actually corresponds to
stock price goes down, so the option price C0 is given by

C0 = S0 · EQ(g=S)∗ [
g(S1)
S1

]

= (q(S)∗
α · g(Sd

1 )
1 + d

+ q
(S)∗
β · g(Su

1 )
1 + u

)

= (
(u − r)(1 + d)
(u − d)(1 + r)

g(Sd
1 )

1 + d
+

(r − d)(1 + u)
(u − d)(1 + r)

g(Su
1 )

1 + u
) (53)

=
1

1 + r
(
r − d

u − d
g(Su

1 ) +
u − r

u − d
g(Sd

1 ))

Comparing (46) and (53), it can be concluded that the choice of numéraire
does not affect the option pricing. In other words, our model is robust under
change of numéraire.
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6 Summary and Outlook

We have presented a robust option pricing model as Minimax game under the no
arbitrage assumption. By doing so, we are able to apply the classic game theory
method of Nash Equilibrium, and calculate the lower bound and upper bound
in a single round game. We further show that the lower bound and upper bound
converge to a single price under the no arbitrage assumption, and generalize this
conclution to multi-round games by mathematical induction. Another important
feature of our model is that it does not depend on the convexity of the payoff
function. Finally, we us European call option as an example to show that our
model has the flexibility of changing Numéraire. Future work could (1) apply
the online learning framework to more complex financial derivatives like exotic
options, (2) consider the generalization of the model when the number of time
segments goes to infinity.

References

1. Abernethy, J., Bartlett, P.L., Frongillo, R., Wibisono, A.: How to hedge an option
against an adversary: Black-Scholes pricing is minimax optimal, pp. 2346–2354
(2013)

2. Abernethy, J., Frongillo, R.M., Wibisono, A.: Minimax option pricing meets Black-
scholes in the limit. In: Proceedings of the Forty-fourth Annual ACM Symposium
on Theory of Computing, pp. 1029–1040. ACM (2012)

3. Black, F., Scholes, M.: The pricing of options and corporate liabilities. J. Polit.
Econ. 81, 637–654 (1973)

4. Brigo, D., Mercurio, F.: Interest Rate Models - Theory and Practice: With Smile.
Inflation and Credit. Springer, Heidelberg (2007). https://doi.org/10.1007/978-3-
540-34604-3

5. Cox, J.C., Ross, S.A., Rubinstein, M.: Option pricing: a simplified approach. J.
Financ. Econ. 7(3), 229–263 (1979)

6. DeMarzo, P., Kremer, I., Mansour, Y.: Online trading algorithms and robust option
pricing. In: Proceedings of the Thirty-eighth Annual ACM Symposium on Theory
of Computing, pp. 477–486. ACM (2006)

7. Eraker, B.: Do stock prices and volatility jump? Reconciling evidence from spot
and option prices. J. Financ. 59(3), 1367–1403 (2004)

8. Eraker, B., Johannes, M., Polson, N.: The impact of jumps in volatility and returns.
J. Financ. 58(3), 1269–1300 (2003)

9. Geman, H., El Karoui, N., Rochet, J.C.: Changes of numeraire, changes of proba-
bility measure and option pricing. J. Appl. Probab. 32, 443–458 (1995)

10. Van der Hoek, J., Elliott, R.J.: Binomial Models in Finance. Springer, New York
(2006). https://doi.org/10.1007/0-387-31607-8

11. Hull, J.C.: Options, Futures & Other Derivatives. Prentice Hall, Upper Saddle
River (2009)

12. Jamshidian, F.: An exact bond option formula. J. Financ. 44(1), 205–209 (1989)
13. Lam, H., Liu, Z.: Robust dynamic hedging
14. Sander, M.: Bondesson’s representation of the variance gamma model and Monte

Carlo option pricing (2008)

https://doi.org/10.1007/978-3-540-34604-3
https://doi.org/10.1007/978-3-540-34604-3
https://doi.org/10.1007/0-387-31607-8


82 G. Hu and W. Xu

15. Mansour, Y.: Learning, regret minimization and option pricing. In: Proceedings
of the 11th Conference on Theoretical Aspects of Rationality and Knowledge, pp.
2–3. ACM (2007)

16. Merton, R.C.: Theory of rational option pricing. Bell J. Econ. Manag. Sci., 141–183
(1973)

17. Pan, J.: The jump-risk premia implicit in options: evidence from an integrated
time-series study. J. Financ. Econ. 63(1), 3–50 (2002)

18. Ross, S.A.: The arbitrage theory of capital asset pricing. J. Econ. Theory 13(3),
341–360 (1976)



Numerical Simulation Study on Heat Exchange
Effect of Open Computer
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Abstract. This article conducts a thermal simulation analysis of an open
computer. Through the simulation results, the module structure and the chassis
structure are optimized. And verify the reliability of thermal design of the
chassis. It provides reference for thermal simulation analysis and thermal opti-
mization design of other similar electronic devices.

Keywords: Natural convection � Chassis � Thermal simulation
Optimal design

1 Introduction

With the continuous advancement of science and technology, electronic equipment,
especially the field of military electronic systems, is becoming integrated and minia-
turized, and the degree of integration of computer systems has increased at an
unprecedented rate [1, 2]. Large-scale integrated circuits are commonly used in circuit
design, and the functions of independent devices and modules have become increas-
ingly complex, resulting in an increase in output power. A large amount of electrical
energy is converted into heat energy, resulting in high heat flux and heat accumulation
effects. The reliability of power devices is closely related to their temperature. It has
been pointed out in the report that 55% of failures in electronic devices are caused by
temperature, and the reliability of semiconductor devices is reduced by 50% for every
10 °C increase in temperature [3–6]. In the design process of computer products,
designers need to consider the chassis structure and thermal design together to realize
the collaborative design of the structure and thermal control.

Thermal design of electronic devices is based on three types of heat transfer: heat
conduction, thermal convection, and thermal radiation. With the upgrading of computer
hardware and the development of software integration technology, the use of numerical
methods for thermal analysis of electronic devices has become the main means of
thermal design of electronic devices. Compared with traditional thermal analysis
methods, numerical simulation technology can effectively reduce design costs and
shorten design time [7, 8]. The designer grasps the weak points in the design that are
prone to problems and evades the design risks so as to increase the success rate of the
products [9–11]. This paper adopts Icepak software with high precision and fast cal-
culation speed to perform thermal design and thermal simulation analysis on an open
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chassis. The conclusion of this paper provides a reference for the thermal design and
thermal simulation of this type of equipment.

2 Numerical Model

2.1 Chassis Structure and Module Structure

As shown in Fig. 1, the module of the open computer adopts the plug-in structure
design. The external dimensions of the chassis (L � W � H) are 365 mm � 286
mm � 212 mm. The entire chassis consists of 2 power modules, 1 network module, 2
data exchange modules, 1 storage module, 5 waterproof modules, and 1 electrical
connector module. The 12 module plugs are placed parallel to the inside of the chassis.
The total heat consumption is 213 W. The heat dissipation components are shown in
Table 1.

Fig. 1. Computer structure

Table 1. Power consumption table

Module Quantity Slot number Power consumption (W)
CPU Whole board Total

Power module 2 2, 12 20 213
Network module 1 6 38
Data module 2 4, 8 35 45
Storage module 1 10 35 45
Waterproof module 5 3, 5, 7, 9
Electrical connector module 1 1
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The main heat dissipation methods of the open computer studied in this paper are
natural convection heat transfer and heat radiation. For the entire computer, due to the
non-compulsory heat dissipation method, the heat dissipation of the modules in the
chassis is difficult. After the components are heated, they are transferred to their own
cold plate mold through the thermal pad, and then the heat is transferred to the edge of
the module through its own cold plate and heat conduction structure, and then trans-
mitted to the side wall of the chassis through the locking device, finally through the
cooling fins of the side plate of the chassis. Through the analysis of the heat dissipation
conditions of the internal modules of the chassis, it can be seen that there are two main
factors affecting the heat dissipation performance from the thermal conduction of the
electrical components from the module to the side plates, the natural convection of the
external walls of the side plates and the air: Thermal conductivity of module cold plate
and heat-conducting structure/natural convection heat dissipation performance of
cooling fins and external air; Thermal path as shown in Fig. 2.

2.2 Computational Models and Grids

For the open computer studied in this paper, the finite volume method is used for
numerical calculation. In order to increase the efficiency of simulation and calculation,
the chassis should be simplified first. Local details such as screws, nuts, fillets,
mounting holes, etc. that have little effect on heat dissipation are ignored.

Based on the simplification of the model, the whole machine needs to be meshed.
This chassis cooling simulation mesh adopts Mesh-HD mesh type that is provided by

Fig. 2. The cooling path of the computer
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Icepak. This grid can meet the calculation requirements. In addition, the cooling fins
and module models have been refined to increase simulation accuracy, as shown in
Figs. 3 and 4.

2.3 Boundary Conditions

For the numerical simulation analysis of chassis heat dissipation, the correct boundary
condition setting is an important guarantee for good results. The simulation calculation
domain is 4 times the chassis size, and the contact resistance between the module cold
plate and the chassis is 0.56 °C/W. The power consumption of each module is shown
in Table 1. The working environment of the computer is −20 °C to 50 °C. This article
only performs simulations for the case where the maximum temperature is 50 °C. The
specific boundary conditions are set as follows:

Parameters

Heat-conducting gasket 7.2 W/m�K
Environment temperature 50 °C
Thermal contact resistance 0.56 °C/W

2.4 Analysis of Simulation Results

The final simulation results are shown in Figs. 5 and 6.
Figure 5 shows the open computer temperature cloud diagram; Fig. 6 shows the

temperature distribution of the local module.
From the open computer temperature cloud diagram in Fig. 5, it can be seen that

the internal maximum temperature is 98.98 °C when the operating conditions are
stable. At the same time, it can be seen from Fig. 6 that the highest temperature region
is the CPU of the data module. The junction temperature of this CPU is 95 °C, so the
temperature is too high, which seriously affects the normal operation of the computer
and requires optimization and improvement of the structure.

Fig. 3. Simplified model of open computer Fig. 4. Computational mesh
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The temperature distribution of the chassis is analyzed and the following conclu-
sions are drawn based on the analysis results:

(a) As can be seen from the temperature distribution of the heat dissipating fins in
Fig. 5, the temperature of the fins corresponding to slot 7 is 83.5 °C. The tem-
perature of corresponding fins in slot 8 is 86.2 °C, and the difference between
them is 3 °C. This is because slot 7 corresponds to a power-free waterproof
module, and slot 8 corresponds to a high-power data module. However, the
existence of a temperature difference of 3 °C also indicates that the heat con-
duction path of the slot board on the chassis is unreasonable, thereby affecting the
heat transfer between the adjacent heat dissipation fins.

Fig. 5. The temperature of the computer

Fig. 6. The local temperature of the module
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(b) It can be seen from Fig. 6 that the CPU temperature of the data module is too
high. According to the principle of heat exchange, it can be seen that the chassis
and the outside air are cooled by the natural convection heat transfer method. The
heat dissipation of this heat exchange method has a large relationship with the
heat transfer area. Increasing the heat dissipation effect of the whole machine
while changing the heat transfer path is the key to lowering the temperature.

3 Optimization Measures

According to the simulation results, we optimized the chassis as follows:

(a) Open the corresponding slot with high power consumption, and the corresponding
slot of the waterproof module does not turn on. This will not only ensure that the
heat of the high-temperature main board can be transferred to the outside of the
chassis through convection heat transfer, but also optimize and improve the heat
transfer path.

(b) Change the cooling fins from the original 3 mm width to 2 mm width, and change
the heat dissipation fin pitch from the original 8 mm to 6 mm to increase the
effective heat dissipation area of the cooling fins.

The improved open chassis structure is shown in Fig. 7.
Finally, the simulated temperature distribution can be improved as shown in Fig. 8.
It can be seen from Fig. 9 that the maximum temperature of the whole machine

after the improvement is 94.85 °C, which is 4 °C lower than the temperature before the
improvement. The maximum CPU temperature of the module at this time is 94.8 °C.

Fig. 7. Schematic diagram of the optimized chassis
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4 Conclusion

This paper optimizes the design of a computer through numerical simulation. By
changing the thermal conduction structure of the chassis and the heat dissipation area to
enhance the heat dissipation of the computer, increasing the area of the heat dissipation
fins can effectively increase the heat dissipation of the computer. The maximum
temperature of the computer was reduced from the original 98.98 °C to 94.8 °C, and
the CPU can work stably in a safe environment.

Fig. 8. The temperature of the complete machine after improvement

Fig. 9. The temperature of the local module after the improvement
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Abstract. This paper presents a high matching charge pump with low noise.
Two pairs of charge pumps in differential structure alleviate charge sharing and
improve static mismatch. This simple structure with minimum number of
transistors can reduce the noise of CP. A differential low amplitude buffer stage
is proposed to reduce the dynamic mismatch of CP. A 3.125 GHz PLL is
implemented with the proposed charge pumps in 65 nm CMOS process. In
simulation, the proposed CP achieved good static mismatch and dynamic mis-
match in a dynamic range larger than half VDD. The noise simulated at 1 kHz
achieved −227 dB. The reference spur measured at 25 MHz was lower than
−51.5 dBc. The test results show the good performance of proposed CPPLL.

Keywords: PLL � Charge pump � Low noise

1 Introduction

There are strict requirements of both jitter and power consumption in SerDes
(Serializer-Deserializer) [1] system and it is essential to make PLL [2–8] meet those
requirements with low voltage and low mismatch in clock data recovery. As Fig. 1
shows, in a conventional charge pump the UP and DN pulses from the PFD drive
switch transistors connected in series with current sources and convert the voltage
pulses to current pulses in equal width. The current is integrated by the loop filter, the
output voltage modulates the oscillating frequency of VCO (Voltage Controlled
Oscillator).

Any difference between the charging and discharging currents of conventional
charge-pump will lead to static phase offset and dynamic jitter, known as reference
spur. There are two kinds of mismatch exist in charge pump. Static mismatch is caused
by the leakage current and the channel length modulation effect. These two kinds of
mismatch will lead to static phase error and high ripple on the control voltage even
when the loop is locked. The PLL output will be modulated by the ripple and cause a
reference spur. In frequency synthesis, the spur caused by CP is the dominant source.

There is another problem with the conventional CP. When PLL is locked, assume
one switch is off, the voltage difference across its current source will become zero. For
example, when UP is zero, the voltage of node A1 equals to VDDA and makes Iup
equal to zero. When the UP signal arrives again, the switch connects node Out to
VDDA creating an unwanted transient ripple and leads the spur of VCO output.
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Several circuit technologies are introduced to reduce current mismatch. Static
mismatch improvements have been obtained by employing cascode structure [9] or
gain boosting technology [10] to increase CP output resistance. The pseudo-cascode
structure and bulk biasing technology [11] are adopted to increase output impedance
for better current matching. A charge pump with dual compensation circuits is design
to achieve better matching [12]. These two methods increase power consumption and
are not suitable for low voltage because of cascade transistors.

To achieve better noise performance of CP, a differential CP is designed by using a
flicker-noise-free resistor instead of a transistor [13]. An SSCP with reverse leakage
compensation technology [14] is proposed to reduce spur level in wideband PLL.
However, the operational amplifier used in these proposed charge pumps would
introduce flicker noise which is considered as noise source. A new reference-spur
elimination architecture is proposed to reduce the spur of PLL, but the structure is
complex and consumes large areas [15]. Other alternative technologies which will
reduce the noise of CP in systematic level of PLL [16] are not discussed in this paper.

2 Charge Pump Design and Simulation

In this paper, we propose a differential charge pump that improves current matching
without sacrificing the output dynamic range via differential low-amplitude input buffer
stage. As shown in Fig. 2, compared to conventional differential change pump, the
proposed CP has a low amplitude input buffer to minimize the input swing. To min-
imize noise, the minimum number of transistors is used. No operational amplifier exists
in the proposed charge pump therefore flicker noise is avoided.

Meanwhile, the proposed charge pump is especially suitable for low power con-
sumption system because no cascode structure is used. Two current sources are used to
constitute one charge pump. Two overdrive voltages are essential to make the current

Fig. 1. Conventional change pump
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source transistors in the saturation region. Our charge pump only needs one current
source which leads to low voltage drop and adaptability to low voltage application.

To improve the static mismatch, the proposed CP uses differential structure of two
pairs of charge pump to alleviate the charge sharing in conventional charge pump. The
tail current source can be designed quite identically.

INM1d ¼ INM2d ð1Þ

INM1d ¼ INM3d ¼ IPM1d þ IPM1g þ IPM4g ¼ IPM1d þC1
du
dt

þC2
du
dt

ð2Þ

Imis ¼ IPM4d � INM2d

INM2d
¼ IPM2d � INM2d

INM2d
¼ �C1

du
dt þC2

du
dt

INM2d
ð3Þ

Where INM1d, INM3d and IPM1d are the drain currents of the corresponding
transistors, IPM1g and IPM4g are the gate currents of corresponding transistors. As can
be expressed in (1), (2) and (3), to reduce transient dynamic mismatch, small voltage
variation of drain of PM1 transistor can reduce the Imis. The differential low amplitude
buffer stage is designed to reduce amplitude of CP. The UP and DN signals are split
into four signals. UPB and DNB are the inversion signals of UP and DN. Instead of
directly input, the full rail-to-rail amplitude UP/UPB/DN/DNB into CP, the differential
low amplitude buffer stage will reduce the swing of output signals. Compared with
black line(UP) in Fig. 3, the swing of red line (UP1) signal is reduced. When UP1 and
DN1 equal high, the NM3 and NM6 are both opened, and the current mirror would
replicate the current of PM1 to PM4. Ideally, when the charging and discharging paths
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Fig. 2. (a) Differential change pump (b) Proposed differential charge pump
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open simultaneously and match well, no charge pump current flows into OUT and
VCO output frequency remains stable while OUT voltage remains constant. Although
the UP and DN signal switch frequently, there remains a static current through node
A/B. By this way, the voltage of the node A/B is maintained stable.

The UP1/UPB1 and DN1/DNB1 cannot switch at the same time otherwise it will
reduce the stability of node A/B. To alleviate the transient disturbance in the drain of
current source, capacitors are connected between the drain of NM1/NM2 and GND.
These two capacitors (dummy transistors) can be placed beside the tail current.

There remains the trading off between the static mismatch, dynamic mismatch and
noise performance. To reduce the dynamic mismatch, the length of the transistor should
be small. However, the smaller length will cause an increased static mismatch. While
length becomes smaller, its 1/f noise performance becomes worse. Because of the low-
pass character of reference spur and noise CP of PLL, the bandwidth of PLL is limited
which lead to noise performance degradation in PLL.
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V/V 1 cycle
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Fig. 3. Input amplitude of charge pump

Proposed
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TT
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Fig. 4. Output noise of CP
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Fig. 5. Dynamic mismatch

Fig. 6. State mismatch of corners and Monte Carlo
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Small swing level brings better the dynamic performance however both lower and
upper swing level are limited in this application. When the lower swing level is too
low, it will force the switch transistors into open state which directly damage the
normal function of CP. When the upper swing level is too low, the leakage current will
be high since the sum of the tail currents remains constant, resulting static mismatch of
the CP of PLL.

Figure 4 shows that the noise figure of proposed CP achieves −227 dB at 1 kHz,
25 dB smaller than conventional CP. Figure 5 shows the dynamic mismatch of CP. In
Fig. 6, the static mismatch under 1% achieves almost half of the VDD voltage while
the dynamic mismatch is still good. The Monte Carlo simulation of Fig. 6 shows the
structure features good yield on mismatch.

3 Simulation and Test Results

To demonstrate the performance of the proposed CP, we designed two PLL in 65 nm
CMOS process to compare the performance of two charge pump, the main block of the
PLL is the same, but the charge pump is different, the structure is shown in Fig. 7.
The PFD use traditional structure which can avoid the dead zone, the divider is consists
of DFFs, and it is programmable. The VCO use the replica differential ring structure.
The PLL generates frequency from 625 MHz to 3.125 GHz. The reference frequency is
25 MHz and the supply voltage is 1.2 V.

Figure 8 presents the spur level of the PLLs at 3.125 GHz which shows the PLL
with the proposed CP can achieve good spur level of about −51.5 dBc. Compared to
the conventional differential CP PLL which is 31.2 dBC, the proposed one can improve
about 20 dB.
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Fig. 7. (a) Conventional differential CP in PLL (b) Proposed differential CP in PLL
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Figure 9 presents the phase noise of the proposed charge pump PLLs, it can
achieve good phase noise about −100.5 dBc/Hz @100 kHz, the integrated RMS jitter
is about 2.75 ps from 1 kHz to 20 MHz.

4 Conclusion

A highly matched charge pump with low noise character is designed for PLL. It
achieves low spur level and phase noise. The test results show the good performance of
the charge pump PLL.
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Abstract. On account of finite channel bandwidth and reflection, receiver
cannot receive data accurately resulting from ISI. To satisfy the transmission
requirements of PCIE3.1 and Rapid IO3.2, this paper presents a 12.5 Gb/s
equalizer based on 40 nm CMOS. It uses Continuous-Time Linear Equalizer
(CTLE) and a quarter-baud-rate decision feedback equalizer (DFE) with 4 taps.
Finally, the receiver can effectively balance data and restore eye diagram with a
channel loss of 28 dB at 12.5 Gb/s. The layout area of equalizer is 0.66 mm2,
and its consumption is 33.08 mW from a 1.1-V supply.

Keywords: Equalizers � DFE � CTLE � ISI � Data eye

1 Introduction

With the increase of transmission rate and transmission distance as well as insufficient
bandwidth backplane, the reflection, crosstalk, skin effect and loss during transmission
become more and more serious. Inter symbol interference (ISI) cannot be eliminated
over recent bandwidth backplane. The received data eye has been closed in many cases,
so equalization techniques have been developed in system design, such as Continuous-
Time Linear Equalizer (CTLE), Low-Frequency Equalizer, Decision Feedback
Equalization (DFE) and so on. The application of these technologies has promoted the
transmission of data to higher speed and longer distance.

At present, the international advanced SERDES can operate up to 112 Gb/s with
PAM-4 [1, 5] or at 56 Gb/s with NRZ modulation in a single lane [2, 3]. Domestic
technology is relatively backward, 12.5 Gb/s SERDES based on PCIE 3.1 and
Rapid IO 3.2 protocol was designed in our subject. To meet with the requirements of
data eye width and height, this paper describes a circuit with analog equalizer (e.g.,
CTLE) and nonlinear equalizer (e.g., DFE) at 12.5 Gb/s to effectively utilize the
available bandwidth. CTLE is used to adjust the gain in all frequency domains,
especially in high frequency. DFE is utilized to further settle the signals resulting from
ISI without amplifying noise. The combination of two circuits greatly solves the
problem of crosstalk noise and compensates for the attenuation.
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The reminder of paper is organized as follows. We introduce the design of the
entire equalizer circuit in detail, including schematics and characteristics in Sect. 2.
Then, the circuit layout and post-simulation results are described in Sect. 3. Finally, we
draw conclusions in Sect. 4.

2 Equalizer Design

2.1 Architecture

Figure 1(a) shows the overall structure of analog equalizer. It is composed of two
stages of CTLE, a variable gain amplifier (VGA) and a cml buffer. CTLE controls the
high-frequency gain through the source negative feedback capacitor. VGA controls the
low-frequency gain by adjusting the source negative feedback resistor. Buffer is the
most basic differential amplifier with spectral characteristics as a low-pass filter pro-
viding approximately 5 dB of gain over the entire bandwidth. In order to make up more
than 20 dB attenuation caused by the channel, the gain of each CTLE needs to reach
6 dB and VGA needs to be adjustable from −3 dB–6 dB.

DFE is a 4-tap structure and consisted of an isolation amplifier, samplers, latches
and mux. In order to reduce the clock frequency, we divided clock into four to achieve
a quarter-baud-rate receiver. In Fig. 2(a) (shown single-ended for simplicity), this
structure uses parallel pipeline technology, including four branches in phase 0°, 90°,
180° and 270, reducing the design difficulty of the CDR circuit and clock buffer. At the
beginning of the circuit, the ac-coupled receiver input (from CTLE) is passed to the
sampling circuit through the amplifier A1. The amplifier is used to buffer the input data.
In addition to providing about 6 dB gain, it also isolates the equalized signal from the
channel. The output current from mux and CTLE are summed into a resistive load,
producing the equalized signal. Figure 2(b) shows the channel response of DFE. It
effectively solves the crosstalk problem of posts-cursor components.

SR
SC

S1R

outV
CTLE

VGA

CML Buf

inV
SR
SC

CTLE

(a) (b)

Fig. 1. (a) Analog Equalizer Architecture. (b) CTLE.’s magnitude response.

100 Q. Xu et al.



2.2 CTLE Design

As is shown in Fig. 3, CTLE uses resistive and capacitive negative feedback tech-
niques by adding parallel resistors and capacitors in the source of the differential
amplifier. Most CTLE designs [4, 8] utilize the structure. The introduced source
negative feedback adds a zero and a pole, making it similar in spectral characteristics of
high-pass filter. The parallel connection of source negative feedback also makes the
differential amplifier’s high-frequency gain greater than the DC gain. The transfer
function of the circuit is

GðsÞ ¼ gmRD

1þ gmRs
2

1þ s=xz

1þ s
�
xp1

1
1þ s

�
xp2

ð1Þ

yields a zero at

xz ¼ 1
RsCs

ð2Þ

and poles at

xp1 ¼ 1þ gmRs=2
RsCs

ð3Þ

and

xp2 ¼ 1
RDCL

: ð4Þ

Figure 1(b) depicts the frequency response. In order to obtain the best performance,
we generally adjust the DC gain by Rs and the high frequency gain by Cs.

Fig. 2. (a) DFE Architecture. (b) DFE’s channel pulse response
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2.3 VGA Design

The structure of VGA is the same as CTLE. Figure 4(a) shows a degenerated differ-
ential pair with a pole at

xp ¼ 1
RDCL

ð5Þ

and its transfer function is

GðsÞ ¼ gmRD

1þ gmRs
2

1
1þ s

�
xp

: ð6Þ

The source degeneration resistor is implemented by NMOS tube operating at linear
region. We control the resistance Rs by eight signals, thus control the gain of VGA. In
usual, the range of gain is from −3 dB to 6 dB and gradient is about 1 dB. Figure 4(b)
illustrates the response.

cctrl<14:0>

SC

SR
SC

CTLE

outV

inV

Fig. 3. CTLE schematic.

rctrl<7:0>

VGA

(a) (b)

Fig. 4. (a) VGA schematic. (b) VGA.’s magnitude response.
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2.4 Sampler Design

The sampler is usually composed of a sense amplifier and a latch in most designs [6–8].
To minimize the delay time and satisfy the speed requirements, a new structure of high-
speed sense amplifier is applied (Fig. 5). Its outputs are buffered by a pair of clocked
inverters and parallel hold latches. The comparator amplifies the signal with a small
input amplitude and high speed to an output signal with a swing power supply voltage.
Hysteresis is minimized because the comparator is always evaluated and precharged at
the level level of clock and changed at the high level. During the precharge state, the
clocked inverters isolate comparators from output latches to achieve a full UI of pre-
charge time. What’s more, the clocked inverters provide the strength to drive the large
feedback mux capacitance. The last parallel latches can be chosen as a SR latch or
normal auxiliary circuit by the control signal DFECLK. It can increase the hold time of
sampling data.

2.5 Tap Feedback Mux Design

The tap feedback mux is distributed in Fig. 6. They are adders based on current mode
circuit and used to multiply the delay signal by the corresponding tap coefficient and
subtract the sum of these weights from the currently received signal with inter-symbol
interference. Each mux is split into two separated CML branches with four different
phase signals. It is necessary to confirm CML clocks are well suited to high data rate
transceivers and only one phase of the signals can be turned on at the same time. As a
result, the duty cycle of the CML clocks is 25%. DFE coefficient weight is controlled
by tail current.

Fig. 5. Sampler schematic.
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2.6 DFE Critical Timing Path

It is necessary to consider DFE timing constraints in practical applications. The critical
path timing described in Fig. 7 usually composes the propagation delay of the sampler,
the adder as well as the transmission time of the isolation amplifier. Taking 12.5-Gb/s
data stream sampling as an example, the sampling time is generally at the data centre
location and the data must be returned before the next sampling edge. As a result, the
whole propagation delay time must be less than ½ UI (40 ps). It is very difficult to
achieve. In this case, the sampling time is advanced to provide the conditions for the
propagation delay up to about 1 UI. Though it is difficult for the first tap for its
resolution to input signal swings as small as 20 mV, it is generally required to complete
the whole data return in a shorter time (80% UI) considering clock jitter.

3 Experimental Results

This section presents simulation results of the design. The final layout of the receiver
equalizer is obtained in Fig. 8. Experiments were performed on different lengths of
transmission lines and various corners. The transmission channel is constructed with a
distributed model RLGC (per-unit-length resistance, inductance, conductance and

Fig. 6. (a) DFE tap feedback mux schematic. (b) DFECLK response.

Fig. 7. DFE critical path timing. (a) Delay contributors. (b) Timing diagram.
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capacitance) model and its amplitude frequency characteristics are shown in Fig. 9(a).
The transmission 12.5 Gbps data is generated by a PRBS (Pseudo Random Sequence),
in Fig. 9(b) with the formula x7 þ x6 þ 1 ¼ 0. The longest connection ‘1’ in the code
stream of PRBS7 is 7 and ‘0’ is 6, which brought more severe inter-symbol interference
after transmission and left a design margin for the equalizer. Experiments taken under
6 m with different process corners and results were illustrated in Table 1 as example. It
is clearly data width all reached 0.8 UI. Compared with designs [8–10], Table 2 shows
the performance of four different equalizers. It is obvious this work is effective, with a
small area, low power consumption, and good performance.

Fig. 8. Equalizers’ layout. (a) Analog equalizer. (b) DFE.

Fig. 9. (a) Transmission line’s magnitude response. (b) PRBS7 generator architecture.
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Moreover, equalized waveforms in the worst process corner were shown in Fig. 10.
The balanced results were obviously correct.

4 Conclusion

This paper presents the design and measurement of a receive equalizer with CTLE and
4-tap DFE. It is designed using the SMIC standard 40 nm CMOS process with area of
0.086 mm2 and consumption of 33.08 mW from a 1.1-V supply. The design can
compensate the high loss of long traces on PCB boards and the 12.5 Gbps data of
28 dB attenuation can be correctly balanced. Furthermore, this work has been verified
under different process corner.

Table 1. Experimental results in different corners in 6 m channel.

Type Corner

TT/65 °C/1.1 V SS/125 °C/0.99 V FF/125 °C/1.21 V
No-Eq With-Eq No-Eq With-Eq No-Eq With-Eq

Eye width (ps) 0 68.52 0 70.14 0 67.59
Eye height (mV) 0 316.61 0 331.58 0 185.86

Table 2. Performance summary.

Equalizer <8> <9> <10> This work

Data rate 6.25 Gbps 10 Gbps 40 Gbps 12.5 Gbps
Structure CTLE + DFE CTLE FFE CTLE + DFE
EQ power 1.2 V/– 1.6 V/133 mW 1 V/65 mW 1.1 V/33.08 mW
Area – 0.61 mm2 0.75 mm2 0.66 mm2

Gain 21.3 dB 18 dB 10 dB 28 dB
Technology 0.13-um 0.13-um 65-nm 40-nm

Fig. 10. Eye diagram of random data in SS125 corner. (a) No-Eq. (b) With-Eq.
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The biggest innovation of this paper is to provide the architecture of four-clock
sampling, which slows down the pressure of the phase-locked loop clock. This
structure lays the foundation for the subsequent study of higher-speed SERDES.
What’s more, power of this design is relatively low.
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Abstract. Security strings are often needed in identity authentication mecha-
nism. Security strings recovery is a reverse process, which does much calcu-
lations on a large amount of possible strings to find the right one, so that we can
recover lost or forgotten strings and regain access to valuable information. In
this reverse process, we need first process basic strings based on transformation
rules, so as to generate new ones quickly. Rule processing is complex, which
has high requirements for computing power, processing time, especially system
power consumption. In response to the above requirements, this work puts
forward the idea of accelerating the processing of rules using hardware for the
first time, and a domain specific rule engine is designed and implemented on the
existing FPGA platform. The experimental results show that the performance of
the rule engine on a single Xilinx Zynq 7z030 FPGA is better than that of CPU,
its performance power ratio is 3 times higher than that of GPU, and 50 times
higher than that of CPU. The speed and energy efficiency of the rule processing
is improved effectively.

Keywords: String � Rule � Engine � Domain specific

1 Introduction

With the development of computer technology and the expansion of Internet scale,
identity authentication mechanism has gradually become an important way for people
to protect their information [1]. The authentication process requires an identity infor-
mation consists of a username and a security string. The HASH algorithm is usually
used to calculate the digests of secure strings and the digests are stored together with
user credentials. When the user authenticates his identity, the authentication system
receives the security string inputed by the user and uses the HASH algorithm to convert
the string into a digest and compares it with the digest value stored in the system to
complete the authentication process. The forgetting of security strings can cause
inconvenience and loss [2]. The analysis technology of authentication protocol is just to
solve this problem.

In the analysis of authentication protocol, a large number of to-be-tested strings
need to be quickly generated in a short period of time for the subsequent HASH
algorithm to calculate the digest value. And the digest value is then compared with the
stored digest, so that the correct string can be found. In the process of generating of
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possible strings, using dictionary and transformation rules is a very accurate and
effective way [3–5]. Based on transformation rules and existing dictionaries consisted
of basic strings, it is possible to generate a large number of strings with a higher
probability, which in turn can increase the speed of analysis and improve accuracy.

As there are many kinds of transformation rules, and the calculation is complex,
rule processing is a task with great demand for computation power and processing time.
To the best of our knowledge, the public implementation methods are all based on CPU
and GPU now [6, 7], which have many shortcomings in processing speed and system
power consumption. Aiming at the rule processing in analysis of authentication pro-
tocol, this article presents a hardware-implemented, energy-efficient, reconfigurable
rule processing architecture, and implements a domain specific rule processing engine.
The research in this article is based on Xilinx Zynq FPGA. The experimental results
show that the engine performs well in terms of processing performance and system
power consumption.

2 Rule and Its Implementation Platform

2.1 Rules in the Analysis of Identity Authentication Protocal

When setting a secure string, people often set up a new string based on a simple
transformation, such as adding a prefix, adding a suffix, etc., this transformation is
called a transformation rule [6, 7]. This rule-based approach provides an idea for the
analysis of identity authentication protocols. By collecting known security strings, a
dictionary can be formed. The analysis can be attempted in the dictionary. Compared to
the full-character search space, the amount of calculation here can be significantly
reduced and a higher probability of hits can be ensured. At the same time, by applying
rules to the dictionary, new strings can be generated, which expands the coverage of the
dictionary, and improves the hit rate. The exquisitely set dictionaries and rules can
significantly increase the hit rate of the analysis when satisfying the limitations of
search scale, time limit, and the like.

In the analysis of authentication protocol, there are many string transformation rules
accumulated. Multiple tools have their own supported rules and provide a dictionary
plus rule analysis mode.

John the Ripper [6] is an open source and free analysis software, its main purpose is
to analyze the weak Unix passwords. It now supports more than 100 kinds of algo-
rithms, and provides support for many different types of system architectures, including
Unix/Linux, Windows/DOS and OpenVMS. It supports dictionary analysis mode, and
supports more than 40 kinds of string transformation rules and their handling. The rules
are processed on CPU.

Hashcat [7] is a widely used multiplatform free analysis kit, which supports various
platforms with OpenCL runtime, including CPU, GPU (supporting NVIDIA GPU and
AMD GPU), DSP, FPGA, etc. It supports multiple operating systems, including Linux,
Windows, MacOS, etc. It supports distributed processing, nearly 200 algorithms, and
multiple analysis modes. It supports the processing of dictionaries and rules, and its
rules are processed mainly on CPU and GPU.
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Based on the rules used by Hashcat, this article studies 41 common basic trans-
formation rules and implements their acceleration engine. Table 1 lists several typical
transformation rules. Each rule takes a visible character as its mnemonic, some rules
need parameters, and the number of parameters varies from 0 to 3. Table 1 illustrates
the transformation results of the rule by taking the string p@ssW0rd as an example.

In actual use, several individual rules can be combined together to carry out one
transform, such as uD3ss$3, which is combined of 3 individual rules. A new string is
generated after all 3 rules are processed

2.2 Rule Processing Platform with High Efficiency

The analysis process of identity authentication protocol needs to search and calculate
the string space made up of visible characters to find the correct string. When the length
of the string increases, the space of search and the amount of computation all increase
exponentially [8, 9]. Moreover, the analysis and calculation include a large number of
computationally intensive modules. The computational power of a single computing
node cannot meet the requirements. Even in the dictionary and rules mode which is a
certain targeted analysis pattern, the number of rules and basic strings is also very large.
Take a dictionary file with 50 million entries and a rule file with 100 thousand entries as
an example, only the processing of rules will need to generate 5 � 1013 to-be-tested
new strings, which contains huge amount of computation. Even we use MD5, the
simplest HASH algorithm an example, it still takes more than ten days to finish the
analysis process on a single common CPU. It can be seen that the computing power of
a single computing node is still far from the analysis task of identity authentication
protocol. The usual practice is to build large-scale computing clusters, divide the search
space into different computing tasks, and each node conducts search and calculation in
its own task space to speed up the entire analysis process [10].

Table 1. Rules and their meanings

Mnemonic Description Example Transform result

u Uppercase all letters u P@SSW0RD
r Reverse the entire word r dr0Wss@p
pN Append duplicated word N times p2 p@ssW0rdp@ssW0rdp@ssW0rd
{ Rotates the word left { @ssW0rdp
DN Deletes character at position N D3 p@sW0rd
iNX Inserts character X at position N i4! p@ss!W0rd
sXY Replace all instances of X with Y ss$ p@$$W0rd
*XY Swaps character at position X with

character at position Y
*34 p@sWs0rd

+N Increment character @ N by 1 ascii
value

+2 p@tsW0rd
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When constructing large-scale analysis clusters, performance and power con-
sumption are two main concerns. Rule processing and authentication protocol analysis
are both computationally complex tasks. Common CPUs have encountered bottlenecks
in performance improvement, and their computational capabilities have fallen far short
of the requirements. The advent of GPU acceleration units has made them clearly
superior in performance. And the theoretical computational performance in dealing
with high integration, computationally intensive issues, etc. has substantially exceeded
that of general-purpose processors [11, 12]. However, the GPU also has problems as an
acceleration device. Especially when building a large-scale computing system, its
construction cost, frequency wall, power-consumption wall, and storage wall have
made the GPU’s high cost and high power consumption intolerable [13].

The dedicated ASIC has a high degree of integration and high processing performance.
However, the development is complex and the cost is high. Once the function is imple-
mented, it cannot be changed, and it is not suitable for the acceleration of rule processing.

FPGA has the characteristics of low power consumption and high parallelism. It
can not only accelerate the computing speed, but also keep power consumption within
acceptable range [13–15]. Its wide application and reconfigurable characteristics pro-
vide a basis for its application in accelerating rule processing. Its low power con-
sumption, high parallelism and strong expansibility make it suitable for accelerating the
processing of rules and the analyzing of identity authentication protocol. Focusing on
processing performance and energy efficiency. This article studies the rule processing
techniques, designs and implements a rule engine with FPGA.

3 Design of the Rule Engine

The rule engine accelerates the parsing of the rules in a fully hardware-implemented
manner. When processing, the software only needs to configure the size and location of
the rule and dictionary files. The rule engine can automatically obtain rules and dic-
tionaries from the off-chip, parse them, and generate new strings. The newly generated
strings can be written back to the off-chip memory space through a high-speed bus for
use by other applications. It can also integrate HASH authentication algorithms on-chip
to directly verify the correctness of the string and complete the analysis of the entire
identity authentication protocol.

3.1 Structure of the Hardware Platform

The rule engine of this article is based on an identity authentication protocol analysis
system. This analysis system is a large-scale reconfigurable computing cluster. Its
computing power comes from a large number of low-power reconfigurable Xilinx Zynq
XC7Z030 chips. The chip is a hybrid core processor that includes a general-purpose
embedded computing core (a dual-core ARM CortexTM-A9 processor running at
1 GHz) and an FPGA-based reconfigurable compute core [16]. The two heterogeneous
computing resources are tightly coupled through a high-speed interconnection bus,
which can support the parallel collaborative execution of general-purpose computing
tasks and accelerated computing tasks. The hybrid processing platform integrates 1 GB
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of low-power DDR memory, 32 GB of flash memory, Gigabit Ethernet interfaces, and
high-speed ring network interfaces and so on. The structure diagram of the computing
platform based on Zynq XC7Z030 is shown in Fig. 1. The platform is visible in Fig. 2.

The rule engine is implemented on the reconfigurable FPGA of a single Zynq
XC7Z030, and the engine can be integrated in each FPGA in the large-scale system.
Rule files and dictionary files are divided into smaller parts according to computing
tasks, and stored in off-chip low-power DDR memories.
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Fig. 1. Structure of the hardware platform

Fig. 2. Physical picture of the hardware platform
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3.2 Design of the Data Format

Rule-based identity authentication protocol analysis requires that a large number of
transformation rules be organized into rule files and common strings be organized into
dictionary files for storage and usage. In the hardware implementation of the rule
engine, expansion requirements, storage space limitations, and the readability of the
rules should be considered. Each rule is coded with a specific length of 8 bits. We
directly encode the rules with ASCII code of their mnemonic. The 8-bit code can
theoretically support up to 256 rules, leaving room for new extensions for future rules.
The rules are coded and stored by ASCII code, which ensures the readability of rule
files and reduces the workload of translation and conversion between hardware and
software.

When performing string transformation in reality, several individual rules are often
combinated together to perform one transform. In designing the hardware storage
space, considering the rule combination and its parameters, 40 bytes of storage space is
allocated for each transformation. Generally, the length of the string in each dictionary
file is the same. In the hardware logic, 32 bytes of storage space is allocated for each
dictionary entry, that is, the length of the string is a maximum of 32. The rule file and
dictionary file format, as well as its storage form in hardware, are shown in Fig. 3.

3.3 Design of the Engine Core

Rule processing is the process of decoding the rules, and then transforming the strings to
get new ones. Because different transformation rules will change the length of the string,
even if the input string has the same length, the output string will still be of different
lengths, which will cause difficulties for subsequent usage. The solution is to categorize
the dictionary files, and each time the processed dictionary file has the same string
length. When processing, all the dictionary entries in the dictionary file are first looped
for one rule, and thus, these new generated strings are of a same length, which facilitates

Fig. 3. The storage format of rule file and dictionary file
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the use for subsequent HASH pipelines. Then we use another rule, reacquire dictionary
file and loop through it. This process continues, change another rule, reacquire dic-
tionary and loop through the dictionary until all rules in the rule file are processed.

For the case where rules are combined together to apply a transformation to a
string, the processing of the latter rules depends on the processing result of the pre-
ceding ones, the rules can only be executed in order. During the design process, this
article optimized the execution time of each rule, and processed each rule within one
clock cycle, including the analysis of the rule and the transformation of string. In this
way, one rule is processed every clock cycle. Figure 4 depicts the detailed processing
of 3 transformations, each time the transformation is a combination of 3 rules and the
number of dictionary entries is k. Because each transformation is made up of 3 basic
rules, 1 new string can be generated in every 3 clock cycles.

The brief structure of the engine core is demonstrated in Fig. 5. Each of the 41
basic rules is designed as a single rule processing element (RPE). The periphery is a
preprocessing circuit, a rule decoding circuit, and a memory management circuit. The
preprocessing circuit is responsible for dividing the continuously stored rule and dic-
tionary files into entries. The rule decoding circuit decodes the basic rules of each
transformation one by one, and then selects the corresponding rule acceleration unit to
perform operations. Each RPE completes the transformation according to the input
string and the string length, and calculates the length of the newly generated string. The
storage management circuit is responsible for using the high-speed bus to obtain rule
and dictionary files from off-chip, form on-chip caches at various levels, and output the
generated new strings off-chip as needed. All of this work is done automatically by
hardware.

Fig. 4. The procedure of rule processing. The horizontal axis is the time axis and represents the
clock period. string1, string2, string3, …… stringk are k entries of 1 dictionary. rule1_1,
rule1_2, rule1_3 are 3 basic rules, which together constitute 1 transformation. rule2_1, rule2_2,
rule2_3, rule3_1, rule3_2, rule3_3 are similar to this. string1_o, string2_o,……, stringk_o are k
outputs of the transformations. The clock cycles 1 to n complete the first transformation of the k
dictionary entries, and n + 1 to m, m + 1 to l complete the second and third transformations,
respectively.
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The processing logic of 41 basic rules constitutes a processing core. According to
the limitation of hardware resources, one or more processing cores can be placed at the
same time within the rule engine, and each core takes its own rule and dictionary to
transform.

3.4 The Storage Architecture

The rules engine automatically accesses rules and dictionaries. To meet the speed
requirements of the high-speed engine for rules and dictionaries, a total of three levels
of storage structures are set.

The first level of storage: off-chip DDR. The rule and dictionary files are stored in
DDR. The CPU in Zynq configures the start address and size information of the rule
and dictionary files in DDR to the FPGA logic, and the hardware automatically obtains
the rules and dictionary. At the same time, if the new strings generated by the rule
engine need to be passed off-chip for use by other applications, they are also auto-
matically transferred to the DDR memory by the rule engine.

Second level storage: On-chip RAM. The rule engine in FPGA pre-fetches the rules
and dictionary into the FPGA through the AXI (Advanced eXtensible Interface) bus
and caches them in the on-chip RAM. The four high-performance AXI_HP interfaces
of the AXI bus can achieve a total bandwidth of 4.8 GB/s when operating at 150 MHz,
which can guarantee the speed demand of the rule engine. As processing logic con-
tinues to consume data in RAM, the rule engine continuously acquires data from off-
chip and guarantees the demand.
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Fig. 5. Brief structure of the engine core
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Third-level storage: On-chip FIFO. The processing logic acquires dictionary data
from the on-chip RAM and performs preprocessing, and then stores the dictionary in
the on-chip FIFO buffer for high-speed processing by the core processing logic.

4 Experiments and Results

In order to verify the correctness and performance of the designed rule engine, this
article develops and implements it on the hardware platform based on Zynq 7z030 chip,
through the Vivado (v2015.2) tool suite. The number of different processing cores,
different string lengths, and different combinations of rules were tested, and their
performance and power consumption were analyzed. The results were compared and
analyzed with those of other platforms.

4.1 Results of the Implementation

The design is synthesized and implemented through the Vivado tool. Based on the
constraints of hardware resources, the number of processing cores that can be placed
and the overall performance are analyzed. Performance is calculated as the number of
new strings that can be generated per second when the transformation is combined of
1 rule.

The results show that the maximum implementation frequency is 150 MHz and the
maximum number of cores that can be put on chip is 2, so the maximum processing
performance is to process 300M basic rules and generate 300M new strings per second.
In the case of placing a single processing core on chip, the resource occupancy is 42%,
and there are still enough resources to place the HASH algorithm pipeline, which can
be used for on-chip verification. If two engine cores are placed on the chip, the resource
consumption is about 80%, at this time, the HASH algorithm pipeline cannot be placed
on the chip, and the rule engine can be used to transfer the generated new strings to the
off-chip for other applications.

4.2 Comparison with Other Platforms

As far as we know, this is the first work that realizes the work of rule processing using
hardware.

The comparisons of performance and power consumption are mainly performed
with the software implementations on the CPUs and GPUs. The same rule and dic-
tionary files are run on CPU and GPU, respectively. And the results are compared with
this work. The two aspects of comparison are performance and power consumption.

Software implementation uses the latest hashcat 4.1.0, which is the industry’s
fastest analysis tool and supports both CPU and GPU platforms [5]. The result of
software has a great relationship with its running platform, for example, in NVIDA
GPUs, its desktop products and products specifically designed for high-performance
computing have a huge gap in computing power. This work selects two mainstream
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product platforms for experimentation. The adopted CPU is: Intel(R) Core(TM)
i7-6700 CPU @ 3.40 GHz with 32G memory. The adopted GPU is: NVIDIA GeForce
GTX 970, with 1664 processing cores, running at 1.18 GHz. The performance com-
parison results are shown in Fig. 6.

Through analysis, it can be found that for different string lengths, the processing
performance of the three platforms is not affected. The processing performance is
greatly affected by the combination of rules. The more rules are combined, the more
complex the processing is. Our rule engine can achieve the performance of 300M per
second when the transformation is combined of 1 rule. The performance of this work is
better than that of the CPU implementation, and is worse than that of the GPU
implementation. However, when using the rule engine of this article to build a large-
scale, low-power computing cluster, its computing power will increase significantly.
But this is not the work of this article.

In actual operation, the running power consumption of the rule engine and the GPU
platform is observed in real time. The power consumption of the CPU is calculated as
65 W and the performance power ratio is calculated (the number of rules that can be
processed per second per watt). The results are shown in Fig. 7. The operating power
of the rule engine is only 2 W, and its performance power ratio is 3 times higher than

Fig. 6. The comparison of performance between different platforms. For the rule combination,
we tested the combination of 1 rule, 3 rules and 9 rules on each platform. For the length of the
strings in the dictionary, we tested the situation of 8 bytes and 12 bytes on each platform.
Performance is calculated as the number of new strings generated per second.
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that of the GPU, and it is 50 times higher than that of CPU. We can see that the
processing speed of the rule engine is fast enough, and its power consumption is not
large, which is very suitable for building large-scale processing systems.

5 Conclusion

The processing of rules is an important part of identity authentication protocol analysis.
Its process is complex, and it has high requirements for processing performance and
system power consumption. This work proposes the acceleration of the rule processing
with all hardware approach for the first time. We build a domain-specific rule engine
using FPGA’s high parallelism and low power consumption, and implement it on Zynq
7z030 FPGA. The experimental results show that the running performance of the rule
engine is better than that of Intel i7-6700 CPU. The performance power ratio is 3 times
higher than that of NVIDIA GeForce GTX 970 GPU, and about 50 times higher than
that of CPU platform.

It effectively improves the speed and energy efficiency of rule processing. The rule
engine designed in this paper has high processing performance, low system cost and
low operating power consumption. It is particularly suitable for constructing large-
scale, distributed, and reconfigurable rule processing systems, thereby providing a basis
for the design and implementation of the entire identity authentication protocol analysis
system.
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Fig. 7. The performance power ratio of different platforms
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High-Speed Circuit Power Integrity Design
Based on Impedance Characteristic Analysis

Guangming Zhang(&)

Jiangsu Automation Research Institute, Lianyungang 222061, China
focuszgm@163.com

Abstract. Power integrity (referred to as PI) issues have become increasingly
important in today’s high-speed circuit designs, at the same time, the complexity
of power integrity analysis has increased. Based on the two-port network model,
paper establishes the small signal model of the power system and the trans-
mission matrix model of the PCB power supply ground plane system, innova-
tively combines power supply design and PCB design to realize the impedance
control of the power distribution system and improve the power integrity of the
circuit. Taking the design of a certain type of network card as an example, based
on the impedance model, through simulation, the target impedance is controlled
in different frequency bands. The method is verified by measuring the dynamic
characteristics and noise of the chip power supply.

Keywords: Power integrity � Small signal model � Transmission matrix
Impedance control

1 Introduction

With the development of ultra-large-scale integrated circuit technology, the operating
voltage of the chip is getting lower and lower, and the working speed is getting faster
and faster, the power consumption is getting larger and larger, the density of the single-
board is also getting higher and higher, the operation of each transistor inside the chip
is usually synchronized by the core clock or on-chip peripheral clock, but due to the
internal delay difference, the state transition of each transistor can not be strictly
synchronized [1], when some transistors have completed the state transition, other
transistors may still be in the conversion process in. A high-level gate inside the chip
will transmit power noise to the input of other gates, if the gate receiving power noise is
in an unstable state of level shifting at this time, the power supply noise may be
amplified and the output of the gate circuit generates a rectangular pulse disturbance,
which in turn causes a logic error in the circuit. Noise at the external power supply pins
of the chip propagates through the internal gate circuitry and may also trigger internal
register generation. In addition to affecting the operating state of the chip itself, power
supply noise also affects other parts, for example, power supply noise affects the jitter
characteristics of the crystal, PLL, and DLL, and the conversion accuracy of the AD
conversion circuit.

Now, the clock frequency of the microprocessor’s core and peripherals has
exceeded 800 MHz, and the internal transistor’s level conversion time has dropped
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below 800 ps, therefore, higher requirements are placed on the stability of the power
supply system in the entire operating frequency band. The level of PI design directly
affects the performance of the system, such as overall reliability, signal-to-noise ratio
and bit error rate, EMI/EMC and other important indicators. Excessive board-level
power channel impedance and synchronous switching noise SSN excessively con-
tribute to severe power integrity issues, which can have fatal effects on device and
system operation stability.

2 Research Status

PI design is to ensure that the quality of board-level power supply meets the
requirements of the device and product through reasonable planar capacitance, discrete
capacitance, and planar segmentation applications, ensuring signal quality and stable
operation of devices and products. Figure 1 shows the characteristic diagram of a
typical power distribution system for a high-speed circuit system. In the figure, we
divide the entire power supply band into parts. In the low frequency range, the power
supply noise mainly depends on the power conversion chip VRM to filter; in the
frequency range of a few MHz to several hundred MHz, the power supply noise is
mainly filtered by the board-level discrete capacitors and the PCB’s power ground
plane pair; in the high frequency part, the power supply noise is mainly filtered by the
decoupling capacitor system and the high-frequency capacitors inside the chip [2, 3].
When the transient current of the load is changed, because the internal transistor level
of the load chip is extremely fast, the load chip must be supplied with enough current in
a very short time, but the voltage regulator source cannot respond to the change of the
load current quickly. There are usually many capacitors placed around the load chip to
meet the load transient current requirements.

It is relatively intuitive to understand the principle of power supply decoupling
from the perspective of energy storage, but it does not help the circuit design.
Understanding capacitive decoupling from the perspective of impedance can allow us
to design the circuit in a rule-based manner. From the chip point of view, the power
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Fig. 1. Power distribution system features
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supply system, PCB power ground plane and capacitive decoupling system can be
called a composite power supply system, when the PI design is carried out, it is
necessary to ensure that the voltage of the power supply system remains stable
regardless of how the load current of the chip changes. It is required that the impedance
of the power supply system in the characteristic frequency band be sufficiently low.
Because of the limitation of volume, efficiency and switching frequency, the power
system bandwidth is usually lower than 20 MHz, the loop design needs to ensure the
dynamic characteristics within the working bandwidth. Output filter capacitors,
inductors and other power devices are mainly selected on the output load current and
ripple requirements, so the impedance analysis of the power system is mainly con-
centrated in the working bandwidth, based on the small signal modeling of the power
system; Through the reasonable setting of PCB copper foil size, grid distribution shape,
board-level discrete capacitors, pcb power ground plane and board-level discrete
capacitors can well suppress the mid-range 20 M–1000 M noise; At high frequencies,
due to the black box characteristics of the chip, the high-frequency capacitance dis-
tribution inside the chip package cannot be known. Therefore, the ground plane and in-
package capacitance of the PCB power supply are generally used to suppress high-
frequency noise.

The power system, PCB power ground plane, and decoupling capacitor system can
all be equivalent to a two-port transmission matrix network. The network has four main
parameters: input impedance, output impedance, reverse current gain, and audio
attenuation rate. The input and output impedances are reflected its coupling relationship
with other cascade systems, so based on the impedance characteristics to analyze the
coupling characteristics of the cascade system can reflect some of the system’s essential
problems, Fig. 2 shows the parameters of the dual-port network model, the input can be
expressed as the Norton equivalent circuit and the output can be expressed as the
Thevenin equivalent circuit.

Among them, G11 is the voltage audio attenuation rate, G12 is the output impe-
dance, G21 is the input admittance, and G22 is the reverse current gain. The parameter
transfer function can be obtained by measuring the frequency response of the port to
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describe the dynamic characteristics of the DC/DC converter. Equation (1) describes
the relationship between the input and output variables of the converter.

v2
i1

� �
¼ G11 G12

G21 G22

� �
v1
i2

� �
ð1Þ

3 Method and Model

When the power system operates near a certain steady-state operating point, the rela-
tionship between the small-signal disturbance quantities of the circuit state variables
exhibits a linear characteristic [4]. Through perturbation and linearization, small-signal
AC equations can be obtained. The small signal AC model of the basic DC power
system can be unified into a standard form called a unified circuit model. As shown in
Fig. 3. The dotted line box is a DC/DC conversion system, and the rear stage is
schematic express a board-level discrete capacitor, PCB power supply ground plane
system or decoupling capacitor system.

Assume that the input reference voltage perturbation vref ðsÞ = 0, in the case of
v1ðsÞ ¼ 0, as shown in Fig. 4, a simplified small signal model system block diagram
[5] is established for the output current to the output voltage, deduces the transfer
function of the output impedance from the definition of the output impedance, which
results in:

G12CL ¼ G12OL

1þ T
ð2Þ

Among them, G12OL is closed loop output impedance, G12OL is open loop output
impedance, T is loop gain.

Fig. 3. Unified circuit model of power system
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The actual size of the planar PCB power supply ground plane is very important for
its performance. Figure 5 shows a pair of power/ground plane RLCG equivalent cir-
cuits with M * N cell grid equivalent circuits [6], where the equivalent circuit model of
the cell grid uses the p model. To ensure the accuracy of the model, the size of the cell
grid is less than 1/10 of the shortest wavelength in the band to be analyzed.

The package and PCB power ground plane can be represented by the cascade of the
equivalent circuit of the cell grid. Therefore, the two-port transmission matrix method
can be used to perform efficient analysis and simulation of arbitrary shapes and
complex power/ground planes, as shown in Fig. 5, the power/ground plane is divided

Fig. 4. Simplified small signal model system block diagram for output current to output voltage
in v1ðsÞ ¼ 0
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into (M−1) * (N−1) cell grids, the transmission matrix has M * N inputs and M * N
outputs, and the transmission matrix can be simplified as:

Tp ¼ Ap Bp

Cp Dp

� �
¼ I 0

Cp I

� �
ð3Þ

Among them, I represents unit matrix, 0 identifies 0 matrix, CP is a ðM � NÞ �
ðM � NÞ matrix. The decoupling capacitor and transmission matrix of the through hole
can be obtained by the same method [7]. After obtaining the transmission matrix of
each part of the multilayer power/ground plane, it can be expressed as a total trans-
mission matrix representing multilayer power/ground plane. Figure 6 shows the input
and output of the entire model. According to Fig. 6, the total transmission matrix can
be calculated. The impedance matrix can be obtained by the relationship between the
transmission matrix and the impedance matrix.

According to the transmission matrix of each part, the required impedance matrix
can be expressed as:

Z ¼ ZA ZB
ZC ZD

� �
¼ Rn � Cinv � Dl An � Cinv � Dl

An � Cinv � Dl An � Cinv � Rl

� �
ð4Þ

Among,

Cinv ¼ Cl Dl½ � � Am Bm

Cm Dm

� �
� An

Cn

� �� ��1

;Rn ¼ Am � An þBm � Cn;Rl

¼ Cl � Bm þDl � Dm
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Fig. 6. Block diagram of a multi-layer power/ground plane system
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4 Simulation and Test

Take a certain type of 10G fiber network adapter module as an example to illustrate the
high-speed system power supply integrity design based on impedance analysis [8]. The
module core chip uses a T5 network card chip, 5VDC single power input, and the
power required by the device is obtained through DC-DC conversion. The chip manual
requires the power supply accuracy is within ±4% under any operating conditions,
including DC voltage drop and AC disturbances. Based on the DC-DC power supply
and the PCB’s operating characteristics, in the process of controlling the impedance on
full-band, the DC voltage drop, the voltage output overshoot when the load step
changes, and the resonance of the possible output line near the operating frequency,
may all cause the voltage output to overflow [9]. The above conditions need special
consideration.

In the low frequency range, the DC voltage drop is reflected by the load regulation
rate, which is usually expressed as a percentage of the output voltage divided by the
output voltage variation when the output current changes from 0 to the rated maximum
current; the load step change will cause the voltage transients to overshoot, the step
signal can be decomposed into DC component and AC component attenuated with
frequency by Fourier transform, in order to ensure the voltage stability under the above
two conditions, the low frequency band impedance of the power supply must be strictly
controlled. Because of the power output filtering. characteristic, output discrete filter
capacitors, filter inductors have large parasitic resistance, open-loop output impedance
low frequency band characteristics can not be well controlled, according to formula (3–
1), by increasing the amplitude of the low band loop gain, people can effectively reduce
the closed loop output impedance of the power system in low frequency band. when
designing power, we usually increase add the integral link, the inertial link turning
frequency and the proportion of the link factor to achieve target impedance, in practice,
the work is done by establishing the power open loop model by Matlab. Low frequency
band design process is shown in Fig. 7.

In the mid-range, to avoid band noise in the power supply coupling into the power
supply loop, an inertia section in the middle band is required to reduce the mid-range
noise gain, and the loop gain amplitude rapidly decreases [10]. Therefore, in order to
control the closed-loop output impedance of the middle band, the output filter transfer

Fig. 7. Low-band impedance control diagram for power system
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function must be controlled to reduce the open-loop output impedance, thereby the
closed-loop output impedance is controled. Based on Figs. 3 and 4, combined with the
loop gain, a closed-loop model of the power supply is built in Matlab. The mid-band
design flow is shown in Fig. 8.

Set up the power system model in Saber simulation software for time domain
simulation. Use the constant current source analog power supply at the power load end
to simulate the output varies from 20% light load to 80% heavy load to 20% light load.
Compare the impedance of output before and after, the voltage overshoot is signifi-
cantly reduced. The result is as shown in Fig. 9.

In the mid-high band, the characteristics of the power supply and discrete com-
ponents are inductive. In order to control the output impedance, impedance control in
the mid-high frequency band is usually achieved by establishing a reasonable power
supply system structure [11]. Since the power supply ground plane forms a resonant
cavity in the PCB structure, if the resonant frequency point appears near the operating
frequency, it may easily cause abnormal operation of the chip. Based on Fig. 6, passive
simulation of the PCB design model is performed through Ansoft SIwave,
S-parameters and resonance mode analysis are performed, the resonance occurrence

Fig. 8. Mid-range band impedance control diagram in power system

Fig. 9. Comparision of voltage dynamic characteristics in two conditions
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region and frequency are viewed, and the mid-high frequency band is improved by
lowering the capacitance (0.1 to 0.01 uF) or making a thin dielectric layer PCB
impedance [12], Fig. 10 shows a comparison of PCB parameters before and after the
improvement of S-parameters. The resonance is significantly be suppressed.

The PI test is performed on the actual module after the impedance control [13, 14],
ripple and noise waveform in mid-high frequency band (20–1000 MHz) are as shown
in Fig. 11, load point voltage waveform switching between 20% light load and 80%
heavy load is shown in Fig. 12. The waveform proves that the power supply system has
good static and dynamic characteristics.

Fig. 10. S-parameter comparison chart

Fig. 11. Measured waveform by oscilloscope (ripple and noise in 20–1000 MHz)
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5 Summary

The paper innovatively combines power supply design and PCB design, Conduct
impedance analysis and control from the whole process of design. Paper takes the high-
speed circuit power integrity design as the background, and studies the method of
improving power integrity from the perspective of impedance. Based on the concept of
port network, the power system small signal model and PCB power ground plane
system impedance model are established, from the low frequency band, the middle
frequency range, and the medium high band, the impedance control method was
proposed in the aboved three aspects of the frequency band. Using a certain type of
network card as a design example, the correctness of the impedance control method is
verified by measuring the dynamic characteristics of the power supply and the noise
distribution. Based on the research of the paper, in the future [15], a more efficient and
dynamic model of the power distribution system needs to be established for precise
impedance control in order to improve the power supply efficiency and reduce the
development cost.
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Abstract. Object detection has always been an important part in the field of
image processing. The traditional object detection algorithm has complex
structure and operations. With the continuous development of deep learning
technology, Convolutional Neural Network (CNN) has become an advanced
object detection method. Because of its high accuracy, stability, and speed of
operation, this method is widely used in many fields. In this work, we use CNN
to achieve the detection of military objects. It uses the idea of regression to build
a model, which is fast and accurate and can achieve detection in real-time.
Unlike image classification, image detection requires more parameters and
calculations, and therefore it is difficult to be placed on a small embedded
platform. We analyzed some of state-of-the-art object detection network, replace
the traditional fully connected layer with global average pool layer, generate
region proposals using the anchor boxes, and apply it to military object detec-
tion. Finally, we deployed it successfully on TMS320C6678, which is a low-
cost, low-power embedded platform. A well-performing and easy-to-deploy
military object detection system is realized, which helps to improve the accuracy
and efficiency of military operations.

Keywords: Object detection � CNN � YOLO � DSP � Military object

1 Introduction

Convolutional Neural Network (CNN) based models are the current state-of-the-art for
the task of object detection. The accuracy of CNN is based on the massive training of
large datasets. To satisfy such a large number of operations, GPUs are usually used to
accelerate, which dissipate a huge amount of power. On the other hand, embedded
processing and DSPs are excellent low-cost, low-power solutions. As an embedded
microprocessor, DSPs are not only powerful for image processing, operation and
control capabilities, but also with high performance price ratio, performance power
ratio, and performance area ratio. And it has the advantages of software development
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for scalability and scalability, high quality, high reliability, and has a powerful
development tools and developers. It’s widely used in military, aerospace, medical and
other key areas.

In order to run the object detection network on an embedded platform, we must use
a model that has a simple structure and few parameters, but we can not lose its
accuracy. In this paper, we analyze and compare the existing excellent detection net-
work, and propose a detection network that is friendly to embedded platforms. We use
fine-tuning method to reduce the dependence of network training on datasets. At the
same time, the Global Average Pooling (GAP) is used to replace the traditional Fully
Connected (FC) layer, which also greatly reduces the number of parameters.

We randomly select images of fighters, tanks and so on, which are open on Google
as target datasets. On the one hand, these objects are very valuable. On the other hand,
random target datasets are selected and different from the source dataset (ImageNet)
which is used to finetune. This can prove the stability and reliability of our model.

2 Related Work

2.1 Traditional Object Detection

Traditional object detection algorithms use artificially designed filters and classifiers. In
this way, people’s experience and knowledge are used to select features with high
discrimination as the representation of candidate regions in the image through infor-
mation such as texture, color, and statistics of the image. The classifier is then trained to
classify these regions. Some good traditional object detection algorithm model is
shown in [1–4].

2.2 CNN-Based Object Detection

The methods of using CNN to achieve object detection are mainly divided into two
directions. On the one hand, using the Region Proposal Network (RPN) to generate
bounding boxes and using CNN to classify, these methods mainly include [5–10]. On
the other hand, there have been some methods to convert object detection to regression
problems, which do not require region proposal network but regression directly on the
input image completes the determination of position and category. Such methods are
represented by [11, 12].

Both methods have advantages and disadvantages. The method based on the region
proposal has better stability and better performance, but it has a larger amount of
computation and takes more time. Regression-based algorithms, such as YOLO, as the
name suggests, “You Only Look Once”, compared to the R-CNN series of algorithms
“see two eyes” or “more eyes,” YOLO only needs to “look at one”, the speed has
increased hundreds of times. But the method that based on the regression is not as
effective as the former method in detecting small objects and multiple objects.

In this work, we have measured two methods. We combine with the application of
the field, borrow from YOLO’s regression ideas, aim at the embedded platform and
design a light-weight object detection network.
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2.3 Embedded CNN Object Detection

High-performance, high-accuracy deep learning networks mostly have deep structure
and need to be combined with GPUs for acceleration. However, as CNN usage
demands increase day by day, CNN is deployed on platforms such as ASICs, FPGAs,
and DSPs. [13, 14] shows successful cases of deploying CNN object detection on
FPGAs and DSPs, which gives us hope. We use the TMDSEVM6678LE (hereinafter
referred to as EVM) test board for deployment.

2.4 Application of Object Detection on Military Objects

Object detection is critical to the automation of military operations. There are many
ways to apply different detection methods in the military field. Due to the requirements
of military scenarios, the performance of traditional object detection algorithms is
insufficient. CNN’s good performance has provided researchers with new ideas. [15]
uses the Fast R-CNN structure to propose a military object detection algorithm that
incorporates multi-channel CNN. In [16] Automatic Edge Detection (AEDS) was
proposed in the three fields of scale spatial analysis, edge detection and neural network.
AEDS delivers very quick edge detection of objects within medium-contrast images,
through the automatic selection of a single optimum scale for applying the scale space
edge detection to an entire image. Our work is based on CNN and combines on the
ideas of YOLO to achieve faster and more accurate military object detection.

3 Method

3.1 Network Architecture

Object detection is the extension and development of image classification. After the
advent of CNN, the performance of image classification is constantly being refreshed.
The annual ImageNet Large Scale Visual Recognition Competition (ILSVRC) is the
most authoritative competition in the field of image classification. The accuracy of all
networks tested on the large dataset ImageNet is measure. Table 1 shows parameters
and float-point operations (FLOPs) of the ILSRVC championship in recent years.

The network architecture of YOLO is inspired by GoogLeNet model for image
classification. YOLO divides the input image into 7 � 7 grids. Each grid only predicts

Table 1. Parameters of the ILSRVC Championship in recent years.

Error (top-5) Parameters Fully-Connected Parameters FLOPs

AlexNet 15.30% 62M 58M 2.27B
ZF-Net 11.20% 386M 375M 5.52B
VGG-19 7.30% 143M 123M 31.54B
GoogLeNet 6.70% 7M 1M 12.59B
ResNet-152 3.57% 57M 0 29.37B
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two boxes and can only have one class. The speed is greatly improved, but it loses
certain precision. And it struggles with small objects that appear in groups, such as
flocks of birds.

Faster R-CNN implements ZF-Net, VGG, and ResNet. Faster R-CNN uses RPN
and ROI Pooling to generate regions of interest (RIO) and map them on feature maps.
Finally, finetune those ROI. As can be seen from Table 1, although the fully connected
layer can obtain global information, the number of parameters is too large, which
accounts for more than 80% of the parameters, and too many parameters will lead to
too many calculations. This is not friendly to embedded systems.

The application target of our research is military objects. Compared to ImageNet’s
1000-class, our military object dataset only has 6-class, which does not require the
extraction and classification of too complex features. At the same time, we aim to
deploy on the DSP embedded platform. There is a bottleneck for the number of
parameters and calculations. Therefore, a light-weight classification network is used in
our work. The network structure is shown in Fig. 1. There are 15 layers in total, 7
convolutional layers which use 3 � 3 kernel. We remove the fully connected layers
from YOLO, we use a 1 � 1 convolution and a Global Average Pool instead which
greatly reduces the number of parameters. After CNN, we use anchor boxes to predict
bounding boxes. In addition, we set the input size as 416 � 416 so that the network
can adapt to large size images. And the output size of our network is 13 � 13.
Compare to YOLO’s 7 � 7 output, our network can detect more objects of different
scales. The final detection system is shown as Fig. 2.

Conv. Layer
3×3 / 1

Maxpool Layer
2×2 / 2

13

13

1000
13

13

1024
13

13

512
13

13

256
26

26

128

104

104

32

208

208

16

416

416

3 100064
52

52

Conv. Layer
3×3 / 1

Maxpool Layer
2×2 / 2

Conv. Layer
3×3 / 1

Maxpool Layer
2×2 / 2

Conv. Layer
3×3 / 1

Maxpool Layer
2×2 / 2

Conv. Layer
3×3 / 1

Maxpool Layer
2×2 / 2

Conv. Layer
3×3 / 1

Maxpool Layer
2×2 / 2

Conv. Layer
3×3 / 1

Maxpool Layer
2×2 / 2

Conv. Layer
1×1 / 1 Global Average Pool

Fig. 1. The classification network in our work uses a fully convolutional network to replace FC
with GAP.

1. Resize input image
2. Run convolutional neural network
3. Use anchor boxes to predict bounding boxes 

Fig. 2. The military object detection system.
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3.2 Training Methods

For the method of generating bounding boxes, we refer to the anchor boxes used by
Faster R-CNN to optimize the YOLO detection method and improve the precision. We
don’t use the 9 types of anchor boxes in Faster R-CNN. Instead, K-means clustering is
used to generate anchor boxes sizes that are more suitable for our dataset. The size of
the anchor boxes are relative to the output image, and we regress directly on the final
feature map. We know that the down-sampling rate of the network is 32, so only the
size of anchor boxes generated by the K-means needs to be scaled (�32).

We use the transfer learning method to solve the problem of training non-
convergence that may be caused due to insufficient datasets. Firstly, we pretrain our
classification network on the ImageNet 1000-class competition dataset, and the
resulting model was used as the initial parameter for finetuning the entire detection
network. In this way, can the network converge faster.

Unlike Faster R-CNN, which deploys a 4-step alternating training strategy to train
RPN and detector network, our network is end-to-end training. So, we only need to pay
attention to the input and output. Similar to YOLO, we use the same multi-class loss
function as YOLO (Eq. 1).
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Where lobjij denotes that the object appears in cell i and the j-th bounding box in cell
i is responsible for the detection of the object. The loss function classifies and locates
errors differently depending on whether there is an object in the grid cell. xi, yi, wi, hi
corresponds to the ground truth bounding box center coordinates, width and height for
objects in grid cell (if it exits) and x̂i, ŷi, ŵi, ĥi represent the corresponding predictions.
Ci and Ĉi denote confidence score of non-object at grid cell i for ground truth and
prediction. pi cð Þ and p̂i cð Þ stand for conditional probability for object class c at cell
index i for ground truth and prediction respectively. We use similar settings for
YOLO’s object detection loss minimization and use values of kcoord ¼ 5 and
knoobj ¼ 1.

We output class conditional probabilities, the K bounding boxes and their associ-
ated confidence scores for each grid. As in YOLO, we consider a responsible bounding
box for a grid cell to be the one among the K boxes for which the predicted area and the
ground truth area shares the maximum Intersection Over Union. During training, we
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simultaneously optimize classification and localization error (Eq. 1). For each grid cell,
we minimize the localization error for the responsible bounding box with respect to the
ground truth only when an object appears in that cell.

4 Experiments

4.1 Dataset

The pre-training of the classification network was performed using the ILSVRC 2012
dataset. The ImageNet dataset contains 1000 classes and more than 12 million images.
It is the most standard dataset for test the performance of image classification models in
the current deep learning domain.

In this work, 6 types of valuable open military object images such as tanks and
fighters on Google were collected as the original data of our military dataset. According
to the standard format of PASCAL VOC, each image was named with 6 numbers and
use Labeling to annotate object class and location to form a XML file. The dataset
includes 6 classes of tank, fighter, airplane, vehicle, artillery, and helicopters, each with
300 original images. Then, the image is subjected to noise, transformation, and other
processing, and the dataset is doubled. 60% of them are training sets and 40% are test
sets. Relative to the public dataset, our dataset is small, but through transfer learning we
have achieved good results on our model.

4.2 Hardware and Software Environment

In our work, the Nvidia GTX 1080Ti GPU was used for training and testing, and the
TMDSEVM6678LE was used for deployment. The GTX 1080Ti has 3,584 CUDA
cores, each with a base frequency of 1,480 MHz and a maximum frequency of
1,582 MHz, with 11 GB of memory and 11,000 MHz of memory frequency. The PC
uses the Intel Core i7-4900 CPU @ 3.60 GHz � 8 and Ubuntu 16.04.

TMDSEVM6678LE is a high-performance, high-efficiency independent develop-
ment platform that allows users to evaluate and develop applications for TI
TMS320C6678 DSP. As shown in Fig. 3, EVM includes a multi-core DSP
TMS320C6678, 512M DDR3, 64M NAND Flash, 1MB local boot I2C EEPROM and
other peripherals.

4.3 Experimental Results

We used ImageNet to train the classification network. The batch-size was set to 128.
After 450,000 iterations, the classification network model was obtained. The top-5 error
of the model tested on ImageNet is only 7%. Based on this, we modify the network
configuration, the final feature output channel is controlled to 55 which equal to
numbers of output � (classes + kcoord +1)), and the anchor boxes are used for detec-
tion operation. Use our military object dataset to finetune on the detection network.
Figure 4 shows some examples of our experimental results.
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As shown in Fig. 5, the model of this work can reach 0.75 mAP, and the frames
can reach 275 FPS with acceleration of GTX1080Ti and cuDNN. It’s so fast and can
achieve real-time detection. We randomly select a video to test our model and the result
shows that the performance is good.

Since our model lacks a fully connected layer, compared with YOLO and Faster
R-CNN, the model parameters and floating-point operations in our work are greatly
reduced. The weight file is less than one-tenth, and a small number of parameters are
more conducive to our deployment in embedded platform. In order to measure the
precision of our model, we also finetune for YOLO and Faster R-CNN with our

Fig. 3. The collected military object dataset. (a) is the original data image collected on Google;
(b) is the image after adding salt and pepper noise.

Fig. 4. Texas instruments TMDSEVM6678LE (Evaluation Module) kit.
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military object datasets. The results show that a small number of parameters does not
lead to a reduction in mean Average Precision (mAP). Instead, the precision of our
model is higher than the previous two models. Table 2 shows the comparison of this
model with YOLO and Faster R-CNN (Fig. 6).

Fig. 5. After finetuning, we tested every class with the resulting model.
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Fig. 6. 6 classes of our military object dataset and it’s Average Precision. The mean Average
Precision for our model is 0.75.
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4.4 Deployment

We use EVM for network deployment. CCS provides us a platform for compiling
codes and downing to EVM. We analyze the time taken by each module to further
optimize the acceleration. In Table 3, we use a single core to test our model and list the
time for main module on EVM.

We can find that apart from the data I/O time, the largest proportion of the time in
the calculation process is the convolution operation, which is also the main operation of
the convolutional neural network. So, if we can optimize the convolution operation, the
speed will increase a lot. In Table 3, we use gemm function on Caffe for convolution
which is the matrix tiling convolution method. However, TI provides developers with
library functions such as MCSDK, CSL, and DSPLIB, optimized for DSP architecture.
The DSP_sp_mat_mul function in DSPLIB can be also used for convolution. In
Table 4, we compare direct convolution, gemm method and DSP_sp_mat_mul method

Table 2. Use our military object dataset to finetune on YOLO Faster R-CNN and our model.
Model size FLOPs and mAP are showed that our model is smaller but keeping the precision.

mAP Model size FLOPs

YOLO 0.62 753 MB 34.90 Bn
Faster R-CNN(VGG) 0.73 483 MB 32.65 Bn
This Work 0.75 63 MB 6.97 Bn

Table 3. Time for main module on EVM Single core. Load/Store includes follow steps: load
input image, symbol library, weights, save output image. Because the weight file in this test is
loaded from the PC, Load/Store wastes most of the time.

Time consuming (%)

Total 100
Load/Store 80
Convolution 12
Pooling 3
Detection 2

Table 4. The result of testing the direct convolution, gemm and DSP_sp_mat_mul. In the test,
input map size is set to 3 � 416 � 416, kernel size is set to 3 � 3 and the stride and pad are both
set to 1.

Time (s)

direct convolution 3.37
gemm 1.75
DSP_sp_mat_mul 0.54
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and find the DSP_sp_mat_mul is the fastest method for convolution. So, we use
DSP_sp_mat_mul to replace the gemm function.

We use the stbimage image processing library function to perform image prepro-
cessing and read/write operations. Master-slave mode is used to perform reasonable
parallel scheduling of calculations. Finally, we test the performance of our military
object detection network on PC and EVM evaluation board. The result is shown in
Table 5. With same frequency, the speed of EVM can be similar to PC.

5 Conclusion

Military object detection is an important part of military operations. In this work, we
analyze the current CNN classification network and object detection network. Using
the ideas of YOLO and Faster R-CNN which are state-of-art, we use a full convolu-
tional network and anchor to construct a military object detection network. In the six
targets of this paper’s dataset, the mAP reaches 0.75. Compared with YOLO and Faster
R-CNN, the weight file in this paper is less than one-tenth. The floating-point operation
is only 6.97 BFLOPs. Finally, the detection network of this paper was successfully
deployed on the EVM platform.
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Abstract. With the popularity of GPU which has the high perfor-
mance computing feature, more and more algorithms have been suc-
cessfully transplanted to the GPU platform and achieved high efficiency.
But existing videos or images processing methods, such as demosaicing
algorithm, have not fully exploited the parallel computing capacity of
heterogeneous processing platform and the video frame rates can’t meet
real-time requirements. In order to take full advantage of the computing
power of GPU under the heterogeneous processing platform, an optimiza-
tion scheme is proposed in this paper. We use the demosiacing algorithm
as a case and modify the algorithm. By exploiting the GPU’s memory
hierarchy, the optimization scheme improves the parallelism of the algo-
rithm while reducing the memory access latency, and greatly reduces
the execution time. Then we achieve the zero-copy at the same time.
The experimental results show that optimization version has a signifi-
cant performance improvement, the optimized OpenCL version is up to
6x comparing with the basic OpenCL version about kernel execution.

Keywords: Parallel processing · Image demosaicing
Heterogeneous platform · OpenCL

1 Introduction

Digital cameras are increasingly widespread, and camera modules are now
embedded in a variety of handheld devices including mobile phones and tablet
PCs. Due to the cost of imaging, most digital camera imaging chips only have
one CMOS or CCD sensor chip, each sensor surface is covered with a color filter
array [1,2] (Color Filter Array, CFA), such as Fig. 1. The conventional color filter
array limits the arrival of only one base light per pixel location, capture only
one color component at each spatial location. The remaining components must
be reconstructed by interpolation from the captured samples. So that the other
two colors of the color image will be interpolated with the sampling result of the
adjacent pixels of the sampling matrix in the case of single block inductive chip
samples [3]. This color plane interpolation algorithm is called image to mosaic.
In the early stage of the computer technology, graphics processing and comput-
ing are relatively simple, we can use the CPU to achieve graphics processing.
c© Springer Nature Singapore Pte Ltd. 2019
W. Xu et al. (Eds.): NCCET 2018, CCIS 994, pp. 142–152, 2019.
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Fig. 1. Bayer CFA

But with the development of computer technology, especially the requirements
on the quality of graphics processing and computing speed continue to improve,
this needs to find new ways to meet the increasing requirements.

Nowadays, parallel computers are not expensive and exquisite because almost
all PCs have multicore hardware. Basically, there are two main multi-core
approaches: integrating some of the core into a single microprocessor (multi-core
CPU), or integrating a large number of cores to the current graphics processing
unit (GPU) as an example [4]. The GPU was originally designed specifically for
graphics applications and image rendering required during the rasterization pro-
cess. Over time the computational resources of modern graphics processing units
became suitable for certain general parallel computations because of the inher-
ent parallel processing capabilities of the architecture [5]. By starting multiple
execution threads, we can take advantage of all of these multicore hardware.

So, heterogeneous computing of CPU and GPU become the mainstream plat-
form of high performance computing, which has great advantages in computing
energy efficiency compared with multi-core processors and has been well verified
by the parallelization of multiple algorithms.

In this paper, we propose an optimization scheme for demosaicing algorithm.
The objective of this implementation is to demosaic image as fast as possible,
so that the video editing workflow will be accelerated. To achieve this, we first
introduce the parallel processing of the algorithm as the base method. Then we
propose two implementation methods, one is reducing input and output trans-
fer between global and shared memory when data transmission between GPU
and CPU, another is reducing the number of work items and queuing time by
changing the distribution of working groups. Finally, we come to the conclusion.

2 Related Work

[6] proposed an improved linear interpolation for demosaicking of Bayer-
patterned color filter array (CFA) images. An efficient edge-based technique for
color filter array demosaicking is presented in [2]. The authors in [1] introduce an
efficient demosaicking method based on an advanced nonlocal mean filter using
adaptive weight with consideration of both neighborhood similarity and patch
distance.

Meanwhile, several works have been dedicated to implement demosaicing
using GPU. An efficient implementation of Bayer demosaic filtering on GPUs was
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published in [7]. McGuire accelerated MalvarHe-Cutlere [8] image demosaicing
algorithm using OpenGL in real-time speed.

OpenCL is the first open, free standard for parallel programming for general
purpose heterogeneous systems and a unified programming environment, which
is used to program multiple devices, including GPU and CPU, as well as other
computing devices as part of a single computing platform. OpenCL uses parallel
execution SIMD (single instruction, multiple data) engines found in General Pur-
pose Graphics Processing Units (GPGPU) and Compute Cores(CC) to enhance
data computational density by performing massively parallel data processing on
multiple data items, across multiple compute engines. Each compute unit has
its own ALUs, including pipelined floating-point (FP) units, integer (INT) units
that can perform computations as well as transcendental operations.

Due to the good cross platform and parallelism of OpenCL, in recent years,
OpenCL has also been widely used in image processing and algorithm accel-
eration. For example, [5] proposes a parallel implementation and optimization
method for the real-time dehazing of the high definition videos based on a single
image haze removal algorithm.

In this paper, we further modified and optimized the demosaicing algorithm.
The presented OpenCL implementation in paper is 6 times faster than the GPU
implementation in [7] using the same filter. And we use the 4th Generation
Intel R© CoreTM Processor family which includes complex SoCs integrating mul-
tiple CPU Cores, Intel R© Processor Graphics, and potentially other fixed func-
tions all on a single shared silicon die. And the GPU and CPU share the Last
Level Cache (LLC).

3 Parallel Implementation and Optimization of
Demosiacing Algorithm Based on OpenCL

In an OpenCL execution model, the host program is responsible for manag-
ing and scheduling OpenCL-supported computing devices. When the host side
submits the kernel to computing devices, serial code defines the organization
structure of the work item through the global index space (NDRange) and the
operation mode of the kernel on the computing device through the mapping
method on the computing device, as shown in Fig. 2.

Figure 3 shows that the OpenCL memory architecture is divided into four
parts: global memory, constant memory, local memory, and private memory, as
shown in the figure. The sizes and corresponding access speeds of these memory
types are different. Data can flow along the channel of host memory, global
memory, local memory, private memory. When optimizing the OpenCL kernel
program, it‘s an important part to fully tap the potential of the GPU’s storage
hierarchy based on the characteristics of the algorithm.

3.1 Algorithm Modification

The Intel Graphics device is equipped with several Execution Units (EUs).
EUs are Simultaneous Multi-Threading (SMT) compute processors that drive
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Fig. 2. OpenCL platform model

multiple issuing of the Single Instruction Multiple Data Arithmetic Logic Units
(SIMD). Compiler generates SIMD code to map several work-items to be exe-
cuted simultaneously within a given hardware thread. The SIMD-width for ker-
nel is a heuristic driven compiler choice. Therefore, the basic algorithm version
suffers a significant performance improvement.

[6] presented an OpenGL implementation of the Malvar-HeCutler filter. [7]
also provide a GPU Filters which includes the filter coefficients. And the GPU
Filters can achieve SIMD such as MADD and ADD on 4-vectors at the same
speed as on scalars. For example, when calculating the float4 value PATTERN,
we use the following formula:

PATTERN+ =(kA.xyz ∗ (float3)(value.x, value.x, value.x)).xyzx+
(kE.xyw ∗ (float3)(value.z, value.z, value.z)).xyxz

(1)

There are many similar formulas in the kernel to adapt to the characteristics
of SIMD. This will make the most advantage of SIMD and reduce the amount
of calculation steps and running time.

For a given SIMD-width, if all kernel instances within a thread are execut-
ing the same instruction [12], then the SIMD lanes can be maximally utilized.
Moreover, the GPU instruction execution is SIMD, the GPU Vector ALU hard-
ware is more flexible and can efficiently use the floating-point hardware [13].
In this paper, we modified the algorithm code, a lot of uchar8 and float8 data
types are used to further speed up the program running time, including addition,
multiplication, dot times and other operations. So we can make full use of the
SIMD-width. For example:

uchar8 lineA = (uchar8)(vload8(0, psrc + mad24(j − 2, 1920, i ∗ 4 − 2))) (2)
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Fig. 3. OpenCL memory architecture

out =(uchar16)(lineC.s2, convertuchar2(PATTERN One.xy), 255,
PATTERN Two.z, lineC.s3, PATTERNTwo.w, 255,
lineC.s4, convertuchar2(PATTERN Three.xy), 255,
PATTERN Four.z, lineC.s5, PATTERN Four.w, 255);

(3)

Due to the SIMD-width is fully occupied when operations execute, an obvious
performance improvement when executed on GPU environment [12]. In addition,
by doing so, we can handle four pixels at a time. Algorithm 1 shows the steps of
the modified version.

3.2 Data Transmission Optimization

When mapping OpenCL on CPUs, the host and device share the same memory
space [4]. Since OpenCL requires explicit data transfers but does not impose
restrictions on memory access patterns, it is up to the compiler and to the device
driver to select whether or not to actually replicate the data or just read it from
already allocated space, and Fig. 4 is the traditional mode of data transmission.
To overcome this irregularity, we applied the so called zero copy technique.

To achieve zero copy, the Intel Processor Graphics has a congenital advan-
tage. Intel� Processor Graphics architecture shares DRAM physical memory
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Algorithm 1. Optimization demosiacing algorithm
Input: input A 8-bit gray 1920 × 1080 image
Output: output A 32-bit color 1920 × 1080 image

1: Using vload8 instruction to obtain the pixels and assigned to lineA˜ lineE
2: Calculate the filter coefficients
3: Calculate the pattern 4-vector of filter terms
4: Using the pattern to restore the four color pixels A,B,C,D
5: return out = (uchar16)(A,B,C,D)

GPU
(Device)

Last Level CacheCPU
(Host)

R/W R/WL3

Fig. 4. The original data transfer method

with the CPU like Fig. 5. Thus, the advantage is that shared physical memory
enables zero-copy buffer transfers between CPUs and Gen7.5 compute archi-
tecture. Moreover, the architecture further augments the performance of this
sharing with shared caches. This reduces the overhead of the data transfer.

All data into and out of the samplers and data ports flows through the L3
data cache in units of 64-byte wide cachelines. This includes read and write
actions on general purpose buffers. L3 cache bandwidth efficiency is highest for
read/write accesses that are cacheline aligned and adjacent within cacheline.
Compute kernel instructions that miss the subslice instruction caches also flow
through the L3 cache. A kernel should access at least 32-bits of data at a time,
from addresses that are aligned to 32-bit boundaries.

In order to improve performance, we use the vload8 and vstore8 to read data
from shared memory. On one hand, this will reduce the data transfer time. On
the other hand, this also allows four pixels are restored at one time in kernel like
Fig. 6.
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Fig. 6. Vload data to cache at once

3.3 Memory Management and Indexes Memory

There are global memory and local memory in INTEL R© PROCESSOR GRAPH-
ICS. How to manage the memory will influence the data progress. In this paper,
we use a 1920 × 1080 image as an example.

In general, we will allot the size of the image as global memory. Because
our kernel will use vload8 to read data, this will waste the memory. So we can
shrank a quarter in size and shorten the time about a half. Further, we can set
the local memory a multiple of 32, which is the SIMD-width. This is because the
work-item will share the local memory, and a SIMD-width size can be suitable
the data width.

To optimize performance when accessing global memory, a kernel must
minimize the number of cache lines that are accessed [11]. If a kernel indexes
memory, where index is a function of a work-item global id(s), the following
factors have big impact on performance:

i The work-group dimensions
ii The function of the work-item global id(s)

The work-group dimensions can affect memory bandwidth. We call a “row” work-
group: <16, 1, 1>. With the “row” work-group, get global id(1) is constant for
all work-items in the work-group, myIndex increases monotonically across the
entire work-group, which means that the read from, and myArray comes from a
single L3 cache line (16 x sizeof(int) = 64 bytes) like Fig. 7. This will make full
use of the bandwidth to read data from cache line.

Also, the function of the work-item global ids can affect memory bandwidth
[11]. In our kernel, we use the following way to get work-item ids.

int i = get global id(0);
int j = get global id(1);
int src idx = mad24(j, 1920, i ∗ 4);
int x = psrc[src idx];

(4)
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Fig. 7. The read is cache-aligned, and the entire read comes from one cache line. This
case should achieve full memory bandwidth

The read is cache-aligned, and the entire read comes from one cache line.
This case should achieve full memory bandwidth. This will get full the memory
performance. The read from psrc comes from same L3 cache line for 16 work-
items. This means a single L3 cache line (16 x sizeof(int) = 64 bytes) will full
used.

4 Experimental Results and Performance

We implement the demosiacing algorithm by three ways. First, we use a straight-
forward CPU implementation with the filter in [8] using C++ programming.
Second, we first implement the basic OpenCL version using the GPU filter in
[7]. And the final implementation is the optimized OpenCL version. And the
time are divided into three parts: write data to device, read Data from device
and kernel execution.

The tests reported in this study were performed on a multiprocessor PC with
an Intel(R) HD Graphics 4600 and an Intel core i7-4590 3.30 GHz CPU. Each
CPU of the pc has 4 physical cores. As each physical core hosts two virtual
cores. The C++ development environment is Microsoft Visual Studio 2017. The
OpenCL development environment is an intel sdk with OpenCL version 1.2.

In our paper, we use the 8-bit gray images of three size including 640 × 480,
1024 × 768 and 1920 × 1080. To evaluate the performance on GPU, all versions
were run 50 times. Table 1 shows the execution times.

Table 1. Execution times for three image sizes

Image size Version Write data (ms) Read data (ms) Kernel execution (ms)

640 × 480 CPU version NULL NULL 52.8441

1024 × 768 NULL NULL 81.4833

1920 × 1080 NULL NULL 131.3766

640 × 480 Basic OpenCL 0.6958 0.8429 0.7288

1024 × 768 0.8958 1.3232 1.0784

1920 × 1080 1.2533 2.0968 1.9415

640 × 480 Optimized OpenCL 0.0154 0.0123 0.2876

1024 × 768 0.0165 0.0133 0.4249

1920 × 1080 0.0167 0.0143 0.7473
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Table 2. Execution times for three platforms

GPU type Version Write data (ms) Read data (ms) Kernel execution (ms)

HD4600 CPU version NULL NULL 131.3766

HD530 NULL NULL 108.4523

HD630 NULL NULL 90.5148

HD4600 Basic OpenCL 1.2533 2.0968 1.9415

HD530 1.0542 1.3376 1.1365

HD630 0.9856 1.1232 0.9147

HD4600 Optimized OpenCL 0.0167 0.0143 0.7473

HD530 0.0163 0.0145 0.5173

HD630 0.0158 0.0139 0.3473

From Table 1, we can see that the Optimized version has a very significant
speedup relatively to the basic OpenCL version, including data transfer and
kernel execution no matter which size. The speed of the optimized OpenCL
version is improved approximately 200% compared with the CPU version.

In the optimized OpenCL version, the data copy spend little time in memory
access and time can be ignored. This result highlight the importance of that
GPU and CPU share Last Level Cache (LLC). Due to this reason, data transfer
between devices can easily achieve the really zero-copy.

Moreover, the data-width has the fastest kernel execution time. It has
improved roughly 60% faster than the basic OpenCL version. This is reason
that we make full use of the SIMD optimization. The entire SIMD-width size
is fully filled with the data at once, and this reduces the problem of repeated
reading of data and cache miss. No matter basic OpenCL version or optimization
version, we already use the SIMD instructions, but we can see that the speedup
can be greatly improved by make full use of the SIMD-width size.

To further verify the generality of the optimization scheme, we continue to
test two multiprocessor PCs. One has an Intel(R) HD Graphics 530 and an Intel
core i7-6700 3.40 GHz CPU and another has an Intel(R) HD Graphics 630 and
an Intel core i7-7700 3.6 GHz CPU. Other environments are consistent with
previous tests. To evaluate the performance on GPUs, we use the 8-bit gray
image of 1920 × 1080, and all versions were run 50 times. Table 2 shows the
execution times.

As can be seen from the table, the optimization scheme greatly improves the
execution speed of the algorithm comparing with the CPU version and basic
OpenCL version. Because of zero-copy, the read and write actions take almost
no time in the optimized OpenCL version no matter which platform. Due to the
improvement in GPU performance, the PC with an Intel(R) HD Graphics 530
is about 40% faster in the basic OpenCL version and about 40% faster in the
optimized OpenCL than the PC with HD4600 about kernel execution. The PC
with an Intel(R) HD Graphics 630 has the less execution time in all OpenCL
versions. In the optimized version, the kernel execution speed is improved by
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53% than the PC with HD4600 and 32% than the PC with HD530. This also
shows that our scheme is possessed of stronger applicability and generality.

5 Conclusion

The paper presents an optimized scheme about a parallel implementation of
demosaicing algorithm using OpenCL. We detailed describe each step about how
the original algorithm is implemented, parallelized and optimized. In addition,
we introduce how the algorithm executes on the GPU. Specifically, our opti-
mized scheme makes full advantage the modern parallel computing architecture,
which increases the parallelism of the process and reduces the computational
complexity and the execution time. We implement a basic OpenCL version and
further optimized this version. The results show that optimization version has
a significant performance improvement about kernel execution, the optimized
OpenCL version is up to 6x and the data transmission time is almost zero. And
experimental results shows the good applicability of the optimized scheme.

It confirms that the algorithm should be adapted to OpenCL codes accord-
ingly to the hardware execution environments. Indeed, by optimizing the
OpenCL code, a 6 speedup yielded by the Optimized OpenCL version comparing
with the basic OpenCL version. For some algorithms, it can be well optimized.
OpenCL can play a greater role in heterogeneous computing.
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Abstract. The world is full of relationships, and graph is the most
evident representation for them. With the increasing of data scale, graphs
become larger and have encountered a new world of analyzing. What
can we learn from a graph? How many kinds of graphs are there? How
different is graph from one area to that from another? All these questions
need answers, but previous research on graph computing mainly focused
on computing frameworks and systems, paying little attention to graph
itself.

In this paper, we studied graphs of different kinds, different scales and
different mining methods, trying to give a sketcher and classification of
graph categories. Besides, we studied characters and analyzed algorithms
in each category. We researched public graph datasets to show current
graph scale and its trend for future infrastructure.

Keywords: Graph category · Extremely large scale graph
Graph characters

1 Introduction

Relational data plays an important role in big data analysis. Graph is an intuitive
and expressive method for relational data representation.

Moreover, graphs have diversity in scale, structure, density, connectivity etc.
Different graphs apply to variety kinds of algorithms and applications.

Most graph computing articles focus on computing, while few talk about
graph itself. When it comes to graph computing system’s evaluation, PageRank,
BFS and WCC are most popular benchmark algorithms. Besides, Graph 500
[3] suggests BFS for graph computing ability evaluation. However, are these
algorithms enough for diverse graph applications? Will different types of graphs
apply to such algorithms?

In this research, we focus on graph itself, to find out its characters and
diversity in different domains. Section 2 will introduce some cataloging methods
and a brief category of graphs. Section 2.3 will study on scale of graphs and
the infrastructure. In Sect. 4 we will talk about algorithms and characters of a
graph. Future work will be in Sect. 5, and conclusion will be drawn in Sect. 6.
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2 Graph Structures

2.1 Graph Basic Structures

As is well known to us, graphs can be regarded as a collection of vertices and
edges between them.

Each vertex may have different number of neighbors, which will be shown as
degree distribution in the whole graph.

Apart from single relationships, graphs can be complex. Vertices may have
various properties and different kind of relationships. The complexity can be
categorized and described as dimensions.

Degree Distribution. Power law, or logarithmic degree distribution, has been
a common sense in graph computing, especially in web graphs. But the base of
power varies. We have seen domain networks with average degree of 8 and web
graph with 20 or higher [37].

Moreover, not all realistic graphs obey power law. Road graph, biomedical
graph and genome network have their own characters. Sometimes we are not
able to obtain the whole graph and some partial graphs may show weak power
law or even too small to observe power law.

Self-similarity. Initial research on web graph shows self similarity [21].
Other complex networks indicate the same feature [50]. It happens in most
social/information networks and web graphs. Self similarity can help with analy-
sis of extremely large graphs, sampling a subgraph for a brief outline or regarding
groups of nodes as item of a sketched graph.

2.2 Graph Dimensions

Graphs are typically multi-model, multi-relational and dynamic. In this subsec-
tion, we divided graphs into numbers of dimensions. Dimension(D) here means
a kind of property in the graph, which is wild-ranging.

1D: Examples contain web graph, a web page hyperlinking to other pages,
social network, a person being a friend of another one, as well as road graph, one
city connecting to another city by a specific distance. 1-D graph has one kind of
items, which include relationship between them.

2D: Examples contain online reviews, a user commenting on a product, flue
spread graph, a patient at a location. Sometimes a 2-D graph is also regarded
as a bipartite graph.

3D: Examples contain temporal or spacial bipartite graphs, for example, a
patient stops at a location with a time-record, a person trusts a website at a
time. Another example is person-vehicle-location graph, a person drives a car at
a location.

4+D etc: For multi relational graphs, each party of a relation is one
dimension.
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With number of dimensions increasing, graph can include everything in the
world as we want. The dimensions and ranges of a graph only depend on what
we care about. Once an aspect of character is defined, it can be a dimension.

Although Dimensions are innumerable, temporal-dimension and special-
dimension are the most important.

Temporal Graph. A static graph is probably the snapshot of a temporal
graph. Temporal-dimension is object’s property of time, creation time, modifi-
cation time or something else. The available largest research temporal graph is
Wikipedia temporal pages [47]. It includes Wikipedia’s web page information
about not only link between pages, but also page creation time.

With temporal graphs, researchers can analyze graph evolution and pre-
dict future vertex/edge creations. Insertion and deletion performance of graph
databases can be experimented.

Spacial Graph. Some graphs may have spacial information. Road network is
1-D graph of only spacial information. Information networks, such as Twitter’s
Tweets graph, have location information of each tweet. Some tweets coming from
the same person may have relations, some created from the same location may
also have relations.

Except for direct relation, spacial information offers a second view of rela-
tions, edge. It can help with some listed item sets, drawing relationships between
items and making the set able to do graph computing. Undeniably, spacial infor-
mation is just an addition to other direct relationships sometimes.

2.3 Graph Scales

With increasing number of netizens, ubiquitous sensors and devices, larger stor-
ing capability and higher computing power, graphs are bigger and related to
more area.

The scale of a graph may indicate its mining capability and denote the com-
puting resources it needs.

Commercial servers analyzed Weibo graph with 44.27 billion edges [28] and
.uk domain web graph with 47.61 billion edges [11]. Graph in Neo4j for IBM
Power with 56 TB memory can be larger, which would hold over 1,000 billion
edges if vertex is properly and succinctly represented. Known largest FPGA
cluster analyze twitter graph with 1.4 billion edges [19].

We analyzed over 1000 graphs from some public data collections (Table 1),
which include over 10,000 datasets. (Some item-based datasets for machine learn-
ing was omitted.)

Figure 1 shows number of graphs whose edge number are less than 1 million,
between 1 million and 1 billion, between 1 billion and 10 billions, between 10
billions and 100 billions and more than 100 billions in Table 1.
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Table 1. List of public datasets

DataSets Scale

SNAP datasets [37] Small, large

UF Sparse Matrix Collection [20] Small

Kaggle datasets [33] Small, large

Pajek datasets [8] Small

Yahoo web graphs [2] Large, extreme

LWA datasets [9,10,12] Small, large, extreme

Datahub of The Linking Open Data cloud diagram [5] Small, large, extreme

Fig. 1. Scale distribution of selected graph datasets

Small Graphs. Most graphs can be stored and analyzed in a single machine.
Personal computer can easily work out an 1 million edge graph. Regular server
with 1TB memory can hold over 1 billion edges.

From Fig. 1, there are over 80% graphs within 1 million edges, and over 90%
graphs have less than 1 billion edges. Graphs in UF matrix collection and SNAP
datasets are almost PC analyzable, which may be caused by needs of variety
and easy-glance in such collections. Besides, some graph categories are naturally
small in size. For example, road graph, as there are nearly 3 million roads in
CA, U.S. [37], 58 millions in U.S. and 45 million in Europe [54]), and we can
infer a graph of less than 10 billion edges of the whole world according to limited
land-size. Human protein-coding genes can be as few as 19,000 [24].

However, great percentage of small graphs may be caused by limited data
collecting abilities and bounded storage power previously. We believe it will be
alleviated in the near future.
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Large Graphs. Size of some realistic graphs can be inferred as we have done
in previous subsection, such as specific social networks, biomedical networks and
web graphs.

When we gather more information, graphs become larger. A single PC can
not hold such big graphs and thus comes cluster with distributed graph comput-
ing frameworks. A regular cluster with tens to hundreds computing nodes can
analyze as many as 100 billion edges. Most research work (Table 2) announced
64 to 512 node clusters to prove scalability of graph computing frameworks, with
largest graph of nearly hundreds billion edges/items.

Table 2. Scale experiment of distributed graph frameworks

Framework Cluster size Largest graph size Graph type

PBGL [39] 112 256m vertices, 1b edges Random graph

Pregel [40] 300 50b nodes Binary trees and lognormal
random graphs

GraphLab [25] 64 5.5b edges (uk) web graph

GraphX [26] 128 3.7b edges (uk) web graph

Trinity [49] 128 13b edges Synthetic

Giraph [16] 300 256b edges (Facebook) social network

m: million, b: billion

As we can see, most big realistic graphs are social networks and web graphs.
Generated graph data obeys power law, and is suggested by Graph 500 [3] to
have average degree factor of 4.

Extremely Large Graphs. When it comes to extremely large graphs, say
1 trillion edges, clusters need more computing nodes and complicated network
solutions, which may still lead to inefficiency. However, cluster is not the only
solution. HPC can also deal with graphs, starting from BFS traversal in graph
500 benchmark.

Published largest graph analysis was done by IBM BlueGene/Q, traversing
synthetic graph of 241 nodes, with 8.8 trillion edges [3].

We list some large graphs in Table 3. Graphs with trillions of edges are com-
mon, let alone that with tens and hundreds billion edges.

However, analysis of extremely large graph is still restricted to basic traversal
or structure calculation. Categories of graphs are most web graphs or synthetic
power law graphs. Besides, indexing of these graphs is more frequent than ana-
lyzing, which has a different (fast and real-time v.s. accurate and informative)
computing request. Those variety needs both time-efficient and cost-efficient
facilities.
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Table 3. Selected large graphs

Graph Nodes Edges Category Algorithms

Twitter2010 41.7m 1.47b Social network Basic structure

Weibo 349.7m 44.27b Social network Basic structure
(PageRank, SSSP),
important nodes

UK-2014 747.8m 47.61b Web graph PageRank, WSD

Clueweb 978.4m 42.57b Web graph PageRank, WSD

Yahoo web [2] 1.4b 6.6b Web graph Basic structure

Facebook12 [7] 721m 137b Social network Basic structure

Twitter2012 175m 20b Social & information
network

Basic structure [43]

Facebook 2b 400b Social network Label propagation,
pagerank, friends of
friends score [17]

Google web 1t - Web graph Basic index [6]

Kronecker Gen. 1.1t 4.4t Gen. graph BFS on K, Sunway
TaihuLight, BlueGene/Q
[3]

Kronecker Gen. 2.2t 8.8t Gen. graph BFS on BlueGene/Q [3]

m: million. b: billion. t: trillion.
Basic structure: degree distributions, connected components, shortest path lengths,
clustering coefficients, and degree assortativity.

Despite of such large graphs and the ability to generate larger ones, extremely
large graphs are still around trillion scales, owning to human population and
landscape. Graphs of molecule can be larger but may have a different compu-
tation model than graph computing (vertex centric, matrix calculation or bulk
synchronous parallel iteration).

3 Graph Resources and Characters

Some graph dataset collections have already classified graphs roughly. SNAP [37]
has categories such as social networks, communication networks, transportation
networks, citations, web graph, product co-purchasing graph, as well as wiki
graph, twitter graph and some organization-based graphs. However, such cate-
gories may have overlaps and hide features of similar ones.

Graphs of different resource categories have dissimilar structures and may
apply to distinct analytical algorithms. Such division is more acceptable in data
mining area. In the following subsections, we divide graphs to social networks,
web graphs, information networks, road graphs, biology or other domain specific
graphs and synthetic graphs. Characters of each category will be listed.
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Resource 1: Social Networks

Social Network is a popular kind of graph in data mining. It describes relations
between people or group of people in some society, such as a web community, or
even bigger, the whole society.

Some famous social networks include Facebook’s friends network, Twitter’s
or Weibo’s follower network, academic co-author network, etc.

Basic social network properties come with the structure of a graph. Cen-
trality and prestige help to point out “important nodes” in a graph, which is
akin to PageRank algorithm in web graph area. Degree, closeness, between-
ness, and information can all weight centrality relations. Besides, clusterability
values the ability to gather similar graph nodes. Clustering coefficient, cliques
discovering and subgroup comparison come along with this. Roles and positions
analysis gives a realistic application in structure analyzing. It also needs a closer
look at the local circumstances of our interested nodes. Further more, statisti-
cal analyzing is a wild spread method in social network analysis. Examples are
simplification of multirelational networks and triad census [29].

Resource 2: Web Graph

Web graph represents for web-page linkage graph. Page-set may be limited in a
local network, limited to a domain or expand to the whole web. SNAP has some
public web graphs including Stanford’s network domain and that of Google.
Others contain Yahoo! web graph [2], Clueweb12 [1] dataset and some crawling
frameworks such as [12].

Web graph analysis was first developed by search engines [44], and later
entered an explosive growth phase. Ranking is the most important application
in web graph analysis. Link based [30], visit based [35] and path recommenda-
tion based [22] ranking are all variations of initial PageRank. Web graph analysis
includes structure analysis, for instance degree distribution, connected compo-
nent counting, and BFS reachability rates [13]. Another example is evolution
analysis, focusing on structure development, which involves temporal graph anal-
ysis. As web pages increase, current research changes to web graph compression
[11], semantic mining [41], and simulation.

As web graph is naturally large in scale, it becomes a convinced experimental
dataset for evaluating large graph computing infrastructure. Google announced
that the world websites have reached 1 trillion in 2008 [6] and the number is still
growing.

Resource 3: Information Networks

Information network stands for information flow. Some well-known information
networks are Twitter’s tweets graph by forward, citation graphs(paper cites
papers), Wechat’s article forward graph, etc.

There are two directions of research, how to design the flow path of informa-
tion and what can we learn when observing information flow. In such networks,
we can design advertisement’s broadcast pattern and observe how news spreads
[36] or how an idea develops. As information is semantic aware, topic modeling
is another application [52].
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Information networks often have several dimensions. Pure social network can
be its base. [43] analyzed Twitter graph’s two-hop neighborhoods and concluded
its effectiveness for information dissemination and reception. Other applica-
tions include in-network caching, clustering [53] and decoupling of senders and
receivers.

Resource 4: Communication Networks

Communication network is also based on social network or some other objects,
but is different from information network that it focuses on ordinary communi-
cations rather than a piece of information flow.

Previous research has studied group evolving [46] based on change of com-
munication. Some other studies focus on “network” in computing system, design
of connections and capacity of cluster’s network, such as [18,34,42].

Recent research of communication network in graph computing includes pat-
tern discovery [48], abnormal detection [14] and behavior analysis [31].

Resource 5: Road Graph

Literally, road graph is a description of road network. There is road-net CA, PA
and TX in SNAP datasets. Public road network information can be reached at
government’s website. Similar graphs are realistic or virtual maps.

Algorithms and applications of road network are often related to traversal
problems. Single source shortest path, graph coloring and flow/traffic analysis
are representations.

Since road graph is based on physical space, the distribution of degree does
not obey “power law”. Graph algorithms such as coloring may be extremely slow
on it than that on power law graphs of the same scale. Diameter of the graph is
also large, indicating longer traversal time.

Such graph and algorithms indicate a more weighable standard for graph
iterating models and result in a great diversity of the latter, synchronous [40],
asynchronous [25] and hybrid-(a)synchronous.

Resource 6: Biology, Physics, etc.

Biological network is a domain specific application in graph computing. Such
domains vary from physics to chemistry. Objects in biology (protein, gene and
metabolism etc.) have relationships and need both bottom-up inspection and
systematic analysis. Engineers have studied graph structures of such biological
networks and implied ranking method and clustering analysis [45], helping with
similar biological entities identification and co-expressed gene recognition from
different organisms. Subgraph finding contributes to functional discovery [32].

Biomedical [38], physics and chemistry networks are similar [51].

Resource 7: Synthetic Graph

Beside realistic graphs, synthetic graph is an addition to relational data analyt-
ics. We can generate graphs with parameters that we learned from realistic ones,
such as degree distribution, scale and connectivity. Generating methods include
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Kronecker product [27], Erdos Renyi method [23], LUBM dataset generator [4]
and R-MAT generators [15].

With graph generators, we can obtain large graphs without collecting data
exhaustedly, and focus on the development of analysis facilities.

4 Graph Algorithms

Graph algorithms help to study a graph. In this subsection, we will list some
graph algorithms to show a brief application of different graphs.

Of a graph: When observing a graph, basic structures of it are calculated, for
example, nodes and edges of a graph, degree distribution, (weakly or strongly)
connected components number, (single source or multi source) shortest path,
clustering coefficients, regular PageRank etc. These structures can not only give
a sketch of the graph but also help to decide future computation on it.

On a graph: When we are computing on a graph, it becomes facilities or the
“roads” for information flow. Graph coloring, label propagation, network flow
design and pestilence simulation are all examples. Algorithms on a graph are
more close to realistic applications and other domains.

In a graph: When we are analyzing in a graph, semantics or detail of nodes
appear. We could find some subgraphs of a graph, which have some characters, or
inspect a small group according to graph clustering result. Algorithms in a graph
are more related to the graph itself, which can help with network analysis or
relationship mining. Semantic information will be needed after these algorithms
for further digging.

5 Future Works

Graphs in graph computing vary from domain to domain. Techniques in one
area have been imported to others, but still need deep integration.

Characters of web graph and social networks have been researched, but some
specific domain graphs are just a new start to the public. As algorithms are
multitudinous, the adaptiveness in different categories needs additional research.

Extremely large graphs are more regular in recent analyzing works. But the
they are limited to synthetic graphs. We should aware that realistic graphs are
not strictly the same as synthetic ones. Large public datasets will be urgently
needed for framework and system evaluations.

What’s more, graph computing is still important in relationship analyzing.
Facilities for extremely large graphs, including frameworks and hardware sys-
tems, are limited in scale and need further development.
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6 Conclusion

In this paper, we focused on graphs in graph computing, analyzing different
categories and characters of each kind, showing algorithms and applications.
We have proved that graphs vary in different domains and resources. Besides,
we have studied scale of graphs and computing infrastructure for each scale.
From such study, we have drawn a trend for future research on integration of
algorithms, collection of larger datasets and innovation of infrastructures.
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Abstract. With the increase of system scale and link speed, the link failure has
become the most important type of interconnect fault in supercomputers, which
has brought great challenges to the maintenance of high-performance inter-
connect networks. In order to meet the needs of operation and maintenance
personnel to monitor the status and performance of all high-speed links of
supercomputer in real-time, this paper designs a high-speed link monitoring tool
based on in-band network, which has good scalability and robustness for real-
time monitoring of high-speed link status and performance information. The tool
has been practically utilized in the operation and maintenance of domestic
supercomputers to speed up the process of locating and troubleshooting link
failures, effectively reducing the downtime of supercomputers.

Keywords: Supercomputer � Interconnection networks � High-speed link
Monitoring tool

1 Introduction

Supercomputer refers to a type of computer that has extremely fast computing speed,
great storage capacity, and extremely high communication bandwidth. It is mainly used
in the fields of big sciences, large projects, and industrial upgrading, and plays an
important role in national security, economic, and social development. It is an
important symbol of national scientific and technological development level and
comprehensive national strength. To meet the demand for higher computing power in
scientific research and production activities, the performance of supercomputers
increases 1000 times every ten years. At present, the maximum computing speed of
these computers is close to 200 Petaflop/s [1] and is expected to reach Exaflop/s [2]
around the year of 2020.

High performance interconnection networks [3, 4] is an important global infras-
tructure for supercomputers. It is the key to achieve high-speed collaborative parallel
computing for all types of nodes in the system, directly affecting the performance and
scalability of the system. The high-performance interconnection network is mainly
composed of high performance adapters, high-radix switches, and high-speed links.

© Springer Nature Singapore Pte Ltd. 2019
W. Xu et al. (Eds.): NCCET 2018, CCIS 994, pp. 165–178, 2019.
https://doi.org/10.1007/978-981-13-5919-4_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5919-4_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5919-4_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5919-4_16&amp;domain=pdf
https://doi.org/10.1007/978-981-13-5919-4_16


Although the probability of failure of a single interconnect component is very low, as
both the system scale and the link rate are increasing, the overall failure rate of high-
performance interconnect networks will continue to rise [5], giving great challenge to
the reliability of supercomputers.

Systems A, B and C are three operating domestic supercomputers. Their online
operating hours, interconnected network scale, and link rates are shown in Table 1.
Among them, System A has the longest service life and has been online for more than 7
years. System B has the largest scale of interconnected networks. It has used more than
2,000 switches, more than 46,000 optical fibers, and more than 18,000 adapters. The
deployment time of SystemC is the latest, but its link rate is the highest, reaching 25 Gb/s.

According to different properties, interconnection faults can be classified into
software faults and hardware faults, where hardware faults can be divided into switch,
link, and adapter faults. Because the two ends of the link are connected to different
switches, the failure of the link usually indicates that the port of the switch is in faulty.
In real systems, link failures can be discovered by monitoring the port state of the
switch.

Due to different deployment time of each system, the time span of operation and
maintenance data statistics are also different. The first investigated HPC system, Sys-
tem A, in operation from December 2015 to May 2018. The system B was in operation
from January 2017 to May 2018. The third investigated HPC system, System C, was
online from January 2017 to June 2018. The proportions of various types of inter-
connection failures in the three systems are shown in Table 2. Hardware failures
account for more than 90% of total interconnection failures in all three systems. Among
them, the proportion of adapter failures is relatively small, mainly focusing on switch
and link failures. In system A, the switch failures reached 81.05%, and the link failures
were only 10.53%. The reason is that the link rate of system A is QDR, and as the
service time of the system increases, the aging of electronic components leads to
increased switch failures. System B and System C, on the other hand, use FDR and
EDR fibers, and their link failure ratios reach 76.61% and 61.94%, respectively.

The first investigated foreign HPC system, Deimos, in operation from March 2007
to April 2012 at TU-Dresden, is a 728-node cluster with 108 IB switches and 1,653
links. Their hardware failure ratios reach 87%. The second foreign HPC system,
TSUBAME2.0, online from April 1997 to August 2005, uses a dual-rail QDR IB
network with 501 switches and 7,005 links to connect the 1,408 compute nodes. The
dominated hardware failure is link failure, which reached 93% [5].

Table 1. The scale and link speed of three supercomputers

System A System B System C

System online time >7 years >4 years >2 years
Link speed QDR (10 Gb/s) FDR (14 Gb/s) EDR (25 Gb/s)
Number of switches 220+ 2000+ 340+
Number of links 3100+ 46000+ 4600+
Number of NICs 3000+ 18000+ 11300+
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It is not difficult to find that with the increase of the system scale and the link rate,
the link failure has become the most important type of failure in the interconnection
network, bringing great challenges to the maintenance of the interconnection network.

At present, the fault localization and recovery of the interconnection network have
become an important part of daily operation and maintenance of the supercomputers.
When interconnection faults occur, how to assist the system operation and maintenance
personnel to quickly locate and eliminate interconnection faults, so as to reduce the
scope of the interconnection faults as much as possible, is an important issue that needs
to be solved in the process of operation and maintenance of interconnection networks.
In order to meet the needs of operation and maintenance personnel to monitor the status
and performance of all high-speed links in the system in real-time, this paper designs a
high-speed link monitoring tool based on in-band access [6] to monitor link connec-
tivity, stability, bandwidth, etc. Information, with good real-time, scalability and
robustness, has now been practically used in the operation and maintenance of
domestic supercomputers to speed up the process of locating and troubleshooting link
failures, which can effectively reduce the downtime of supercomputers.

The contributions of this paper can be summarized as follows:
The probe, aka Network Management Agent, based on hardware implementation

reduces the latency of acquiring the status information of high-speed link, and
improves the real-time performance of monitoring tools.

The process of information collection and processing is optimized from dimensions
of time and space, which effectively reduces the time overhead of information col-
lection and processing, and increases the scalability of monitoring tools.

A dynamic in-band path construction method is proposed, which can effectively
solve the problem of unreachable switch caused by link failure, and improve the
robustness of monitoring tools.

The structure of this paper is as follows. Section 1 introduces the background.
Section 2 presents the related work. Section 3 details the structure and implementation
of the high-speed link monitoring tool, and Sect. 4 provides the performance evaluation
of the high-speed link monitoring tool, as well as robustness analysis. Finally, Sect. 5
concludes this paper.

Table 2. Percentage of different kinds of interconnection failures

System A System B System C Deimos TSUBAME2.0

Percentages of network-related failures
Software 6.86% 0.53% 3.6% 13% 1%
Hardware 93.14% 99.47% 96.4% 87% 99%
Percentages for hardware only
NIC/NIS 8.42% 0.46% 6.72% 59% 1%
Switch 81.05% 22.93% 31.34% 14% 6%
Link 10.53% 76.61% 61.94% 27% 93%
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2 Related Work

At present, there are two major categories in supercomputers: general networks rep-
resented by Ethernet and high-performance networks represented by InfiniBand [7].

Ethernet uses the SNMP network management protocol [8] to implement network
management. This protocol checks the port status by periodically sending BFD packets
between network ports. In normal circumstances, the operation and maintenance per-
sonnel need to log in to the network device to view the status information of the port.
This method is directly monitored and has low efficiency, which cannot meet the
requirements for real-time monitoring of system-wide links of large-scale systems.
Pingmesh [9] adopted the idea of indirect detection and implemented link fault
detection by sending an end-to-end probe. However, this method requires maintaining
one probe between each pair of servers in the network. As the network scales growing,
the number of probes that need to be maintained will increase exponentially, which
results in a prolonged period of time for each probe and at the same time excessive
bandwidth load, yielding it difficult to implement real-time detection. Both [10, 11]
have improved the Pingmesh method based on topology-aware thinking. By simpli-
fying the detection path, the number of end-to-end probes is effectively reduced.
Microsoft’s NetBouncer [12] also belongs to indirect monitoring. It sends a large
number of IP-in-IP probe messages firstly, and then infers the location of the failed link
based on the success or failure of probe packets. Compared with direct monitoring,
indirect detection methods still have the possibility of false positives.

Mellanox’s InfiniBand and Intel’s OPA [13] are the main representatives of high-
performance networks. Both have added a layer of subnet management [14], and the
subnet manager perceives the status of the entire interconnect network through the
subnet management agent. The Unified Fabric Manager (UFM) [15] developed by
Mellanox and the Fabric Suite Fabric Manager (FM) [16] developed by Intel can
efficiently monitor and manage the entire high-performance network. However, UFM
and FM are proprietary software developed by vendors for their own high-performance
networks and are not open source. This paper draws on the design concept of UFM and
uses a combination of hardware and software to design and implement a high-speed
link monitoring tool for domestic high-performance networks, which can monitor the
status of the entire system’s link in real time and fill the gaps in the country.

3 High-Speed Link Monitoring Tool Design

The aim of this paper is to design a tool that can monitor all high-speed links in the
system in real-time. This tool will be deployed in home-grown supercomputers to
achieve the effect of real-time acquisition of all link status and performance information
in the system.

3.1 Overall Structure of the High Speed Link Monitoring Tool

The overall structure of the high speed link monitoring tool is shown in Fig. 1. It
consists of link status register, link performance register, Network Management Agent
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(NMA) [6], in-band network, in-band path construction module, link information
collection and processing module, and link information display module. The link state
register, link performance register, network management agent and in-band path are
implemented by hardware. The in-band path construction module, link information
collection and processing module and link information display module are imple-
mented by software.

Link Status Register: The function of the link status register is to record the basic
status information of the current link, including linkup, handup, retry, lane, and credit.

Link Performance Registers: The Link Performance Registers feature records link
performance information, namely real-time transceiver traffic and bandwidth.

Network Management Agent: Each Switch contains a hardware-based network
management agent module. Its role is to receive management request messages, read
and write the corresponding link state or performance registers based on the contents of
the messages, and then construct a management response report.

In-band network: The in-band channel is responsible for the transmission of in-
band management packets. It forwards the management request packet of the man-
agement server to the destination NMA or forwards the management response packet
constructed by the NMA to the management server.

In-band path construction module: The path construction module is implemented
by software, and its function is to build an in-band path to each switch of the access
system.

Link information collection and processing module: The function of the link
information collection and processing module is to collect link status and link per-
formance information through an in-band path and process the information. After
processing is completed, it is passed to the link information display module for display.

Link information display module: The function of the link information display
module is to receive the data of the link information collection and processing module,
and then visually display it.

Link Status Register

Network Management Agent

High Speed Interconnect Netwrok
(in-band)

Link Info Collec on & Processing

Link Performance Register

so ware

hardware

Link Info Display

In-band Path Construc on 

Fig. 1. The architecture of high-speed link monitoring tool
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3.2 The Operating Mechanism of the High-Speed Link Monitoring Tool

The operating mechanism of the high-speed link monitoring tool is shown in Fig. 2. It
mainly includes three steps: in-band path construction, information collection and
processing, and information display.

Step 1: The path construction module will construct an in-band access path
according to the position of each Switch in the system.

Step 2: The link collection module sequentially obtains the port state information of
all the switches in the system through the in-band path.

Step 3: The link information display module completes the display of the port status
information.

Step 2 and Step 3 successively display the real-time status of the system. If the link
information cannot be acquired in a certain cycle, Step 1 is triggered to rebuild the in-
band path. The detailed operation of each step will be detailed later.

Path Construction
In-band path construction is the basis of in-band access. The path construction algo-
rithm adopts a breadth-first search strategy. The first switch is searched from the
adapter of the management server, and an access path to this switch is constructed, and
then all the ports of this switch are accessed. Depending on the status of the port, the
following cases are handled separately:

(1) If the port is connected to an adapter, no processing is required.
(2) If the port is connected to a switch and the switch does not construct an in-band

path, an in-band path of the switch is built and added to the seed queue.
(3) If the port is connected to the switch and the in-band path of the switch already

exists, no processing is required.
(4) No processing is required if the port is disconnected.

Figure 3 shows an in-band path schematic diagram of a 10 switches tree network. In
this figure, svr0 is taken as the starting point, and the thick line is the built-in in-band
path. The switch with the number X is represented by switchX. The specific construction
process is: first find that svr0 is connected to switch0, then build the path to switch0, and
then scan ports 1–7 of switch0. Ports 1–3 connected to the adapter are not processed.

Construc on of 
In-band Path  

Collecte & Process 
Link Info 

 Path Failure  

 Display Info Log File

Y

N

Fig. 2. The operating mechanism of the high-speed link monitoring tool
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Ports 4–7 are connected to switch4 and switch5. Since switch4 and switch5 have not
constructed the in-band path, the in-band path to switch4 and switch5 are built, and two
switches are added to the seed queue at the same time. After scanning all the ports of
switch0 is completed, there are switch4 and switch5 in the seed queue. Then switch4 and
switch5 perform port scanning in turn. When scanning switch4, new seeds switch8 and
switch9 are generated, then these new seeds will be scanned in sequence. After the
scanning of switch8 and switch9 is completed, the new seeds switch6 and switch7 are
generated, and then switch6 and switch7 will be scanned in sequence. After that, new
seeds switch2 and switch3 are generated. Finally, when the scanning of switch2 and
switch3 is completed, no new seeds will be generated and the seed queue will be empty.
At this point, the construction of in-band path to each switch is completed.

The port number Y of the switch with the number X is represented by switchX.pY.
Each hop of in-band path is represented by the remote port of link from the starting
point (svr0). Table 3 shows the in-band path of each switch that is constructed. In this
example tree network, the maximum number of hops for the in-band path is 5.
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Fig. 3. The schematic diagram of in-band path

Table 3. The in-band path of each switch

Switch name Hops In-band path

switch0 1 svr0!switch0.p0
switch1 3 svr0!switch0.p0!switch4.p0!switch1.p4
switch2 5 svr0!switch0.p0!switch4.p0!switch8.p0!switch6.p4!switch2.p4
switch3 5 svr0!switch0.p0!switch4.p0!switch8.p0!switch6.p4!switch3.p4
switch4 2 svr0!switch0.p0!switch4.p0
switch5 2 svr0!switch0.p0!switch5.p0
switch6 4 svr0!switch0.p0!switch4.p0!switch8.p0!switch6.p4
switch7 4 svr0!switch0.p0!switch4.p0!switch8.p0!switch7.p4
switch8 3 svr0!switch0.p0!switch4.p0!switch8.p0
switch9 3 svr0!switch0.p0!switch4.p0!switch9.p0
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Link Information Collection Processing
The link information collection processing is divided into two subtasks: information
collection and information processing. The information collection is responsible for
collecting the status and performance information of all the links in the network
through in-band access. The information processing is responsible for disconnection of
link, the change of handup, the oversize of retry, the credit abnormality and other key
information extraction. The time required for information collection and processing is
an important factor affecting the real-time and scalability of the monitoring tools. In
order to speed up the process of information collection and processing and shorten the
information collection and processing time, the information collection and processing
module is optimized from two dimensions: space and time. Regarding to spatial
dimension, when tasks are too large, tasks are grouped and processed in parallel by
multiple threads. With respect to the time dimension, streamlining operations are used
to concurrently send management request packets to multiple switches and then receive
switch management response packets. The message processing process reduces waiting
time.

Information Display
The main function of the information display is to display the collected and processed
data visually. Figures 4(a) and (b) show the effect of link retry and lane number
respectively. In addition, the information display operation is also responsible for
saving key information such as linkup disconnection, handup change, retry oversize
(above the threshold), and credit abnormality to the log file for future analysis.

3.3 Basic Functions of the High-Speed Link Monitoring Tool

The basic functions of the high-speed link monitoring tool are shown in Table 4, which
include two parts: the status monitoring and performance monitoring. The state mon-
itoring is responsible for real-time monitoring of the basic state of high-speed links in
the interconnection system, including linkup, handup, retry, lane, and credit. The
performance monitoring is responsible for real-time detection of the performance of
high-speed links in the interconnected system, including traffic and bandwidth.

Fig. 4. The monitoring result of switches’ retry and lane
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Linkup: This status indicator reflects the connectivity of the link. When the link is
down, the link status register will be linked up.

Handup: This status indicator reflects the link stability, which will cause the value
of the handup register to change.

Retry: This status indicator reflects the link quality. The smaller the retry, the better
the link quality.

Lane: This status indicator reflects the link’s communication capabilities.
Decreasing the number of port lanes will cause the current link’s communication
capabilities to decrease.

Credit: This status indicator reflects the size of the buffer at the receiving end of the
link.

Traffic: This performance indicator reflects the number of packets sent and received
by the link over a period of time.

Bandwidth: This performance indicator reflects the utilization of the link.
According to the long-term accumulation of operation and maintenance experience,

when operation and maintenance personnel can obtain the above-listed link information
in real time, they can fully grasp the current operating conditions of the interconnection
network, and quickly discover and locate various link failures, even the gray failures [17].

4 Performance Evaluation and Analysis

4.1 Real-Time Property

The in-band path construction and information collection processing time are two key
factors that affect the real-time property of the monitoring tools. System D, System E,
and System F are three online domestic supercomputers. Link monitoring tools are
deployed on three systems. Table 5 shows the average in-band path construction time
and information collection processing time, which can meet the need for real-time
monitoring of all high-speed links in each system. Table 5 also shows the single switch

Table 4. The basic functions of the high-speed link monitoring tool

Function The description of function

Status monitoring Linkup Get the linkup register of each link, report the disconnect
link

Handup Get the handup register of each link, report the change of
handup

Retry Get the retry register of each link, report the oversize of
retry

Lane Get the lane register of each link, report the decreasing of
port lanes number

Credit Get the credit register of each link, report the credit
abnormality

Performance
monitoring

Traffic Monitor the real-time traffic of all links
Bandwidth Monitor the real-time bandwidth of all links
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information collection and processing time of System D, E and F, and compares it with
Tianhe-2. It can be seen that the single-switch information collection and processing
time of System D, E and F are about 0.5 ms, which is obviously better than the 1.01 ms
of Tianhe-2 [6].

4.2 Scalability

This section discusses the scalability of the proposed tool from two aspects: topology
change and system scale.

Topology Change
During usage, the monitoring tool is deployed on the management server and uses the
server as the root node to build an in-band access path, as shown in Fig. 3. Different
topologies will affect the hops of the in-band path from the management server to the
switch.

Figure 5(a) shows the relationship between the number of hops and the time taken
to collect and process single switch information on system D. When the number of hop
steps increases by 5, the corresponding information collection processing time will
increase by 74.2 ls (515.3 ls–441.1 ls), an increase of 16.8%. From the trend of the
curve, it can be predicted that when the difference in the number of hop steps increases
to 10, the increase in access time will not exceed 40%. According to the actual con-
struction of the supercomputer, the difference in the number of hops caused by the
topology will not exceed 10. It can be seen that the topology change has little impact on
the performance of the monitoring tool and can be deployed on domestic supercom-
puters with different topologies.

System Scale
As the scale of the system increases, the processing time for system-wide information
collection will inevitably increase. In order to reduce information collection processing
time, this tool optimizes the information collection process. On system B, the time
required for the collection and processing of different numbers of switch links was
tested. Table 6 shows the comparison of the time required for collection and processing
of different numbers of switches before and after optimization. When the number of
switches increases to 1024, the optimized information is obtained. Approximately 34
times the speedup ratio can be obtained before the collection processing time is
optimized.

Table 5. The results of real-time property test

System
name

Number
of
switches

In-band path
construction
time (ms)

System-wide information
collection and processing
time (ms)

Single switch information
collection and processing
time (ms)

System D 86 3.862 1.818 0.4963
System E 86 4.439 1.837 0.5051
System F 96 5.183 2.219 0.4981
Tianhe-2 5856 2000 1.01

174 J. Xu et al.



Figure 5(b) shows the curve of the change of the information collection processing
time with the number of switches after optimization. From the figure, we can see that
when the number of switches is less than 64, the time-consuming curve changes
smoothly and the acceleration ratio increases linearly. When the number of switches is
greater than 64, the time-consuming curve rises linearly, and the acceleration ratio
remains basically unchanged. China is expected to complete the deployment of the
exascale supercomputer around 2020. If 36-port switches and a 4-level fat-tree
topology are adopted, the number of switches in the system will reach more than
40,000. According to the trend of the time-consuming curve, the time for completing
the system-wide link information collection and processing with this monitoring tool is
about 1.08 s, which can meet the needs of the operation and maintenance personnel to
monitor the link status in real time.
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Fig. 5. The test of collection and processing time with system scale

Table 6. The required time for collection and processing before and after optimization

Number of
switches

Required time before
optimization (ms)

Required time after
optimization (ms)

Speedup

1 1.33 1.24 1.077
2 2.27 1.12 2.022
4 4.09 1.06 3.858
8 7.72 1.12 6.876
16 15.12 1.12 13.443
32 28.37 1.57 18.071
64 58.14 1.64 35.327
128 116.84 3.39 34.411
256 229.73 6.50 35.339
512 458.37 13.21 34.693
1024 917.44 26.98 33.999
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4.3 Robustness

This section discusses the robustness of the tool from both in-band path failures and
server failures.

In-band Access Path Failure
The obtaining of the switch port information depends on the in-band access path. If a
link fails on the path, some switches will be unreachable and the port status information
of these switches cannot be obtained. To deal with in-band access path failure, the
monitoring tool dynamically constructs in-band access paths. When a tool finds that a
switch is unreachable, it will restart the in-band path construction to automatically

Fig. 6. The schematic diagram of in-band path reconstitution after failure
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avoid failure links. The specific process is shown in Fig. 6(a). When the port
switch4.port0 fails, the original in-band path from svr0 to switch4 svr0!switch0.
p0!switch4.p0 is unreachable. After the tool detects that switch4 is unreachable, it
will rebuild the in-band path from svr0 to switch4, which is svr0!switch0.
p0!switch4.p2, and at the same time svr0 to switch1 * switch3 and switch6 *
switch9 in-band paths have also been rebuilt. It can be seen that for a specific switch,
only one reachable port is needed to build its in-band access path, ensuring that the
status of all the ports on the switch can be obtained in real time.

Server Failure
The server failures are divided into server itself failure and server link failure. The
consequences of the two failures are that the server cannot monitor the link informa-
tion. In actual operation, the monitoring tool is deployed on at least two servers. One is
the main server and the other is the standby server. When the main server fails, the
standby server will take over the monitoring of system link information. In order to
avoid the simultaneous failure of the main server and the standby server caused by the
switch failure, the main server and the standby server may be connected to different
switches in the system. As shown in Fig. 6(b), svr0 is the main server, and svr12 is the
standby server, which is connected to switch0 and switch3. When the main server svr0
fails, the system can also be monitored by the standby server svr12. The link infor-
mation in the system effectively tolerates server failures.

5 Conclusion

This paper draws on the design idea of Unified Fabric Manager and uses a combination
of hardware and software to design and implement a high-speed link monitoring tool
for domestic high-performance networks. According to the actual performance eval-
uation and analysis, the tool has good real-time performance, robustness and scala-
bility, which can meet current and even future exascale supercomputer system-wide
link monitoring requirements, and can speed up the process of locating and trou-
bleshooting link failures as well as shorten the supercomputer’s downtime.
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Abstract. The efficiency of the reputation mechanism fully depends on the
number of received recommendations and the quality of each of them, but a peer
may not be willing to provide honest recommendations actively in order to
pursue its own interest. To address this problem, a number of schemes have
been proposed. It is therefore necessary to give an overview of the representative
schemes. In this paper, we present a comprehensive discussion on approaches
for promoting honest recommendations in reputation systems. We first classify
the existing schemes into two categories: protecting the privacy of recom-
menders and providing incentive to recommenders. The latter can then be sub-
divided into two categories: market-based incentive schemes and policy-based
incentive schemes. We then survey some representative schemes in the literature
belonging to each category, and summarize their unique characteristics and
working principles. Moreover, some open problems in each category are also
discussed.
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1 Introduction

The rapid growth of Internet and ubiquitous connectivity has spurred the development of
various collaborative computing systems such as service-oriented computing (SOC),
Peer-to-Peer (P2P) and on line community systems. In these applications, the accessi-
bility of information and services offered by these communities, makes it both possible
and legitimate to communicate with strangers and carry out interactions anonymously,
as rarely done in “real” life. However, the service consumer usually knows little about
the service providers, which often makes the consumer accept the risk of working with
some providers without prior interaction or experience. To mitigate the potential risks of
the consumers, reputation systems [1–4] are deployed as a popular approach to predict
how much the service provider can be trusted. Reputation systems provide communities
with means to reduce the potential risk when communicating with people hiding behind
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virtual identities. These utilize the experience and knowledge accumulated and shared
by all participants for assigning reputation values to individuals, and attempt to identify
dishonest members and prevent their negative effect.

One major challenge associated with designing reputation mechanisms is to ensure
that truthful information is gathered about the actual outcome of the transaction. In the
absence of independent verification means, the efficiency of the reputation mechanism
fully depends on the number of received reputation information and the quality of each
of them. It is however not at all clear that it is in the best choice of a rational peer to
provide honest recommendations actively because [5]: (1) feedback reporting is usually
costly. Users need to understand the rating scale, must fill in feedback forms and
supervise the submission of the report. All these require the time and the conscious
effort of the reporters. As feedback reporting does not bring direct benefits (the
information is valuable only to subsequent buyers), rational agents are better off not to
report at all. (2) providing honest positive recommendations lifts the reputation of other
peers, so it may be a disadvantage to report them truthfully, and (3) a peer may be
afraid of retaliation for honest negative recommendations.

To address the above problems, many researchers have proposed a lot of approa-
ches for promoting honest recommendations. One solution is provided by Miller,
Resnick and Zeckhauser [6]. They compare the quality reports of two agents about the
same good with one another and apply strictly proper scoring rules to compute a
payment scheme that makes honest reporting a Nash equilibrium. Jurca and Faltings [7]
study a largely similar setting but use automated mechanism design to compute a
budget-optimal payment scheme. Furthermore, they developed numerous extensions to
the base model, such as incorporating collusion resistance [8, 9]. Gudes et al. [10] used
another approach of protecting the privacy of recommendation providers to solve the
problem of fear of retaliation in reputation systems. They presented three different
schemes for the private computation of reputation, and analyzed the advantages and
disadvantages in terms of privacy and communication overhead.

A number of strategies have been proposed to prevent the impact of selfish
behavior. It is therefore necessary to give an overview of the representative strategies.
In this paper, we present a comprehensive discussion on approaches for promoting
honest recommendations in reputation systems. Different classes of approaches are
described along with their unique characteristics and working principles. A number of
schemes proposed are critically reviewed and compared with respect to their effec-
tiveness and efficiency of performance. Some open problems in the area of promoting
honest recommendations in reputation systems are also discussed. To the best of our
knowledge, we are the first to systematically analyze the schemes for promoting honest
recommendations in reputation systems.

The reminder of this paper is structured as follows. In the second section,
Section two presents a classification and brief description of existing schemes for
motivating honest recommendations in reputation systems. The detailed discussion on
two main category approaches along with their unique characteristics and working
principles is presented in the following two sections. Conclusions and future works are
in the end.
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2 Taxonomy of Approaches for Promoting Honest
Recommendations

Many reputation systems make an assumption that all peers are willing to provide
recommendations, but this assumption always is not true. In a self-organized systems
(e.g. file sharing, collaboration, and e-commerce) dominated by rational agents acting
to maximize their revenues, it is not clear that sharing truthful information is in the best
interest of the reporter. To address this problem, current solutions can be divided into
two categories: preserving the privacy of recommenders and providing incentives to
recommenders. Taxonomy is shown in Fig. 1.

It has been observed that users in a reputation system often hesitate in providing
negative feedback. Resnick and Zechhauser reported some interesting statistics about
eBay’s reputation system [2]: Only 0.6% and 1.6% of all the feedbacks provided by
buyers and sellers, respectively, were negative, which seem too low to reflect the
reality. This might be due to the fact that mutually satisfying transactions are simply the
(overwhelming) norm. However, it might also be the case that when feedback provi-
ders’ identities are publicly known, reputation ratings can be provided in a strategic
manner for reasons of reciprocation and retaliation, not properly reflecting the trust-
worthiness of the rated parties. For example, a user may have an incentive to provide a
high rating because he expects the user he rates to reciprocate, and provide a high rating
for either the current interaction or possible future ones.

A more general solution to this problem is computing reputation scores in a privacy
preserving manner [11–19]. A privacy preserving reputation system operates such that
the individual feedback of any entity is not revealed to other entities in the system.

Fig. 1. Taxonomy of approaches for promoting honest recommendations in reputation systems.
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The implication of private feedback is that there are no consequences for the feedback
provider and thus he is uninhibited to provide honest feedback.

Moreover, in a large network, there is little incentive for a particular individual to
expand resources to maintain the reputation system. Moreover, from a game theoretic
perspective not reporting feedback may be advantageous to an agent in a competitive
situation. To address these two problems, researchers have been working on devel-
oping incentive mechanisms [5–9, 20–26]. Incentive mechanism rewards the peers who
give honest recommendations actively and penalizes the peers who are not willing to
give recommendations or give dishonest recommendations. So the peers can behave as
we expected to provide honest recommendation actively. Thus, the aim of incentive
mechanism is how to make a reputation mechanism incentive-compatible, i.e. how to
ensure that it is in the best interest of a rational agent to actually report reputation
information truthfully.

Current incentive mechanism for promoting honest recommendations can be
divided into two categories [4]: market-based approach and policy-based approach.
Market-based incentive mechanism introduces side payments that make it rational for
peers to truthfully share reputation information. Peers can get reputation information by
paying some virtual currency and obtain some virtual currency by providing reputation
information. Policy-based incentive mechanism is implemented through a fair differ-
ential service mechanism. The goal of service differentiation is not to provide hard
guarantees but to create a distinction among the peers based on their contributions to
the system. The basic idea is, the more the contribution, the better the relative service.

In the following subsections, we will introduce the representative strategies in each
category and summarize their common problems.

3 Protecting the Privacy of Recommenders

It has been observed that reputation ratings may be provided in a strategic manner for
reasons of reciprocation and retaliation, and therefore may not properly reflect the trust
worthiness of rated parties. It thus appears that supporting privacy of recommendations
providers could improve the quality of their ratings [12, 13].

Privacy preserving reputation computation is straightforward in the presence of a
trusted central authority, each provider submits his feedback value to the central
authority who aggregates all feedback and reveals the reputation score while keeping
the individual feedback private. Zhang et al. [11] propose a reputation system which
can protect the privacy of users offering feedback with the help of a trusted central
server. In their scheme, reputation scores submitted to the central server are encrypted
and can only be decrypted by it. In addition, the central server only returns to the
querying user an aggregated reputation score instead of collected raw reputation scores.
Therefore, it is impossible for any server to know the reputation score a particular client
gives for him, and clients can be assured of offering honest reputation scores without
incurring retaliation.

However, preserving privacy in decentralized reputation systems is not trivial, since
no such universally trusted central authority is present to collect and report reputation
ratings.
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Pavlov et al. [12] argues that supporting perfect privacy in decentralized reputation
systems is impossible, but as an alternative presents three probabilistic schemes that
support partial privacy. On the basis of these schemes, they offer three protocols that
allow ratings to be privately provided with high probability in decentralized additive
reputation systems. The first protocol is not resilient against collusion of users, the
other two protocols are probabilistically resistant to collusion of up to n–1 users, and
require respectively O(n2) and O(n3) messages among n users.

Kinateder and Pearson [13] suggest a privacy-enhanced peer-to-peer reputation
system on top of a Trusted Computing Platform (TCP). The platform’s functionality
along with the use of pseudonymous identities allow the platform to prove that it is a
trusted platform, yet to conceal the real identity of the feedback provider. A possible
privacy-breach in the IP layer is handled by the use of MIX cascades or anonymous
web-posting. This approach is dependent on a specific platform, which is currently
arousing controversy in the computing community [14].

Gudes et al. [10] discusses the computation of reputation while preserving mem-
bers’ private information. Three different schemes for the private computation of
reputation are presented, and the advantages and disadvantages in terms of privacy and
communication overhead are analyzed.

Hasan et al. [15] present three different privacy preserving protocols for computing
reputation. They vary in strength in terms of preserving privacy, however, a common
thread in all three protocols is that they are fully decentralized and efficient. Their
protocols that are resilient against semi-honest adversaries and non-disruptive mali-
cious adversaries have linear and loglinear communication complexity respectively.

Liu et al. [26] presents a hybrid approach for privacy-preserving recommender
systems by combining randomized perturbation and differential privacy. Users’ private
data are protected by randomized perturbation and the privacy of recommendation
result is guaranteed by differential privacy.

The approach protecting the privacy of recommenders needs to ensure the anon-
ymity of recommenders during collecting reputation information and computing trust
value. The logic of anonymous recommendation to a reputation system is thus anal-
ogous to the logic of anonymous voting in a political system. It potentially encourages
truthfulness by guaranteeing secrecy and freedom from explicit or implicit influence.
Although this freedom might be exploited by dishonest recommendation providers,
who tend to provide exaggerated recommendations, it seems highly beneficial for
honest ones, protecting the latter from being influenced by strategic manipulation
issues. For example, a peer may have an incentive to provide a high rating because he
expects the peer he rates to reciprocate, and provide a high rating for either the current
interaction or possible future ones.

4 Providing Incentives to Recommenders

Providing rewards is effective way to improve feedback, according to the widely
recognized principle in economics which states that people respond to incentives.
Game theory plays a major role in the design of these mechanisms. This is the
mathematical study of interaction among independent, self-interested agents in
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multi-agent systems. A mechanism is a set of rules that provide a mapping between the
actions of the agents and the outcomes (payment) for these actions. The aim of pro-
viding rewards is to make a reputation mechanism incentive-compatible, i.e. how to
ensure that it is in the best interest of a rational peer to actually report reputation
information truthfully.

Recent years have witnessed a growing interest in incentive mechanism for pro-
moting honest recommendations research. Current incentive mechanism for promoting
honest recommendations can be divided into two categories [4]: market-based
approaches and policy-based approaches.

4.1 Market Based Incentive Mechanism

Market-based incentive mechanism introduces side payments that make it rational for
peers to truthfully share reputation information [5–9, 20]. Peers can get reputation
information by paying some virtual currency and obtain some virtual currency by
providing reputation information.

Dellarocas [20] proposes “Goodwill Hunting” (GWH) as a feedback mechanism for
a trading environment based upon the argument that truthful feedback will benefit the
community as a whole. If buyers provide random feedback, sellers with high product
qualities will be driven out of the market and buyers will lose profit. This mechanism
elicits truthful feedback from buyers by offering rebates of a buyer’s periodic mem-
bership fee if the mean and variance between the buyer’s and seller’s perception of
quality of their transactions are consistent across the entire buyer community. In this
mechanism, buyers will receive less payment if their feedback of seller’s product
qualities deviates from the community-wide reporting. To provide incentives for buyer
participation in this mechanism, buyers will not receive a rebate if they do not provide
feedback. Buyers may behave badly before they exit from the market. To solve this
problem, part of the membership fee will be refunded only at the end of the period on
the basis of the buyer’s behavior. However, the GWH mechanism does not deal with
buyers’ strategic behavior of misreporting and only works when each buyer buys from
a given seller only once.

In order to stimulate reputation information sharing and honest recommendation
elicitation, Jurca and Faltings [5, 7–9] propose an incentive compatible reputation
mechanism to deal with inactivity and lies. A peer buys a recommendation about a
service provider from a special broker named R-nodes. After interacting with the
provider, the peer can sell its feedback to the same R-node, but gets paid only if its
report coincides with the next peer’s report about the same service provider. One issue
is that if the recommendation from an R-node is negative such that a peer decides to
avoid the service provider, the peer will not have any feedback to sell. Or in the
existence of opportunistic service providers that, for example, behave and misbehave
alternatively, an honest feedback does not ensure payback. This opens up the possi-
bility of an honest entity to have negative revenue and thus is unable to buy any
recommendation. Besides, the effectiveness of their work depends largely on the
integrity of R-nodes, which is assumed to be trusted a priori.
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Miller et al. [6] introduce a mechanism which is similar to that proposed by Jurca
and Faltings [5]. In this mechanism, there is a center that maintains peers’ ratings. The
center rewards or penalizes each peer on the basis of its ratings and ensures that the
mechanism at least breaks even in the long run. More specifically, a peer providing
truthful ratings will be rewarded and get paid not by broker agents but by the buyer
after the next buyer. To balance transfers among peers, a proper scoring rule is used to
determine the amount that each peer will be paid for providing truthful feedback.
Scoring rules used by the center (i.e. the Logarithmic Scoring Rule) make truthful
reporting a Nash equilibrium where every peer is better off providing truthful feedback
given that every peer else chooses the same strategy. Furthermore, proper scaling of
scoring rules and collection of bonds or entry fees in advance ensure budget balance
and incentives of the mechanism. This mechanism assumes that service providers have
fixed quality, which limits its usefulness. As with the mechanism proposed by Jurca
and Faltings [5], the truthful equilibrium is not the only equilibrium in this mechanism.
There may be non-truthful equilibria where every peer is better off providing untruthful
feedback given that other peers choose the same strategy. Therefore, this mechanism
also can not deal with the situation where strategic peers collude in giving untruthful
feedback.

To encourage the exchange of reputation information, Pinocchio [21] rewards
participants that advertise their experience to others. At the same time, to protect the
reward system from users who may submit inaccurate or random statements to obtain
rewards, they use a probabilistic honesty metric to detect dishonest users and deprive
them of the rewards. The trust management system will set up a credit balance for each
participant, which will be credited with a reward for each statement advertised and
debited for each query made by that user. The trust management system can set a
maximum limit to the amount of credit given as rewards to a participant per minute. If a
participant’s credit balance is positive, she can use it to get a discount on queries she
will make in the future. There is no way to cash the credit for money. Pinocchio does
not intend to protect against conspiracies or bad-mouthing.

To obtain the truthful feedbacks on the non-verifiable information environment,
inspired by the mechanism design paradigm in a hidden knowledge setting, Zhao et al.
[22, 23] model the feedback reporting process as a reporting game, and design a wage-
based incentive mechanism and provide numerical solutions to obtain the minimum
wage required to reinforce the truthful strategies. Under their mechanism, querists are
not required to estimate/know truthfulness of feedbacks when paying wage. The wage
paid to reporters only depends on the feedbacks regardless of truthfulness. By fol-
lowing their scheme, truthful revelation will be a dominant strategy for all reporters.
Different from most of the comparison based schemes, their proposed solution does not
require peers to verify the information truthfulness. That is, the scheme does not require
the peers to compare the feedback submission with other feedbacks. The solution
requires only localized wage payment schemes, which greatly reduce the risk of col-
lusion in reporting.

In summary, market based schemes allow for rich and flexible economic mecha-
nism, and offer side payment to peers that truthfully rate results of transaction with
service providers. Providing truthful feedback of service providers is a Nash Equilib-
rium in these mechanisms. However, these mechanisms suffer the notable drawback of
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seeming highly impractical since they need an infrastructure for accounting and
micropayments. Much of the research in this field is less concerned with the feasibility
of micropayments but instead considers problems that remain under the assumption
that monetary exchanges are possible. Second, these mechanisms assume that all the
peers share the same truthful opinion and the majority peers behave truthfully, and
therefore have difficulty with the situation where peers collude in giving dishonest
recommendations. Furthermore, the mechanisms do not work well if the majority of
peers select to provide dishonest recommendations because each of these dishonest
peers will also get a reward. This means that honest peers that will not be giving similar
recommendations as many other peers, will not be rewarded and will be discouraged
from being honest in the future. Third, in addition to the desirable truth-telling equi-
libria, these incentive mechanisms induce additional equilibria where peers do not
report the truth. Equilibrium selection is an important consideration in practical
implementations.

4.2 Policy Based Incentive Mechanism

Policy based incentive mechanism induces peers to participate reputation information
sharing as expected by establishing the proper policy according to their behavior
characteristics, namely, whether providing honest recommendations actively. The
principle of establishing the policy is that active and honest recommenders, compared
to inactive or dishonest ones, can always benefit more from other peers, such as the
higher trust value, more interaction chances, larger amount of honest recommendations.

PeerTrust [4] presents a policy based incentive scheme which adds a reward as a
community context for peers submitting feedback. It may alleviate the feedback
incentive problem to some extent. This can be accomplished by providing a small
increase in reputation whenever a peer provides feedback to others. The community
context factor can be defined as a ratio of total number of feedbacks a peer give others
during the given time period, over the total number of transactions the peer has. The
weight factors can be tuned to control the amount of reputation that can be gained by
rating others. However there are still some problems. First, how to allocate the weight
for community context in the trust metric, if allocated high weight, peers can gain high
trust value by providing the honest recommendations, and have no motivation to
provide high quality services. Oppositely, if allocated low weight, the effectiveness of
incentive mechanism is in doubt. Second, PeerTrust proposes the feedback credibility
valuation algorithm PSM (Personal Similarity Measure), however, it ignores the
feedback credibility and gives reward to all peers providing feedback. This may induce
the peers to submit a lot of random or dishonest feedback.

T. G. Papaioannou et al. propose a mechanism for providing the incentives for
reporting truthful feedback in a peer-to-peer system for exchanging services [24, 25].
Under their approach, both transacting peers (rather than just the client) submit ratings
on performance of their mutual transaction. If these are in disagreement, then both
transacting peers are punished, since such an occasion is a sign that one of them is
lying. The severity of each peer’s punishment is determined by his corresponding non-
credibility metric, this is maintained by the mechanism and evolves according to the
peer’s record. When under punishment, a peer is not allowed to transact with others for
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a period that is exponential in their non-credibility values. For each peer, both non-
credibility and punishment state are public information, they are appropriately stored so
that they are available to other peers. The punishment of not transacting with other
peers causes the punished peer to lose value offered by others. This provides incentives
for peers to truthfully report of their business with others. however this approach does
not deal with collaborated liars, moreover, the policy for punishing the dishonest peers
is in doubt from the viewpoint of improving the system availability, for example, there
are some peers who provide the high quality service, at the same time, and submit
dishonest recommendations, using the punishment policy these peers will have no
chance to provide service because of the dishonest recommendations, so the availability
of the whole system is weakened.

Zhang et al. [27] develop a novel trust-based incentive mechanism where buyers
first model other buyers using their personalized approach and select the most trust-
worthy ones as their neighbors from which they can ask advice about sellers. They use
the term “neighbor” to refer to a buying agent that is accepted as an advisor of the
buyer, and becomes part of that buyer’s social network. In addition, however, sellers
model the global reputation of buyers based on the social network. Since buyers are
modeling the trustworthiness of potential advisors, advisors that always provide
truthful ratings of sellers are likely to be neighbors of many other buyers and are
considered reputable in the social network. These agents will be able to attract a larger
audience to witness their feedback (also known as increasing “broadcast efficiency”). In
marketplaces operating with their mechanism, sellers will increase quality and decrease
prices of products to satisfy reputable buyers, in order to do business with many other
buyers in the market. In consequence, their mechanism is able to create incentives for
buyers to provide truthful ratings of sellers.

Liu et al. [28] present in this paper an incentive compatible reputation mechanism
to facilitate the trust worthiness evaluation in ubiquitous computing environments. It is
based on probability theory and supports reputation evolution and propagation. Our
reputation mechanism not only shows robustness against lies, but also stimulates
honest and active recommendations. The latter is realized by ensuring that active and
honest recommenders, compared to inactive or dishonest ones, can elicit the most
honest (helpful) recommendations and thus suffer the least number of wrong trust
decisions, as validated by simulation based evaluation.

From the above discussion, we can see that in policy based incentive mechanisms,
peers maintain recommendation credibility of other peers and use this information in
their decision making processes. Recommendation credibility measures the truthfulness
of a peer as a provider of recommendations. Peers in these mechanisms have incentives
to provide truthful ratings, in order to increase their credibility or decrease their non-
credibility. In doing so, they are able to gain higher profit, such as the higher trust
value, more interaction chances, larger amount of honest recommendations. Many
policy based incentive mechanisms differ from one another primarily in the compu-
tation of recommendation credibility and the mapping of credibility to strategies.
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5 Conclusions and Future Work

The success of current trust and reputation systems is on the premise that the honest
recommendations are obtained [29, 30]. However, without appropriate mechanisms, in
most reputation systems, under-participation and lying strategies usually yield higher
payoffs for peers than honest recommendations strategies. Thus, to address this problem, a
number of schemes have been proposed to motivate honest recommendations in

Table 1. Comparison of existing approaches for promoting honest recommendations in
reputation systems.
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reputation systems. In this paper we give an overview of existing and proposed schemes.
Moreover, we categorize them, and analyze the representative strategies in each category
and summarize their common problems. Their principles are explained along with the
limitations against the system requirements, which are shown in Table 1.

Since all existing incentive mechanisms aim for maximizing the network’s per-
formance without taking into account the privacy protection of peers, it is necessary to
introduce an incentive mechanism with the privacy protection to peers. The combi-
nation of privacy and incentive mechanisms promoting honest recommendations will
make reputation systems more robust than ever. Because meeting the demands of
peers’ privacy protection definitely raises the complexity of the incentive mechanism,
and increases computation and communication overheads, it is a challenge to design an
efficient incentive mechanism with privacy protection for reputation systems. The
addressing of this challenge will be part of future work.

In addition, we plan to study schemes and protocols achieving privacy in the general
case, i.e., in decentralized reputation systems which are not necessarily additive.
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