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Preface

The 12th Chinese Conference on Trusted Computing and Information Security
(CTCIS 2018) continued the series of events dedicated to trusted computing and
information security, focusing on new theories, mechanisms, infrastructures, services,
tools, and benchmarks. CTCIS provides a forum for researchers and developers in
academia, industry, and government to share their excellent ideas and experiences in
the areas of trusted computing and information security in the broad context of cloud
computing, big data, Internet of Things, etc.

This year, CTCIS received 242 submissions. After a thorough reviewing process,
39 English papers and 34 Chinese papers were selected for presentation as full papers,
with an acceptance rate of 30.2%. Furthermore, this year’s CTCIS also included ten
English papers and 16 Chinese papers as posters, with an acceptance rate of 10.7%.
This volume contains the 24 English full papers presented at CTCIS 2018.

The high-quality program would not have been possible without the authors who
chose CTCIS 2018 as a venue for their publications. We are also very grateful to the
Program Committee members and Organizing Committee members, who put a
tremendous amount of effort into soliciting and selecting research papers with a balance
of high quality and new ideas and new applications.

We hope that you enjoy reading and benefit from the proceedings of CTCIS 2018.

October 2018 Huanguo Zhang
Bo Zhao
Fei Yan
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Ciphertext-Policy Attribute-Based
Encryption for Circuits from Lattices

Under Weak Security Model

Jian Zhao(B), Haiying Gao, and Bin Hu

Zhengzhou Information Science and Technology Institute, Zhengzhou 450001, China
back zj@126.com

Abstract. The existing Ciphertext-Policy Attribute-Based Encryption
(CP-ABE) scheme from lattices can only support a simple threshold
access structure, resulting in its limited application scenario. In order
to improve the flexibility and expressiveness of the CP-ABE scheme,
we present a CP-ABE for circuits from lattices in this paper. The new
scheme generates secret key for each attribute of the attribute set by
invoking the sampling algorithm from lattices and embeds the attribute
set into the secret keys. Meanwhile, to associate the ciphertext with a
circuit, we design a Secret Matrix Distribution Mechanism (SMDM) for
circuits, which distributes a matrix with specific form to each node of
the circuit, and the scheme can generate the ciphertexts by combin-
ing the matrices of the leaf nodes. In the decryption phase, the SMDM
guarantees the user who satisfies the access structure can decrypt the
ciphertexts correctly. Finally, we prove that our scheme is secure against
chosen plaintext attack in the selective weak security model under the
Learning with Errors (LWE) assumptions.

Keywords: Ciphertext-policy · Attribute-Based Encryption (ABE)
Learning with Errors (LWE) · Lattices · Circuits

1 Introduction

Cloud storage synthesizes a large number of storage devices in the network by
some softwares, and then provides data storage and access services. In consider-
ation of security, the data is encrypted before uploading to the cloud. However,
it is very cumbersome and uncontrollable for users to access cloud data by tra-
ditional encryption methods. In the existing cryptography methods, Attribute-
Based Encryption (ABE) gets many researchers attention for its fine-grained
access control ability.

In 2005, Sahai et al. [1] introduced the notion of ABE. Through the intro-
duction of attribute set and access structure the ABE gives us unprecedented
flexibility and expressiveness with which recipients can be designated in a whole-
sale manner. In 2006, Goyal et al. [2] divided ABE into two variants: Key-Policy

c© Springer Nature Singapore Pte Ltd. 2019
H. Zhang et al. (Eds.): CTCIS 2018, CCIS 960, pp. 1–15, 2019.
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Attribute-Based Encryption (KP-ABE) and Ciphertext-Policy Attribute-Based
Encryption (CP-ABE). A KP-ABE means that the secret key of a user is labeled
with an access structure while the ciphertext is labeled with a set of descrip-
tive attributes. A CP-ABE, by contrast, means that the ciphertext is associated
with an access structure and the secret key is associated with a set of descriptive
attributes. A particular user can decrypt the ciphertexts only if his attribute set
satisfies the access structure.

Generally speaking, CP-ABE schemes are more difficult to design and be
proved secure than KP-ABE schemes. In practical application, KP-ABE schemes
are suitable for situations when access specific static data, and have advantages
when the system adds new users or elevates some users access permissions. CP-
ABE schemes are suitable for dynamic access control of arbitrary data, and the
senders can directly control the decryption permissions of the message, which is
closer to the actual situation in real life [3].

The existing ABE schemes are mainly based on the machinery of bilinear
maps or lattices and the lattice-based cryptosystem is considered as an important
post-quantum cryptography for its quantum attack resistance. Moreover, the
lattice-based cryptosystem has other advantages, e.g. worst-case hardness, high
efficiency and rich mathematical structure.

In 2012, Shweta Agrawal constructed an efficient Fuzzy Identity-Based
Encryption (FIBE) scheme and an insecure KP-ABE scheme based on the stan-
dard learning with errors (LWE) problem in [4]. Jiang Zhang proposed a CP-
ABE scheme from lattices, which supports flexible threshold access policy on
literal (or Boolean) attributes in [5] at the same year. Xavier Boyen developed
the idea further by introducing linear secret sharing scheme (LSSS) into access
policy in [6] in 2013.

The ABE scheme of [7] supports a subclass of circuits called OR-restricted cir-
cuits. OR-restricted circuits are those that for any input x, if f(x) = 0, then for
all the OR gates in circuit f , at least one of its incoming wires will evaluate to 0.
Although this scheme supports a very limited subclass of circuits, it has accumu-
lated rich experience in constructing an ABE scheme for circuits from lattices.

The ABE scheme of [8] presents a type of recoding mechanism called Two-
to-One Recoding (TOR). The authors successfully construct the relationships
between TOR and circuits, TOR and ABE, and TOR and LWE, then propose
an ABE scheme for general circuits of any arbitrary polynomial size.

The key-homomorphism ABE scheme of [9] provides two advantages over pre-
vious ones. First, its secret keys are much shorter. Second, it supports general cir-
cuits with arbitrary fan-in (and fan-out) gates. Compared with a Boolean circuit
with gates of fan-in two, a circuit with gates of arbitrary fan-in has shallower depth
and smaller size; the parameters and ciphertexts are subsequently smaller than
those of previous schemes, thus rendering this scheme more efficient. However,
this scheme is only suited for environments where access policies are expressed as
arithmetic circuits, or capture statistical properties of the data or depend on arith-
metic transformations of the data. This scheme would not be appropriate when
access policies are expressed as circuits with AND gates and OR gates.
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In 2014, Yongtao Wang presented a CP-ABE scheme for AND-gates in [10].
In 2015, Boyen [11] proposed a KP-ABE scheme for deterministic finite automata
and their scheme is simpler and more efficient than previous schemes.

Table 1. Development of ABE from lattices.

Scheme Access policy Access structure

[10] Ciphertext-Policy AND gate

[5] Ciphertext-Policy (t, n) threshold

[6] Key-Policy LSSS

[7] Key-Policy Subclass of circuits

[8] Key-Policy General circuits

[9] Key-Policy Arithmetic circuits

[11] Key-Policy Deterministic finite automata

From the development of ABE from lattices in Table 1, we found that the
KP-ABE schemes occupy most of the ABE schemes, and the CP-ABE schemes
are few. The CP-ABE scheme, which has the best results, can only support the
threshold access structure, and the expressiveness and flexibility of the scheme
are poor. In this case, an ABE scheme with advantages of ciphertext policy for
flexible circuit access structure from lattices is proposed in this paper.

1.1 Our Work

In the existing KP-ABE schemes for circuits from lattice like [7,8], generating
corresponding secret key for each node of a circuit by the public matrices and the
master key is a usual method when the scheme tries to embed the information of
the circuit into secret keys. However, the circuit is associated with ciphertext in
a CP-ABE scheme. Some public matrices and randomly selected vector are the
only information the sender can get when generating the ciphertext, so how to
embed a circuit into the ciphertext in a CP-ABE scheme is a difficult problem.

To solve the problem in constructing a CP-ABE scheme for circuits from lat-
tices, we design a Secret Matrix Distribution Mechanism (SMDM) for circuits.
From the root node of the circuit, this mechanism distributes a matrix calculated
by a random vector and other matrices containing random information to each
node layer by layer. At the same time, the matrices assigned to the child nodes
can reconstruct the matrix of their parent node, which ensures that the users
who satisfy the ac-cess structure can decrypt ciphertexts correctly. Finally, the
SMDM can distribute a matrix to each leaf node of the circuit, and the scheme
can generate the ciphertexts by combining these matrices. It is important to
note that all these matrices have a unified form, which is calculated by a ran-
dom vector multiplied by a selected vector and multiple matrices from specific
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distributions. The unified form ensures that the challenger can effectively return
challenge ciphertexts from the LWE samples when prove security of the scheme.

In conclusion, we present a CP-ABE for circuits from lattices and prove that
the new scheme is secure against chosen plaintext attack in the selective weak
security model under the LWE assumptions in this paper.

2 Preliminaries

2.1 Symbol Description and Basic Definitions

We use uppercase boldface alphabet for matrices, as in A, lowercase boldface
characters for vectors, as in e, swash letter for attribute set, as in S, and lowercase
regular characters for scalars, as in l. For any integer q ≥ 2, we let Zq denote
the ring of integers module q and we represent Zq as integers in (−q/2, q/2]. We
let Z

n×m
q denote the set of n × m matrices with entries in Zq. The notation AT

denotes the transpose of matrix A. [A1|A2] denotes the n × (m + m′) matrix
formed by concatenating A1 and A2, where A1 is an n×m matrix and A2 is an
n×m′ matrix. �q/2� denotes the maximum integer less than q/2. �q/2� denotes
the minimum integer greater than q/2. Here are some common definitions of
lattices.

Integer Lattices [9]: Find an m × m matrix B whose columns are linearly
independent vectors b1, · · · ,bm ∈ Z

m. Then the m-dimensional integer lattice
Λ ∈ Z

m generated by B is the following set (B can be called a basis of lattice Λ):

Λ = L (B) =

⎧
⎨

⎩
y ∈ Z

m s.t.
∃s = (s1, · · · , sm) ∈ Z

m,

y = Bs =
m∑

i=1

sibi

⎫
⎬

⎭

For prime q, A ∈ Z
n×m
q , and u ∈ Z

n
q , we can also define integer lattices as

Λq (A) =
{
e ∈ Z

m s.t. ∃s ∈ Z
n
q , ATs = e (modq)

}

Λ⊥
q (A) = {e ∈ Z

m s.t. Ae = 0 (modq)}
Λu

q (A) = {e ∈ Z
m s.t. Ae = u (modq)}

Matrix Norms [9,12]: Let matrix R = {r1, · · · , rk} ∈ Z
m×k, where ri =

(ri,1, . . . , ri,m)T(1 ≤ i ≤ k) is a column vector. We use the following notations.

||ri||: ||ri|| =
√∑m

j=1 (ri,j)
2 denotes the l2 length of ri.

||ri||1: ||ri||1 =
∑m

j=1 |ri,j | denotes the sum of the absolute values of all
elements in ri.

||ri||∞: ||ri||∞ = max
j

|ri,j | denotes the maximum of all the absolute values

of the elements in ri.
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||R||: ||R|| = max ||ri|| (1 ≤ i ≤ k) denotes the length of the longest vector
in R.

||R||1: ||R||1 = max
i

||ri||1 denotes the maximum of ||ri||1 in R.

||R||2: ||R||2 = sup||x||=1||Rx|| is the operator norm of R.
Note that always ||R|| ≤ ||R||2 ≤ √

k||R||.

Discrete Gaussians [13]: Let m be a positive integer and Λ ∈ R
m an m-

dimensional lattice. For any vector c ∈ R
m and any positive parameter σ ∈ R,

we define:
ρσ,c (x) = exp

(
−π ‖x−c‖2

σ2

)
denotes a Gaussian-shaped function on with cen-

ter c and parameter σ.
ρσ,c (Λ) =

∑
x∈Λ ρσ,c (x) denotes a (always converging) discrete integral of

ρσ,c over the lattice Λ.
DΛ,σ,c denotes a discrete Gaussian distribution over Λ with center c and

parameter σ,

∀y ∈ Λ,DΛ,σ,c (y) =
ρσ,c (y)
ρσ,c (Λ)

For notational convenience, DΛ,σ,0 are abbreviated as DΛ,σ or Dσ(Λ).

2.2 Circuits

We describe a circuit f based on the definition of circuits in [14]. According
to the discussion of [15], we can transform any Boolean circuit to a monotonic
circuit with the same depth. Therefore, the circuits mentioned in this article are
all monotonic, i.e. only have AND and OR gates.

The whole circuit consists of nodes and wires. The nodes are divided into
two classes: leaf nodes and non-leaf nodes. The leaf nodes which are associated
with attributes are the inputs of a circuit. A leaf node will input 1 if a user gets
this attribute, otherwise input 0. We call the interior nodes of a circuit which
are AND gates or OR gates as non-leaf nodes. Besides, the root node, one of the
non-leaf nodes, gives us the final output of a circuit.

The wires linking up two neighboring layers of a circuit pass the output of a
node in lower layer to a node in higher layer and do not change the value of the
output. For two nodes been linked up, we call the node in lower layer the child
node and regard another node as its parent node.

A circuit starting with the inputs of leaf nodes which are associated with
attributes, through the connection of wires and interior non-leaf nodes which
are AND gates and OR gates, ends with the output of root node which is also a
gate.

Gatetype : Gates → {AND,OR} is a function that identifies a gate is either
an AND gate or an OR gate. We have

Gatetype(ω) = AND : g(x0, x1) = x0x1
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Gatetype(ω) = OR : g(x0, x1) = 1 − (1 − x0)(1 − x1)

where x0 and x1 are the inputs of node ω.

2.3 LWE and Relevant Algorithms

For a positive integer n, a prime q = q(n) > 2, and a secret vector s ∈ Z
n
q ,

A (Zq, n,X ) − LWE problem instance consists of access to an unspecified chal-
lenge oracle O. It is either from a noisy pseudo-random sampler Os of the form
(wi, vi) = (wi,wT

i s + ei) ∈ Z
n
q × Zq carrying some constant uniformly chosen

s ∈ Z
n
q , where ei ∈ Zq is a fresh noise component in distribution X , and wi ∈ Z

n
q

is a fresh uniformly distributed vector, or from a truly random sampler Os̃ of
the form (wi, vi) [16].

The LWE problem is: given a poly(n) number of samples, output 0 if they
are from Os or 1 if they are from Os̃.

An algorithm A can decide the LWE problem if ρ = |Pr[AOs = 1]−Pr[AOs̃ =
1]| is non-negligible for a random s ∈ Z

n
q after it makes a number of queries to

the challenge oracle.
Notably, the Xmax-bounded distribution X means that there is always

||ei|| ≤ Xmax for any noise vector ei sampled from distribution X in problem.
The difficulty of the LWE problem is measured by the ratio q/Xmax > 1. The
problem remains hard when q/Xmax < 2nε

for some fixed ε ∈ (0, 1/2) and the
smaller the ratio is the harder the problem [17].

Let n, m, q > 0 be integers with q prime. There are polynomial time algo-
rithms Algorithm 1–3 as follows:

Algorithm 1. TrapGen(1n, 1m, q) → (A,TA) [13]: A randomized algo-
rithm that, when m = Θ (n log q), outputs a full-rank matrix and basis for
Λ⊥

q (A) such that A is negl(n)-close to uniform and ||T̃A|| = O(
√

n log q), with
all but negligible probability in n.

Algorithm 2. RightSample(A,TA,B,P, σ) → K [17]: An algorithm that
given full-rank matrices A,B ∈ Z

n×m
q , a basis TA ∈ Z

m×m of Λ⊥
q (A), a ran-

domly selected matrix P ∈ Z
n×(h+n)
q , when σ = ||T̃A|| · ω(

√
log 2m) outputs a

matrix K ∈ Z
2m×(h+n)
q whose distribution is statistically close to DΛP

q (A|B),σ

and satisfies (A|B)K = P.
Algorithm 3. LeftSample(A,B,R,TB,P, σ) → K [9,17,18]: An algo-

rithm that given full-rank matrices A,B ∈ Z
n×m
q , a basis TB ∈ Z

m×m of Λ⊥
q (B),

a low-norm matrix R ∈ Z
m×m
q , a randomly selected matrix P ∈ Z

n×(h+n)
q , when

σ = O(||R||2) outputs a matrix K ∈ Z
2m×(h+n)
q whose distribution is statisti-

cally close to DΛP
q (A|AR+B),σ and satisfies (A|AR + B)K = P.

Here are two Lemmas that we will use in our schemes.

Lemma 1 [9]: For integers n, m, k, q, σ > 0, matrices A ∈ Z
n×m
q and U ∈

Z
n×k
q , if K ∈ Z

m×k
q is sampled from Dσ(ΛU

q (A)) and R is sampled uniformly in
{±1}m×m, then

||K|| ≤ σ
√

m, ||KT||2 ≤
√

k · ||K|| ≤ σ
√

mk
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||K||2 ≤ σ
√

mk, ||R||2 ≤ 20
√

m

Lemma 2 [17]: Suppose that m > (n + 1) log q + ω(log n). Choose A ∈ Z
n×m
q ,

B ∈ Z
n×k
q and R ∈ {−1, 1}m×k. Then, for all vectors w ∈ Z

m, the distribution
(A,AR,RTw) is statistically close to the distribution (A,B,RTw).

2.4 Definition and Weak Security Model of CP-ABE

Take an encrypted communication system of a company, for example of CP-
ABE. The CEO wants some staffs to write some investigation reports about
sports goods and he will send an encrypted message embedded with access policy
of circuit (Fig. 1) to all staffs. Suppose node 1 is associated with the attribute
of age 20–25, node 2 with the attribute of age 25–30, node 3 with the attribute
of age 30–35, node 4 with the attribute of male, node 5 with the attribute of
working at planning division. Every employee in this company can be described
in a three tuple (age, gender, office). For instance, here are several staffs Alice
(25, female, sales division), Abel (25, male, sales division), Alina (25, female,
planning division) and Adam (45, male, planning division). After receiving the
message, only Abel and Alina can decrypt the message while Alice is a lady but
not in planning division and Adam is too old. So we can see that the CEO wants
some young men or some young planning experts to write these investigation
reports about sports goods. Maybe, he thinks that young men are very close to
sports and staffs in planning division are better at investigating.

Compared with the traditional public key encryption scheme, the above
example shows us the flexibility and expressiveness of an ABE scheme.

Fig. 1. Circuit access structure
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Definition 1 (CP-ABE for circuits). A CP-ABE for circuit f consists of the
following four algorithms:

Setup (1λ,W, l) → (PP,MSK). This is a randomized algorithm that takes
a security parameter λ, an attribute set W including all the attributes in the
system and the number of inputs of the circuit l. It outputs a public key PP and
a master key MSK.

Enc (PP, f,H) → CT. This is a randomized algorithm that takes as input a
public key PP, a message matrix H, and a description of a circuit f . It outputs
a ciphertext CT.

KeyGen (PP,MSK,S) → SK. This is a randomized algorithm that takes
as input the public key PP, the master secret key MSK and the attribute set of
user S. It outputs a decryption key SK.

Dec (SK,CT) → H. This algorithm takes a decryption key SK, and a cipher-
text CT. It outputs H or a special symbol ⊥.

Definition 2 (Weak Security Model of CP-ABE for Circuits) [19]: A CP-ABE
scheme is said to be weak secure against selective chosen plaintext attack (CPA)
if the advantage of adversary is negligible in the following game between a chal-
lenger B and an adversary A:

Target. The adversary A announces a target circuit f∗ to be challenged
upon.

Setup. The challenger B runs the Setup algorithm, then he gives the PP to
the adversary A and keeps MSK to himself.

Queries. The adversary A can adaptively make a number of key generation
queries on attribute set S∗ with constraint that any attribute in S∗ is not an
input of circuit f∗ (and certainly S∗ satisfies f∗(S∗) = 0). The challenger B
returns the secret key SK.

Challenge. At some time, A outputs two messages H0 and H1. The chal-
lenger B flips a random coin b ∈ {0, 1} and computes CT from message Hb.
Then B gives CT to A.

Continuation. This a continuation of the earlier Queries phase.
Decision. Finally, A will output a guess b′ of b. The advantage of an adver-

sary A in this game is defined as |Pr[b′ = b] − 1/2|.
Compared with the standard security model, the weak model requires more

restrictions on the attribute set queried by the adversary in the Queries and
Continuation phases, which weakens the security of the model to some extent.

3 Construction

In this section, we present a CP-ABE scheme for circuits from lattices. W denotes
an attribute set including all the attributes in the system and S ⊆ W is a user’s
attribute set. Moreover, all the inputs in circuit f compose an attribute set
L ⊆ W, where |L| = l. The scheme is made up of the following four algorithms.

Setup (1λ,W, l) → (PP,MSK). Given a security parameter λ, an attribute
set W, and the number of circuits inputs l.
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1. The algorithm first generates integers n = n(λ, l), q = q(n), m = Θ(n log q).
2. Generate a uniformly random matrix A0 ∈ Z

n×m
q with a full-rank m-vector

sets TA0
⊆ Λ⊥

q (A0) that satisfies a low-norm condition through invoking
TrapGen(1n, 1m, q).

3. Choose two uniform random matrices B,U ∈ Z
n×m
q ; for i ∈ W, choose a

uniform random matrix Ai ∈ Z
n×m
q .

4. Finally, return the public parameters PP and master key MSK:

PP = {A0,B, {Ai}i∈W ,U} MSK = {TA0}

KeyGen (MSK,S) → SK. This algorithm takes as input the master key MSK
and a user’s attribute set S.

1. For i ∈ S, compute

Ki ← RightSample(A0,TA0 ,Ai + B,U, σ)

where Ki satisfies (A0|(Ai + B))Ki = U.
2. Output

SK = {Ki ∈ Z
2m×m}i∈S

Enc (PP, f,H ∈ {0, 1}m×n) → CT. This algorithm takes as input the public
parameters PP, a circuit f and a message matrix H ∈ {0, 1}m×n.

1. Choose a uniform random vector s ∈ Z
n
q and e0, e ← X m, where X is a

Xmax-bounded noise distribution in (Zq, n,X ) − LWE.
2. The SMDM assigns a random matrix to each node of the circuit f . In par-

ticular, node ω corresponds to a matrix Sω = sdTDω ∈ Z
n×n
q , where d is an

n-vector chosen from a specific distribution and Dω is an n×n-matrix deter-
mined by the following SMDM and the circuit, and the child nodes ω0 and
ω1 respectively correspond to matrices Sω0 ∈ Z

n×n
q and Sω1 ∈ Z

n×n
q , where

both matrices have specific forms similar to matrix Sω. Now, we introduce
how SMDM works as follows.

First define a matrix Sω = sd̄TI corresponding to the root node, where d̄ is
chosen from {0,±1}n and I denotes an n × n identity matrix, and here Dω = I,
so the root node owns a matrix with the specific form Sω = sd̄TDω. Then
construct the sharing matrix for other nodes from top to bottom.

(1) If Gatetype(ω) = OR, let Sω0 = Sω1 = Sω.
(2) If Gatetype(ω) = AND, there are two situations as follows.

(a) If node ω is a root node, or it links to the root node only through some
OR gates, we have Sω = sd̄TI. Then compute Sω0 = Sr0 = sdT

0 I, where
d0 is chosen from {0,±1}n, and compute Sω1 = Sr1 = sdT

1 I, where
d1 = d̄−d0. Here Dω0 = Dω1 = I, Sω = Sω0 +Sω1 and both child nodes
own matrices with specific form.
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(b) If node ω links to the root node through k (1 ≤ k ≤ log l) AND
gates and some (maybe 0) OR gates, we have Sri(i ∈ {0, 1}) and Dω

from Sω = sdT
i D

ω. Compute Sω0 = SriDω0 = sdT
i D

ω0 , where Dω0 is
randomly chosen from {±1}n×n; Let Dω1 = Dω − Dω0 , and compute
Sω1 = SriDω1 = sdT

i D
ω1 . In fact, matrix Dω1 may be constructed from

k matrices from {±1}n×n. Concretely, Dω1 = I− (Dω0)1 − . . . − (Dω0)k,
where (Dω0)i (i ∈ [k]) denotes the D matrix corresponding to the child
node ω0 of node ω that links to the root node through i AND gates. Here
Sω = Sω0 + Sω1 .

Note that we define S = sd̄TI ∈ Z
n×n
q in the special circuit consisting

only OR gates, where d̄ is chosen from {0,±1}n, and all nodes correspond
to matrix S.

Finally, each leaf node i (i ∈ [l]) of circuit f corresponds to a matrix
Si according to the SMDM described above. Concretely, Si = sdT

i1D
i

(i1 ∈ {0, 1}), where Di is determined by SMDM and the circuit f .
3. For i ∈ L, choose a uniform random matrix Ri ∈ {−1, 1}m×m(i ∈ {0, 1})

and compute Ei = edT
i1D

i (i1 ∈ {0, 1}). Then compute

C0 = UTsd̄T + H �q/2� + e0d̄T

C′
i = AT

0 Si + Ei

Ci = (Ai + B)TSi + RiEi

4. Finally, output

CT = {C0 ∈ Z
m×n
q , {(C′

i,Ci) ∈ (Zm×n
q ,Zm×n

q )}
i∈L}

Dec (SK,CT) → H. This algorithm takes as input the secret key SK and a
ciphertext CT. We attach a matrix Oω to each node ω. Suppose the user’s
attribute set is S, then we show the decryption process as follows.

1. For a leaf node i ∈ S, compute Oi = KT
i

(
C′

i

Ci

)
.

2. The algorithm computes the corresponding matrix O of each node in the
circuit by the known matrices Oi (i ∈ S) of leaf nodes from the bottom to
the top. For a non-leaf node ω (with matrix Oω and output xω), it has two
child nodes ω0 (with matrix Oω0 and output xω0) and ω1 (with matrix Oω1

and output xω1).
If xω = 0, the algorithm cannot compute Oω for node ω due to the lack

of the required matrix O of its child nodes.
If xω = 1 and Gatetype(ω) = OR, let Oω = Oωi

(xωi
= 1, i ∈ {0, 1}); or

Gatetype(ω) = AND, let Oω = Oω0 + Oω1 .
Finally, we can get the matrix Or for root node r.

3. Compute O′ = C0 −Or. o′
i,j is the (i, j)th component of matrix O′, then for

i ∈ [m], j ∈ [n], return

hi,j =
{

1 if |o′
i,j | > q/4

0 if |o′
i,j | ≤ q/4

Output the message matrix H.
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4 Correctness

We analyze the correctness and the parameters in this section. According to the
decryption method of the new scheme, we discuss as follows.

1. For i ∈ S, compute

Oi = KT
i

(
C′

i

Ci

)
= KT

i

(
AT

0 Si+Ei

(Ai+B)TSi+RiEi

)

= KT
i (A0|(Ai + B))TSi + KT

i

(
Ei

RiEi

)

= UTSi + KT
i

(
Ei

RiEi

)

We first discuss the norm of Ei = edT
i1D

i (i1 ∈ {0, 1}) before considering the

norm of KT
i

(
Ei

RiEi

)

. ||e|| ≤ Xmax because of e ← X m. Di = I− (Di)1 − . . .

− (Di)k when Di has the maximum norm, where k ≤ log l and (Di)j (j ∈ [k])
is chosen from {±1}n×n, so ||Di||1 ≤ nk + 1. And d0 ← {0,±1}n, d1 ←
{0,±1,±2}n, so ||dT

i1
Di||∞ ≤ 2(nk +1). Then we have ||Ei|| = ||e ·dT

i1
Di|| ≤

2(nk + 1)Xmax. According to the properties of matrix norm and Lemma 1,
we have ||KT

i || ≤ ||KT
i ||2 ≤ σ

√
2m · m =

√
2σm and ||Ri|| ≤ 20

√
m, so

∥
∥
∥
∥K

T
i

(
Ei

RiEi

)∥
∥
∥
∥ ≤ ∥

∥KT
i

∥
∥ (||Ei|| + ||RiEi||)

≤ ∥
∥KT

i

∥
∥ (||Ei|| + ||Ri|| · ||Ei||)

≤ 2
√

2σm(1 + 20
√

m)(nk + 1)Xmax

Define β = 2
√

2σm(1 + 20
√

m)(nk + 1)Xmax.
2. The algorithm computes the corresponding matrix O of each node in the

circuit by the known matrices Oi (i ∈ S) of leaf nodes from the bottom
to the top. For a non-leaf node ω, if Gatetype(ω) = OR, let Oω = Oωi

(xωi
= 1, i ∈ {0, 1}); if Gatetype(ω) = AND, let

Oω = Oω0 + Oω1

= UTSω0 + Eω0 + UTSω1 + Eω1

= UT(Sω0 + Sω1) + (Eω0 + Eω1)

According to the SMDM described in the Enc algorithm, Sω0 + Sω1 = Sω,
so Oω = UTSω + Eω, where Eω = Eω0 + Eω1 . It also means that the noise
in O will increase after an addition on the AND gate. Finally, we can get

Or = UTs(dT
0 +dT

1 ) + Er0 + Er1 = UTsd̄T + Er

where Er < l · β (the number of AND gates is less than l).
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3. Compute

O′ = C0 − Or

= UTsd̄T + H �q/2� + e0d̄T − (UTsd̄T + Er)
= H �q/2� + e0d̄T − Er

where ||e0d̄T|| ≤ ||e0|| · ||d̄T||∞ = Xmax. If we can ensure ||e0d̄T −Er|| ≤ q/4,
the decryption algorithm will get the right message. We have

||e0d̄T − Er|| ≤ ||e0d̄T|| + ||Er||
< Xmax + l · 2

√
2σm(1 + 20

√
m)(nk + 1)Xmax

= (1 + l · 2
√

2σm(1 + 20
√

m)(nk + 1))Xmax

Therefore, if we define

1 + l · 2
√

2σm(1 + 20
√

m)(nk + 1) ≤ q/4Xmax

in Setup phase, the user can decrypt the ciphertexts correctly.

5 Security

Theorem 1. For any circuit f , if there exists an adversary A can attack against
above scheme with non-ignorable advantage in the selective weak security model,
then there exists a simulator B that can decide the (Zq, n,X ) − LWE problem
with non-ignorable advantage.

Proof. B requests from oracle and obtains some LWE samples that we denote as,

[(w1
0, v

1
0), . . . , (w

m
0 , vm

0 )] ∈ (Zn
q × Zq)

m

[(w1
1, v

1
1), . . . , (w

m
1 , vm

1 )] ∈ (Zn
q × Zq)

m

...
[(w1

l+1, v
1
l+1), . . . , (w

m
l+1, v

m
l+1)] ∈ (Zn

q × Zq)
m

Target. A announces a target challenge circuit f∗.
Setup. B prepares the public parameters according to the target circuit f∗

as follows. The attribute set L∗ contains the attributes that corresponding to
the leaf nodes of f∗.

1. B chooses the parameters n, m, q as the real game.
2. B sets A0 = [(w1

0)
T| · · · |(wm

0 )T] from the LWE samples.
3. B generates TrapGen(1n, 1m, q) → (B,TB) and sets U = [(w1

l+1)
T| · · ·

|(wm
l+1)

T]. For i ∈ W, choose R∗
i ← {±1}m×m. If i ∈ L∗, let Ai = A0R∗

i −B;
if i ∈ W\L∗, let Ai = A0R∗

i .
Note that, the matrix Ai here is indistinguishable with the matrix in the

real scheme according to Lemma 2.
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4. Finally, B returns the public parameters

PP = {A0,B, {Ai}i∈W ,U}

Queries. The adversary A can adaptively make a number of key generation
queries on attribute set with a constraint that S∗ ⊆ W\L∗ and f∗(S∗) = 0.
B generates a private key as follows.

1. For i ∈ S∗, we already know Ai = A0R∗
i , and then compute

Ki ← LeftSample(A0,B,R∗
i ,TB,U, σ)

where Ki satisfies

(A0|(A0R∗
i + B))Ki = (A0|(Ai + B))Ki = U

2. Finally, B outputs the secret key

SK = {Ki ∈ Z
2m×m}i∈S∗

Challenge. A submits two message matrices H0,H1 ∈ {0, 1}m×n. B ran-
domly chooses b ∈ {0, 1} and encrypts Hb.

1. B gets d vectors and D matrices according to the SMDM for f∗ as in the real
scheme.

2. In a real scheme, C0 = UTsd̄T + H �q/2� + e0d̄T. When set

U = [(w1
l+1)

T| · · · |(wm
l+1)

T]

B can output
C0 = (v1

l+1, . . . , v
m
l+1)

Td̄T + Hb �q/2�
from the LWE samples.
For i ∈ L∗, C′

i = AT
0 Si + Ei in the real scheme. When set

A0 = [(w1
0)

T| · · · |(wm
0 )T]

B can output
C′

i = (v1
0 , . . . , v

m
0 )TdT

i1D
i (i1 ∈ {0, 1})

from the LWE samples, where di1 and Di are decided by the SMDM and
circuit f∗.

Ci = (Ai + B)TSi +RT
i Ei in the real scheme so we have Ci = (A0R∗

i )
TSi +

(R∗
i )

TEi when set Ai = A0R∗
i − B, and then B can output

Ci = (R∗
i )

T(v1
0 , . . . , v

m
0 )TdT

i1D
i (i1 ∈ {0, 1})

according to C′
i.



14 J. Zhao et al.

3. Finally, output
CT = {C0, {C′

i,Ci}i∈L∗}

Continuation. This a continuation of the earlier query phase.
Decision. Finally, A will output a guess b′ of b. If b = b′, B guesses that the

samples are Os samples; otherwise, it guesses that they are Os̃ samples.

Suppose the advantage of adversary A is Pr[b′ = b] ≥ 1/2 + ε in the above
game, then the simulator B can decide the (Zq, n,X ) − LWE problem with the
advantage of

1
2

Pr[b′ = b|Os] +
1
2

Pr[b′ = b|Os̃] =
1
2

× (
1
2

+ ε) +
1
2

× 1
2

=
1
2

+
ε

2

The new scheme is secure according to Theorem 1 and the security of
(Zq, n,X ) − LWE problem.

6 Conclusion

We present a CP-ABE scheme for circuits from lattices in this paper. Compared
with the existing CP-ABE schemes from lattices, our scheme is the first one
that can support the most flexible access structure of circuits. However, there
are also some shortcomings in our scheme. First, the SMDM would increase the
magnitude of the noise in some degree. Second, the new scheme can only be
proved secure in the selective weak security model, which need to be further
improved to the standard security model.
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Abstract. The security of SPECK under impossible differential cryptanalysis is
studied. Based on multiple 6-round impossible differential distinguishers and
combined with the divide-and-conquer attack and time-and-memory tradeoff,
the improved 10-round impossible differential cryptanalysis of SPECK32/64
and SPECK48/96 is presented by adding one round forward and three rounds
backward. In addition, by further analyzing the properties of the differential
diffusion of addition, many 7-round impossible differential distinguishers of
SPECK families of block ciphers are constructed. And the 11-round impossible
differential cryptanalysis of SPECK32/64 and SPECK48/96 is presented by
adding one round forward and three rounds backward.
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1 Introduction

SPECK [1] is a family of lightweight block ciphers published by National Security
Agency (NSA) in 2013. The algorithms with outstanding software performance adopt a
modified Feistel structure that applies a combination of addition (module 2n), rotation
and XOR (the so-called ARX structure). Since SPECK was put forward, it has been
widely concerned by cryptography. And there are several security analysis results for
SPECK so far [2–10].

Impossible differential cryptanalysis, as a variant of differential cryptanalysis,
proposed by Knudsen [11] and Biham [12] respectively, is one of the most common
cryptanalysis methods. Miss-in-the-middle is one of the most useful ways to find an
impossible differential distinguisher. From the encryption direction, let the probability
of the difference a! c1 be 1, and from the decryption direction, let the probability of
the difference c2  b be 1 too. If c1 6¼ c2, then a9b is an impossible differential
distinguisher.

For the impossible differential cryptanalysis of SPECK, the following research
results are available so far. Due to the limitation of computing power, Lee et al. [13]
only searched for input and output with only one bit difference value by using Mixed
Integer Linear Programming (MILP), and found some 6-round impossible differential
distinguishers. Xu et al. [14] found some new 6-round impossible differential distin-
guishers of SPECK32/64 and SPECK48/96 by analyzing differential diffusion property
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of addition, and the 10-round impossible differential cryptanalysis of these two ciphers
was presented with a time complexity of 262:24 10-round encryptions, a data complexity
of 232 chosen-plaintexts and a time complexity of 293:28 10-round encryptions, a data
complexity of 248 chosen-plaintexts respectively. Besides, Li et al. [15] used the dif-
ferential diffusion property of addition given by Xu et al. to analyze the differential
diffusion properties of SPECK in encryption and decryption direction, and got many
new 6-round impossible differential distinguishers of SPECK.

In this article, based on those 6-round impossible differential distinguishers of
SPECK given by Li et al. and combined with the divide-and-conquer attack and time-
and-memory tradeoff, the improved 10-round impossible differential cryptanalysis of
SPECK32/64 and SPECK48/96 are presented by adding one round forward and three
rounds backward. In addition, by further analyzing the properties of the differential
diffusion of addition, 7-round impossible differential distinguishers of SPECK are
constructed and the 11-round impossible differential cryptanalysis of SPECK32/64 and
SPECK48/96 is presented by adding one round forward and three rounds backward.
Table 1 shows the comparison of impossible differential attacks on SPECK.

2 Preliminaries

2.1 Notations

Here are some notations used in the following paper.
xi The left word of input state of i-round of SPECK
yi The right word of input state of i-round of SPECK
Dxi The XOR difference of two input x

0
i and x

00
i

Dyi The XOR difference of two input y
0
i and y

00
i

Dxi½j� The j-th bit of Dxi
Dyi½j� The j-th bit of Dyi
þ Addition module 2n

oa Right circular shifts by a bits
nb Left circular shifts by b bits

Table 1. Comparison of impossible differential attacks on SPECK

Algorithm Round Time Comp. Data Comp. Mem Comp. Ref.

SPECK32/64 10 262:24 232 – [14]

10 261:65 230:58 257:58 Sect. 3

11 263:34 232 255 Sect. 4

SPECK48/96 10 293:28 248 – [14]

10 292:91 239:88 287:88 Sect. 5.2

11 293:77 248 286:81 Sect. 5.2

Impossible Differential Cryptanalysis of SPECK 17



Kn The n-th round key
Kj�i
n The i-th to the j-th bits of Kn

� The uncertain differential bit, differential value may be 0 or 1.

2.2 SPECK Family Block Ciphers

SPECK is a family of lightweight block ciphers published by NSA in 2013. The
algorithms adopt a modified Feistel structure that applies ARX structure composed of
addition (module 2n), rotation and XOR. The shape of the round function is shown in
Fig. 1.

We will write SPECK 2n/mn to mean the SPECK block cipher with a 2n-bit block
and mn-bit key, where n 2 f16; 24; 32; 48; 64g, the number of key words m 2 f2; 3; 4g.
SPECK’s key schedule is as follows.

Key Schedule. We write master key as K ¼ ðLm�2; Lm�3; � � � ; L0;K0Þ, where
K0; Li 2 f0; 1gn. Two sequences Ki and Li are then generated by

Liþm�1 ¼ ðKiþðLioaÞÞ � i
Kiþ 1 ¼ ðKinbÞ � Liþm�1

�

The value Ki is the i-th round key, for i� 0. Master key can be derived when
m adjacency round key Ki; � � � ;Ki�mþ 1 is known. The versions of SPECK and related
parameters are shown in Table 2.

α>>>

iK
β<<<

ix iy

+1ix 1iy +

Fig. 1. Round function of SPECK
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2.3 Differential Diffusion Properties of Addition

Xu et al. [14] gave the differential diffusion property of addition, see Property 1.

Property 1. [14] z ¼ xþ yðmod 2nÞ is addition module 2n. Let Dx ¼ x0 � x00 ¼
ðDx½n� 1�;Dx½n� 2�; � � � ;Dx½0�Þ; Dy ¼ y0 � y00 ¼ ðDy½n� 1�;Dy½n� 2�; � � � ;Dy½0�Þ
be the difference of input x; y respectively, and let Dz ¼ z0 � z00 ¼ ðx0 þ y0Þmod 2n �
ðx00 þ y00Þmod 2n ¼ ðDz½n� 1�; Dz½n� 2�; � � � ;Dz½0�Þ be the difference of output z. Note
l1 ¼ minfk Dx½k� ¼ 1j g, l2 ¼ minfk Dy½k� ¼ 1j g, l ¼ minfl1; l2g, it follows that
(1) If l1 ¼ l2 ¼ l, then Dz½l� ¼ Dz½l� 1� ¼ � � � ¼ Dz½0� ¼ 0 and Dz½i� ¼ �, for

lþ 1� i� n� 1.
(2) If l1 6¼ l2, then Dz½l� ¼ 1;Dz½l� 1� ¼ � � � ¼ Dz½0� ¼ 0 and Dz½i� ¼ �, for

lþ 1� i� n� 1.

Property 2. z ¼ xþ yðmod 2nÞ is addition module 2n. If , then

if and only if x0½l� 6¼ y0½l� or x00½l� 6¼ y00½l�. In addition, the probability of
x0½l� 6¼ y0½l� or x00½l� 6¼ y00½l� is 1/2.
Proof. Note x ¼ ðx½n� 1�; x½n� 2�; � � � ; x½0�Þ; y ¼ ðy½n� 1�; y½n� 2�; � � � ; y½0�Þ; z ¼
ðz½n� 1�; z½n� 2�; � � � ; z½0�Þ. Let c ¼ ðc½n� 1�; c½n� 2�; � � � ; c½0�Þ be the carry of xþ y,
then z½i� ¼ x½i� � y½i� � c½i� 1�, c½i� ¼ x½i�y½i� � x½i�c½i� 1��y½i�c½i� 1�, for
1� i� n� 1, where z½0� ¼ x½0� � y½0�; c½0� ¼ x½0�y½0�. Thus the output difference
satisfies Dz½i� ¼ Dx½i� � Dy½i� � Dc½i� 1�.

If , then, by , we have Dc½i� ¼ 0. Thus
Dc½l� ¼ x0½l�y0½l� � x00½l�y00½l� ¼ 0. And since Dx½l� ¼ Dy½l� ¼ 1, we might as well sup-
pose that x0½l� ¼ 0; x00½l� ¼ 1, clearly Dc½l� ¼ x00½l�y00½l� ¼ 0. Thus y0½l� ¼ 1; y00½l� ¼ 0, i.e.
x0½l� 6¼ y0½l� or x00½l� 6¼ y00½l�.

Conversely, suppose x0½l� 6¼ y0½l� or x00½l� 6¼ y00½l�. Since ,we can
obtain Dz½i� ¼ 0; i� l from Property 1. Might as well suppose x0½l� ¼ 0; x00½l� ¼ 1 due to
x0½l� 6¼ y0½l� or x00½l� 6¼ y00½l�, it is clear that y0½l� ¼ 1; y00½l� ¼ 0. Then Dc½l� ¼ x0½l�y0½l��

Table 2. All versions of SPECK families of block ciphers

Block size Key size Rounds n m a b

32 64 22 16 4 7 2
48 72 22 24 3 8 3

96 23 4
64 96 26 32 3

128 27 4
96 96 28 48 2

144 29 3
128 128 32 64 2

192 33 3
256 34 4
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x00½l�y00½l� ¼ 0. And since Dx½lþ 1� ¼Dy½lþ 1� ¼ 0, it follows Dx½lþ 1�y½lþ 1� ¼
x0½lþ 1�y0½lþ 1� �x00½lþ 1�y00½lþ 1� ¼ 0;Dx½lþ 1�c½l� ¼ Dy½lþ 1�c½l� ¼ 0. Hence Dc½lþ
1� ¼ Dx½lþ 1�y½lþ 1�� Dx½lþ 1�c½l� � Dy½lþ 1�c½l� ¼ 0. Similar reasoning shows
Dc½i� ¼ 0;i [ lþ 1 due to Dx½i� ¼ Dy½i� ¼ 0; i[ lþ 1. From Dz½i� ¼Dx½i� � Dy½i��
Dc½i� 1�, it can be seen Dz½i� ¼ 0; i[ l. To sum up, we have .

In addition, for any state whose difference satisfies , the
probability of x0½l� 6¼ y0½l� or x00½l� 6¼ y00½l� is 1/2. QED

3 Improved Impossible Differential Attack on 10-Round
SPECK 32/64

Li et al. [15] used the Property 1 to analyze the differential diffusion properties of
SPECK32 in encryption and decryption direction and got 41 6-round impossible dif-
ferential distinguishers of SPECK shown in Table 3.

We select 16 6-round impossible differential distinguishers of SPECK from
Table 3. The details are as Fig. 2 shows. Based on these distinguishers, the impossible
differential attack on 10-round SPECK32/64 can be given.

Table 3. 6-round impossible differential correspondences of SPECK32
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By using the distinguisher shown in Fig. 2, we add 1 round forward and 3 rounds
backward to give a 10-round impossible differential trail of SPECK32/64. The details
are as Fig. 3 shows. Combined with the divide-and-conquer attack and time-and-
memory tradeoff, the improved 10-round impossible differential cryptanalysis is pre-
sented as follows.

1. Choose 2n plaintext structures where x0½7; 8� and y0½0; 1; 5; 6; 7; 8; 9; 10; 12;
13; 14; 15� are fixed and the other bits take all possible values, then each structure
consists of 218 plaintexts and 235 plaintext pairs. So we can get 2nþ 18 chosen
plaintexts and 2nþ 35 plaintext pairs.

2. Consider the first round encryption which needn’t guess round key. Filter the pairs
such that ðDx1;Dy1Þ ¼ ð0000 0000 0 � � � 0000; 00 � 10000 00000000Þ, i.e.
Ds0½i� ¼ 0; i 6¼ f4; 5; 6g and Dx1½4; 5; 6� � Dt0½4; 5; 6� ¼ ð000Þ. Since
Ds0 ¼ ððx00o7Þþ y00Þ � ððx000o7Þþ y000Þ, t0 ¼ y0n2, there are an average of
2nþ 35 	 2�11 	 2�3 ¼ 2nþ 21 pairs left after this step, and the time complexity is
approximately 2nþ 35 	 2 ¼ 2nþ 36 additions.

3. Guess K9. Filter the pairs such that Dt8½2; 3� ¼ ð00Þ, where
Dt8 ¼ Dx9 � Dy9;y9 ¼ ðx10 � y10Þo2; x9 ¼ ððx10 � K9Þþ y9Þn7. There are an
average of 2nþ 21 	 2�2 ¼ 2nþ 19 pairs left after this step, and the time complexity is
approximately 2nþ 21 	 216 	 2 ¼ 2nþ 38 additions. Store 2nþ 19ðx09; y09Þ, ðx009; y009Þ in
Table X1 with the index of 216 possible K9.

7>>>

2<<<

1000 0000 0000 0000 1000 0000 0000 0010

0000 0000 0000 0000 1000 0000 0000 0000

7>>>

2<<<

0000 0000 0**1 0000 0010 0000 0000 0000

7>>>

2<<<

**** **10 0*** **** 0000 1000 000* *100

7>>>

2<<<

7>>>

2<<<

00*1 0000 0000 0000 0000 0000 0*** 0000 

**** **** **10 0000

***1 0000 0000 0000 

**** **** **10 00**

7>>>

2<<<

**** **** **** **** **** **** 100* **** 

***1 0000 0000 0000 

×

2xΔ 2yΔ

3xΔ 3yΔ 7xΔ
7yΔ

6xΔ 6yΔ

5yΔ

4yΔ

3yΔ

5xΔ

4xΔ

3xΔ

1xΔ 1yΔ

Fig. 2. 6-round impossible differential distinguisher of SPECK32
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4. Guess K10�0
8 . For the remaining pairs ðx09; y09Þ, ðx009 ; y009Þ in Table X1, filter the pairs

such that Dr8½10; 9� ¼ ð10Þ, i.e. Dx8½1; 0� ¼ ð10Þ, where y8 ¼ ðx9 � y9Þo2; r8 ¼
ðx9 � K8Þþ y8. There are an average of 2nþ 19 	 2�2 ¼ 2nþ 17 pairs left after this
step, and the time complexity is approximately 2nþ 19 	 216 	 211 	 2 ¼ 2nþ 47

additions. Store 2nþ 17; ðx09; y09Þ; ðx009; y009Þ in Table X2 with the index of 211 possible
K10�0
8 .

5. Guess K15�11
8 . For the remaining pairs ðx09; y09Þ; ðx009; y009Þ, in Table X2, filter the pairs

such that Dt7 ¼ ð0000 0000 0000 1010Þ, where Dt7 ¼ Dx8 � Dy8; y8 ¼ ðx9�
y9Þo2; x8 ¼ ððx9 � K8Þþ y8Þn7. There are an average of 2nþ 17 	 2�14 ¼ 2nþ 3

pairs left after this step, and the time complexity is approximately 2nþ 17 	 216 	
211 	 25 	 2 ¼ 2nþ 50 additions. Store 2nþ 3ðx08; y08Þ; ðx008 ; y008Þ in Table X3 with the
index of 25 possible K15�11

8 .
6. Guess K7. For the remaining pairs ðx08; y08Þ; ðx008 ; y008Þ in X3, filter the pairs such that

Dx7 ¼ ð1000 0000 0000 0000Þ, where y7 ¼ ðx8 � y8Þo2; x7 ¼ ððx8 � K7Þþ y7Þ
n7. The time complexity is approximately 2nþ 3 	 216 	 211 	 25 	 216 	 2 ¼
2nþ 52 additions in this step. After the round decryption, we obtain the output of
impossible differential distinguishers with the probability of 2�14.

Fig. 3. 10-round impossible differential trail of SPECK32
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The time complexity is mainly determined by Step 6 during the above attack. Known

approximately e ¼ 248 	 ð1� 2�14Þ2nþ 3

key candidates after excluding wrong key at
Step 6, exhaust the candidate key and the rest 16 bits key with a time complexity of

e	 216. When n ¼ 12:58, the time complexity of the attack is 2nþ 52=10þ e	 216 ¼
2nþ 52=10þ 248 	 ð1� 2�14Þ2nþ 3 	 216 
 261:65 10-round SPECK32 encryptions, the
data complexity is 230:58 chosen plaintexts. In addition, the memory complexity is mainly
determined by Step 4, which is 216 	 211 	 2nþ 17 	 2 
 257:58 SPECK32 states.

4 Impossible Differential Attack on 11-Round SPECK 32/64

Based on Properties 1 and 2, we give 7-round impossible differential distinguishers of
SPECK32 as follows.

Theorem 1. When the input difference satisfies ðDx1;Dy1Þ ¼ ð0000 0000 0000 0010;
0000 0100 0000 0000Þ and x1½1� 6¼ y1½10�, it is impossible that the output difference
satisfies ðDx8;Dy8Þ ¼ ð1000 0000 0000 0000; 1000 0000 0000 0010Þ after 7-round
SPECK32 encryption. The details are as Fig. 4 shows.

Fig. 4. 7-round impossible differential distinguisher of SPECK32
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Proof. Note r1 ¼ x1o7. Since x1½1� 6¼ y1½10�, it follows r1½10� 6¼ y1½10�. And since
x2 ¼ ððx1o7Þþ y1Þ � K1, it’s clearly that x2 ¼ ðr1þ y1Þ � K1. From Property 2, we
can obtain the output difference Dx2 ¼ ð0000 0000 0000 0000Þ after 1-round
SPECK32 encryption, then Dy2 ¼ Dx2 � ðDy1n2Þ ¼ ð0001 0000 0000 0000Þ. In
addition, the output difference satisfies Dz4½5� ¼ 1 after 2-round SPECK32 encryption
for ðx2; y2Þ from Property 1.

Nevertheless, the output difference satisfies Dz4½5� ¼ 0 after 4-round SPECK32
decryption for ðx8; y8Þ from Property 1. That is a contradiction. QED

We can also proof Theorem 1 based on the known 6-round impossible differential
distinguishers from Table 3. We have known output difference ðDx2;Dy2Þ ¼
ð0000 0000 0000 0000; 0001 0000 0000 0000Þ after 1-round SPECK32 encryption in
Theorem 1. Besides, ðDx2;Dy2Þ9ðDx8;Dy8Þ is a 6-round impossible differential dis-
tinguisher which can be seen from Table 3, so ðDx1;Dy1Þ9ðDx8;Dy8Þ is a 7-round
impossible differential distinguisher when x1½1� 6¼ y1½10�.

Expect the 7-round impossible differential distinguisher given in Theorem 1, the
similar method gets the following 7-round impossible differential distinguisher of
SPECK.

ð0000 0000 0000 0100; 0000 1000 0000 0000Þ9ð10 � � � 0; 100 � � � 010Þ

where x1½2� 6¼ y1½11�.
Based on the 7-round impossible differential distinguisher given in Theorem 1, we

give an 11-round impossible differential trail by adding one round forward and three
rounds backward. The details are as Fig. 5 shows. Combined with the divide-and-
conquer attack and time-and-memory tradeoff, 11-round impossible differential
cryptanalysis is presented as follows

1. Choose 2n plaintext structures where x0½7; 8� and y0 are fixed and the other bits take
all possible values, then each structure consists of 214 plaintexts and 227 plaintext
pairs. So we can get 2nþ 14 chosen plaintexts and 2nþ 27 plaintext pairs.

2. Consider the first round encryption which needn’t guess round key. Filter the pairs
such that ðDx1;Dy1Þ ¼ ð0000 0000 0000 0010; 0000 0100 0000 0000Þ and x1½1� 6¼
y1½10�, i.e. Ds0 ¼ ð0000 0000 0000 0010Þ and x1½1� 6¼ y1½10�. Since
Ds0 ¼ ððx00o7Þþ y00Þ�ððx000o7Þþ y000Þ, there are an average of
2nþ 27	2�14=2 ¼ 2nþ 12 pairs left after this step, and the time complexity is
approximately 2nþ 27 	 2 ¼ 2nþ 28 additions.

3. Guess K10. Filter the pairs such that Dt9½2; 3� ¼ ð00Þ, where Dt9 ¼ Dx10 � Dy10,
y10 ¼ ðx11�y11Þo2, x10 ¼ ððx11 � K10Þþ y10Þn7. There are an average of
2nþ 12 	 2�2 ¼ 2nþ 10 pairs left after this step, and the time complexity is approx-
imately 2nþ 12 	 216 	 2 ¼ 2nþ 29 additions. Store 2nþ 10ðx010; y

0
10Þ, ðx

00
10; y

00
10Þ in

Table X1 with the index of 216 possible K10.
4. Guess K10�0

9 . For the remaining pairs ðx010; y010Þ, ðx0010; y0010Þ in Table X1, filter the
pairs such that Dr9½10; 9� ¼ ð10Þ, i.e. Dx9½1; 0� ¼ ð10Þ, where y9 ¼ ðx10�y10Þo2,
r9 ¼ ðx10 � K9Þþ y9. There are an average of 2nþ 10 	 2�2 ¼ 2nþ 8 pairs left after
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this step, and the time complexity is approximately 2nþ 10 	 216 	 211 	 2 ¼ 2nþ 38

additions. Store 2nþ 8ðx010; y
0
10Þðx0010; y0010Þ in Table X2 with the index of 211 possible

K10�0
9 .

5. Guess K15�11
9 . For the remaining pairs ðx010; y010Þ, ðx0010; y0010Þ in Table X2, filter the

pairs such that Dt8 ¼ ð0000 0000 0000 1010Þ, where Dt8 ¼ Dx9 � Dy9,
y9 ¼ ðx10 � y10Þo2, x9 ¼ ððx10 � K9Þþ y9Þn7. There are an average of 2nþ 8 	
2�14 ¼ 2n�6 pairs left after this step, and the time complexity is approximately
2nþ 8 	 216 	 211 	 25 	 2 ¼ 2nþ 41 additions. Store 2n�6 ðx09; y09Þ, ðx009; y009Þ in
Table X3 with the index of 25 possible K15�11

9 .
6. Guess K8. For the remaining pairs ðx09; y09Þ, ðx009 ; y009Þ in Table X3, filter the pairs such

that Dx8 ¼ ð1000 0000 0000 0000Þ, where y8 ¼ ðx9 � y9Þo2; x8 ¼ ððx9 � K8Þþ
y8Þn7. The time complexity is approximately 2n�6 	 216 	 211 	 25 	 216 	 2 ¼
2nþ 43 additions in this step. After the round decryption, we obtain the output of
impossible differential distinguishers with the probability of 2�14.

Fig. 5. 11-round impossible differential trail of SPECK32
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The time complexity is mainly determined by Step 6 during the above attack.

Known approximately e ¼ 248 	 ð1� 2�14Þ2n�6 key candidates after excluding wrong
key at Step 6, exhaust the candidate key and the rest 16 bits key with a time complexity

of e	 216. When n ¼ 18, the time complexity of the attack is 2nþ 43=11þ e	 216 ¼
2nþ 43=11þ 248 	 ð1� 2�14Þ2n�6 	 216 
 263:66 11-round SPECK32 encryptions, the
data complexity is 232 chosen plaintexts. In addition, the memory complexity is mainly
determined by Step 4, which is 216 	 211 	 2nþ 8 	 ð2þðnþ 27Þ=32Þ
 254:77

SPECK32 states.
If we use two 7-round impossible differential distinguishers above to attack 11-

round SPECK32 simultaneously, the time complexity will further reduce. Utilize 232

chosen plaintexts, the error rate reduces to ð1� 2�14Þ212	2. And the time complexity is

approximately 2	 218þ 43=11þ e	 216 ¼ 261=11þ 248 	 ð1� 2�14Þ212	2 	 216 

263:34 11-round SPECK32 encryptions, the memory complexity is approximately
254:77 	 2 ¼ 255:77 SPECK32 states.

5 Impossible Differential Attacks on 10-Round and 11-Round
SPECK48/96

Based on 6-round and 7-round impossible differential distinguishers, impossible dif-
ferential attacks on 10-round and 11-round SPECK32/64 were given above. Li et al.
[15] got many 6-round impossible differential distinguishers of SPECK2n
(2n ¼ 48; 64; 96; 128) by using the Property 1. Based on those known 6-round
impossible differential distinguishers, we can use Property 2 to construct 7-round
impossible differential distinguishers of SPECK2n ð2n ¼ 48; 64; 96; 128Þ.

5.1 6-Round and 7-Round Impossible Differential Distinguishers
of SPECK2n

Li et al. [15] used the Property 1 to analyze the differential diffusion properties of
SPECK2n( 2n ¼ 48; 64; 96; 128) in encryption and decryption direction and got those
6-round impossible differential distinguishers shown in the following.

ð1Þ

ð2Þ

ð3Þ

ð4Þ

We can select part of these 6-round impossible differential distinguishers of
SPECK2n(2n ¼ 48; 64; 96; 128) to attack corresponding algorithms. For example, we
select such 6-round impossible differential distinguishers of SPECK48 as Fig. 6 shows.
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Besides, based on those known 6-round impossible differential distinguishers, we
further use Property 2 to construct 7-round impossible differential distinguishers of
SPECK2n(2n ¼ 48; 64; 96; 128).

Theorem 2. When the input difference satisfies

, where i 2 f10g[ ½12; n� 7�, and x1½ðiþ 8Þmod n� 6¼ y1½i�, it is
impossible that the output difference satisfies ðDx8;Dy8Þ ¼ ð100 � � � 0; 100 � � � 0100Þ
after 7-round SPECK2n (2n = 48, 64, 96, 128) encryptions.

Proof. Note r1 ¼ x1o8. Since x1½ðiþ 8Þmod n� 6¼ y1½i�, it follows r1½i� 6¼ y1½i�. And
since x2 ¼ ððx1o8Þþ y1Þ � K1, it’s clearly that x2 ¼ ðr1þ y1Þ � K1. From Property 2,
we can obtain the output differenceDx2 ¼ ð00 � � � 0Þ after 1-round SPECK2n encryption,
then . Thus ,
where i 2 f13g[ ½15; n� 4�. In addition, ðDx2;Dy2Þ9ðDx8;Dy8Þ is a 6-round

Fig. 6. 6-round impossible differential distinguisher of SPECK48
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impossible differential distinguisher which can be seen in (2) and (3), so
ðDx1;Dy1Þ9ðDx8;Dy8Þ is a 7-round impossible differential distinguisher when
x1½ðiþ 8Þmod n� 6¼ y1½i�. QED

For example, we select one 7-round impossible differential distinguisher of
SPECK48 as Fig. 7 shows.

5.2 Impossible Differential Attacks on 10-Round and 11-Round SPECK
48/96

By using the distinguisher shown in Fig. 6, we add 1 round forward and 3 rounds
backward to obtain a 10-round impossible differential trail of SPECK48/96.The details
are as Fig. 8 shows. Combined with the divide-and-conquer attack and time-and-
memory tradeoff, a 10-round impossible differential cryptanalysis of SPECK48/96 is
presented with a time complexity of 292:91 10-round encryptions, a data complexity of
239:88 chosen-plaintexts, a memory complexity of 287:88 SPECK48 states. The process
of impossible differential attacks on SPECK48/96 is similar with SPECK32/64’s, so
omitting.

Fig. 7. 7-round impossible differential distinguisher of SPECK48
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Further, by using the distinguisher shown in Fig. 7, we add 1 round forward and 3
rounds backward to give an 11-round impossible differential attack on SPECK48/96.
The details are as Fig. 9 shows. Combined with the divide-and-conquer attack and
time-and-memory tradeoff, the time complexity of the attack is approximately 295:65 11-
round encryptions, the data complexity is 248 chosen-plaintexts, the memory com-
plexity is 284 SPECK48 states.

If we use all seven 7-round impossible differential distinguishers in Theorem 2 to
attack 11-round SPECK48 simultaneously, the time complexity will further reduce.

Utilize 248 chosen plaintexts, the error rate reduces to ð1� 2�21Þ219	7. And the time

complexity is approximately 7	292=11þ 296 	 ð1� 2�21Þ219	7 
 293:77 11-round
SPECK48 encryptions, the memory complexity is approximately 276 	 7 ¼ 286:81

SPECK48 states.

Fig. 8. 10-round impossible differential trail of SPECK48
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6 Conclusion

In this article, we concentrate on the security of lightweight block cipher SPECK under
impossible differential attack in the single key setting. This article utilizes multiple 6-
round impossible differential distinguishers of SPECK32/64 and SPECK48/96 and
combined with the divide-and-conquer attack and time-and-memory tradeoff, impos-
sible differential attacks on these two ciphers are improved. In addition, by further
analyzing the properties of the differential diffusion of addition, multiple 7-round
impossible differential distinguishers of SPECK families of block ciphers are con-
structed. And the 11-round impossible differential cryptanalysis of SPECK32/64 and
SPECK48/96 is presented by adding one round forward and three rounds backward.
For other block ciphers of SPECK, based on multiple 7-round impossible differential
distinguishers presented in this paper, the corresponding impossible differential
cryptanalysis results can be given with the similar method.

Acknowledgments. Supported by the Foundation of Science and Technology on Information
Assurance Laboratory (No. KJ-17-003).

Fig. 9. 11-round impossible differential trail of SPECK48
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Abstract. Aim to improve the detection accuracy, a novel peer-to-peer botnet
detection method based on permutation entropy and adaptive information fusion
algorithm was proposed. Permutation entropy was utilized to characterize the
complexity measure of network traffic, which did not vary with the structure of
peer-to-peer network, peer-to-peer protocol and attack type. Kalman filter was
utilized to detect the abnormalities of the complexity measure. Furthermore, the
features of TCP packets were utilized to reduce the negative impact of web
applications on botnet detection, especially the web applications that were based
on peer-to-peer protocols. To get more accurate information fusion result, an
adaptive information fusion algorithm was proposed to fuse the above detection
results to get the final detection result, which combined Dempster-Shafer theory
and Dezert-Smarandache theory by using their superiorities and overcoming
their disadvantages. The experiment results show that the proposed method is
able to detect peer-to-peer botnet with higher accuracy and stronger robustness.

Keywords: Peer-to-peer botnet � Permutation entropy
Adaptive information fusion

1 Introduction

The botnet is one type of malicious host group, and botmaster can use the secondary
injection process to modify and regenerate the payload of the bot nodes, so as to easily
launch many types of attacks, including DDoS attack, spam attack and so on. As the
representative of the new emerging botnet, Storm builds and maintains the C&C
mechanism with Overnet/eDonkey in order to overcome the single point fault of the
traditional network structure, which is one classic kind of peer-to-peer network.
Changing the former centralized structure to the peer-to-peer structure can allow the
botnet continue to effectively propagate and launch attacks after many bot nodes have
been eliminated. Therefore, how to detect the new botnet equipped with the peer-to-
peer structure has come to the center of network security area.

A novel detection method based on permutation entropy and adaptive information
fusion algorithm was proposed based on analyzing the lifecycle of Storm, and it
focused on the complexity measure of network traffic, which did not vary with the
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structure of peer-to-peer network, peer-to-peer protocol and attack type. Permutation
entropy was used to characterize the complexity measure of network traffic, and
Kalman filter was used to detect the abnormalities of it. Moreover, considering that the
traffic flow of web applications was likely to affect the detection result, the features of
TCP packets were used to solve the problem. To get the more accurate information
fusion result on the decision level, an adaptive information fusion algorithm based on
Dempster-Shafer theory (DST) and Dezert-Smarandache theory (DSmT) was proposed.
Depending on the conflict factor of evidences, DST and DSmT were adaptively utilized
to get the final detection result by fusing the above detection results. The experiment
results show that the proposed method is able to detect peer-to-peer botnet with higher
accuracy and stronger robustness.

2 Related Work

Porras et al. [1] incisively analyzed on Storm’s logic, and discussed the mechanism that
how botnets avoided the detections, and put forward a peer-to-peer botnet detection
method based on dialog, which detected peer-to-peer botnet by processing the dialog
with the help of the pattern matching theory.

Wang et al. [2] proposed an approach to infer botnet C&C protocol using some
inherent patterns in the bot execution trace coverage of basis blocks. The coverage
analysis approach is evaluated on Zeus, Sdbot and Agobot, and the result shows that
the approach an accurately and efficiently extract the botnet control commands.

Yahyazadeh et al. [3] proposed a general botnet detection system (named as Bot-
Grab) that considers both malicious activities and the history of coordinated group
activities in the network. A suspected host will be identified as being bot-infected if it
has a high negative reputation score or performs some malicious activities.

Wang et al. [4] proposed a detection method focusing on the periodic communi-
cation, and introduced quantum computing into accelerating the periodic communi-
cation detection based on the existing algorithm.

Chen et al. [5] proposed a lightweight real-time botnet detection framework called
Bot-Guard, which uses the global landscape and flexible configurability of software
defined network (SDN) to identify botnets promptly. A convex lens imaging graph
(CLI-graph) was given to depict the topology characteristics of botnet, which allows
SDN controller to locate attacks separately and mitigate the burden of network devices.

References [6–8] gave an comprehensive introduction of the working mechanisms
of botnet in terms of its definition, transmission, lifecycle, malicious behaviors and
command and control channels, and divided the botnet development into two stages,
namely, attacks to traditional PC and extensive attacks, with the technological features,
behavioral characteristics, case studies and evolutionary patterns of each stage elabo-
rated in a detailed manner. After a summary of existing work on the defense of botnet
with the limitations of each approach discussed, possible future attempts were
presented.
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Although some detection methods of peer-to-peer botnet were proposed, there are
still many problems as follows:

1. Many detection methods mainly focus on some unique abnormalities of peer-to-
peer botnet. The methods will no longer effectively work when a new botnet
emerges.

2. Most detection methods do not consider the negative impact of web applications on
botnet detection, especially the web applications that are based on peer-to-peer
protocols. Essentially, the peer-to-peer botnet is an illegal peer-to-peer network for
launching many malicious attacks. Their network features are so similar that it
results in a larger false-positive rate.

3. Many detection methods require a great quantity of historical data, which result in
the fact that they are not able to be used in the real-time detection scenarios.

Based on the above analysis, a novel peer-to-peer botnet detection method based on
permutation entropy and adaptive information fusion algorithm is proposed. The
possible creative works are concluded are as follows:

1. The essential features of network traffic of peer-to-peer botnet are focused. Per-
mutation entropy is used to characterize the complexity measure of network traffic,
which does not vary with the structure of peer-to-peer network, peer-to-peer pro-
tocol and the attack type of peer-to-peer botnet. Therefore, the proposed detection
method will be able to detect the new emerging peer-to-peer botnet with stronger
robustness.

2. It utilizes the features of TCP packets to reduce the negative impact of web
applications on botnet detection, especially the web applications that were based on
peer-to-peer protocols.

3. With the help of focusing on the complexity measure of network traffic, the prior
knowledge is not required in the adaptive information fusion algorithm, so it is able
to be used in the real-time detection scenarios.

3 Detect Peer-to-Peer Botnet with Permutation Entropy
and Adaptive Information Fusion

3.1 Overview of Detection Method

As the representative of the new emerging botnet, the lifecycle process of Storm is
shown as Fig. 1. The following network features deserve more attention:

1. The number of UDP packets is sharply increasing, because UDP packets are used to
build and maintain the C&C mechanism, including publishing itself, keeping alive,
peer discovery and so forth.

2. To implement the bootstrap process so as to connect to other peers, the bot nodes
send many requests randomly, which leads to such a large number of ICMP des-
tination unreachable packets rarely observed in normal network scenarios.
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3. The number of SMTP packets is in an increasing trend when the bot nodes are
launch the spam attack.

After analyzing on the lifecycle process and network features, the process of
proposed detection method is described as follows (see Fig. 2):

1. Use permutation entropy to characterize the complexity measure of ICMP, UDP
and SMTP packets, and use Kalman filter to detect the abnormalities of the com-
plexity measure.

2. The proportion of long TCP packets is used to identify the objects responsible for
the above abnormalities, which are peer-to-peer botnets or web applications, so as
to reduce the negative impact of web applications on botnet detection, especially the
web applications that were based on peer-to-peer protocols.

3. To get more accurate information fusion result, an adaptive information fusion
algorithm was proposed to fuse the above detection results to get the final detection
result, which combined DST and DSmT by using their superiorities and over-
coming their disadvantages.

4. Make the final detection decision based on the final detection result.

Peer-to-Peer network which
consists of  bot nodes

Attack Target

botmaster

New bot host

1. Infect a victim host

2. Bootstrap: Periodically communicate with certain bot nodes 
to join the botnet

3. Secondary Injection①:
Query the predetermined keys in the peer-to-peer network

4. Secondary Injection②:
Get the encrypted URL from botnet

6. Keep alive

5. Secondary Injection③:

Transmit or update the load of bot nodes

through the URL

Fig. 1. Lifecycle of peer-to-peer botnet.
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3.2 Permutation Entropy

The complexity measure of network traffic is focused in the paper, which does not vary
with the structure of peer-to-peer network, peer-to-peer protocol and the attack. Per-
mutation entropy is a parameter of average entropy to characterize the complexity of a
time series, and reflects and magnifies the subtle transformation of the time series [9].
Compared with Approximate Entropy and Lempel-Ziv Complexity and so on, per-
mutation entropy makes only use of the order of the values of the time series, so that it
can not only compare the variable length time series, but also resist the noise in the
signal, which are very common in the network data acquisition. Therefore, permutation
entropy is selected to characterize the complexity measure of network traffic.

Given a time series xðiÞ; i ¼ 1; 2; . . .;Nf g, with the help of Takens-Maine theorem,
it will be reconstructed to be

Fig. 2. Process of detection method.
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Xð1Þ ¼ fxð1Þ; xð1þ sÞ; . . .; xð1þðm� 1ÞsÞg
. . .
XðiÞ ¼ fxðiÞ; xðiþ sÞ; . . .; xðiþðm� 1ÞsÞg
. . .
XðN � ðm� 1ÞsÞ ¼ fxðN � ðm� 1ÞsÞ; xðN � ðm� 2ÞsÞ; . . .; xðNÞg

8>>>><
>>>>:

ð1Þ

where m is the embedded dimension and s is the time delay [10]. The m number of real
values contained in each X ið Þ can be arranged to be an non-descending order as

xðiþðj1 � 1ÞsÞ� xðiþðj2 � 1ÞsÞ� . . .� xðiþðjm � 1ÞsÞf g ð2Þ

If there exist such cases such as xðiþðj1 � 1ÞsÞ ¼ xðiþðj2 � 1ÞsÞ and j1 � j2,
then xðiþðj1 � 1ÞsÞ� xðiþðj2 � 1ÞsÞ. Therefore, map X ið Þ to a group of symbols

SðlÞ ¼ ðj1; j2; . . .; jmÞ ð3Þ

where l ¼ 1; 2; . . .; k and k�m!. SðlÞ is one of the m! symbol permutations, which is
mapped to be the j1; j2; . . .; jm number symbols m in m-dimensional embedding space.
The permutation entropy of order xðiÞ; i ¼ 1; 2; . . .; Nf g for named as HpðmÞ can be
defined as the Shannon information entropy for the k symbol sequences.

HpðmÞ ¼ �
Xk
l¼1

Pl ln Plð Þ ð4Þ

where P1;P2; . . .;Pk are the probability distribution of each symbol sequences,
Pk
l¼1

Pl ¼ 1. When all the above symbol sequences have the same probability, HpðmÞ
will take the maximum value as lnðm!Þ, therefore, the permutation entropy of order m
can be normalized as

0�Hp ¼
�Pk

l¼1
Pl lnPlð Þ

� Pl¼m!

l¼1

1
m! ln

1
m!

� �� � ¼
�Pk

l¼1
Pl lnPlð Þ

ln m!ð Þ � 1 ð5Þ

The permutation entropy Hp characterizes the local order structure of
xðiÞ; i ¼ 1; 2; . . .;Nf g, which reflects and magnifies the subtle transformation of
xðiÞ; i ¼ 1; 2; . . .;Nf g. The smaller the value of Hp is, the more regular the time series

is. When all permutations have the same probability, HpðmÞ will take the maximum
value as 1.

As mentioned above, botnet will lead to the increasement of UDP packets, ICMP
packets and SMTP packets, which will lead to the decreasement of Hp, and thus the
abnormalities of the complexity measure of network traffic are able to be caught with
the help of Hp. To improve the detection sensitivity, Hp is input to Kalman filter to
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earlier detect the above abnormalities. To fuse the results with the proposed adaptive
information fusion algorithm, the detection variable of permutation entropy for a time
series xðiÞ; i ¼ 1; 2; . . .;Nf g is defined as

Ft ¼ 1� Hp ð6Þ

where t is the current time step.

3.3 Kalman Filter

The discrete Kalman filter estimates a process by using a form of feedback control. It
estimates the process state at some certain time step and then obtains feedback in the
form of measurement [11–16] (see Fig. 3).

3.3.1 Time Update Equations
The priori estimate (Xtjt�1) is calculated on the basis of the process prior to step t.

Xtjt�1 ¼ AXt�1jt�1 þBUt�1 ð7Þ

where Xt�1jt�1 is the posteriori estimate at step t � 1, Ut�1 represents the control input,
A and B are system parameters.

The priori estimate error covariance is

Ptjt�1 ¼ APt�1jt�1A
T þQ ð8Þ

where Pt�1jt�1 is the posteriori estimate error covariance of Xt�1jt�1, and Q is the
process noise covariance.

The time update equations project forward the current state and error covariance
estimates to obtain a priori estimate for the next time step.

Fig. 3. Kalman filter.
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3.3.2 Measurement Update Equations
The posteriori estimate (Xtjt) is calculated on the basis of the measurement Zt and Xtjt�1.

Xtjt ¼ Xtjt�1 þ
Ptjt�1HT

HPtjt�1HT þR
ðZt � HXtjt�1Þ ð9Þ

where H is the system parameter for measurement, and R is the measurement noise
covariance.

The posteriori estimate error covariance is

Ptjt ¼ I � Ptjt�1HT

HPtjt�1HT þR
H

� �
Ptjt�1 ð10Þ

where I is an identity matrix.
The measurement update equations are responsible for incorporating a new mea-

surement into the priori estimate to obtain an improved posteriori estimate.
After each time and measurement update pair, the process is repeater with the

previous posteriori estimates used to project or predict the new priori estimates. As
known, Storm causes abnormities of the complexity measure of network traffic, which
are represented by FICMP, FUDP and FSMTP. After input FICMP, FUDP and FSMTP sepa-
rately into Kalman filter, the posteriori estimate of them are obtain as RICMP, RUDP and
RSMTP.

3.4 Identify Objects Responsible for Abnormalities

Essentially, the peer-to-peer botnet is an illegal peer-to-peer network for launching
many malicious attacks. Their network features are so similar that it results in a larger
false-positive rate. Therefore, features of TCP packets were utilized to reduce the
negative impact of web applications on botnet detection, especially the web applica-
tions that were based on peer-to-peer protocols.

In general, Web applications typically use long TCP packets to transmit the pay-
load, which are longer than 1300 bytes. However, the short TCP packets are mainly
used to implement the secondary injection process to modify and regenerate the pay-
load of the bot nodes, the botmaster update the payload with HTTP protocol. Therefore,
the proportion of the long TCP packets is used to identify the objects responsible for
the above abnormalities, which are peer-to-peer botnets or web applications, so as to
reduce the negative impact of web applications on botnet detection, especially the web
applications that were based on peer-to-peer protocols. It is important to note that TCP
packets of the known web applications must be filtered firstly. Given that Pr denotes
the proportion of TCP packets longer than 1300 bytes, the smaller Pr, the larger the
probability of the hypothesis that the objects responsible for the above abnormalities
are peer-to-peer botnets, and the process of dealing with TCP packets is shown in
Fig. 4. PKTi is the current TCP packet, N is the total number of TCP packets, and NL is
the number of long TCP packets.
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Define the decision function as follows.

RTCPt ¼ 1 Pr\TTCP
0 Pr� TTCP

�
ð11Þ

If Pr\TTCP, the network abnormalities mentioned above are possibly caused by
peer-to-peer botnet, and use the Kaufman algorithm [18] to adjust TTCP dynamically.

3.5 Adaptive Information Fusion

The network features of peer-to-peer botnet are uncertain and changeable. Therefore,
using a single network feature to describe the details of the network changes to detect
peer-to-peer botnet will be very likely to result in the higher false-negative and false-
positive rate. The proposed adaptive information fusion algorithm on the decision level
is adopted in order to dispose of the problem.

Bayesian theory and DST are the most widely used decision-level information
fusion algorithms. As the classical generalization of Bayesian theory, DST has no use
for the conditional probability and priori probability, and the hypothesis set is reduced

Fig. 4. Process of dealing with TCP packets.
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with combining evidences gradually. While, DST exhibits many limitations, for
example, DST will draw a paradoxical paradox when the amount of conflict between
the evidences is large. DSmT is a new emerging static and dynamic fusion algorithm,
which overcomes some limitations of DST, but the calculation of DSmT is oversized.
An adaptive fusion algorithm based on DST and DSmT is proposed to fuse RICMP,
RUDP, RSMTP and RTCP to get the fusion detection result RFk.

3.5.1 Dempster-Shafer Theory
Let U denote the universal set, which represents all possible values of a random
variable X, and the elements of U are inconsistent, then U ¼ h1; h2; . . .; hnf g is called
the discernment frame. The power set 2U is the set of all subsets of U. If a function
m : 2U ! ½0; 1� exhibits the two follow properties:

mð£Þ ¼ 0 ð12Þ
X
A22U

mðAÞ ¼ 1 ð13Þ

then m Að Þ is called the basic belief assignment of set A. Let BEL1 and BEL2 denote the
two belief functions of U, the corresponding focus elements of them are A1; . . .;Ak and
B1; . . .;Br, the corresponding basic belief assignments are m1 and m2, and the com-
bination of m1 and m2 is calculated with Dempster’s rule of combination shown as
Eq. (14), and K is used to measure the degree of conflict of the two evidences.

mðXÞ ¼

P
Ai;Bj 2 2U

Ai \Bj ¼ X

m1ðAiÞm2ðBjÞ

1�K X 6¼ £
0 X ¼ £

8>>><
>>>:

ð14Þ

where

K ¼
X

Ai;Bj 2 2U

Ai \Bj ¼ £

m1ðAiÞm2ðBjÞ ð15Þ

Dempster’s rule of combination can be directly extended for the combination of
n� 2 independent sources of evidence and its major interest comes from its commu-
tativity and associativity properties [19].

3.5.2 Dezert-Smarandache Theory
Although very appealing, DST presents some limitations, for example, DST will draw
a paradoxical paradox when the amount of conflict between the evidences is large
(K ! 1), which lead to lower confidence to trust the fusion result [20–23]. There are
two categories of approaches to overcome the above problems. From the perspective of
modifying the Dempster’s combination rule, the first one is to propose new rules of
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combination in the DST framework, such as Murphy’s rule of combination, Yager’s
rule of combination, Smets’ rule of combination and Dubois & Prade’s rule of com-
bination. From the perspective of modifying the evidence source, the second one is to
propose totally new alternative rules, and DSmT falls into this category. DSmT can be
considered to be an extension of DST, but they are fundamentally different. Classically,
DSmT focuses on fusing the imprecise, uncertain and highly conflicting sources of
evidence. It is able to formally combine any types of independent sources of infor-
mation which are represented in term of the belief functions.

The foundation of DSmT is based on the definition of Dedekind’s lattice DU also
called hyper power set of frame U in the sequel. In the DSmT framework, U is first
considered as only a set h1; h2; . . .; hnf g of n exhaustive elements (closed world
assumption) without introducing other constraint (exclusivity or non-existential con-
straints). If a function m : DU ! ½0; 1� exhibits the two follow properties.

mð£Þ ¼ 0 ð16Þ
X
A2DU

mðAÞ ¼ 1 ð17Þ

Then m Að Þ is called generalized basic belief assignment of set A. Because some
subsets of U can contain elements known to be truly exclusive but also truly non
existing at all at a given time, taken into account some known integrity constraints, one
has to work with a proper hybrid DSm model. In such case, the hybrid DSm rule of
combination based on the chosen hybrid DSm model for n� 2 independent sources of
information is defined for all A 2 DU as Eq. (18).

m Xð Þ ¼ d Að Þ S1 Að Þþ S2 Að Þþ S3 Að Þ½ � ð18Þ

d Að Þ ¼ 0 A 2 £m
1 A 62 £m

�
ð19Þ

S1 Að Þ ¼
X

X1;X2; . . .;Xn 2 DU

X1 \X2 \ . . .\Xn ¼ A

Yn
i¼1

mi Xið Þ ð20Þ

S2 Að Þ ¼
X

X1;X2; . . .;Xn 2 £

u X1ð Þ [ . . .[ u Xnð Þ ¼ A½ � _ u X1ð Þ [ . . .[ u Xnð Þ 2 £ð Þ ^ A ¼ h1 [ h2 [ . . .[ hnð Þ½ �

Yn
i¼1

mi Xið Þ ð21Þ

S3 Að Þ ¼
X

X1;X2; . . .;Xn 2 DU

X1 [X2 [ . . .[Xnð Þ ¼ A
X1 \X2 \ . . .\Xn ¼ £

Yn
i¼1

mi Xið Þ ð22Þ
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£m is the set of all elements of DU which have been forced to be empty within the
constraints of the model, and £ is the classical empty set. uðXÞ is the union of all
singletons hi that compose X. S1 Að Þ corresponds to the classic DSm rule of combination
for n independent sources based on the free DSmmodel, S2 Að Þ represents the mass of all
relatively and absolutely empty sets which is transferred to the total or relative igno-
rances, S3 Að Þ transfers the sum of relatively empty sets to the non-empty sets.

3.5.3 Adaptive Information Fusion Algorithm
DST is an efficient fusion algorithm to fuse the lowlier conflict sources of evidence.
Meanwhile, DSmT focuses on fusing the imprecise, uncertain and highly conflicting
sources of evidence, but DSmT is very computationally intensive. So DST and DSmT
are combined by using their superiorities and overcoming their disadvantages. Given
the frame U ¼ h1; h2; . . .; hnf g, the adaptive information fusion algorithm is as follows
(see Fig. 5):

1. Calculate conflict factor K by Eq. (15), and set the judgment threshold Tfusion.
2. If K � Tfusion, fuse the evidences with DSmT by Eq. (18). Otherwise, fuse the

evidences with DST by Eq. (14).

Based on the analysis of evidences, the judgment threshold Tfusion should be dif-
ferent for different types of evidences, perhaps even be several point or range.
According to above mentioned the problem, in-depth discussion will not be taken in the
paper. To simplify the calculation, Tfusion ¼ 0:7 [24].

4 Process of Detection Method

Given the current time step t, detecting the peer-to-peer botnet based on permutation
entropy and adaptive information fusion algorithm is described as follows:

Fig. 5. Adaptive information fusion algorithm.
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1. Get the number of ICMP, UDP and SMTP packets of network traffic captured with
the monitoring devices.

2. Detect the abnormity of the complexity measure of network traffic: calculate per-
mutation entropy of network traffic, and get FICMP, FUDP and FSMTP; get the output
RICMP, RUDP and RSMTP after input FICMP, FUDP and FSMTP into Kalman filter.

3. Get RTCP of TCP packets to identify the objects responsible for the above abnor-
malities, which are peer-to-peer botnets or web applications, so as to reduce the
negative impact of web applications on botnet detection, especially the web
applications that were based on peer-to-peer protocols.

4. Get the final detection result Rt with adaptive fusion algorithm based on DST and
DSmT to fuse RICMP, RUDP, RSMTP and RTCP.

5. Make the decision. If R� T , the current network traffic is judged to be abnormal,
the botnet is considered to appear in the current network, otherwise not, otherwise
not. Use the Kaufman algorithm [18] to adjust the threshold T dynamically to adapt
to the different network scenarios.

5 Experiment Results

5.1 Experiment Environment

The experiment data are composed of two parts. The one part is the network traffic of
the normal network scenarios, captured from the scientific research network from a
certain research institute shown in Fig. 6. The other part is the network data of peer-to-
peer botnet, captured in the network scenarios built with the virtual machine (VM) and
referred to Ref. [25] shown in Fig. 7.

Fig. 6. Real network structure.
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To simulate a great quantity of hosts, many VMs are set up with the help of
Virtualbox, and a VM (called Monitor VM) is selected to work as the router of the local
experiment network. Wireshark is chosen to be the packet analyzer installed on the
Monitor VM, and capture the sample packets every 10 s. Inject Storm bots to some
VMs after the experiment has run normally for a period of time.

5.2 Network Traffic Experiment

In the experiment, the change of network traffic is discussed. From Fig. 8, when bot
nodes start to communicate with each other, the number of UDP packets dramatically
increases to nearly 21 times lager. The number of the ICMP packets also exhibits a
skyrocketing trend when bot nodes are beginning to publish itself, keep alive and
discover peers. To implement the bootstrap process so as to connect to other peers, the

Fig. 7. Simulated botnet.
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Fig. 8. Network traffic experiment.
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bot nodes send many requests randomly, which leads to such a large number of ICMP
destination unreachable packets rarely observed in normal network scenarios. The
number of SMTP packets is almost zero because of the time delays for the spam attack,
and thus SMTP packets are not considered in the following experiments.

5.3 Permutation Entropy Experiment

In the experiment, the change of permutation entropy is discussed, which reflects the
complexity measure of network traffic. Let s = 2 and m = 5 when calculate permuta-
tion entropy of UDP packets and ICMP packets. The network traffic of normal network
scenarios shows the significant randomicity, and it is observed that the value of the
permutation entropy remains relatively stable.

From Fig. 9, after bots are injected into some VMs, the number of UDP packets
and ICMP packets continue to increase, and the corresponding time series show sig-
nificant regularity, which make the permutation entropy start to decrease. With the
increasing number of the bot nodes and the growing size of the peer-to-peer botnet, the
network traffic exhibits a sick new kind of randomicity that is abnormal in the normal
scenarios.

5.4 Comparison of False-Negative Rate and False-Positive Rate
with Different Detection Methods

Without loss of generality, 4 groups of data samples are selected to compare the false-
negative rate and false-positive rate of the proposed detection method with other
detection methods of Table 1 to verify the accuracy of the proposed detection method
in different network scenarios, which are using different combination of protocols and
net flow rates, especially the web applications that are based on peer-to-peer protocols.
The 1st and 2nd samples are in the network scenarios without bots, and the 2nd and 4th
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samples contain a great quantity of packets from peer-to-peer applications and other
web applications. With the help of the method proposed in Ref. [26], the 3rd sample is
acquired by merging the 1st sample with the bot traffic captured from the network
scenarios (see Fig. 7), and the 4th sample is acquired by merging the 2nd sample with
the bot traffic captured from experiment environment (see Fig. 7).

Table 1. Overview of detection method of compare.

Detection method Description of method

Multi-chart
CUSUM [27]

Use the extended nonparametric CUSUM algorithm to detect the
abnormalities of several types of packets

KCFM [28] Based on multi-observed sequence, use Kalman filter to detect
abnormalities, and improve detection precision by Multi-chart CUSUM
as an amplifier

DMFIF [29] Use the fractal theory to describe the macroscopic characteristics of
network traffic in the different time scales, use the nonparametric
CUSUM algorithm to detect the abnormalities, and use Dempster-
Shafer theory to fuse the above detection results to achieve the final
detection result

Proposed Method Focus on the complexity measure of network traffic, which does not
vary with the structure of peer-to-peer network, the peer-to-peer
protocol and the attack, and consider the negative impact of web
applications on botnet detection, and use an adaptive fusion algorithm
based on DST and DSmT to fuse the several detection results to acquire
the final detection result

Table 2. Detection results of different detection methods.

Sample
No.

Description of
sample

Real
situation

Detection result
Multi-chart
CUSUM

KCFM DMFIF Proposed
method

1 Normal 0 23 10 11 4
2 Normal + peer-

to-peer
0 121 73 23 10

3 Normal + bot 1000 762 757 882 875
4 Normal + peer-

to-peer + bot
1000 1268(784) 1245

(823)
1021
(783)

1023
(862)

Table 3. False-negative rate and false-positive rate of different detection methods.

Detection method Accuracy rate False-negative rate False-positive rate

Multi-chart CUSUM 0.64 0.24 0.23
KCFM 0.75 0.13 0.20
DMFIF 0.83 0.10 0.13
Proposed method 0.89 0.07 0.19
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From Tables 2 and 3, the detecting accuracy rate of the proposed method is satis-
factory, and the false-positive rate and false-negative rate of the 1st and 3rd sample are
very close to the real situation. All detection methods show error detection results for the
2nd and 4th sample, in which the network traffic consists of a great quantity of packets
from web applications generate, especially the web applications that are based on peer-
to-peer protocols. While, the proposed method utilizes the features of TCP packets to
identify the objects responsible for the above abnormalities, which are peer-to-peer
botnets or web applications, so as to reduce the negative impact of web applications on
botnet detection, especially the web applications that were based on peer-to-peer pro-
tocols. Even in such extreme case as the 4th sample, the proposed method stands out in
the relatively lowest false-positive rate and false-negative rate than the other detection
methods. The network features of peer-to-peer botnet are uncertain and changeable, so
using a single network feature to describe the details of the network changes to detect
peer-to-peer botnet will be very likely to result in the higher false-negative rate and
false-positive rate. Therefore, the proposed method is equipped with the adaptive fusion
algorithm based on DST and Dezert-Smarandache theory to overcome the problem.
“1023(862)” of Table 2 represents that the method proposed in the paper detects 1023
times attack and 862 times of 1023 times are correct.

6 Conclusion

A novel peer-to-peer botnet detection method based on permutation entropy and
adaptive information fusion algorithm was proposed. The paper mainly focused on the
complexity measure of network traffic, which did not vary with the structure of peer-to-
peer network, the peer-to-peer protocol and the attack. Permutation entropy was used to
characterize the complexity measure of network traffic, and Kalman filter was used to
detect the abnormalities of it. Considering that the network traffic of web applications
was likely to affect the detection result, the features of TCP packets were utilized to
dispose of the problem. Then use the adaptive information fusion algorithm to get the
more accurate information fusion result. The experiment results show that the proposed
method is able to detect peer-to-peer botnet with higher accuracy and stronger
robustness. In the future, further reduce the negative impact of web applications on
botnet detection should be discussed.
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Abstract. At present, APT attack detection has become the focus of
the network security protection field. APT attacks are one of the most
difficult attacks in cyber attacks. The complexity and variability of APT
attack behavior greatly increases the difficulty of attack detection. In
order to cope with APT attack, some well-known network security com-
panies at home and abroad have developed a commercial APT intrusion
detection system. This highly targeted attack can not be identified by the
traditional intrusion detection system. Therefore, in order to deal with
this new type of cyber attack. The paper proposes a new method to
detect APT attack from different organizations. Data mining algorithm
is used to analyze every organization’s APT network attack behavior
and obtain association rules, so as to customize the design of the Snort
rules and apply them to intrusion detection system. Experiments have
shown that the evaluation index of the intrusion detection system using
the extended Snort rule is significantly better than the traditional Snort
intrusion detection system when detecting the same test data. The pre-
cision of the extended Snort intrusion detection system is as high as
98.3%, and the false alarm rate is almost 0, which ultimately achieves
the purpose of APT detection.

Keywords: APT · Snort rule · Network behavior · Data mining

1 Introduction

Since 2007, APT has attracted importance to attention at home and broad.
APT is a behavior that an organization or individual aims to steal information
or destroy the target system, and use advanced technologies to invade or attack
the target system. The attacker who initiates this malicious activity must have
a profound knowledge of computer network, and collects target information,
conducts detailed research before attack. Attackers use social engineering to
infiltrate the target system, and evade the protection procedures to ensure the
concealment and continuity of the attack, and stay in the system after the attack
is successful, retaining the possibility of continuing attack. APT attacks have
c© Springer Nature Singapore Pte Ltd. 2019
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caused serious damage to countries and groups around the world. Hence, how to
build a secure and powerful network system to ensure the safety of important
information, and real-time defense and detection of malicious attacks by APT
attacks has become a research hot topic nowadays [5,6].

Kelai, a network security company, developed an APT attack detection sys-
tem for the characteristics of APT attacks.It conducts deep dynamic behavior
analysis of various mail attachments and files, according to system vulnerabil-
ities, the malicious files constructed by advanced technologies, to discover and
confirm APT attacks. Kaspersky Anti-attack platform uses a multi-layered app-
roach to detect threats, builds cores around machine learning, and uses static,
behavioral, cloud reputation, sandbox, and pattern-based detection engines in
conjunction with targeted attack analysis programs, automatic defense and
response of high level threat. Although the APT attack detection systems are
perfect, it can not be universally applicable because of their commercial nature.
In order to solve this problem, this paper uses the open source network security
tool Snort IDS to detect APT attacks.

Snort rules based intrusion detection system(IDS), which is an open source
network security tool that can customize the detection rules and adaptive net-
work attacks. According to this characteristic, data mining can be applied to
the field of intrusion detection [27], and useful data information can be found
from intercepted network packets, and Snort rules can be constructed, so that
the intrusion of APT organizations can be more targeted to achieve the purpose
of APT detection.

Through analyzing several APT reports, we get different APT organizations’
malicious samples, taking FP-Growth association analysis algorithm to mine
their network behavior [7]. Finally we compile Snort rules. The proposed method
helps to better understand the network access characteristics of every APT orga-
nization, and applies effective Snort rules to intrusion detection system, aiming
at targeted network protection.

We get different APT organizations’ malicious samples from several APT
reports, and take FP-Growth association analysis algorithm to mine their net-
work behavior, and design Snort rules. The method, in this paper, helps to
better understand the network access characteristics of each APT organization,
targeted network protection and detection of APT attacks. Rest of this paper is
organized as follows: Sect. 2, We summarize APT development and some relevant
researches about using association algorithm to analyze its network behaviors.
Snort IDS are described in Sect. 3. A brief introduction to the FP-Growth algo-
rithm is given in Sect. 4. Detailed description of how to use association rule
algorithms to build the Snort rules in Sect. 5. Experiments and conclusions are
discussed in Sects. 6 and 7.

2 Related Work

In recent years, for the detection and protection of APT attacks, a large number
of research work has been done by scholars at home and abroad. For instance, log
audit, dynamic behavior analysis, and big data processing. Meicong Li, Commu-
nication University of China, analyzed a lot of APT attack cases, and discussed
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the purpose and the characteristics of APT attack, while put forward the con-
cept of APT attack model [1]. For a APT attack activity, it usually does not use
only one virus file. Therefore, if the file features of new variants are not found,
it is difficult to detect in virus files [12].

In contrast, the mode of malware communication with the server is same.
Therefore, a more general detection index can be obtained by studying the known
malicious network behavior [14]. Using data mining algorithm to analyze network
behavior is a commonly used method [16]. To analysis the network behavior of
malicious code, Apriori algorithms can be used to analysis access time, source
address, destination address and DNS request content and so on. According
to the rules generated, the user’s access mode is obtained [3]. It can also filter
network traffic data, to find out IP whose flows more than the threshold, and use
FP-Growth algorithm to dig out the correlation between IP [13]. The analysis
of a single protocol allows us to understand the special network behavior of a
malicious sample [7], but it can not be applied to the detection system.

Intrusion detection system plays an important role in maintaining network
security. It detects and monitors network traffic data on the network system and
notifies the user when a malicious attack occurs [4]. Among them, Snort IDS is
a popular open source network intrusion detection system.

Reviewing several papers that discuss Snort IDS through data mining we find
the explanation and implementation of intrusion detection systems utilizing a
Snort-based IDS within the Linux operation system [17]. Within this operating
system alerts were generated based on the results of Snort IDS through the
utilization of the Basic Analysis and Security Engine (BASE) [18]. This effort
assists the administrator in the analysis of the network’s internet connection. The
intrusion detection system was further implemented with Snort and WinPcap,
within the Windows operating system [19] and a firewall was configured, based
on the Windows operating environment. The Snort IDS rules, however, were not
improved.

What’s more, DNS and HTTP are popular protocols used by most malware
samples, so as to further analyze the use of these protocols, finally, the analy-
sis results can be used in network level malware detection [10]. In 2015, Li H
proposed a method to design Snort rules for DNP3 data exception detection [2].

Further utilization of Snort IDS involved monitoring web content in real-time
for any abnormal behavior patterns within a campus network [20]. The results
generated in the alert analysis of the Snort IDS, in high-speed networks within a
campus network [21] demonstrated the highest detection of ICMP PING attacks.
In designing a Snort IDS model to analyze and pattern match the protocol (in
order to improve the speed and accuracy of the intrusion detections system in
the campus network), ACID (Analysis Center Intrusion Detection) was chosen to
display alarm information [22]. The Snort IDS rules, however, were not improved.

In the same year, Khamphakdee N proposed an application of association
rule algorithm in the intrusion detection system based on Snort rules [15]. Data
mining techniques and data mining algorithms involved in the intrusion detec-
tion system and the architecture of the data mining have also been proposed [23].
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A model of an intrusion detection system based on data mining is presented and
described further in [24]. The authors also proposed modules consisting of a data
collection module, preprocessing module, detection module, and response mod-
ule. Thus, the design and implementation of an intrusion detection system based
on data mining utilizing the Apriori algorithm [25] were executed. The exper-
iment resulted in the efficient detection of new types of attacks. Additionally,
an intrusion detection system based on data mining technique on database was
further introduced [26]. The application of the Apriori algorithm extracted user
behavior patterns and generated a greater efficiency of the Snort IDS Rules.

3 Snort IDS

3.1 Overview

Snort is a system for detecting network intrusions, which is a free, open source,
and lightweight system based on libpcap. Snort are widely used worldwide. The
system is easy to use and easy to manage, and has excellent performance. Snort
IDS can analyze data traffic timely and effectively, and can detect network
attacks by matching feature patterns and take corresponding measures.

Snort is a libpcap-based packet sniffer and logger that can be used as a
lightweight network intrusion detection system (NIDS). The sniffer mode reads
packets transmitted over the network and displays them as data streams on the
console. The packet log mode is to specify a log directory, and snort IDS will
automatically log all packets to the log file for analysis.

NIDS features rules based logging to perform content pattern matching and
detect a variety of attacks and probes, such as buffer overflows, stealth port
scans, CGI attacks, SMB probes, and much more. Snort has real-time alerting
capability, with alerts being sent to syslog, Server Message Block (SMB) Win-
Popup messages, or a separate alert file. Snort is configured using command line
switches and optional Berkeley Packet Filter commands. The detection engine is
programmed using a simple language that describes per packet tests and actions.
Ease of use simplifies and expedites the development of new exploit detection
rules.

3.2 Snort Rules

Snort intrusion detection system is based on rules, rules are the core of the
detection engine. Because the most illegal intrusion activities have certain char-
acteristic types, the method proposed to this paper is to find out the network
behavior characteristics of APT organization using association analysis algo-
rithm, and transform the generated association rules into Snort rules that can
be applied to intrusion detection system.
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3.3 Snort Rule Syntax

Snort uses a simple, lightweight rule description language to formulate a series
of rules, then matches the intercepted packet of the existing rule set and takes
corresponding actions based on the matching results. A rule instance is given
below, which detects the PHF service that attempts to access the WEB server
of the local network.

e.g. alert tcp any any → 10.1.1.0/24 80 (content: “/cgi-bin/phf”; msg: “PHF
probe!”;)

The Snort rule is divided into two parts: the rule head and the rule options,
as shown in Fig. 1. Each part of a rule must be met at the same time to be
executed, equivalent to “AND” operation. There is an “OR” operation between
all the rules for the same regular database file.

Fig. 1. Structure of the snort rule.

(1) Rule Header
The part of the Snort rule in front of the parenthesis is the rule head.
The rule header contains information that defines where packets come from,
where to go, what to do, and what to do when it finds a packet that satisfies
all conditions of the rules. The rule header contains the matched behavior,
protocol type, source IP, source port, packet direction, target IP, target port.
The structure of the rules head is shown in Fig. 2.

(1) The commonly used behavior includes the following three types:
• alert The alarm is generated in a pre defined way and the data packet

is recorded in the log.
• log Log packets into logs
• pass Ignore the packet

(2) Protocol: What kind of protocol is used to attack.
(3) IP address and port: the keyword “ANY” can be used to define any IP

address. Port numbers can be specified in several ways: “ANY”, number,
range, and “!”. “ANY” specifies an arbitrary port. The static value spec-
ifies a single port, such as 80 for HTTP, 23 for TELNET, and so on. The
specified port range is “:” and it can specify all ports within range.

(4) Direction operator → It specifies the direction of data flows applied by the
rule. The left IP address are the starting point of the data flow, and the
right side are the end point. The bidirectional operator is “<>”, which
tells SNORT to focus on the data flow in any direction.
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Fig. 2. Structure of snort rule header.

(2) Rule Options
The rule options form the core of the detection system, with ease of use,
strong function and flexibility. It includes alarm information, index informa-
tion and pattern information that needs to be detected. There may be more
than one option on a rule’s rule options. Use “;” to separate the different
options. The relationship between them is “AND”. The options consist of
keywords and parameters, each of which is separated by a colon “:”. Some
of the keywords mentioned in this article are explained as follows:

(1) msg - Print messages in alarms and recorded data
(2) content - Search for a specific pattern string in the packet’s payload
(3) dsize - Check if the payload of the packet equals a specific value

Content is one of the most important keywords in Snort, namely content
matching keywords. The data feature information in the attack packet is
defined in Content. When the Content option is used, the Snort system uses
a matching algorithm to search the content in the packet. If an exact match
is found, the test is successful and the rest of the test is continued [15].

4 Association Rule Algorithm

The association rule algorithm is one of the main research patterns of data
mining at present, focusing on the discovery of the relationship between different
attributes. The relationship between intrusion behavior can be found by using
association rules in intrusion detection.

This algorithm is different from the “generate-test” paradigm of the Apriori
algorithm. Instead, it uses a compact data structure called FP-tree to organize
data and extract frequent item sets directly from the structure. The FP-tree is
a compressed representation of the input data that is constructed by reading
transactions one by one and mapping each transaction to a path of the FP-tree.
Since different transactions may have several identical items, their paths may
partially overlap. The more paths overlap each other, the better the compression
results are obtained by using the FP tree structure. If FP-tree is small enough
to be stored in memory, it can extract frequent item sets directly from the result
of memory, instead of repeatedly scanning data stored on hard disk [9]. Since
this paper focuses on APT attacks, it needs to record a large amount of network
behavior and analyze it deeply. Therefore, FP-Growth algorithm is chosen for
data mining.
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4.1 Related Concepts of the Algorithm

Definition 1. Association Rules
R : X ⇒ Y , X ⊆ I, Y ⊆ I, X ∩ Y = ∅. It means that if the item set

X appears in a particular transaction, it will inevitably cause the item set Y to
appear in the same transaction. X is a prerequisite for a rule, and Y is the result
of the rule.

Definition 2. Confidence of association rules For association rules, R : X ⇒
Y , X ⊆ I, Y ⊆ I, X ∩ Y = ∅. The confidence of rule(R) is defined as:

Confidence(R) =
Support(X ∪ Y )
Support(X)

(1)

Confidence describes the reliability of the rule.

Definition 3. Support: The ratio of transactions containing X and Y to total
transactions |D|.

Support(X ⇒ Y ) =
count(X ∪ Y )

|D| (2)

The support degree reacts the probability of X and Y at the same time. The
minimum support indicates that association rules require the minimum support
threshold that data items must meet, that is to say, min-sup, which represents
the minimum importance of data items in statistical.

Definition 4. Confidence It contains the ratio of the number of transactions X
and Y to the number of transactions X.

Confidence(X ⇒ Y ) =
support(X ⇒ Y )

support(X)
=

count(X ∪ Y )
count(X)

(3)

Confidence reacts to the probability that the transaction contains the Y if X is
included in the transaction. Minimum confidence is the minimum credibility that
the association rules must be satisfied, and it is recorded as min-conf.

Definition 5. Frequent Itemsets
The set of items is called an item set. The item set containing the K items is

called the K- item set. The occurrence frequency of an item set is the number of
transactions containing an item set, referred to as the frequency or the support
rate of the item set. If the occurrence frequency of the item set is greater than
or equal to the product of the total number of transactions in D and min-sup, it
is called the item set to meet the min-sup. If the item set satisfies the min-sup,
it is called a frequent itemsets.
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4.2 The Core Idea of the Algorithm

(1) Build FP-Tree. Specific structure is described as follows:
(1) Get frequent itemsets L Calculate support for each item, remove items

below the minimum support, and sort in reverse order of support.
(2) Build FP-Tree The root node is null, traversing every transaction, adding

items in the transaction to the tree one by one. If the current item appears,
the node support is added one, otherwise the new node will be the child
node of the current node and update the header pointer table.

(2) Mining frequent itemsets. Specific structure is described as follows:
(1) Obtain conditional pattern base Mining the items of L in reverse, to find

out the path suffix to the item, remove the suffix, modify the support for
suffix support, several paths are conditional model base.

(2) Construct conditional pattern Tree Construct conditional pattern base as
conditional FP-Tree

(3) Recursion mining frequent item sets A recursive way is used to extract
nodes from the tree continuously as a suffix, and then find out the nodes
whose support meets min-sup, and merge suffix as frequent item sets.

5 Designing Snort Rules Based on Association Rules

This paper deeply explores the network behavior of APT organization’s, to get
the association rules for each APT organizations network behavior. Finally, it
can be converted to the Snort rule that can be applied to intrusion detection
system.

5.1 Data Preprocessing

The quality of data preprocessing will directly affect the results of the associ-
ation rules and the accuracy of the final detection. The preprocessing methods
used in this article are shown as follows. When running a malicious sample in
a sandbox, a large number of pcap network data packets will be generated [11].
This paper analyzes the network behavior of these packets [28]. First of all, using
the command line version of the Wireshark network traffic analyzer Tshark, the
data packet is processed into sample records. Each record includes five informa-
tion parts, Protocol, Length, udp.dstport, tcp.dstport and info. Because most
of the extracted features are numeric. In the association analysis, if we only use
numerical type features, we will get confusion on the results. Hence, the hier-
archical feature storage method is used to store the feature values. The data
preprocessing flow is shown in Fig. 3.
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Fig. 3. Data preprocessing flow.

5.2 Data Mining

During the experiment, it was that each APT organization produces some similar
association rules. For instance, (‘length:60’), (‘length:77’), these are obviously
meaningless. In order to reduce false positives, they should be removed before
converting to Snort rules. Some of the association rules are as follows:

(1) (‘BROWSER’, ‘Domain/Workgroup Announcement WORKGROUP, NT
Workstation, Domain Enum’, ‘length:245’) → (‘The Sin Digoo Affair’)

(2) (‘TCP’, ‘tcp.dstport1151’) → (‘The Sin Digoo Affair’)
(3) (‘DNS’, ‘Standard query 0xf8e9 A ieupdate.mailru-pro.com’, ‘dstport:53’,

‘length:83’) → (‘The Sin Digoo Affair’)
(4) (‘BROWSER’, ‘Get Backup List Request’, ‘dstport:138’, ‘length:216’) →

(‘Darkhotel’)
(5) (‘ARP’, ‘Who has 192.168.56.101? Tell 192.168.56.1’, ‘length:42’) → (‘Dark-

hotel’)
(6) (‘DNS’, ‘Standard query 0xd0f2 A microjonjokoss.jumpingcrab.com’,

‘dstport:53’) → (‘Darkhotel’)

When Protocol is Browser, length is 245, info is Domain/Workgroup Announce-
ment WORKGROUP, NT Workstation, Domain Enum in Rule 1, it is possible
to determine that the network behavior characteristics is the “The Sin Digoo
Affair”. It is possible to judge the network behavior characteristics of the “The
Sin Digoo Affair”. In the same way, it can be seen that the TCP and the desti-
nation port number 1151 are often used by the APT organization from rule2.

5.3 Designing Snort Rules Based on Association Rules

The final rules can describe the network behavior of the APT organization,
and these rules can also be used in intrusion detection system. The snort rules
extended in this paper are as follows:

(1) The SinDigoo Affair
• alert DNS any any → any 1032 (msg: From SinDigoo APT ATTACK,

Standard query response 0xf8e9 No such name, content: 0xf8e9)
(2) Darkhotel

• alert DNS any any → any 53 (msg: From Darkhotel APT attack, content:
0xc8e0, dsize: 91)
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• alert DNS any any → any 53 (msg: From Darkhotel APT attack, content:
0xd0f2, dsize:90)

• alert BROWSER any any → any 138 (msg: Local Master Announcement
CUCKOO-1, Workstation, Server, NT Workstation, Potential Browser,
Master Browser, dsize:243)

• alert BROWSER any any → any 138 (msg: Get Backup List Request,
dsize:216)

• alert NBNS any any → any 137 (msg: Registration NB <01><02>
MSBRO WSE <02><01>, dsize:110)

There are many rules files for Snort intrusion detection. If the rule file is
not well understood, when customizing the rule, all rules or inappropriate rules
may be blindly loaded, resulting in system detection performance and waste of
resources. For the convenience of use, according to the function of different rule
files in the /etc/snort/rules directory, the corresponding description message is
given, and the rule file is numbered and recorded as class id. Users can select rules
according to their actual needs and formulate a rule template. The background
program combines the rules in the local.rules file according to the class id from
the corresponding rule file in the rules directory, and numbers them in turn, and
records them as rule id. When the Snort intrusion detection system starts, you
only need to load the local.rules file.

6 Experiment

In order to test whether the Snort rule designed based on association rules
has practical application value two different Snort intrusion detection systems
were built in the experiment. One is a traditional Snort intrusion detection
system, the other is an intrusion detection system based on Snort rules designed
by association rules. After selecting the evaluation indicators, the performance
of the two intrusion detection systems was tested using the same test data.
This chapter mainly describes the data set, the evaluation method of intrusion
detection system and the experimental results.

6.1 Experimental Data and Environment

This experiment used malicious samples involved in the 2008–2016 APT report
as experimental data. Acquisition process is as follows: First, multiple APT
reports are parsed and five pieces of important information are extracted, MD5,
IPV4, URL, DOMAIN, EMAIL. Then, we use Python crawler technology to
download malicious samples from the Virus Share website and put malicious
samples into the Cuckoo Sandbox to generate a large number of network packets.

We divide experimental data into training sets and test sets according to the
ratio of 7:3. The training set is used to generate the Snort rules, and the test set
is used to verify that the designed Snort rules are valid. The data set is shown
in Table 1.
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Table 1. Experimental data

APT organization name Number

Darkhotel 903

The Sin Digoo Affair 196

The test set is shown in Table 2.

Table 2. Test set data

APT organization name Number

Darkhotel 271

The Sin Digoo Affair 59

The experimental environment is shown as follows: the host operating system
is Windows10, and a virtual machine with an operating system of Ubuntu16.04 is
deployed through VMware. The sandbox is Cuckoo Sandbox, and the simulation
environment for the sandbox is Windows XP. The Snort intrusion detection
system uses Snort 2.9.11.

6.2 Evaluation Indicators

After FP-growth mines the network behavior of the APT organization and con-
verts the association rules into Snort rules, the system is tested using the test set.
Accuracy, Precision, Recall, False alarm rate and F-measure are the evaluation
indicators used in the experiment. The formulas are as follows:

Recall =
TP

TP + FN
(4)

Precision =
TP

TP + FP
(5)

Accuracy =
TP + TN

TP + TN + FP + FN
(6)

False Alarm Rate =
FP

FP + TN
(7)

F − measure = 2 × Recall × Precision

Recall + Precision
=

2TP
2TP + FP + FN

(8)

The TP, TN, FP and FN usually are defined in the binary classification. In
this paper, for the family Dark Hotel(D), the definition of TP, TN, FP and FN
in the formulas are shown as follows:

– TP (True Positive) is the number of samples that are labeled as family D and
do belong to family D.
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– TN (True Negative) is the number of samples that are not labeled as family
D and do not belong to family D.

– FP (False Positive) is the number of samples that are labeled as family D but
do not belong to family D.

– FN (False Negative) is the number of samples that are not labeled as family
D but do belong to the family D.

6.3 Experimental Result

Experiments with the DarkHotel and The Sin Digoo Affair to detect two Snort
intrusion detection systems, and then to count the data detected by the two
systems. The evaluation results are calculated according to the formula. After
repeating the experiment several times, the calculation result of the correspond-
ing evaluation is obtained. The evaluation results are shown in Table 3.

Table 3. Evaluation results

IDS type APT organization name Recall Precision False alarm rate Accuracy F-measure

Traditional IDS Dark Hotel 86.7% 89.3% 1.07% 85.3% 87.9%

The Sin Digoo Affair 89.2% 91.1% 0.73% 88.4% 87.5%

Promotional IDS Dark Hotel 90.9% 94.6% 0.53% 92.8% 92.7%

The Sin Digoo Affair 95.2% 98.3% 0.05% 96.4% 96.9%

We analyze the experimental results in Table 3 and can draw conclusions.
When detecting the same test data, the evaluation results of the intrusion detec-
tion system that extends the Snort rule are significantly better than the tradi-
tional Snort intrusion detection system. The Sin Digoo Affair organization has
the most obvious performance. The Precision of the improved intrusion detec-
tion system was 98.3%, and the false positive rate was 0.05%. This shows that
the Snort rule designed in this paper has practical application value.

7 Conclusion

The APT network attack and defense strategy involves different areas of cyber
security. The methods of attack and defense are different from those in the
past. Cyber attacks and defenses were launched against a single vulnerability.
However, there are few cyber attacks that use comprehensive technology, as with
APT cyber attacks, and the corresponding defense research is scarce. Nowadays,
the commercial APT intrusion detection system has no universality.

To solve this problem, this paper applies Snort IDS, an open source network
security tool, to detect APT attack. It is an intrusion detection system that
uses rules to search and match network traffic data. Then, through data mining
and rule extension, the system has a certain ability to detect APT attack. This
method can not only dig deeper into the network behavior of APT organizations,
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but also apply data mining algorithms to the expansion of Snort rules, which
reduces the difficulty of defense of APT attacks and improves the detection rate
of intrusion detection systems based on Snort rules. The experimental evaluation
results show that the Snort rules extended in this paper can be applied to the
APT intrusion detection system, which has certain practical value.
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Abstract. In order to enhance the security of network operations, establish
effective security measures, prevent the destruction of security incidents, and
reduce or eliminate the losses caused by threats through network risk assessment
is of important practical significance. However, most risk assessment methods
focus on the research of threats and vulnerabilities. There are relatively few
researches on risk based on network assets and there is a lack of accuracy in risk
assessment. Therefore, this paper proposes a network risk assessment method
based on asset association graphs. The method first describes the network from
the perspective of asset interconnection and builds an asset association graph;
secondly, it builds a threat scenario based on the asset association graph,
identifies a threat event, and uses the probability of a threat event and the loss
caused by the asset to obtain a quantitative description of the risk assessment;
Different network risk levels and make decisions. Experiments show that the
method of network risk assessment based on asset association proposed in this
paper can realize the risk assessment of all assets, hosts and entire network
system in the network, and provide effective guidance for network security
protection.

Keywords: Network security � Risk assessment � Asset association diagram
Vulnerability � Probabilistic risk analysis

1 Introduction

In today’s Internet age, the threats and attacks facing the Internet are becoming more
and more complex and complicated, making the development of network risk
assessment technologies challenging. A series of network security problems and cyber
threats make the network systems more and more serious. To enhance the security of
network operations, it is of great practical significance to reduce or eliminate the losses
caused by threats through network risk assessment.

At present, there are many methods for cyber risk assessment. From the evaluation
results can be divided into qualitative assessment methods [1] and quantitative
assessment methods [2]. As the scale and structure of networks become more and more
complex, more scholars have begun to turn to the research of model-based risk
assessment methods. The well-known attack graph-based evaluation method has a high
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time complexity, and its complexity increases exponentially with the increase in the
number of hosts and vulnerable points. The network risk assessment method based on
asset association graph proposed in this paper can realize quantitative network risk
assessment, reduce time complexity, and have high accuracy.

This article starts from the perspective of the basic unit of risk assessment, that is,
assets, and establishes an asset-centric asset association graphmodel. The specific content
includes the completion of networkmodeling, the formation of a formal description of the
various security elements, and the completion of the asset association graph generation
algorithm. In the network risk analysis, the probabilistic risk analysis general processes
and methods are used to obtain a quantitative algorithm for risk assessment.

The rest of this article is as follows. The second part reviews relevant work and
introduces domestic and international research on risk assessment methods. The third
part gives the specific introduction of the algorithm of generating asset association
graph and the method of network risk assessment. The fourth part is the verification of
the assessment method proposed in this paper. The fifth part is the conclusion and
future work.

2 Related Work

In model-based risk assessment methods, it is clear that the selection and design of risk
assessment models play a key role. This article studies the existing risk assessment
model. The attack tree model was first proposed by Schnerier [3]. The model provides a
formal and well-organized method to describe the threats faced by the system and the
various attacks that the system may be subjected to; the attack graph model was first
proposed by Phillips and Swiler [4]. The attack map portrays the attacker’s use of the
vulnerable points in the system to gradually implement attacks, break them, gradually
increase permissions, acquire more resources, and achieve the purpose of attack. Later,
Sheyner et al. [5] proposed an attack graph generation algorithm. In the experiment, they
found that the attack graph model generation process has a high time complexity, and
the time complexity increases exponentially with the increase in the number of hosts and
vulnerable points. In order to solve the problem of attack graph state explosion and high
time complexity, Ammann et al. [6] proposed a host-centric access graph model. In this
model, each node represents a host in the network, and each edge represents the highest
level of access that can be achieved between two hosts. In addition, Ammann also
proposed the security monotonicity assumption that the attacker would not repeat the
same attack action once he obtained the corresponding host authority.

In terms of risk calculation, various scholars also have in-depth studies. One of the
more well-known quantitative assessment methods is the probabilistic risk analysis
method [7]. Specific probabilistic risk assessment methods include event trees and fault
trees. In addition, it is very famous in the quantitative calculation method of risk that the
famous analytics expert Saaty put forward the analytic hierarchy process in the late
1970s [8]. Analytic Hierarchy Process (AHP) quantifies the decision-making experience
of the decision-makers. The system is hierarchically, quantitatively, and standardized so
as to provide decision-makers with quantitative forms of decision-making basis.
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3 Network Risk Assessment Method Based on Asset
Correlation Graph

3.1 Method Overview

The three elements of cyber-risk sources are assets, threats, and vulnerabilities [9]. Due
to the vulnerability of network systems, human or natural threats lead to the occurrence
of security incidents that cause the value of assets to be lost, thus creating a risk. The
method proposed in this paper starts from the perspective of assets, considers the
impact of the relevance of assets on the risk, builds an asset association graph model,
adopts probabilistic risk analysis methods and general processes in the risk assessment
stage, and builds the threat based on the asset association graph model first. Scenario: A
quantitative algorithm for obtaining risk assessment based on the relationship between
the risk of threat events and the loss of assets caused by threats and network risks. The
overall scheme diagram is shown in Fig. 1.

The first step is network modeling [10], which is a formal description of the entire
network system composition and risk elements. Specifically, it includes network assets
such as systems and services, network topology, trust relationships among assets, and
vulnerabilities are the indication of security vulnerabilities and the penetration of
vulnerabilities. The second important step is to study the model generation algorithm.
This requires that the algorithm has low time and space complexity. At the same time,
the vulnerability of the vulnerability to the overall risk due to network interconnection
should also be considered. This paper is divided into three steps in the design of the
model generation algorithm. They are the model initialization algorithm based on the
trust relationship, the direct edge generation algorithm based on the penetration rela-
tionship of the vulnerability point and the transitive closure algorithm considering the
highly interconnected network.

Fig. 1. Overall plan
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With the previously acquired asset association graph model, the next step is to
assess and analyze cyber risk based on the asset association graph. At this stage of the
network risk assessment, this paper first builds a threat scenario based on the generated
asset association graph, and then uses the principles and general processes of proba-
bilistic risk analysis to design the network risk assessment based on probabilistic risk
analysis in this paper. The specific method flow is to identify the set of threat events in
the network from the threat scenario constructed using the asset association graph
model, and to use the relationship between the risk of the threat event and the loss of
the threat to the assets and the risk of the network to obtain a risk assessment. The
quantitative description algorithm, and obtains the network’s risk calculation value at
different levels, and then make corresponding security protection decisions.

3.2 Network Modeling

We use a four-tuple to formalize the asset. The quad is A = (Risk, Value, T, Vul),
where Risk 2 (0, +∞) is used to store the risk value of the asset, initialized When it is
zero, it will be assigned in the subsequent risk assessment calculation; Value 2 (0,
+∞) is used to represent the value of the asset itself, and its specific quantification has
different standards, which are affected by the value of the equipment and the value of
its own CIA. This article gives detailed asset value quantification methods in the
chapter on risk analysis. T represents a collection of trust relationships related to the
asset; Vul represents a vulnerability (security hole) existing on the asset.

Since different assets do not exist in isolation, assets are related to each other and
are mainly reflected in two aspects: On the one hand, the trust relationship existing in
the network makes the assets have an association, that is, the use of assets related to
The set of trust relationships can obtain the initial association of network assets. On the
other hand, due to the existence of vulnerability on the assets, attackers can use the
vulnerable points to infiltrate the network to create threats, thus forming cyber risks.
Therefore, the use of assets Vulnerability penetration relationships can also obtain the
relationship between assets.

We use a triad (haci, hbcj, access) to formalize the trust relationship (there is an
access between the asset haci and the asset hbcj as an access trust). For each infiltration
relationship, use the following four-tuple description: exp = (ID, preConditions,
access, weight) (ID: represents the unique identifier of the attack rule. preConditions:
on behalf of the atomic attack on the source asset The condition that should be pos-
sessed: access: represents the impact of the atomic attack on the target component, and
specifically refers to the increase of the permission in this article. Weight: The weight
value reflects the difficulty of the attack, and the greater the value, the easier the attack.

In obtaining the association relationship of assets, an important measure is the level
and quantization of access rights. This article is based on the classification results of
Ammann and Dr. Changyong Zhang [11]. The access rights are divided into eight
levels, represented by W0 to W7 respectively. The access right from None to Admin is
a gradual increase of the authority, and the specific rights Values range from 0.0 to 1.0.
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3.3 Algorithm for Generating Asset Association Diagram Model

In order to more intuitively understand the asset association diagram and the need for
subsequent algorithm design, this article presents a formal representation of the asset
association graph, as shown in Fig. 2.

The asset association graph CAG = (N, E) consists of asset nodeN and edge E, where
node N represents a set of assets on all hosts in the network N = {nai | nai = haci}, and a
specific nai = haci indicates host device Asset i on a; where edge E = {eaibj | eaibj =
(haci, hbcj, access, chainID)} represents a collection of all asset associations in the
network, with specific eaibj = (haci, hbcj, access, chainID) representing assets The
relationship between node haci and node hbcj, where access denotes the highest access
right that can be obtained, and chainID denotes the set of trust relationships or vulner-
abilities used in forming the combined attack chain, representing a series of basic attacks
through an ordered sequence. action. This definition facilitates the identification of threat
events in subsequent risk assessments.

Different from the traditional attack graph model, the asset association graph in this
paper is not centered on network state transition or vulnerability attack, but is organized
around the assets on the network equipment. The nodes in the asset association graph
model are assets on each network host. The directed edge from node n1 to node n2 in
the generated asset association graph represents the association relationship from asset
n1 to asset n2, which is embodied in the highest available access authority obtained by
using the trust relationship and the penetration of vulnerability points. The specific flow
of the model generation algorithm is shown in Fig. 3.

Fig. 2. Formal structure diagram of asset association diagram

Fig. 3. Model generation algorithm flowchart
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Step 1 Model initialization algorithm based on trust relationship.
In the generation algorithm of the asset association graph, the trust relationship

between assets is first obtained through a security access policy set based on the
network, so that a direct initial relationship between two assets is obtained. Because
there may be multiple ways of communication between every two assets in the net-
work, our model will only retain the highest access rights that can be achieved between
assets, rather than adding multiple edges in the model. This article uses the Ini-
tialFuction algorithm to complete initialization. The code implementation of this
algorithm is shown in Fig. 4.

Based on the formal representation of the asset association diagram above, we
mainly initialize the node as an asset. The edges in the figure are initialized as access
rights between the assets. The initial value is the lowest level, i.e. eaibj.access = None.
The next step is the process of assigning weights to the edges. Select a certain asset pair
to determine a certain trust relationship between the two assets. If the trust relationship
owned by the trust relationship is greater than the weight on the original edge, update
the weight on the edge to a trust relationship. Access rights, otherwise check the next
trust relationship until all trust relationships have been checked. In addition, in order to
improve the efficiency of the algorithm, it has also been specifically set up to check if
the edge eaibj.access has reached the highest level of admin. If it has reached the end,
the trust relationship is checked and the next asset pair is updated directly.

Fig. 4. InitialFuction initialization algorithm
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Step 2 direct Edge Generation Algorithm Based on Permeation Relation.
After the initial set of edges is completed, the second step introduces the pene-

tration of vulnerability points into the model. Source assets can increase access to
vulnerable assets by using vulnerability infiltration on the target assets. This step uses
the direct penetration edge algorithm, which is a direct edge generation algorithm based
on the penetration relationship of vulnerability points. The method code is imple-
mented as shown in Fig. 5.

The algorithm DirectExploitsFuction implements the use of the penetration of
vulnerability points to obtain the direct edge of the asset association graph based on the
network initialization state. Lines 7 through 15 attempt to have each asset node perform
a penetration attack on the vulnerable points on each of its neighboring asset nodes to
obtain the best direct edge. In some cases, attackers may attack their own assets. These
attacks are often referred to as “self-elevated privileges.” For example, on multiple
platforms including Solaris 2.5 to 2.6, due to incorrect ownership checks, an attacker
could use the vulnerability of “dtappgather symbolic link” to overwrite any file existing
on the file system regardless of the file’s ownership. By. With this vulnerability,
attackers can change files and access to gain more access rights on the affected assets.
Therefore, the directExploitsFuction algorithm contains (ha.ci, ha.ci) as a valid asset
node pair.

Step 3 Transfer Closure Algorithm Based on Internet Connectivity.
This paper designed the indirectExploitsFuction algorithm to calculate the transitive

closure of the asset association graph. The specific algorithm of this method is shown in
Fig. 6.

Fig. 5. directExploitsFuction direct penetration edge algorithm
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The transitiveClosureFuction algorithm is completed by trying to use other holes
that have already been executed to improve their access to another host. In order to
improve the performance of the algorithm, line 9 is used to test if the edge eaixk has
higher access than none. Since the values of i and k do not change with j, the test of the
eaixk edge moves out of the innermost loop. Note that the monotonic assumption
ensures that the process will converge and does not involve backtracking, so it is
computationally feasible. To help minimize computational costs, the three algorithms
have similar breakpoints, and if the edge already has the highest level of access, the
algorithm will stop checking for new levels of access. In addition, in this algorithm, if
asset node hx.ck successfully updates the weight of edge eaibj as a media asset, in
addition to updating eaibj.access, a combinatorial attack chain parameter chainId is also
set, and the information of the intermediate node will be recorded here. This approach
can facilitate better identification of threat events during the risk analysis phase.

The calculation cost of generating our asset association graph can be roughly ana-
lyzed as follows. First, the algorithm InitialFuction uses the trust relationship T to
calculate the expected access level of the network. In this algorithm, the number of
nodes with assets in the network is n, and the number of pairs of asset nodes formed is at
most n2, so the highest complexity is Tn2. Next is the algorithm directExploitsFuction,
which uses vulnerability infiltration attacks to determine the highest access rights, so its
computational cost is slightly higher. In the worst case scenario, the required number of
calculations is XV n2, where X is the total number of infiltration relationships across all
Vulnerability Points, V is a summary of vulnerabilities across all assets, and n is the total
number of assets. The last is the algorithm transitiveClosureFuction, which iterates

Fig. 6. transitiveClosureFuction transitive closure algorithm
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through the inspection of existing edges and exploits to check the chain until all possible
paths are checked. In the densest asset association graph, all access levels are higher than
none, and we can calculate the transitive closure in proportion to n3 in time.

Based on the previous algorithm analysis, we can know that the complexity of the
algorithm presented in this paper is a polynomial level, which is superior to most attack
graph-based research methods.

3.4 Probabilistic Risk Analysis Based Network Risk Assessment
Methodology Process

This paper builds a threat scenario based on the previously generated asset association
graph in the network risk assessment module, adopts the principles of probabilistic risk
analysis and general processes, and designs the process of network risk assessment
based on probabilistic risk analysis in this paper, as shown in Fig. 7.

Firstly, the threat scene is constructed based on the asset association graph model,
the threat events in the network are identified, and a quantitative description algorithm
for risk assessment is derived from the relationship between the risk of occurrence of
the threat event and the loss caused to the assets and the network risk, and at different
levels. Get network risk levels and make appropriate decisions.

In the module for calculating the probability of occurrence of threats, a set of threat
events is first acquired, and then the principle of probabilistic risk analysis is used to
decompose the threat events as top events into respective initial events. Specifically, the
probability of occurrence of threat events based on trust relationships and the proba-
bility of occurrence of threat events based on vulnerability points are decomposed from
the combined attack chain of threat events, and then the probability of occurrence of
threat events is calculated by calculating the joint probability on the combined attack
chain. In the calculation of the damage caused by threats to assets, the module needs to
be evaluated from two perspectives. One is to quantify the value of assets; the other is
to quantify the degree of damage of threats. This paper considers the importance of the
assets and equipment of the system where the assets are located and the valuation of the
assets themselves on the three measurement attributes CIA (integrity, availability,

Fig. 7. Probabilistic risk analysis based risk assessment method flow chart
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confidentiality). Based on the previous quantification of threats and the risk of damage
to assets, a comprehensive risk assessment of the network can be achieved. This paper
presents risk assessment quantification methods from the asset level, system level and
network level.

4 Experimental Verification

4.1 Experimental Environment to Build

In order to better verify the effectiveness and superiority of the network risk assessment
method based on the asset association graph proposed in this paper in the actual
network, this paper refers to the universally representative network system, and the
server sets up a small network system through the virtual machine. In addition, cor-
responding security policies were configured on the network. On this basis, verification
experiments was conducted. The specific network topology is shown in Fig. 8.

Specific network equipment information is shown in Table 1.

Fig. 8. Network topology

Table 1. Network equipment information table

CPU name Type Weights Information

Host1 PC Windows7
Host2 FTP server Linux
Host3 WEB server Linux
Host4 File server Linux
Host5 Database server Linux oracle database
FW1 Firewall Embedded special system
FW2 Firewall Embedded special system
R1 Router Routing and Forwarding Protocol
R2 Router Routing and Forwarding
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4.2 Acquisition of Experimental Data

(1) Asset Association Chart Data

Before getting the asset association graph model, relevant data needed for the
network modeling stage needs to be obtained, including the identification of assets, the
identification of vulnerable points, the acquisition of trust relationships, and the
acquisition of vulnerability infiltration relationships.

Identification of assets. According to the network deployment host device and
related information, obtain the asset information to form a network asset list, as shown
in Table 2.

Identification of vulnerable points. The Nessus [10] vulnerability scanning tool was
used for scanning and identification, and the vulnerability information table was given,
as shown in Table 3.

Access to trust. According to the topology structure of the network system built by
the experiment and the security access policy set by the firewall rules, the trust rela-
tionship set in the network can be obtained, as shown in Table 4.

On the basis of Table 4, this paper obtains the following set of trust relationships in
the entire network according to the formal representation method of the network
modeling section as follows.

H1.wos.T = {Ti|i = 5} = {(H0.os, H1.wos,access), (H4.los, H1.wos,access),
(H5.los, H1.wos,access), (H2.los, H1.wos,user), (H3.los, H1.wos,user)}

H2.los. T = {Ti|i = 3} = {(H0.os, H2.los,access), (H4.los, H2.los,access), (H5.los,
H2.los,access)} (H3.los, H2.ftp,user), (H2.los, H2.ftp,user)}

H2.ftp. T = {Ti|i = 2} = {(H3.los, H2.ftp,user), (H2.los, H2.ftp,user)}

Table 2. Asset information table

ID Assets Description

1 H1.wos Windows7 operating system on Host1 personal PC
2 H2.los Linux operating system on Host2
3 H2.ftp Host2’s ftp service
4 H3.los Linux operating system on Host3
5 H3.web Web services on Host3
6 H4.los Linux operating system on Host4
7 H4.file File service on Host4
8 H5.los Linux operating system on Host5
9 H5.orl Host5 on the oracle database
10 F1.fos Dedicated system on FW1
11 F2.fos Dedicated system on FW2
12 R1.fos R1 routing protocol
13 R2.fos FR2 routing protocol
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Table 3. Vulnerability information table

Number Assets CVE number Vulnerability description

v1 H1.wos CVE-2018-1003 Microsoft JET Database Engine Remote Code
Execution Vulnerability

v2 H2.ftp CVE-2015-7603 Directory traversal vulnerability
v3 H3.web CVE-2002-1941 Host Field Header Buffer Overflow

Vulnerability
v4 H3.web CVE-2002-0392 Apache WebServer Block Coding Remote

Overflow Vulnerabilities
v5 H4.file CVE-1999-0017 Multiple Vendor FTP Bounce Attack

Vulnerabilities
v6 H5.orl CVE-2002-0567 Oracle TNS Listener Any Library Call

Execution Vulnerability
v7 H5.orl CVE-2000-1180 Oracle cmctl buffer overflow

Table 4. List of trust relationships between assets

Number ID(hbcj.ti) Trust relationship (haci,hbcj.ti,access)

t1 H1.wos.t1 (H0.os, H1.wos,access)
t2 H1.wos.t2 (H4.los, H1.wos,access)
t3 H1.wos.t3 (H5.los, H1.wos,access)
t4 H1.wos.t4 (H2.los, H1.wos,user)
t5 H1.wos.t5 (H3.los, H1.wos,user)
t6 H2.los.t1 (H0.os, H2.los,access)
t7 H2.los.t2 (H4.los, H2.los,access)
t8 H2.los.t3 (H5.los, H2.los,access)
t9 H2.ftp.t1 (H1.wos, H2.ftp,user)
t10 H2.ftp.t2 (H3.los, H2.ftp,user)
t11 H2.ftp.t3 (H2.los, H2.ftp,user)
t12 H3.los.t1 (H0.os, H3.los,access)
t13 H3.los.t2 (H4.los, H3.los,access)
t14 H3.los.t3 (H5.los, H3.los,access)
t15 H3.web.t1 (H1.wos, H3.web,user)
t16 H3.web.t2 (H2.los, H3.web,user)
t17 H3.web.t3 (H3.los, H3.web,user)
t18 H4.file.t1 (H2.ftp, H4.file,subuser)
t19 H4.file.t2 (H4.los, H4.file,user)
t20 H5.orl.t1 (H1.wos, H5.orl,subuser)
t21 H5.orl.t2 (H5.los, H5.orl,user)
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H3.los. T = {Ti|i = 3} = {(H0.os, H3.los,access), (H4.los, H3.los,access), (H5.los,
H3.los,access)}

H3.web. T = {Ti|i = 3} = {(H1.wos, H3.web,user), (H2.los, H3.web,user), (H3.los,
H3.web,user)}

H4.file. T = {Ti|i = 2} = {(H2.ftp, H4.file,subuser), (H4.los, H4.file,user)}
H5.orl. T = {Ti|i = 2} = {(H1.wos, H5.orl,subuser), (H5.los, H5.orl,user)}
Access to the vulnerability of the vulnerability. On the basis of obtaining the

vulnerability point information in the network in Table 3, this paper combines the CVE
vulnerability database and the CAPEC attack pattern database to obtain a list of vul-
nerable penetration relationships in the network. As shown in Table 5.

On the basis of Table 5, this paper obtains the following set of vulnerability trust
relationships in the entire network according to the formal representation method of the
network modeling section as follows:

v1.EXP = {(e1, H0.os, remote, H1.wos.admin)}
v2.EXP = {(e2, H1.wos, ftp, H2.los.admin), (e3, H4.los, ftp, H2.los.admin)}
v3.EXP = {(e4, H1.wos, http, H3.los.admin)}
v4.EXP= {(e5, H1.wos, apache, H3.los.admin), (e6, H5.los, apache, H3.los.admin) }
v5.EXP = {(e7, H2.los, none, H4.los.admin)}
v6.EXP = {(e8, H2.los, none, H5.los.admin), (e9, H3.los, none, H5.los.admin)}

(2) Build Asset Association Chart

After using the algorithm to obtain the relevance of the asset, this experiment uses
the graphviz tool to draw the resulting asset association graph, as shown in Fig. 9.

Table 5. Vulnerability infiltration relationship information table

Number InfiltrationID Vulnerability Prerequisites Authority

e1 v1.exp1 H1.wos.v1 H0.os, remote H1.wos.admin
e2 v2.exp1 H2.ftp.v1 H1.wos, ftp connection H2.los.admin
e3 v2.exp2 H2.ftp.v1 H4.los, ftp connection H2.los.admin
e4 v3.exp1 H3.web.v2 H1.wos, http connection H3.los.admin
e5 v4.exp1 H3.web.v3 H1.wos, apache connection H3.los.admin
e6 v4.exp2 H3.web.v3 H5.los, apache connection H3.los.admin
e7 v5.exp1 H4.file.v4 H2.los H4.los.subadmin
e8 v6.exp1 H5.orl.v5 H2.los H5.los.admin
e9 v6.exp2 H5.orl.v5 H3.los H5.los.admin
e10 v7.exp1 H5.orl.v6 h5.los h5.orl.subadmin
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(3) Probabilistic Risk Calculation
(a) Get a collection of threat events

In order to calculate the subsequent probability risk, this paper simplifies the final
asset association graph and preserves the edges related to security events, that is, the
edges that contain vulnerability penetration attacks, as shown in Fig. 10.

The set of threat events is available from the figure, as shown in Table 6.

(b) Probability of threat

Based on the evaluation method of the probability of occurrence of threat events
p_v in the penetration relationship of vulnerable points [11], and the analysis of vul-
nerable points, we obtain the following p_v assignment table (Table 7).

(c) Damage to assets caused by threats

For a certain threat event, use damage = hbcj.Value � effect to obtain the value of
each asset, as shown in Table 8.

Fig. 9. Final asset association diagram
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Fig. 10. Simplified asset association diagram

Table 6. Threat event information table

ID Side Combined attack
chain

Occurrence
probability

H1.wos.te1 (H0.os,H1.wos,admin,e1) v1 0.1
H1.wos.te2 (h4.los,H1.wos,user,e3,t4) v2,t4 0.3
H2.los.te1 (H0.os,H2.los,admin,e1,e2) v1,v2 0.03
H2.los.te2 (H1.wos,H2.los,admin,e2) v2 0.3
H2.los.te3 (H3.los,H2.los,admin,t5,e2) t5,v2 0.3
H2.los.te4 (H4.los,H2.los,admin,e3) v2 0.3
H2.los.te5 (H5.los,H2.los,admin,e6,t5,e2) v4,v2 0.21
H2.ftp.te1 H0.os,H2.ftp,e1,t9,user v1 0.1
H2.ftp.te2 H4.los,H2.ftp,e3,t11,user v2,t11 0.3
H2.ftp.te3 H5.los,H2.ftp,e6,t10,user v4,t10 0.7
H3.los.te1 H0.os,H3.los,e1,e4,admin v1,v3 0.05
H3.los.te2 H1.wos,H3.los,admin,e4 v3 0.5
H3.los.te3 H2.los,H3.los,admin,t4,e4 t4,v3 0.5

(continued)
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Table 6. (continued)

ID Side Combined attack
chain

Occurrence
probability

H3.los.te4 H2.los,H3.los,admin,e3,t4,e4 v2,t4,v3 0.15
H3.los.te5 H5.los, H3.ols,admin,e6 v4 0.7
H3.web.te1 H0.os,H3.web,user,e1,t15 v1,t15 0.1
H3.web.te2 H4.los,H3.web,user,e3,t11 v2,t11 0.3
H3.web.te3 H5.los,H3.web,user,e6,t11 v4,t11 0.7
H4.los.te1 H0.os,H4.los,subadmin,e1,e2,e7 v1,v2,v5 0.015
H4.los.te2 H1.wos,H4.los.subadmin,e2,e7 v2,v5 0.15
H4.los.te3 H3.los,H4.los,subadmin,t5,e2,e7 t5,v2,v5 0.15
H4.los.te4 H5.los,H4.los,subadmin,e6,t5,e2,e7 v4,t5,v2,v5 0.105

Table 7. Each vulnerability point p_v assignment table

ID Assets CVE number Attack success rate description pv
v1 H1.wos CVE-2018-1003 Vulnerability information release, no attack

method
0.1

v2 H2.ftp CVE-2015-7603 Vulnerability information is published to
roughly explain the attack method

0.3

v3 H3.web CVE-2002-1941 No attack but detailed attack method 0.5
v4 H3.web CVE-2002-0392 Available attack tools and detailed attack

methods
0.7

v5 H4.file CVE-1999-0017 No attack but detailed attack method 0.5
v6 H5.orl CVE-2002-0567 No attack but detailed attack method 0.5
v7 H5.orl CVE-2000-1180 Vulnerability information is published to

roughly explain the attack method
0.3

Table 8. Asset value table

Assets System equipment value Hv Own CIA value Total asset value

H1.wos PC (H1)0.1 Low (0.4) 0.04
H2.los FTP server (H2)0.6 Interm ediate (0.6) 0.36
H2.ftp FTP server (H2)0.6 Interm ediate (0.6) 0.36
H3.los WEB server (H3)0.5 Interm ediate (0.6) 0.3
H3.web WEB server (H3)0.5 Interm ediate (0.6) 0.3
H4.los File server (H4)0.8 High (0.8) 0.64
H4.file File server (H4)0.8 High (0.8) 0.64
H5.los Database server (H5)0.9 Top (1.0) 0.9
H5.orl Database server (H5)0.9 Top (1.0) 0.9
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(d) Final risk value

According to the comprehensive assessment method of network risk, the risk values
of asset level, host equipment level and network system level are shown in Table 9.

Asset-level risk calculations:

hbcj:risk ¼
X
a;i

p eaibj
� �� hbcj:value� effect

� �

Host device level risk calculation:

hb:risk ¼
X
j

hbcj:risk

Network-level risk calculation:

risk ¼
X

b
hb � risk � hb � hv

(4) Analysis of experimental results

According to the three levels of the risk value table obtained in the previous section,
which gives the value of the risk faced by each asset, the value of the asset H5.los is
found to be the largest, which means that the operating system of the Oracle database
server is facing The biggest risk is the assets that need to be protected. At the host
device level, the risk values faced by each host are given, with the Oracle database
server facing the greatest risk. In addition, statistics on the use of vulnerable points in
the combined attack chain of threat events show that vulnerability V2 is the most
frequently used, so V2 (CVE-2015-7603) needs to be remedied.

Table 9. System risk table

Asset level Risk value Host device level Risk value Network system level risk

H1.wos 0.016 H1 0.016 4.3103
H2.los 0.4104 H2 0.8
H2.ftp 0.396
H3.los 0.57 H3 0.9
H3.web 0.33
H4.los 0.2688 H4 0.7808
H4.file 0.512
H5.los 1.1835 H5 1.8135
H5.orl 0.63
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5 Conclusion

This paper analyzes the elements of cyber risk and considers the impact of the rela-
tionship between assets on cyber risks. This paper analyzes the relevance of assets from
aspects such as trust relationships, penetration of vulnerable points on assets, and
network connectivity. Thus constructed a new risk assessment model. From the per-
spective of the risk assessment unit, the model can accurately describe the network
system risk status and can achieve quantitative network risk assessment under the
highly interconnected network conditions.

The network risk assessment method based on the asset association graph model
proposed in this paper still has many deficiencies. This paper adopts a comparative
scientific probabilistic risk analysis method and uses risk probabilities and threats to
make risk assessments on the losses caused by assets. However, the measurement of
various indicators of vulnerable points needs further analysis. Another limitation is that
due to the relatively small number of data sets exposed by the experimental network,
the experimental data in this paper is relatively small, and the experimental deployment
is relatively simple, resulting in relatively simple method verification results. In
addition to the need to find or build more comprehensive experimental network
datasets, the following tasks need to implement a scientific hierarchical management of
network risks in a large number of practical applications, and further advance the work
of network risk assessment and safety guidance.
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Abstract. Passwords remain the dominant method in data encryption and
identity authentication, but they are vulnerable to guessing attack. Most users
incline to choose meaningful words to make up passwords. Lots of these words
are human-memorable. In this paper, we propose a hierarchical semantic model
that combines LSTM with semantic analysis to implement password guessing.
With our model, the potential probability relationship between words can be
mined. After training the model with 4.5 million passwords from leaked Chinese
passwords, we generate lots of passwords guesses ordered by probability. 0.5
million passwords are reserved for model testing. In addition, we also pick up
CSDN passwords, the Rockyou passwords, and Facebook passwords as model-
testing sets. Each dataset contains 0.5 million passwords. LSTM-based model,
PCFG, and Markov-based model are selected for comparison. Experiments
show that our model has a higher coverage rate than the other models of the
reserved dataset and CSDN dataset. Besides, our model can hit more passwords
for the Rockyou dataset and Facebook dataset than PCFG.

Keywords: Password guessing � Semantic � LSTM � HSM

1 Introduction

Recent years, more and more attention has been paid to the personal information
security for the reason of frequent cyber-attacks and privacy leaks. As a branch of
information security, passwords are the most common method in data encryption and
authentication [1]. Unfortunately, most users still use easy-to-guess passwords that are
made up of names, birthdays or common strings (e.g. 123456, password). In order to
mitigate the threat of password guessing attacks, many Internet providers force users to
adopt complex passwords. But for most users, even if the pattern of passwords turns
complex, the components of passwords are still easy to remember.

Password guessing provides a valuable way to evaluate a password’s strength [2].
Brute-force and dictionary attacks are the most common technologies of password
guessing. However, brute-force attack does not work well for passwords longer than 8

© Springer Nature Singapore Pte Ltd. 2019
H. Zhang et al. (Eds.): CTCIS 2018, CCIS 960, pp. 84–98, 2019.
https://doi.org/10.1007/978-981-13-5913-2_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5913-2_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5913-2_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5913-2_6&amp;domain=pdf
https://doi.org/10.1007/978-981-13-5913-2_6


characters. So, the main task of password guessing is to build an efficient dictionary
which covers as many passwords as possible.

In this paper, we propose a hierarchical semantic model (HSM) which is based on
semantic analysis and Long Short-Term Memory (LSTM) [3]. We analyze patterns and
semantics of leaked Chinese passwords dataset, which is a collection of leaked pass-
words from several websites, excluding CSDN passwords [4]. The CSDN passwords
are reserved for model testing. Then we segment passwords into meaningful words and
meaningless strings. Our neural network is trained with these segmented passwords.
The contribution of our paper lies on the combination of semantic analysis and LSTM.
Compared with password guessing model merely based on LSTM, our model can
avoid generating many meaningless substrings and has a higher coverage rate of
Chinese passwords with the same size of guesses. Experiments show that our model is
also more effective than the template-based model and Markov-based model for Chi-
nese passwords.

Besides, random strings (such as cell phone-numbers) in passwords is marked by
special symbols and can be restored with some extra information. We can guess more
such passwords than the other models.

The rest of this paper is organized as follows. Section 2 gives a brief overview of
related works. In Sect. 3, we discuss the architecture of the hierarchical semantic
model. Section 4 introduces the implementation of our model. Section 5 shows
experiment results and comparisons with other methods. Sections 6 discuss short-
comings of our model and opportunities for future work. Finally, we conclude in
Sect. 7.

2 Related Works

The popular methods of password guessing can be contributed to three types: template-
based, Markov-based, and neural networks-based. Probabilistic Context-Free Gram-
mars which analyzes templates of passwords and pads these templates with character
sequence are proposed by Weir et al. [5]. The probability of each password can be
estimated by the frequency of templates and character sequences. Houshmand et al.
apply keyboard patterns and multiword patterns to PCFG and improve its efficiency
[6]. Besides, zxcvbn [7] gives accurate strength estimations.

Narayanman et al. apply Markov model to password guessing [8]. Using Markov
modeling techniques from natural language processing, they dramatically reduce the
size of the password space. Castelluccia et al. apply Markov model to passwords
strength measurement [9]. Based on Markov Model, Durmuth et al. use Ordered
Markov Enumerator (OMEN) to generate passwords [10]. What the Markov chain does
is show us the probability of a character after a n-gram. There are two popular pass-
word cracking tools, John the Ripper [11] and Hashcat [12], which implement both
template-based model and Markov-based model.

Melicher et al. first model passwords guessing with Long Short-Term Memory
Recurrent Neural Networks [13, 14]. They train their neural network with leaked the
Rockyou [15] and Yahoo! passwords. When given a sequence of characters, the trained
neural network can get the probability of the next character. The probability of each
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password can be calculated by the probability multi-plication formula. According to
their experiments, this model is more accurate than the other models. In addition, they
compress the neural network into hundreds of kilobytes, which is small enough in an
app for mobile devices, bundled with encryption software or used in a web page [14].
The source code can be obtained from the website https://github.com/cupslab/neural_
network_cracking.

In 2017, Hitaj et al. propose a password guessing model named as PassGAN [16]
based on Generative Adversarial Networks (GANs) [17]. A GAN is composed of a
generative neural network (G) and a distinguish neural network (D). PassGAN ran-
domly samples from the latent password space as the input of G. Then D takes the
output of G or real passwords as input. D distinguish the output of G from the real
passwords and feedback to G. By the interaction with each other, the output of G can
get closer and closer to the real passwords [16]. As their experiments show, PassGAN
doesn’t work well itself. However, PassGAN can generate more novel passwords, not
in the training set. That means, PassGAN is less dependent on the training data and can
be combined with other models.

3 Architecture

3.1 Hierarchical Semantic Model

The password guessing model based on LSTM is at the character level. By the hier-
archical semantic model, passwords can be processed on the word level. HSM is a top-
down model with three layers, as shown in Fig. 1.

Fig. 1. Hierarchical semantic model

86 Y. Fang et al.

https://github.com/cupslab/neural_network_cracking
https://github.com/cupslab/neural_network_cracking


The top layer is template layer, in which passwords can be expressed as templates.
Templates contain L, D and S, representing letters strings, numbers strings and symbols
strings. We use several ordered instances to describe a template. An Instance in
Formula (1) is represented by a tuple with two attributes.

Ins ¼ fT; ng ð1Þ

T is the type of characters in a string. Consecutive characters of the same type make
up an instance. So, n represents the length of these consecutive characters. For
example, password123 can be expressed as [{L, 8}, {D, 3}].

The middle layer is the semantic layer. The role of the semantic layer is segmenting
passwords into words, which is similar to the word segmentation task in Nature
Language Process (NLP). In Chinese language processing, there are no separators
between words, so it is necessary to manually segment words. There are three common
types of segmentation algorithms: string matching, understanding-based and statistics-
based.

The key of Understanding-based algorithm is the analysis of syntax, grammar, and
semantics. It delimits words by context. But compared with natural language, pass-
words don’t follow fixed syntax rules. Therefore, this algorithm is ruled out.

Statistics-based algorithm counts the frequency of any two Chinese characters
appearing at the same time. The higher the frequency, the more likely they are to be a
word. Obviously, the method is not suitable for passwords. So, we take string
matching, regular matching, and keyboard matching as passwords segmentation
strategy.

Table 1 shows seven types of meaningful words we defined. We use three
matching algorithms to recognize different kinds of words. String matching requires a
predefined dictionary. The dictionary includes pinyin, English words and common
strings. We build the dictionary according to some previous researches on passwords
and statistics on the training set.

Years, months and days are extracted by regular matching. And we use the method
which Schweitzer et al. proposed to recognize keyboard patterns [18]. It provides a
visualizing perspective for keyboard patterns. They counted the most common shapes
in keyboard patterns as Fig. 2 [18] shows. We pick Threes, Grouped, Snakes, and Split
Snakes to recognized keyboard patterns. And long keyboard patterns are segmented
into words, according to the turning of the shapes.

The total number of all the recognized words is 1367.

Table 1. Types of words

Pinyin Years

English words Months
Common strings Days
Keyboard patterns
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The bottom layer is the character layer. It is impossible to express all the passwords
with ordered words unless we build an infinite dictionary. So, we consider the
unrecognized substrings as meaningless strings and process them at the character level.
Even so, the dictionary is still too huge for our model because a word may have several
mangled forms. To this end, we transfer some mangled words to their prototypes before
training our model and restore them when we generate passwords.

In addition, we put all random strings in two categories, marked by special sym-
bols. Random Strings in this paper merely represent cell-phone numbers and QQ
numbers. Since their probability obeys uniform distribution, some random strings can
be restored when we get some privacy about a user. Random strings are abandoned
when generating passwords. We restore them individually after generating.

3.2 Neural Network

When reading a document, we can understand a word based on the memory of previous
words. However, the traditional neural networks can’t keep memories like humans.
Recurrent neural networks solve this issue. RNN could be regarded as multiple
replicates of a neural network, connected in sequence. In theory, RNN can memorize
arbitrarily long sequences, but due to the gradient vanishing, RNN can only handle
short sequences. Long Short-Term Memory (LSTM), was designed for processing
long-term dependencies. It is an improvement of RNN.

Compared with RNN, LSTM adds gate functions to determine information whether
to pass or block. As Fig. 3 [19] shows, gates are composed of a sigmoid neural net
layer r and a pointwise multiplication operation. The output of r ranges from 0 to 1.
When the gate is opened (the gradient is close to 1), the gradient will not vanish. And
sigmoid does not exceed 1, so the gradient will not explode either.

Fig. 2. Visualizing keyboard patterns
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Our neural network is organized as Fig. 4. It has an input layer, several LSTM
layers, a softmax layer and an output layer. The number of LSTM neurons in each
LSTM layer is marked as n. We take the neural network as password generating model.
When given a len-length training data, xð1Þ ¼ Lðp1Þ, xð2Þ ¼ Lðp2Þ; . . .; xðlenÞ ¼ LðplenÞ,
xð1enþ 1Þ ¼ LðendÞ, the supervised learning label is a sequence, yð1Þ ¼ xð2Þ, yð2Þ ¼
xð3Þ; . . .; yðlenÞ ¼ xðlenþ 1Þ [20]. After training, the probability of xðtÞ can be predicted
based on the previous input sequence. In addition, when xð1Þ is given, the probability
distribution of output in each time step can be predicted.

With a set of training data, the neural network can learn the patterns of the pass-
words sequences and even generate new patterns. So, the significance of the model is
the ability to generate novel passwords [21] guesses and sort all guesses by probability
while the training data is limited and unordered. For example, zhangsan19800101 is an
existing password, the model may generate a novel guess zhangsan19800102 that hit
someone’s password. But this phenomenon has both advantages and disadvantages.

For model at the character level, when we give a sequence of characters, the model
can get the probability of the next character. If we consider the sequence [a, c, t, i, o],
the probability of the next character being n is higher than a, because tion is often used
as the end of a word. But for actionactionaction, it is difficult to predict such a
password by the model. In addition, the model may generate a meaningless string like
maction. In order to solve these problems, we combine semantic analysis with LSTM
and train our neural network with words rather than characters.

Fig. 3. LSTM gate

Fig. 4. LSTM recurrent neural network
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4 Implementation

4.1 Data Processing

LeakedChinese passwords are divided into twoparts: a training set and a test set. Then,we
need to process the training set by the hierarchical semantic model. The steps are as
follows:

• Set up a mapping between passwords and templates.
• Segment all passwords into words, containing both meaningful words and mean-

ingless strings. The latter will be split into characters.
• Transfer all the mangled words to their prototypes and record their positions in

passwords.
• Replace random strings with special symbols.

LSTM can’t process text data, so we encode them with one-hot encoding. All
characters and words correspond to an index. Based on this, our training data is
transformed into a three-dimensional array. The three dimensions represent the size of
the index dictionary, the length of a password, and the number of passwords.

4.2 Training and Generating

We train our network with Tensorflow. The neural network contains two LSTM layers
with 256 nodes. Considering memory cost, we divide the training data into 45 batches
and set the parameter epoch as 5.

We implemented Algorithm 1 as the generating function. When an end flag is got,
the current password has ended. Through frequency statistics, it’s easy to get the
probability of the first element in a password. Since we are able to get the possibility of
the next element, the possibility of a string being a password can be calculated by
probability multiplication formula.
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So far, password generating has not been finished. The possibilities of word man-
gling forms need to be estimated. We take templates, frequencies of their forms and their
positions in passwords as features, using softmax regression to get the probability
distribution [22]. Softmax regression is often used for multi-classification tasks.

For a given input x, we can estimate the probability value p = (y = j| x) for each
class using the hypothesis function. For our model, the probability of each mangled
forms can be calculated. The function will output a k-dimensional vector to represent
the probability values of the k mangled forms. hhðxÞ in Formula (2) [22] represents the
hypothesis function

hhðxiÞ ¼

pðyi ¼ 1jxi; hÞ
pðyi ¼ 2jxi; hÞ

. . .

pðyi ¼ kjxi; hÞ

2
6664

3
7775 ¼ 1

Pk
j¼1

eh
T
j x

eh
T
1 x

eh
T
2 x

. . .

eh
T
jCjx

2
66664

3
77775

ð2Þ

h1; h2; . . . ; hk are parameters of the model.
Pk
j¼1

eh
T
j x normalizes the probability

distribution, so that the sum of probabilities of all classes is 1.
When implementing softmax regression, it is convenient to represent h in terms of a

k � ðnþ 1Þ matrix that lists h1; h2; . . . ; hk in rows, as Formula (3) [22] shows:

h¼

�hT1�
�hT1�
. . .

�hTk�

2
6664

3
7775 ð3Þ

Word mangling rules come from John the Ripper. We pick up four rules from the
popular mangling rules as Table 2 shows. These rules conform to the preferences of
Chinese users when setting passwords.

4.3 Threshold Estimation

The number of guesses depends on a threshold. When given the number of guesses, we
can sample from the outputs of the neural network to estimate the threshold. The
relationship is described as Formula (4).

Table 2. Mangling rules

Uppercase Capital

Plural With “1” as tail
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N ¼

Rþ1

T
SðpÞdp� jCjL

M
ð4Þ

The number of guesses is marked as N.M represents the number of sampled strings.
Obviously, the ratio of N to all possible strings is approximately equal to the ratio of the
strings with probability greater than the threshold to the sampled strings. C is the
character set while L represents the max length of passwords. The probability-number
curve is described by S(p). We use Polynomial Curve Fitting to get the function S(p).
Using dichotomy, threshold T can be estimated.

5 Experiment

5.1 Sampling

We sample from the probability distribution over all the strings that the neural network
may generate. As Fig. 5 shows, the abscissa is the logarithm of possibilities of a string
being a password while the ordinate represents the number of strings after normal-
ization. By Formula (2), it is effortless to get the threshold.

5.2 Comparison with Other Models

HSM is trained with 4.5 million passwords from leaked Chinese passwords. We
generate 1015 guesses ordered by probability. The test set contains passwords from
reserved leaked Chinese passwords, CSDN dataset, the Rockyou dataset, and Facebook
dataset. Each dataset has 0.5 million passwords. We compared our model with PCFG,
OMEN, and LSTM.

Fig. 5. Distribution of passwords
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Figures 6, 7, 8 and 9 shows the coverage rate of the four testing datasets. We take
the logarithm of guesses as the abscissa. The ordinate represents the coverage rate of
each dataset. For the reserved passwords, HSM always has a higher coverage rate than
the other models. For the CSDN dataset, the guess effect of PCFG is much worse than
the other models. Most of the time, HSM can hit on more passwords compared with
OMEN and LSTM. When the number of guesses reaches 1014, they have almost the
same coverage rate.

Figures 8 and 9 shows the coverage rate of the Rockyou passwords and Facebook
passwords. These two datasets are mainly composed of passwords from European and
American users while CSDN dataset and the training set come from Chinese users.
Lots of Chinese users prefer to use pinyin instead of English words in passwords. HSM
and PCFG depends on the predefined word dictionary. Many words rarely appear in
English passwords.

Fig. 6. Coverage rate of the reserved dataset

Fig. 7. Coverage rate of the CSDN dataset
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We can see that HSM performs worse than the OMEN and LSTM for the Rockyou
passwords and Facebook passwords. Influenced by the predefined dictionaries, HSM
generates many passwords that are not suitable for European and American users.
However, HSM performs much better than PCFG which totally depends on the pre-
defined dictionary.

We further compare HSM and LSTM with 1012 generated passwords. The fol-
lowing types of passwords in Table 3 were guessed by HSM, while LSTM didn’t hit
on them. It is worth raising that they are not original passwords. They only represent
the patterns of the original passwords.

Fig. 8. Coverage rate of the Rockyou dataset

Fig. 9. Coverage rate of the Facebook dataset
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As Table 3 shows, with the growth of length of passwords, it becomes much more
difficult to predict every character. For HSM, the length of zhangsanfeng19940101 is 7,
much shorter than that for LSTM. Considering zhangsan@163.com, zhang, san, 163,
com have been recognized as words, so the length is reduced to 6.

For LSTM, it is not difficult to generate strings such as zhangsan0906 or
Zhangsan0906. But predicting which letter is uppercase in the middle of a string is not
easy. By predefined words and mangled rules in our model, we can find the first letter
of a word and transform it to uppercase.

Table 4 shows the time cost of HSM and the other models.
We can generate the same size of guesses in a shorter time than the other models.

However, we need to spend more time for training our neural network. Besides,
restoring all mangled words takes extra time.

5.3 Restore Random Strings

There are some passwords containing predefined special symbols in the generated
dataset. We call them marked passwords. The predefined special symbols represent
random strings. When some privacy is given, we can restore these marked passwords.
We pick up 20000 passwords from the leaked Chinese passwords dataset. Some pri-
vacies related to these passwords are also leaked. Regions and QQ number can be
extracted from the privacies. According to the Region-information, we can get all
possible cell-phone numbers in a limited range. Replacing all the special symbols
strings with the extra information, we generate about 107 passwords.

Besides, we add special symbols strings in the predefined dictionary of PCFG.
These strings are replaced with cell-phone numbers and QQ numbers after generating.
Unfortunately, this method is not effective for LSTM and OMEN.

Table 3. Typical passwords guessing by HSM

Passwords Type

zhangsanfeng19900101 Long passwords
zhangsan@163.com With common strings
ZhangSan0906 Mangled words

Table 4. Time cost

Model Training Generating (1015)

PCFG ——— 47 h
OMEN 1 min 33 h
LSTM 12 h 38 h
HSM without Mangled words 33 h 15 h
HSM 40 h 23 h
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There are 237 passwords with random strings in the test set. Through Table 5, we
can see that LSTM and OMEN can’t work well for such passwords. With Restoring
random strings, HSM can hit 37.6% of all them, much more than the other models.

Password guessing attacking for some specific users have been a long history. From
the perspective of such attackers, zhangsan13912345678 is a simple password once
they know something about a target user. But it is too long for LSTM and OMEN to hit
on. Therefore, the strength of a user’s password should be measured not only by the
password itself, but also features of the user.

6 Future Work

Before training the neural network, we transform text data into a sparse matrix with
one-hot encoding. The sparse matrix has a high dimension, which leads to a great time
and space cost of training. In Natural Language Processing, word2vec model can
reduce the dimension of the matrix. Because of the difference between natural language
and passwords, word2vec model cannot be applied to password encoding. But drawing
on the idea of word2vec model, we may establish similar models.

Michael et al. use transference learning to improve the effectiveness of guessing
[14]. They use all passwords to train their neural network. The passwords are classified
according to different policies. Then the neural network is retrained for each class. And
the effectiveness of their model is improved. Based on this, transfer learning may work
well for different data sets. For example, we train our neural network with CSDN
dataset and dictionary for Chinese. Then the lower layers of the neural network are
frozen. Finally, we can retrain it with the Rockyou dataset and dictionary for
Americans.

7 Conclusion

LSTM has achieved good results for password guessing. In order to improve the
model’s effectiveness further, we add semantic analysis based on LSTM. The experi-
ment results show that our model performs better than LSTM and other models for
Chinese passwords. Furthermore, combined with some privacies of users, we can guess
much more passwords with random strings than the other models.

Table 5. Coverage rate of passwords with random strings

Model Coverage Rate of Passwords Guesses
All With Random Strings

PCFG with random strings 16.7% 30.8% 2 � 107

OMEN 17.1% 0.4% 107

LSTM 17.8% 1.3% 10
HSM 20.3% 0 107

HSM with random strings 20.8% 37.6% 2x107
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Of course, we need to adjust our model to get better results on different datasets.
How to make the model have a better adaptability to different data sets and languages
will be the focus of our research in the future.

Acknowledgements. This work was supported in part by the National Key R&D Program of
China (Grant No. 2017YFB0802900).
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Abstract. Virus, trojan and malware on embedded systems have brought sig-
nificant effect for the information security of the industrial control systems
(ICS). ICS as the national core infrastructure, the security affects the national
economy and livelihood of all people. Trusted computing technology (TCT) is a
technology developed and promoted by the trusted computing group (TCG). At
present, TCT has been applied to the general systems, such as multitasking and
distributed systems. However, it is necessary to verify the feasibility of applying
TCT to the specific systems with high real-time requirements. This paper
implements a trusted real-time operating system (tRTOS) based on Preempt-rt,
which turns the original linux kernel into a fully pre-emptible kernel. The soft-
ware trusted platform module (SW-TPM) is built in the kernel mode to provide
trusted computing services. After that, the schedule policy and priority of tpmd,
which is the daemon of SW-TPM, have been adjusted. In this approach, tpmd
may not be pre-empted while running. It means that, SW-TPM can provide
services of encryption, attestation at real-time, which can meet the requirements
of RTOS in embedded systems. This paper has measured the execution time of
several TPM commands in the tRTOS and a contrast system. A comparative test
is carried out between tRTOS and a non-real-time system. The result shows that,
the average execution time of TPM commands in the tRTOS is reduced by
15.3% without system interference, and 32.7% with system interference.

Keywords: Industrial control system � Trusted computing technology
Trusted RTOS � SW-TPM � Performance testing

1 Introduction

Industrial control systems (ICS) are widely used in various areas, such as electrical,
petroleum, petrochemical, aviation and nuclear facilities. They are the brain of those
critical national infrastructures. In recent years, the ‘WannaCry’ ransomware [1], the
‘BlackEnergy’ malware [2] and the ‘Havex’ [3] remote access trojan have indicated the
seriousness of the ICS security. As embedded systems are widely used in ICS, pro-
tecting the embedded systems from malicious code and attacks is a way to improve the
security of ICS.

The widespread use of embedded systems may lead to various security issues, such
as remote access trojan and malware which are targeted on ICS. Trusted computing
provides an effective method for solving terminal security threats, which is achieved by
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providing a new computing platform to ensure security related architectures. Trusted
platform module (TPM) is an international standard for a secure crypto processor, a
dedicated microcontroller designed to secure hardware through integrated crypto-
graphic keys. However, TPM have several limitations, such as sacrificing system
performance and transplant inefficiency [4]. Reference [5] implements trusted boot for
embedded systems, especially focuses on security of startup process. With security
boot, the bootstrap time overhead of the system is increased by 25% compared to an
original linux system. Moreover, the hardware TPM may increase system latency or
lead to power consumption, which is not suitable for embedded systems with limited
resources. This paper has replaced hardware TPM with SW-TPM to provide trusted
computing services in a more flexible way.

As RTOS is an operating system, on which the maximum response time can be
calculated or measured. The original linux kernel does not meet the real-time feature.
Preempt-rt is an approach to turn a general-purpose linux system into a RTOS. This
paper has built a tRTOS based on Preempt-rt, which turns the original linux kernel into
a fully pre-emptible kernel. The SW-TPM is built in the kernel mode to provide trusted
computing services. After that, the schedule policy and priority of tpmd have been
adjusted. Tpmd is the daemon of SW-TPM. With this method, tpmd may not be
preempted while running. It means that, SW-TPM could provide services of attestation
and encryption at real-time, which can meet the requirements of RTOS in embedded
systems.

The remainder of this paper is organized as follows, Sect. 2 summarizes the
development of trusted embedded systems, Sect. 3 outlines the implementation and
performance testing, performance testing and analysis are arranged in Sect. 4, Sect. 5
sums up conclusions.

2 Background

Research on TCT for embedded system is plentiful and substantial. Intel, IBM and
other companies have developed products that support TCT, such as processors sup-
porting trusted execute technology (TXT), the firmware TPM embedded into the
chipset, the software trusted platform module (SW-TPM) corresponding to the TPM
chip. At the same time, trusted computing organization (TCG) has released the white
paper [6] for security embedded platform in June 2012, which provides a solution for
the security of embedded devices.

In building trusted computing base (TCB) for embedded devices, the Johannes of
the IAIK institute of the Graz institute of industry in Austria combines the TCT with
TrustZone technology, and has built an embedded trusted computing platform based on
linux [7]. TrustZone enhances system security by opening up a trusted area in the
embedded kernel. Lucas and Christoph [8] have proposed a trusted virtual domain
construction method for embedded system based on OKL4 micro kernel. This approach
can isolate different types of data and applications from the security domain and
automate the security configuration. For resource constrained embedded systems, the
use of TPM chips will lead to time overhead and power consumption. To solve the time
overhead and power consumption in embedded systems, reference [9] points out that
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independent TPM chips are not suitable for resource constrained embedded systems.
Placing SW-TPM on protected execution area is a better choice. In view of how to
implement trusted computing and access control in VxWorks, reference [10] puts
forward an approach of implementing the embedded trusted platform module and
trusted software stack in the wind kernel, which could meet the requirements of
embedded system for real-time and low power consumption.

The Linux kernel provides preemptive scheduling under certain conditions. Prior to
kernel version 2.4, only the user process was preemptive. Except for the expiration of
the time range, if the higher dynamic priority process enters the TASK_RUNNING
state, the execution of the current process in user mode will be interrupted. For the 2.6
series of Linux kernels, the ability to interrupt the execution of kernel code is added,
although not all parts of the kernel code can be preempted [16].

There are several approach of enhancing the real-time performance for Linux, such
as Preempt-rt, RTLinux and dual-kernal (Xenomai and RTAI). Preempt-rt patch is a
Linux real-time patch maintained by Ingo Molnar and Thomas Gleixner. It allows
almost the whole kernel to be preempted, except for a few very small regions of code
(“raw_spinlock critical regions”). And this is done by replacing most kernel spinlocks
with mutexes that support priority inheritance and are preemptive, as well as moving all
interrupts to kernel threads [15]. At the same time, new operating system enrichments
are provided to reduce both maximum and average response time of Linux kernel. In
addition, the most important improvements of original Linux kernel are listed below:
High resolution timers complete kernel preemption, interrupts management as threads,
hard and soft IRQ as threads, and priority inheritance mechanism. High resolution
timers is a patch set maintained by Thomas Gliexner, it allows precise timed scheduling
and removes the dependency of timers on the periodic scheduler tick.

RTLinux is a hard real-time RTOS microkernel that runs the entire Linux operating
system as a fully preemptive process. RTAI and Xenomai originated from a same
project, the former is a real-time extension of Linux kernel which lets you write
applications with strict timing constrains for Linux; the latter is a powerful real-time
extension of the Linux kernel with a double kernel mechanism.

Compare with those dual kernel approaches, Preempt-rt approach is implemented
by modifying the original kernel, and POSIX API was retained. As a result, there is no
need to recompile original applications. Besides, the RT related project in Linux
community is quite active, almost all the kernels have the corresponding patch, while
other approaches update slowly. Finally, with high performance and stability, real-time
Linux base on Preempt-rt is more and more extensive.

Support for full preemption of critical parts, interrupt handlers, and “interrupt
disabled” code sequences can be supported by using the real-time Linux kernel patch
PREEMPT_RT. Part of the mainline integration of real-time Linux kernel patches has
brought some features to the kernel mainline. Preemption can increase latency, improve
responsiveness, and make Linux more suitable for desktop and real-time applications.
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3 Implementing and Testing

3.1 System Implementation

As linux is a general-purpose operating system (GPOS), whose complexity does not
guarantee for hard real-time property for robot control, data acquisition systems in ICS.
To enhance the real-time performance of linux, there are two different approaches. One
is Preempt-rt, maintained by Ingo Molnar and Thomas Gleixner [12]; another is based
on dual kernel architecture, such as RTLinux, RTAI and Xenomai.

Experiment conducted by Hasan [11] has measured the time needed to switch
between threads of the same priority. The test runs on an open source RTOS, which is
Linux 3.6.6-rt17, and two commercial RTOS, which are QNX Neurtino 6.5 and
Windows CE7. In Table 1, as the number of threads increased, the latency created by
thread switch has raised. The real-time performance of Linux 3.6.6-rt17, based on
Preempt-rt, is between QNX Neurtino 6.5 and Windows CE7. Preempt-rt is an
excellent method to trans-form an original linux kernel into a real-time linux kernel.

The Linux kernel provides preemptive scheduling under certain conditions. Until
kernel version 2.4, an execution of current process in user mode would be interrupted if
higher dynamic priority processes entered TASK-RUNNING state. Preempt-rt allows
almost the whole kernel to be preempted. Support for full preemption of critical sec-
tions, interrupt handlers, and ‘interrupt disable’ code sequences can be supported.
Preemption reduces latency, improves responsiveness, and makes linux more suitable
for real-time applications.

The approach of implementing tRTOS is shown in Fig. 1. By using Preempt-rt, the
original Linux kernel turns into a fully pre-emptible kernel, which could meet the
requirements of RTOS. Therefore, the real-time performance of the system is
guaranteed.

The upper layer of Linux kernel is SW-TPM which implements 100% TPM
commands, is created by Mario Strasser and Heiko Stamer, and it is mainly composed
of three parts: tpmd, tddl and tpmd_dev. In this kind of SW-TPM, tpmd is the user
space daemon that implements hardware TPM emulation, tddl accesses the emulator as
a regular interface, and tpmd_dev is a kernel module that provides character device for
low-level compatibility with TPM device drivers [6]. To measure the execution time of
the TPM commands in test suits, this paper implements program instrumentation in
SW-TPM source code. The details of program instrumentation will be presented in
Sect. 3.2.

Trousers is the open-source TCG Software Stack (TSS) launched by IBM.

Table 1. Average thread switch latency comparison [11].

RTOS 2 threads 10 threads 18 threads 103 threads

QNX Neurtino 6.5 0.4 0.4 0.6 0.8
Linux 3.6.6-rt17 1.3 1.4 2.2 3.4
Windows CE7 2.1 2.3 3.7 4.4
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Trousers provides API to interact with TPM, which makes programming more
convenient. TSS is an API between user programs and TPM (see Fig. 2). It is com-
posed of several stacked components, TSS Service Provider (TSP), TSS Core Services
(TCS) and TPM Device Driver Library (TDDL).

Fig. 1. Trusted computing call flow.

Fig. 2. Modules and interfaces of a trusted platform.
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TDDL provides a low-level API and can only run some basic TPM functions.
Different from TDDL, TCS works almost like a software implementation of the
hardware TPM, it even extends the functionality of TPM [14]. For example, user can
run only one command per time through TDDL, but the system can prioritize the TPM
commands by TCS. Finally, the top layer TSP provides TCG services for applications.
It also provides some additional functions that do not be implemented, such as sig-
nature verification.

Test suits provides test cases that exercise the TSS. In user mode, the information
flow of general cases is shown in the user mode of Fig. 1, the operations in Testsuite
are transferred to TrouSerS, and the latter then communicates with TPM emulator,
where TPM corresponding commands are executed.

3.2 Performance Testing

The only necessary configuration for real-time Linux kernel is the choice of the “Fully
Preemptible Kernel” preemption model (CONFIG_PREEMPT_RT_FULL). All other
kernel configuration parameters depend on system requirements [17].

All kernel debugging options should be turned off when measuring system latency.
They require a lot of overhead and can distort the measurement results. Examples of
these debugging mechanisms are as follows: DEBUG_PREEMPT, Lock Debugging
(spinlocks, mutex, etc.) and DEBUG_OBJECTS [18, 19].

Some of these debugging mechanisms (such as lock debugging) generate random
overhead in the range of a few seconds to a few milliseconds, depending on the kernel
configuration and compilation options (DEBUG_PREEMPT has a lower overhead than
Lock Debugging or DEBUG_OBJECTS).

In order to protect the tpmd from being preempted in the tRTOS, this paper has
changed several settings in BIOS, such as CPU C-state, intel turbo-boost and hyper-
threading. These options should be disabled to reduce the latency and jitter caused by
CPU. After the operating system startup, this paper prevents CPU from getting into the
sleep mode by modifying the /dev/cpu_dma_latency file (Fig. 3).

Fig. 3. Main call diagram of tRTOS.
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As the resource of the processors is redundant, this paper resolves one of four
physical cores in intel core i7-6700 by tuna, which is a diagnostic facility provided by
the red hat enterprise for real-time kernel. Besides tpmd, most of the processes and
interrupts on CPU0 have been migrated to other CPU cores. The tpmd, working as the
SW-TPM daemon, ran in the reserved CPU0. As the processor resource is redundant,
we reserve one of four physical cores in Intel I7-6700 CPU by Tuna, which is a
diagnostic facility provided with the Red Hat Enterprise Linux for Real Time kernel.
By using Tuna, most of the processes and interrupt handle on CPU0 are migrated to
other CPUs, only the tpmd and tscd are assigned to CPU0, while the system services as
well as user applications are assign to CPU1–CPU3.

The scheduling policy configuration of threads is important. In order to enhance the
real-time performance of tpmd, the scheduling policy of tpmd should be tuned into
SCHED_FIFO. In addition, the scheduling priority of tpmd has been raised to 91. The
priority of all the processes and interrupts have been set between 0 and 99. As the value
raises, the priority of process increases. To prevent the tpmd from system preemption,
the priority of the other irrelevant threads and interrupts should be reduced below 90.

To evaluate the real-time performance of SW-TPM in the tRTOS, this paper
measures the execution time of the TPM commands, including authentication, cryp-
tographic, ownership, storage and key management. These tests are conducted on a
DELL OptiPlex 7040, equipped with intel core i7-6700 and 16G RAM. The operating
system is CentOS-6.9, and the kernel version is Linux-3.10.0, which is patched with
corresponding Preempt-rt.

By using clock function, the precision of measuring execution time has reached to
nanoseconds. Program instrumentation is built in SW-TPM source code. In order to
reduce data jitter, info function between two time stamps has been deleted. The code is
set as follows:

struct timespec requestStart, requestEnd;
clock_gettime(CLOCK_REALTIME, &requestStart);
TPM_Command_call();
clock_gettime(CLOCK_REALTIME, &requestEnd);
// Calculate time it took
double accum = ( requestEnd.tv_sec - requestStart.tv_sec )*1000000
  + ( requestEnd.tv_nsec - requestStart.tv_nsec )/1000

As comparison, this paper builds a contrast system. The contrast system is based on
the same CentOS-6.9 as the tRTOS. The only difference is that the contrast system has
not been patched with Preempt-rt. The contrast system can be regarded as a non-real-
time system.

In the first test, the tRTOS and the contrast system run in an environment without
interference. In the second test, a interference is created to simulate the complexity of
the actual environment. During the tests, the TPM commands have been conducted 106
times. The results will be shown in Sect. 4.
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4 Data Analysis

Cyclictest accurately and repeatedly measures the difference between the expected
wake-up time of the thread and the actual wake-up time to provide statistics on system
latency. It measures the latency of real-time systems caused by hardware, firmware and
operating systems.

To measure latency, Cyclictest runs a non-real-time main thread (scheduling class
SCHED_OTHER) that starts a defined number of measurement threads with a defined
real-time priority (scheduling class SCHED_FIFO). The measurement thread is peri-
odically woken up at a prescribed interval by an expiration timer (cyclic alarm).
Subsequently, the difference between the programming and the effective wake-up time
is calculated and switched to the main thread through the shared memory. The main
thread tracks the delay value and prints the minimum, maximum and average delays.

To confirm the real-time performance of Preempt-rt, we choose anoriginal linux
kernel as a comparison. The new platform also uses SW-TPM to meet the demand of
trustworthy, but its kernel has not been patched with Preempt-rt.

Here is an example of what the Cyclictest results could look like.

The principle of Cyclictest is to compute delays by constantly making a thread
sleep and waking the threads. In Fig. 4, the interval is set as 200 ls and 1000 ls, loops
is set as 104, 105, 106. We can see that the average rate of time saving by Preempt-rt is
visible.

Fig. 4. Real-time performance of Preempt-rt.
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The non-voluntary context switching number of times in both systems is measured.
The non-voluntary context switching times stand for the frequency of tpmd preemption
during the test. Table 2 shows that, in the tRTOS, the non-voluntary context switching
times of tpmd has reduced rapidly compared to the times in the contrast system. This
result shows that this method can protect the tpmd from preemption.

Table 2. Non-voluntary context switching times in tRTOS and contrast system.

Thread Non-voluntary context switching times
(contrast system)

Non-voluntary context switching
times (tRTOS)

tpmd 15438 43

Fig. 5. Average execution time of TPM commands in tRTOS and contrast system.
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Figure 5 shows the average execution time of several TPM commands in the
tRTOS and the contrast system.

Linux-clean stands for the average execution time of the TPM commands in the
contrast system without interference. RT-clean stands for the average execution time of
the TPM commands in the tRTOS without interference, Linux-interference stands for
the average execution time of the TPM commands in the contrast system with inter-
ference, RT-interference stands for the average execution time of the TPM commands
in the tRTOS with interference.

Without interference, the average execution time of the TPM commands is nearly
equal. The average execution time of TPM commands in the tRTOS is 15.3% less than
that in the contrast system. With interference, the distinction between tRTOS and the
contrast system is huge. The average execution time of the TPM commands in the
tRTOS is reduced by 32.7% compared to that in the contrast system.

By comparing Linux-clean and Linux-interference in Fig. 5, it is clearly shown
that, interference has a strong influence on the contrast system. In the test, the tpmd is
preempted by the interference. However, the average execution time in tRTOS is barely
equal. This result shows that SW-TPM has an excellent real-time performance in the
tRTOS after the schedule policy and priority of tpmd are modified.

In addition, this paper analyzes and compares the execution time of command
TPM_Loadkey in the tRTOS and the contrast system without interference. Figure 6
shows the execution time of command TPM_LoadKey running in the contrast system,
and Fig. 7 shows the execution time of the same command running in the tRTOS. In
the contrast system, the is not as stable as in the tRTOS. Some of the timing jitter is
caused by random system preemption.

Fig. 6. Execution time of command TPM_LoadKey in contrast system without interference.
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In the tRTOS, the execution time of command TPM_LoadKey is more stable.
During the test, few interruptions has occurred on tpmd in the tRTOS. When the system
sends out security requests, SW-TPM can provide services at real-time.

Fig. 7. Execution time of command TPM_LoadKey in tRTOS without interference.

Fig. 8. Execution time of command TPM_LoadKey in contrast system with interference.
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Figures 8 and 9 have shown the execution time of the same TPM command in two
systems with interference. As the interference is caused by a kind of latency, which
lasts for 100 ls or the multiplier of 100 ls, the latency of TPM_LoadKey in contrast
system is more obvious than the one without interference. However, the execution time
of TPM_LoadKey in the tRTOS is relatively stable.

5 Conclusion

This paper has built a tRTOS based on Preempt-rt, which turns the original linux kernel
into a fully pre-emptible kernel. SW-TPM has been built in the kernel mode to provide
trusted computing services. After that, this paper modifies the schedule policy and
priority of tpmd, which is the daemon of SW-TPM. In the tRTOS, the tpmd is assigned
to a reserved CPU core and system services and user applications are assigned to the
rest CPU cores. In this approach, tpmd can not be preempted while running. It means
that, SW-TPM can provide services of platform integrity, disk encryption, password
protection at real-time, which meets the requirements of RTOS in embedded systems.

Preempt-rt as well as scheduler configuration can significantly reduce the latency
caused by system preemption. Testing on the execution time of TPM commands has
been performed both in tRTOS and in contrast system to evaluate the real-time per-
formance of tpmd. In addition, the interference is implanted to exam the stableness of
real-time SW-TPM. This paper has measured the execution time of several TPM
commands in the tRTOS and a contrast system. A comparative test is carried out
between the tRTOS and the contrast system.

Fig. 9. Execution time of command TPM_LoadKey in tRTOS with interference.
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The result shows that, the average execution time of TPM commands in the tRTOS
is reduced by 15.3% without system interference, and 32.7% with system interference.
With system interference, the distinction between the two systems is more obvious.
With preempt-rt as well as scheduler configuration, the execution time of TPM com-
mands in SW-TPM might be reduced, especially in the case of heavy workload.
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Abstract. In order to solve the data transmission security problem of the sensing
network, this paper proposes a multi-level trusted clustering mechanism. The
proposed mechanism combines multi-level clustering, identity authentication,
and trusted computing to solve network expansion problems, reduce energy
consumption when ordinary nodes transmit data to aggregation nodes, and ensure
that the identity of IOT nodes and the messages are trusted. According to the
routing protocol, each sensor node uses a multi-level clustering algorithm to
divide each node into multiple levels of clusters. Then it transmits two-way
identity authentication and platform integrity authentication to ensure the identity
of nodes is trusted. Finally, it adopts a key distribution management method
based on vector space to manage keys. Logic analysis and experimental results
show that the proposed scheme has a high malicious attack resistance rate and a
small amount of computation, which reduces the energy consumption of the IOT
nodes during transmission and ensures the security of the transmitted messages.

Keywords: Internet of Things � Multi-level clustering � Identity authentication
Key distribution

1 Introduction

With the development of sensor technology and wireless communication technology,
the application of sensing networks has become more widespread. The Internet of
Things sensing layer network usually consists of multiple sensing nodes. The sensing
nodes collect data by observing the surrounding environment and report the informa-
tion to one or more reliable links. The data transmission distance from the sensor node
to the target node in the monitoring area is generally not the same. Therefore, it is
difficult to ensure the security of broadcast data transmitted from a single wireless
sensing node to a sink node. Due to the special nature of the network such as limited
resources, how to ensure the security and reliability of data transmission has become
the most concerned issue in the sensing networks.

In order to solve the security problem of the sensing network, many scholars have
conducted relevant researches on the multi-level trusted clustering mechanism of the
sensing network. In [9], the authors proposed a stable and energy-saving multi-level
clustering (SEEC) protocol based on heterogeneous wireless sensing networks.
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This protocol provides multiple layers of scalability for wireless sensing networks,
provides higher throughput for the network, extends the network’s settling time and has
a lower energy cost. In [10], the authors proposed a multi-level energy-saving hybrid
clustering protocol (MHEEHCP) based on wireless sensing networks. This protocol
mainly uses a hybrid clustering method that combines static and dynamic clustering to
extend the network life cycle, reduce network energy consumption, and outperform
LEACH and SEEC in FND and network life cycle. In [11], the authors proposed an
original multi-level clustering protocol based on a partitioned binary search tree
(PBST*). The protocol uses the sensing network as a root balanced tree at the con-
vergence node (BS) and allows more balanced energy consumption among different
cluster head nodes. This protocol can prolong the network lifetime and increase the
data packet transmission rate.

Although the above studies solve the overhead problem of traditional clustering
protocols and improve the sensing network lifetime, it only considers the stability and
energy consumption of wireless sensing networks and does not consider the credibility
of the sensing nodes and the credibility of the cluster network. The communication data
in the network is not protected and is easily stolen by attackers. At the same time, no
authentication mechanism is set up between the sensing nodes, and the network is
vulnerable to internal attacks.

In addition, there are some studies on key distribution management. The classic key
distribution management schemes mainly include: the SH-GKDS [12] scheme which
expands point-to-point key exchanges to multi-party key exchanges in group com-
munication for achieving multi-party secret sharing, the GSAKMP scheme which
directly expands from unicast to multicast, the CRT-KM protocol [54] which based on
Chinese remainder theorem, the TJET scheme [15] which based on tree structure.

Unfortunately, many scholars have conducted many researches on multi-level
security clustering of sensing networks and have proposed many solutions, but none of
them have truly addressed the trusted issues of sensing nodes and sensing networks.
Therefore, this paper proposes a multi-level trusted clustering mechanism based on the
sensing layer network of the Internet of Things. In the scheme, each sensor node firstly
uses a multi-level clustering algorithm to divide each node into clusters according to
the applicable routing protocol. Then, it adopts the trusted authentication mechanism
and key space distribution management method based on vector space to improve the
efficiency of shared key distribution and reduce the amount of calculation, so as to
solve the problem of transmission energy consumption among the nodes of the sensing
networks and guarantee the credibility of nodes and the transmission messages.

The remaining sections of this paper are structured as follows: Sect. 2 provides a
brief frame design to illustrate the proposed scheme. Sections 3, 4 and 5 detail the
proposed scheme. Section 6 illustrates the experimental evaluations. Finally, Sect. 7
concludes this paper.
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2 Frame Design

The multi-level trusted clustering mechanism of the sensor network is composed of a
multi-level clustering algorithm, a trusted authentication, and a key management
mechanism. These three mechanisms jointly guarantee the security and credibility of
the sensor network.

(1) Multi-level clustering algorithm: is responsible for the construction of the original
cluster, and complete the clustering structure;

(2) Trusted authentication: is responsible for identity authentication and platform
integrity authentication between ordinary nodes and cluster head nodes;

(3) Key management mechanism: is responsible for managing keys used interactively
between nodes to improve key distribution efficiency.

The relationship between these three mechanisms is as Fig. 1.

Based on the clustering structure, this paper adopts a multi-level clustering struc-
ture. We divide the cluster head node of each cluster which is the first-level cluster head
node into multiple clusters again, and select again a new cluster head node named
secondary cluster head node. We do that so on until eventually meet the sink node.

Fig. 1. Three mechanism diagrams
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By implementing multi-level clustering on the sensing network, the transmission
energy consumption problem of the interaction between the cluster head node and the
sink node is effectively solved. At the same time, the scalability of the sensing network
can also be increased.

In order to ensure the security and credibility of data transmission on the sensor
network, this paper further performs trusted authentication on the sensor node based on
the multi-level clustering network topology, and isolates the uncertified node from the
network. If the cluster head node fails the authentication, a multi-level clustering
algorithm is implemented to re-cluster the network, and then the new cluster heads
elected are authenticated again. At the same time, in order to manage the keys needed
during the communication between the sensing nodes, a key space management and
distribution mechanism based on vector space is adopted to ensure the smooth trans-
mission of data and guarantee the credibility of the data.

3 Multi-level Clustering Algorithm

3.1 Key Pre-distribution Phase

Each sensing node has a unique ID. After acquiring the ID of each node, the sink node
generates a random authentication key KID and sends the key to the node. The key is
used as authentication credentials for communication between nodes and sink nodes.
The sink node keeps the key KID of each node. This key has a one-to-one corre-
spondence with each node’s ID, and the keys are not related to each other.

3.2 The Original Cluster Construction Phase

Through the traditional clustering protocol (LEACH protocol is used in this paper), the
nodes deployed in the area are first divided into multiple bottom clusters, and then the
selected cluster head nodes are further divided into second level clusters. We do that so
on and finally get multi-level clusters. However, each cluster at this time is not pro-
tected by any trusted mechanism. Only the traditional plaintext communication
between the node and the sink node can be realized, and the security of the data cannot
be ensured, so the clusters are called original clusters.

The entire operation of the LEACH protocol can be divided into several rounds.
Each round has two phases: the establishment phase and the steady state phase.
Clusters are formed during the set-up phase and data is transmitted to the sink node
during the stable phase.

The work of the establishment phase is as follows [16]:
Each node in the network will generate a random number between 0 and 1. The

value of the generated random number will be compared with the threshold T(n). If the
number is less than T(n), the node is selected as the cluster head. The value of the
threshold T(n) is calculated as follows:
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TðnÞ ¼
P

1�P�ðrmod1
PÞ

if n 2 G

0 otherwise

�

Where n is the ID of the node in the current Internet of Things sensing layer
network, P is the predefined percentage of cluster heads, r is the current number of
rounds, and G is the set of nodes that have not been selected as cluster heads since the
last 1/P round.

By using this function, the cluster heads are randomly selected, so the same node
does not continuously consume energy to death. After the cluster head is determined, all
cluster head nodes will send broadcast messages in the network to other nodes. All
common nodes will decide which cluster to join based on the distance from the cluster
head node. It then sends the request message to the corresponding cluster head. After
receiving a request message from a node, the cluster head acknowledges them as
members of that particular cluster, adds them to the routing table, assigns a TDMA time
slot table to the cluster members, and tells each member what time slot can transmit data.

After the establishment of the clustering phase is completed, the stable phase is
entered. At this phase, all cluster member nodes send their data to their sink cluster
head nodes via single-hop communications according to the time slots allocated by the
TDMA time slot table. After the cluster head node receives data from each cluster
member node, the cluster head fuses it into a single signal and sends it to the sink node.
After the data transmission is completed, the entire network enters the next round.

3.3 Trusted Cluster Construction Phase

Based on the normal communication of the original cluster, each cluster sensing node
of the underlying cluster sends its own authentication request to the first level cluster
head node, and then the first level cluster head node sends the collected authentication
request and its own authentication request to the second level cluster head node.
Ordinary sensing nodes and cluster head nodes obtain two-party authentication keys
KID by using the other party’s identity ID to perform two-way identity authentication.
The trusted root TCM of an ordinary node sends its own platform integrity signature
certificate to the cluster head node. Then, the cluster head node sends the node’s
signature certificate together with its own platform integrity signature certificate to the
IOT trusted authentication center (TC-IOT). TC-IOT verifies the validity of the cer-
tificate, encrypts the platform integrity verification keys of both parties, and sends them
to the cluster head node and the common node. The trusted root TCM of an ordinary
node sends its integrity information to the trusted root of the cluster head node. The
trusted root TCM of the cluster head node determines whether the node is trusted by
comparing the integrity measure value of the ordinary node. If the node is not trusted,
the node will not be added to its own cluster; similarly, the root of the cluster head node
also needs to send its own integrity information to the root of the ordinary node. The
trust root of the cluster head node also needs to send its integrity information to the root
of the ordinary node. The common node TCM determines whether the cluster head
node is trusted by comparing the integrity measure value of the cluster head node. If the
cluster head node is not trusted, ordinary nodes will not join this cluster.
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4 Sensing Network Trusted Authentication Mechanism

4.1 Two-Way Identity Authentication When a Sensing Node Joins
a Cluster Network

When the sensing node joins the cluster network, the cluster head node C needs to
perform identity authentication and platform integrity authentication on the sensing
node N. Identity authentication uses a two-pass authentication based on symmetric
ciphers.

When the sensing node N wants to join a cluster C, the nodes C and N first
authenticate each other:

(1) The sensing node N sends personal information to the cluster head node C. The
information includes: node identity IDN , node type, and the request Req to join the
cluster network.

(2) The cluster head node C checks whether the type of the sensing node satisfies the
intra-cluster policy. If the requirements are satisfied, the cluster head node C ob-
tains the authentication keys KCN of both parties according to the identity of the
sensing node N.

(3) The cluster head node C encrypts the random number rC and the sequence number
TC to obtain frC TCk kIDNgKCN

using the authentication key KCN , and the cluster
head node C sends rC and frC TCk kIDNgKCN

to the sensing node N.
(4) The sensing node N obtains the two authentication keys KCN according to the

identity IDC of the cluster head node C, decrypts the frC TCk kIDNgKCN
, and

verifies the correctness of the signature.
(5) The sensing node N uses the authentication key KCN to encrypt its own sequence

number TN and the random number rN to obtain frN TNk kIDNgKCN
, and sends

frN TNk kIDNgKCN
and rN to the cluster head node C.

(6) The cluster head node C decrypts frN TNk kIDNgKCN
and verifies the correctness of

the signature.

The shared key of the communication between the cluster head node C and the
sensing node N is k̂CN ¼ frC; rNgKCN

.

4.2 Platform Integrity Certification

Before performing platform integrity authentication, nodes N and C need to obtain the
platform integrity authentication key first:

(1) The trusted root TCM N of the sensing node N encrypts its own identity IDN and
anti-replay random number r̂N with its own platform integrity signature certificate
AIKN to obtain fIDN ; r̂NgAIKN

, and sends fIDN ; r̂NgAIKN
and AIKN to the cluster

head node C together.
(2) The trusted root TCM C of the cluster head node C also encrypts IDC and anti-

replay random number r̂C to obtain fIDC; r̂CgAIKC
using AIKC.

(3) TCM C sends AIKC, fIDC; r̂CgAIKC
, AIKN and fIDN ; r̂NgAIKN

to the TC-IOT.
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(4) TC-IOT determines whether AIKC and AIKN are legal and decrypts fIDC; r̂CgAIKC

and fIDN ; r̂NgAIKN
to verify the correctness of the signature.

(5) The TC-IOT uses its shared communication keys KC;KN of TCM C and TCM N to
calculate fr̂C þ 1; kCNgKC

and fr̂N þ 1; kCNgKN
, and sends them to TCM C and

TCM N respectively.
(6) TCM C and TCM N respectively decrypt fr̂C þ 1; kCNgKC

and fr̂N þ 1; kCNgKN
to

obtain platform integrity authentication key kCN .

After nodes N and C obtain the platform integrity authentication key, they begin
mutual authentication:

(1) TCM C sends a request verification message Reqfi1; . . .:; irg to TCM N, where
fi1; . . .:; irg is the PCR integrity identifier corresponding to the sensing node N.

(2) After receiving the request information, TCM N will send TCM C its own integrity
information fnPCR1; . . .; nPCRrgkCN .

(3) TCM N sends a platform integrity verification request message Reqfj1; . . .:; jsg to
TCM C, where fj1; . . .:; jsg is the PCR integrity identifier corresponding to the
cluster head node.

(4) TCM C verifies the platform integrity information fnPCR1; . . .:; nPCRrgkCN sent
by TCM N to determine whether the sensing node N is trusted. If the sensing node
N is not trusted, the cluster head node will not add node N to its own cluster.

(5) After receiving the platform integrity verification request message from TCM N,
TCM C sends its integrity information fcPCR1; . . .:; cPCRrgkCN to TCM N.

(6) TCM N verifies fcPCR1; . . .:; cPCRrgkCN and determines whether C is trusted. If
cluster head node C is not trusted, then sensing node N will not join C’s cluster.

4.3 Security Analysis

The protocol is described as follows:
N�[ TCN Req; IDN ; type
TCN �[ N frC TCk kIDCgKCN

; rC
N�[ TCN frN TNk kIDNgKCN

; rN
TCM N�[ TCN AIKN ; fIDN ; r̂NgAIKN

TCM C�[ TC-IOT AIKC; fIDC; r̂CgAIKC
;AIKN ; fIDN ; r̂NgAIKN

TC-IOT�[ TCM C fr̂C þ 1; kCNgKC

TC-IOT�[ TCM N fr̂N þ 1; kCNgKN

TCM C�[ TCM N Reqfi1; . . .:; irg
TCM N�[ TCM C fnPCR1; . . .:; nPCRrgkCN ;Reqfj1; . . .:; jSg
TCM C�[ TCM N fcPCR1; . . .:; cPCRrgkCN

In the protocol:

TCN, N, TCM C, TCM N: Main certification body.
KCN : Authentication key between TCN, N
AIKC;AIKN : Platform integrity certificate.
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kCN : Integrity authentication shared key between TCM C and TCM N.
KC;KN : The Fixed shared key of trusted certification center and TCM C, TCM

N.
PCR: The node’s integrity identifier.

Use the BAN logic to define the following assumptions:

(1) TCN j� TCN$KCN N

(2) N j� TCN$KCN N

(3) TCM C j� TCMC$KC TC � IOT

(4) TCM N j� TCMN$KN TC � IOT
(5) TCN j� #ðrCÞ
(6) N j� #ðrNÞ
(7) TCM C j� #ðr̂CÞ
(8) TCM N j� #ðr̂NÞ
(9) TCM C j� TC � IOT j) TCM C

(10) TCM N j� TC � IOT j) TCM N

The formula of the BEN logic applied to this article is as follows:

(1) P j� Q$K P;P/fXgK
P j� Q�X

(2) P j� #ðXÞ;P j� Qj �X
P j� Q j� X

(3) P j� Q j) P;P j� Q j� X
P j� X

(4) P j� Qj � ðX;YÞ
P j� Qj �X

The proof hypothesis is as follows:

(1) Proof: TCN j� TCN$KCN N

TCN / frC rNk kIDNgKCN

According to the hypothesis (1) and the formula (1), we can get:

TCN j� N�frCjjrN jjIDNg

According to the hypothesis (5) and the formula (4), we can get:

TCN j� #frCjjrN jjIDNg

According to the formula (2), we can get:

TCN j� N j� frCjjrN jjIDNg
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Therefore,

TCN j� N j� TCN$k̂CN N

(2) Proof: N j� TCN j� TCN$k̂CN N

N / frN IDCk gKCN

According to the hypothesis (2) and the formula (1), we can get:

N j� TCN �frN jjIDCg

According to the hypothesis (6) and the formula (4), we can get:

TCN j� #frN jjIDCg

According to the formula (2), we can get:

N j� TCN j� frN jjIDCg

Therefore,

N j� TCN j� TCN$k̂CN N

(3) Proof: TCM C j� TCMC$kCN TCM N

TCM C / fAIKN ; r̂C; kCNgKC

According to the hypothesis (3) and the formula (1), we can get:

TCM C j� TC � IOT �fAIKN ; r̂C; kCNg

According to the hypothesis (7) and the formula (4), we can get:

TCM C j� #fAIKN ; r̂C; kCNg

According to the formula (2), we can get:

TCM C j� TC � IOT j� fAIKN ; r̂C; kCNg
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Therefore,

TCM C j� TC � IOT j� TCMC$kCN TCM N

According to the hypothesis (9) and the formula (3), we can get:

TCM C j� TCM C$kCN TCM N

(4) Proof: TCM N j� TCM C$kCN TCM N

TCM N / fAIKC; r̂N ; kCNgKN

According to the hypothesis (4) and the formula (1), we can get:

TCM N j� TC � IOT �fAIKC; r̂N ; kCNg

According to the hypothesis (8) and the formula (4), we can get:

TCM N j� #fAIKC; r̂N ; kCNg

According to the formula (2), we can get:

TCM N j� TC � IOT j� fAIKC; r̂N ; kCNg

Therefore,

TCM N j� TC � IOT j� TCM C$kCN TCM N

According to the hypothesis (9) and the formula (3), we can get:

TCM N j� TCM C$kCN TCM N

If TCM C and TCM N communicate again, we know that:

TCM C j� TCM N j� TCM C$kCN TCM N

TCM N j� TCM C j� TCM C$kCN TCM N

122 J. Liu et al.



5 Sensing Network Key Distribution Management
Mechanism Based on Vector Space

After completing the above work, we use the key space distribution method based on
vector space to manage the shared key used in the authentication process.

5.1 Kramer’s Law

If there is a system of equations consisting of n unknown numbers a1; a2; . . .; an,
n constant terms and n equations:

x11a1 þ x12a2 þ . . .þ x1nan ¼ b1
x21a1 þ x22a2 þ . . .þ x2nan ¼ b2
� � �
xn1a1 þ xn2a2 þ . . .þ xnnan ¼ bn

8>><
>>:

Where the coefficient matrix of the equations is:

X ¼
x1;1 x1;2 � � �
x2;1 x2;2 � � �
. . .
xn;1 xn;2 � � �

2
664

When the determinant of the coefficient matrix is satisfied jXj 6¼ 0, then the
equations have unique solutions:

A ¼ ða1; a2; . . .; anÞ

This law is called the Cramer law.
Assume that the constant term b1; b2; . . .; bn of the system of equations is equal to k,

and when we know any set of row vectors Xi ¼ ðxi;1; xi;2; . . .; xi;3Þ in coefficient matrix
X, we can calculate k by A and Xi.

k ¼ Xi � AT

However, it is impossible to derive another set of row vectors Xj in the coefficient
matrix by using a certain set of row vectors Xi, A, and k in the coefficient matrix X,
where i 6¼ j.

5.2 Key Distribution

(1) Firstly, we assume that there are n sensing nodes in the sensing network G and the
sensing node number is ui. The sensing network is managed by the sensing
network administrator GM. The sensing network administrator GM shares a fixed
encryption key with each sensing node in the sensing network. At the same time,
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the GM allocates an n + 1 dimensional key vector Xi ¼ ðxi:0; . . .. . .. . .; xi:nÞ for
each sensing node ui, which must be sent over the secure channel.

(2) In order to ensure the scalability of the sensing network G, the sensing network
controller allocates a vector Xi ¼ ðxi;1; 0; . . .; 0; xi:iþ 1; 0; . . .. . .; 0Þ to the sensing
network sensing node ui. The vector Xi is composed of a plurality of zero ele-
ments and two non-zero-elements, and its determinant is expressed as:

X ¼

x0;0 0 . . . . . . 0
x1;0 x1;1 0 . . . 0
x2;0 0 x2;2 . . . 0
. . . . . . . . . . . . . . .
xn;0 0 . . . 0 xn;n

0
BBBB@

1
CCCCA

Then we know the determinant of X is not zero, that is

jXj ¼
Yn
i¼0

xi;i 6¼ 0:

We assume that X ¼ ðX0;X1; . . .. . .::;XnÞT , and then X is an invertible matrix, so
X is a non-singular matrix.

(3) The sensing network controller GM selects the random number k1; . . .. . .; km, sets

K ¼ ðk1; . . .. . .; kmÞT
A ¼ ða1; a2; . . .; anÞ

Where a1; a2; . . .; an is an unknown variable. Since step (2) has proved that X is a
non-singular matrix, A� X ¼ K has a unique solution
A ¼ X�1K ¼ ða0; . . .. . .. . .; anÞT . The sensing network controller GM sets the sensing
network private key to k, and calculates R ¼ ðk1 � k; . . .::; km � kÞT . The sensing
network controller GM broadcasts A and R to all sensing network sensing nodes ui.
After the sensing network sensing node ui receives the A and R, it calculates the
perceived network key

k ¼ XiA� ðki � kÞ:

This completes the process in which the sensing network controller GM distributes
keys for sensing network-aware nodes.

5.3 Key Management

(1) If a new sensing node ut wants to join the sensing network G, the sensing network
controller GM firstly allocates an n-dimensional key vector Xt for the new sensing
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node ut, and then sends the vectors Xt and k to the new sensing node ut through
the secure channel.

Xt ¼ ðxt:1; . . .. . .. . .:; xt:nÞT

(2) If there is a sensing node ut wanting to exit the sensing network G, the sensing
network controller GM selects an n-dimensional vector K 0 ¼ ðk01; . . .. . .; k0mÞT and
a sensing network private key k, sets:

A ¼ X�1K ¼ ða0; . . .. . .. . .; anÞT

GM calculates:

R ¼ ðk1 � k; . . .. . .; km � kÞT

GM broadcasts A and R to all sensing network-aware node ut. If the number of
exiting sensing nodes is greater than the threshold, the GM reassigns the key vector Xi

to all sensing nodes ut in the sensing network.

5.4 Security Analysis

In this mechanism, since ki is selected randomly, the attacker cannot infer the key k of
the sensing node based on ki � k. Even if the key k of the sensing node leaks within a
certain time, the attacker could not infer from the key k at this time that the GM is the
key for realizing the redistribution of the network. Therefore, the scheme has forward
secrecy and backward secrecy.

In this mechanism, since the perceiving network administrator GM shares a fixed
private key with each sensing node in the sensing network, and the private keys are
transmitted using the secure channel, each sensing node cannot infer other nodes
according to its own private key. The calculation method of the scheme key k is
k ¼ XiA� ðki � kÞ, so the valid node in the non-sensing network cannot calculate the
key k, and the captured node cannot attack other nodes in the network.

6 Experimental Evaluation

6.1 Efficiency Analysis

We analyze the efficiency of key distribution management mechanism, and first assume
that each member only saves its own two-dimensional private vector;

L: The maximum possible length of the element
n: The number of node members
M: The average cost of multiplication of two elements (Table 1).
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In this scheme, the amount of storage and computation of each sensing node and
the sensing network controller GM are fixed, and will only increase linearly because of
the membership and exit of the member nodes (Table 2).

The following table compares this solution with some typical key distribution
management schemes.

From the above table, we can see that the scheme used in this paper has advantages
in all aspects over the other three schemes. By comparing with ours, we can know that
the basic knowledge used in this paper and the other three typical key distribution
schemes are different. GSAKMP and TJET are vulnerable to attacks based on tradi-
tional cryptography, and this solution can avoid this type of attack. Although CRT-KM
is not based on a cryptographic scheme, it does not have good scalability, and this
scheme can provide good scalability, forward secrecy and backward secrecy. At the
same time, in terms of the computational complexity of member nodes and GM, the
schemes used in this paper are also lower than the other three schemes (Table 3).

Table 1. Sensing Network Controller GM Table

Storage capacity Amount of calculation

Key distribution OðnLÞ OðnMÞ
Membership OðLÞ OðMÞ
Withdrawal of Membership OðnLÞ OðnMÞ

Table 2. Member Node Table

Storage capacity Amount of calculation

Key distribution OðnLÞ OðnMÞ
Membership OðLÞ OðMÞ
Withdrawal of Membership OðnLÞ OðnMÞ

Table 3. Comparison of Key Distribution Management Schemes

GSAKMP TJET CRT-KM The scheme of
this paper

Theoretical basis encrypt and
decode

encrypt and
decode

Chinese remainder
theorem

vector space

Forward confidentiality F Y Y Y
Backward confidentiality Y Y Y Y
Extensibility F Y F Y

The number of private keys
saved by a member

Oð1Þ Oðlog2 nÞ Oð1Þ Oð1Þ

Member calculation Oð1Þ for
Decryption

Oðlog2 nÞ for
Decryption

Oð1Þ for
Decryption and
Modular operation

Oð1Þ for
Multiplication
operation

GM calculation OðnÞ for
Encryption

Oðlog2 nÞ for
encryption

OðnÞ for
Encryption and
Modular operation

OðnÞ for
Multiplication
operation
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6.2 Scheme Comparison

The multi-level trusted clustering mechanism proposed in this paper has greatly
improved the scalability, security, and key distribution efficiency compared with the
existing secure clustering schemes. The following Table 4 shows the solution and
classic cluster routing comparison of LEACH and existing secure clustering schemes.

7 Conclusion

This paper proposes a multi-level trusted clustering mechanism based on the IOT
sensing layer network. This trusted mechanism combines a multi-level clustering
algorithm and trusted computing to design a new trusted authentication scheme.
According to the applicable routing protocol, each sensor node first uses multi-level
clustering algorithm to divide each node into multiple levels of clusters, so as to solve
the problem of network expansion, and reduce the energy consumption when the node
transfers data to the sink node. On this basis, the two-transmission identity authenti-
cation method and platform integrity authentication based on symmetric ciphers are
adopted for the sensing node. The key distribution management method based on the
vector space is used to manage the key and improve the distribution efficiency of the
shared key. To reduce the amount of node computations, the problem of transmission
energy consumption between nodes in the sensing network is improved, and the
purpose of ensuring node identity credibility and guaranteeing transmission message
credibility is achieved. In the future, we will carry out specific experimental tests on
scalability and computational efficiency of the proposed scheme to further optimize the
proposed scheme.

Table 4. Comparison of Schemes

The scheme of this paper LEACH The scheme [17]

Extensibility Good Not good Expansion requires higher
costs

Certification
stage

Dual authentication
mechanism with identity
and platform integrity,
with good security

No
authentication
mechanism,
no security

Only have an authentication
mechanism

Key
distribution

Using a vector-space-
based key distribution
scheme, key distribution
efficiency and
computational efficiency
are high

No key
mechanism

Using a point-to-point key
distribution mechanism, the
aggregation node saves the
keys of all nodes, and the
key distribution efficiency
is low

Calculation
amount

The calculation is small
and fixed

Huge Huge
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Abstract. In the trusted testing of cloud platforms, isolation testing
of virtual networks is one of the important tasks. The traditional iso-
lation detection method only extracts network configuration informa-
tion from the database and reconstructs the network structure. However,
these data do not necessarily reflect the current status of the virtual net-
work and may affect the test results. To solve the above problems, this
paper proposes a multi-layer virtual network isolation detection method
based on trusted third party for distributed cloud platform environment.
Firstly, The basic idea of the method is to extract the correct test input
data from the database and each agent node, and then compare these
data with the reference value, and then conduct a multi-layer evalua-
tion of the isolation of the virtual network based on the comparison
result. Then, a formal method is used to verify the effectiveness of the
proposed scheme in detecting network isolation under both the policy
updating and post-update scenarios. Finally, build a simulation exper-
iment environment based on CloudSim4.0 to evaluate the performance
of the multi-layer detection method, including the comparison with the
traditional detection methods, and test the performance overhead of the
test method on the test-end system. The experimental results show that
the multi-layer detection method has less impact on the test-end system’s
performance, and as the test scale increases, the gap with the traditional
program’s overhead will gradually decrease.

Keywords: Cloud computing · Distributed system
Network isolation · Trusted test · Trusted third party

1 Introduction

The cloud platform provides users with unified management, and can dynami-
cally expand and calculate storage services that are flexibly allocated on-demand,
and the use of virtualization technology can significantly reduce the cost of user
hardware deployment and resource management. In a multi-tenant cloud envi-
ronment, network virtualization technology allows tenants to create their own
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virtual networks and multi-tenant share network resources. However, due to
the lack of visibility and controllability of users within the cloud management
platform, the security of virtual networks depends on the security measures [1]
deployed by the CPP (cloud platform provider). Moreover, the specific config-
uration of cloud nodes and the transparency of security information are low,
which makes users question their own virtual network isolation. That is, while
sharing network resources, it is unable to determine whether there is an illegal
network resource access.

In a multi-tenant cloud environment, unintentional misconfigurations or mali-
cious attacks against vulnerabilities may compromise the isolation of the vir-
tual network. It is an effective method to enhance the credibility of virtual net-
works by making virtual network isolation tests for cloud platforms and assess-
ing whether the actual virtual network isolation status is consistent with pre-
configured security policies. At present, research work on virtual network detec-
tion is mainly divided into two directions. On the one hand, some security indi-
cators are extracted to test the credibility of the network. However, due to the
lack of integrated and unified trusted cloud standards [2,3], people still have dif-
ferent understanding of the trust of the cloud platform [4–6], so the limited test
indicators cannot fully characterize the trusted state of current virtual networks.
Another test idea is to obtain the network configuration information from the
cloud database, reconstruct the virtual network structure to different degrees, and
then compare it with the user’s preset security policy. The second method is more
representative and has higher credibility. However, in the actual distributed cloud
platform, in order to avoid the problem of data access bottlenecks caused by node
centralization, the database access adopts a hierarchical management structure,
and therefore may be causes the following problems in the actual test scenario:

Due to the complexity and dynamic nature of the cloud environment, the
data in the cloud platform database does not necessarily reflect the real state
of the current virtual network in real time. The focus of the existing virtual
network isolation test is how to verify or reconstruct the virtual network model,
and compare the reconstruction results with the preset benchmarks, but during
the network configuration data collection phase of the virtual network isola-
tion test, a single collection of data from a cloud platform database does not
effectively ensure the authenticity and integrity of the data: (1) Unintentional
misconfiguration of the administrator or malicious attack against the database
by the attacker may damage the authenticity of the database’s own data or col-
lected data, making the virtual network security policy and configuration used
for testing inconsistent with the actual situation, thereby affecting the accuracy
of network isolation testing; (2) If there is a loophole in the cloud management
platform, for example, the network and address management module cannot
perform legal verification on the underlying network topology, the tenant may
set up an illegal bridge to access other tenants on the routing port. Some similar
problems indicate that the virtual network isolation status may not be reflected
in the cloud platform database due to system vulnerabilities, thus affecting the
test evaluation of virtual network isolation.



132 B. Zhao et al.

To solve the above problems, the main contribution of this paper is to propose
a multi-layer virtual network isolation detection method for cloud platform. In
the test model [7–9] based on trusted third party TTP (Trusted Third Party),
the tasks of virtual network isolation detection are completed by a test agent
jointly deployed on the cloud node by the CPP and the TTP. The method collects
the virtual network configuration information from the control node database
and the data storage space of the proxy node of the cloud platform, and uses
the above data to reconstruct the network structure of the test domain. Firstly,
match the reconstruction network structure of the cloud database layer with the
reconstruction network structure of the proxy layer, and then the reconstruction
network structure of cloud database layer is matched with the preset security
policy to achieve multi-layer verification of the network isolation of the cloud
platform.

The remainder of the paper is organized as follows: Sect. 2 describes the cur-
rent work related to virtual network detection; Sect. 3 describes the attack model;
Sect. 4 describes the architecture and key methods of a multi-layer network iso-
lation detection method for cloud platform. Section 5 analyzes the effectiveness
of the proposed detection method. Section 6 conducts an experimental evalu-
ation of the proposed detection method and analyzes the performance of the
mechanism. Section 7 summarizes the content of this paper.

2 Related Works

2.1 Index-Based Detection Method

Literature [10] proposed an isolation testing system for cloud computing
infrastructure-as-a-service (IaaS) layer, which mainly tests a number of impor-
tant attributes including virtual network isolation. Literature [11] proposed a
monitoring mechanism for the change of virtualized infrastructure and estab-
lished an automated security analysis of the virtualized infrastructure. Similar
to the virtual network detection mechanism, literature [12] proposed a TTP-
based security attribute evaluation mechanism for cloud service provider. This
method quantitatively evaluates the security attributes of the cloud platform
from DDoS attacks, side-channel attacks, and password security. Literature [13]
proposed an extensible online security compliance verification method for large-
scale cloud platforms. Feature extraction was performed on multiple system secu-
rity attribute data. Once the potential violations of the system are detected, the
system begins to actively prepare for the verification of high time loss, it effec-
tively reducing the response time of compliance verification to an acceptable
layer in the actual application scenario. However, regardless of the length of the
detection cycle, limited detection indicators cannot fully characterize the current
virtual network state.
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2.2 Compliance-Based Detection Methods

Literature [14] proposed a verification tool NOD for dynamic virtual networks and
used a specification language to check the security status of the current dynamic
network model. Literature [15] proposed an automatic security analysis method
for network access control on the cloud platform IaaS layer, combining static
analysis and dynamic analysis methods to detect accessibility and unpredictable
misconfiguration in the virtual network infrastructure. Literature [16] proposed
a dynamic virtual network isolation detection model for medium-to-large-scale
cloud platforms. The RadixTree data structure was used to optimize the detection
efficiency of virtual network structures and to effectively process network configu-
ration information such as routers tables, subnets and security groups. The above
work focuses on how to verify or reconstruct the virtual network model, and com-
pare the reconstruction results with the preset benchmarks, but during the net-
work configuration data collection phase of the virtual network isolation test, a
single collection of data from a cloud platform database does not enough to prove
that the structure of the virtual network has not been destroyed.

3 Threat Model and Problem Description

3.1 Threat Model

The isolation detection method proposed in this paper focuses on verifying the
state of the network within a specified test domain rather than detecting specific
attacks or vulnerabilities. The latter is mainly the work of intrusion detection sys-
tem (IDS). In addition, extracting the correct test input data from the database
and each agent node is the basis for the correct detection result. Therefore, in
this solution, the data preprocessing stage only verifies the authenticity of the
test data. When an illegal input is detected, only the current input is deter-
mined to be invalid, and the measures such as evidence protection and channel
security detection are beyond the scope of this article. Then, we assume that
the detection scheme will not cause privacy leakage problems. For example, the
detection process will involve the connectivity of the VM under the tenant, and
the potential privacy protection in the test is one of the future work directions.

In this detection method, we assume that each cloud tenant has defined
its own network isolation security policy for the connectivity between virtual
machines based on its own needs. At the same time, the agent node proxy is
logically located between the computing node and the cloud management node.
Because the proxy node is closer to the computing node, it not only can effec-
tively reduce the network load, but also can focus on simple and efficient security
measures such as identity authentication, firewall, and access control, so it is dif-
ficult to attack the agent node proxy. Therefore, this article assumes that the
proxy is safe and reliable, that is, the original data from the proxy server is
authentic and trustworthy. How to ensure the authenticity of the data read from
the proxy belongs to the work of evidence protection. This article only discusses
the basic protection ideas, and the specific technical details are not the focus of
this paper.
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3.2 Problem Description

In the actual distributed cloud platform environment, in order to avoid the data
access bottleneck caused by node centralization, database access adopts a layered
management structure. A single extraction of network configuration information
from a cloud database and comparison of the reconstructed network structure
with a predetermined baseline is not sufficient to prove that the isolation of
the virtual network is not compromised. Based on the mainstream open source
cloud platform OpenStack, the following describes a security scenario for this
test scenario.

Assuming there are currently tenants Alice and Bob, and the V M1
A under

the tenant Alice is connected to the V M2
B under the tenant Bob. The simplified

node distribution is as shown in Fig. 1.

Message 
Queue Proxy Database

Computnode 1

Computnode n

Alice

Bob

Vm_A1

Vm_B2

Fig. 1. OpenStack node distribution model

The Nova module of OpenStack deployed on the control node is an impor-
tant module for storing and executing virtual network policies. The nova-network
module provides network operation services for virtual machine and the nova-
conductor module provides database connection services. Suppose now that Alice
wants to change the network connectivity structure so that V M1

A and V M2
B can-

not be connected. Therefore, it is necessary to send the network policy change
command nova sec group add rule to the high-level node and update the high-
level network policy library (Database). However, a security vulnerability of
OpenStack was exposed in 2015 [17], that is, the changes of nova security pol-
icy will not be implemented on the running virtual machines, and the nova
secgroup − add − rule command does not affect the running V M1

A and V M2
B .

Therefore, there are inconsistencies in the process of sending policies from the
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database to the cloud nodes. In addition, OpenStack exposed another security
vulnerability [18] in 2014. Tenants can set up bridges on the routers port to
access other tenants, but the network and address management module Neutron
in OpenStack cannot verify the underlying network topology, so that Neutron
cannot detect the illegal network connections between V M1

A and V M2
B . In sum-

mary, even if the policy in database has been updated to disable the connection
between V M1

A and V M2
B , but in actual situations, V M1

A and V M2
B may still be

connected. Therefore, it is not sufficient to collect the configuration information
from database alone to reconstruct the real network structure.

Message 
Queue Proxy Database

Computnode 1 Computnode n TPM

Data Collection
Module

Cloud 
Platform

Data  Preprocessing 
Module 

Isolation Result 
Analysis Module

Loop Isolation 
Detection

Trusted Third Party

Test 
initiator

Fig. 2. OpenStack node distribution model

4 A Multi-layer Cloud Platform Virtual Network
Isolation Detection Method

4.1 System Model

This paper presents a multi-layer cloud platform virtual network isolation detec-
tion method. The overall architecture is shown in Fig. 2. Our detection model
mainly involves two entities:

(1) Test data collection node Agent. In the TTP-based cloud platform virtual
network isolation detection model, the agent is essentially a test data collec-
tion program that is deployed by both the CSP and the TTP at the cloud
node virtualization software stack (hypervisor). In the actual distributed
cloud platform environment, in order to avoid the data access bottleneck
caused by node centralization, the database access adopts a hierarchical
management structure. Data access or modification requests need to be
processed by multi-layer data proxy nodes before data can be obtained and
returned. In fact, when the policy is distributed and executed, in the process
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of processing the request, if the channel or the data packet itself is subjected
to some strong attack, the data in the node may be inconsistent with the
data in the database, resulting in a difference between the policy decision
point (PDP) and the policy enforcement point (PEP). Therefore, comparing
the network structure reconstructed from the network configuration infor-
mation in a single database with a preset benchmark is not sufficient to
reconstruct the correct network structure, and thus the correctness of the
virtual network isolation detection result cannot be guaranteed. The agent
collects data required for detection from both the cloud database and proxy
nodes, and sends a series of cryptographic signatures to the data and then
sends it to the TTP to prepare for virtual network isolation detection.

(2) Virtual network isolation detection module. The virtual network isolation
detection module is a test module deployed on the TTP side in this solu-
tion. After the test module receives the data, it first performs preprocessing
including authenticity verification and format conversion. Then we perform
isolation detection from two layers: match detection between database-layer
network policy data and proxy-layer network policy, and matching detec-
tion between database-layer network policy data and preset security policies.
After testing is complete, the virtual network isolation detection results will
be fed back to the test initiator.

In our detection model, test initiators can be tenants, CSPs, or other roles
that have virtual network isolation detection requirements and permissions. After
the TTP receives the detection request, it will confirm the validity of the test
initiator’s identity. If it is detected that the test initiator does not have the right
to initiate isolation detection, the test request is rejected; if the test initiator
identity is determined, TTP will send the cloud platform virtual network iso-
lation detection command to the agent deployed in the cloud node. After the
agent receives the test command, it collects the data required for testing from
the cloud platform at multiple layers and sends the data packet to the TTP.
After the TTP receives the data and carries out preprocessing including credi-
bility verification and format conversion, it will perform loop isolation detection
and multi-layer matching detection. Finally, the test results will be fed back to
the test initiator.

The following describes the virtual network isolation detection method in
this test model from three steps: multi-layer data preprocessing mechanism, loop
isolation detection, and isolation matching detection.

4.2 Multi-layer Data Preprocessing Mechanism

When TTP receives the data required for testing from the cloud database and the
proxy node, TTP needs to perform preprocessing operations such as authenticity
verification and format conversion on the received test data. The pre-processing
mechanism is used to determine the authenticity of the data and convert the
original format from which the source data is read in the database to a format
that the test program can parse to facilitate subsequent loop isolation testing.
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Before describing the data preprocessing mechanism, we need to introduce
some cryptographic and format conversion primitives used in the paper. Firstly,
we use the following notations for cryptographic and format conversion opera-
tions throughout the paper:

Definition 1. The set of all binary strings of length n is denoted by {0,1}n, and
the set of all finite binary strings as {0,1}∗.

Definition 2. For an arbitrary message m ∈ {0,1}∗, we denote by
c=Enc(K,m), a symmetric encryption of using the observed key K ∈
{0,1}∗. The corresponding symmetric decryption operation is denoted by
m=Dev(K, c)=Dec(K,Enc(K,m)).

Definition 3. A digital signature over a message is denoted by σ =Signsk(m).
The corresponding verification operation for a digital signature is denoted by
b=Verifypk(m, σ), where b= 1 if the signature is valid and b=0 while the sig-
nature is illegal.

Definition 4. We denote by m∗ =Convert(m) a data processing, which converts
raw data m to another form m∗. The processed data m∗ can be resolved by the
following detection programme.

We now present our construction for the data preprocessing mechanism. The
message flow in the data preprocessing mechanism is shown in Fig. 3. In the
following, we show the data preprocessing process.

Database Proxy

Data Collec on 
Module
(Agent)

Network Isola on 
Verifica on Module

(TTP)

Verifica on Reaquest

Data Collec on 
Request

Data Collec on 
Request

Format 
Conversion

Fig. 3. The message flow of the data preprocessing mechanism
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(1) After receiving the virtual network isolation detection request, the TTP
sends an authentication request to the agent deployed on the cloud plat-
form. After determining that the request is valid, the agent sends a data
collection request to both the cloud database and proxy nodes. When receiv-
ing the data sent from cloud database and proxy, Agent encrypts valid
data with pre-negotiated symmetric key first, and generate cipher text
cp1 = Enc(Kp,mp) and cp2 = Enc(Kp,mDB). Then we do hash operations
on the database layer valid network configuration data mDB and proxy
nodes valid network configuration data mp respectively, generate digest
HP1 = Hash(mp) and HP2 = Hash(mDB), and attach the abstract to
the cipher text. Then we use the signature private key SKsign generated by
the TPM deployed on the agent side to sign the above digest to generate
a digital signature, and generate signature σ1

TPM = SignSKsign
(HP1) and

σ2
TPM = SignSKsign

(HP2). Finally, agent sends the following data to TTP:
Enc(Kp,mp)‖Enc(Kp, mDB)‖Hp1‖Hp2‖σ1

TPM‖σ2
TPM .

(2) After the TTP receives the data packet, it first decrypts the cipher text part
of the data packet with a pre-negotiated symmetric key Kp to generate the
plaintext m′

p = Dec(K1,c1) and m′
DB =Dec(K2,c2). Then we perform Hash

operations on the generated plaintext data separately to generate a digest
H ′

p1 = Hash(m′
p) and H ′

p2 = Hash(m′
DB). We compare the digest values H ′

p1

and H ′
p2 with Hp1 and Hp2 in the data packet respectively. If Hp1 =Hp1 and

Hp2 = Hp2, it means that the integrity of the test data from the agent is not
destroyed, otherwise it is determined that the data sent by the corresponding
node is invalid. Then verify the signature with the signature public key
PKsign which is corresponding to the TPM deployed on the agent side:
b1 =V erifyPKsign (mp, σ1

TPM ), b2 =V erifyPKsign
(mp, σ2

TPM ). If b1 = 1
and b2 = 1, then the received source data has non-repudiation. Otherwise,
it is determined that the corresponding source data is invalid.

(3) After determining that the test data sent by the Agent is real and valid, the
three types of data required for virtual network isolation credibility detec-
tion are resolved. These three types of data are the virtual network config-
uration information ConfigiDB of required for the detection from the cloud
database, the virtual network configuration informationConfigiPro of tenanti
required for the detection from the corresponding proxy nodes, and the cor-
responding network domain preset security policy SPi obtained from the
policy library. The above three kinds of data are used as a criterion for
the isolation detection. We convert the above data into a format that the
following detection program can parse: ConfigiDB =Convert(Configi

∗
DB),

ConfigiPro =Convert(Configi
∗
Pro), and SP ∗

i =Convert(SPi). Depending
on the version of the cloud platform, the conversion process may be different.

4.3 Loop Isolation Detection

After completing the data preprocessing operation, in order to reconstruct the
network structure in the test domain, we input the test data, which contains the
virtual network configuration information ConfigiDB of tenanti from the cloud
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database and the virtual network configuration information ConfigiPro of tenanti
from the corresponding proxy nodes, to the loop isolation detection program.

We employ an efficient RadixTree data structure to store network config-
uration information such as routing rules and firewall rules. In the RadixTree
data structure, each tree node holds one bit in the IP address. The left subtree of
each node represents 0 and the right subtree represents 1, and the corresponding
jump address of the current prefix in the routing table is stored in the node. So
that we can save the forwarding relationship between all IP addresses. Figure 4
shows an example of converting the routing rules in Route R into Radix Tree
structure storage.

Next-Hop:null

Next-Hop:null

Next-Hop:null Next-
Hop:RG_A

Next-Hop:null Next-Hop:null

Next-Hop:null

Next-
Hop:IF_B

Next-
Hop:IF_A

1

0 1

10

11

1

......

......

Rule Prefix Next Hoop
r0 1.0.12.0/22 RG_A
r1 1.0.11.0/24 IF_A
r2 1.0.9.16/28 IF_B

Fig. 4. An example of routing table rule in RadixTree structure

We used the RadixTree longest match algorithm to test the connectivity
of each pair of VMs in the test network domain based on the start and end
IP addresses of the test domain and the routing rules stored by the RadixTree.
Algorithm 1 describes the loop isolation detection method to verify whether there
is a forwarding path between the IP ports of each pair of VMs. If there is, that is,
the corresponding IP can be reached; if not, the corresponding IP is unreachable.
At the same time, the connectivity status is updated in the corresponding leaf
node in Result Tree where the detection result is stored.



140 B. Zhao et al.

4.4 Isolation Match Detection

Before describing the isolation match detection module, we need to introduce
some process primitives used in the paper firstly. We use the following notations
for process operations throughout the paper:

Definition 5. We denote by γ =VN Verify(m∗
1, m∗

2), as network structure
matching program, where γ stands for the consistency proportion between object
m∗

1 and m∗
2.

Algorithm 1. IP-to-IP loop network reachability detection
Input:

Configi∗
DB , Configi∗

Pro;
Output:

btrie.
1: Rtree = CreateTree(Configi∗

Pro)
2: sourceip,dstip = GetInput()
3: V erif sourceString = getData.ipTOint(source ip)
4: V erif destString = getData.ipTOint(dst ip)
5: for tmp src,tmp dsti = V erif sourceString to V erif destString do
6: while 1 do
7: sresult = TestTree.search best(temp sourceIP )
8: if theforwardingandfilteringpathisend then
9: update(Result Tree,tmp src,tmp dst,unreachable)

10: break
11: else if sresult.next hoop == temp destIP then
12: update(Result Tree, tmp src,tmp dst,reachable)
13: break
14: end if
15: end while
16: end for
17: return ResultT ree

We now present our construction for the isolation match detection module.
In the above loop isolation detection process, we input the test data, which con-

tains the virtual network configuration information ConfigiDB of tenanti from the
cloud database, and the virtual network configuration information ConfigiPro of
tenanti required from the corresponding proxy nodes. We input above test data to
the loop isolation detection program, in order to reconstruct the network struc-
ture Result Tree(DB) stored in the cloud database and the network structure
Result Tree(P ) stored in the proxy nodes of the test domain. After the loop iso-
lation detection is completed, network structure matching detection will be per-
formed from two layers respectively: match detection of database layer network
structure and proxy layer network structure, and match detection of database
layer network structure and preset security policies, thus we can analyze the
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results of the isolation results for the results of the loop isolation detection pro-
gram. Algorithm 2 describes the matching detection process of the database layer
network structure and the proxy layer network structure, which separately tra-
verses the leaf nodes of Result Tree(DB) and Result Tree(P ). We verify the
consistency of the network structure stored in the leaf node and updates the con-
sistency matching ratio γ1. Algorithm 3 describes the matching detection process
of the database layer network structure and the preset security policy, which tra-
verses the security policy preset in SP ∗

i one by one, and perform matching search
on the corresponding content in the leaf node of Result Tree(DB). At the same
time, the consistency matching ratio γ2 will be updated.

Algorithm 2. Match detection between DB and Proxy
Input:

Result Tree(DB), Result Tree(P );
Output:

γ1.
1: γ1 = 1
2: for leave node1,leave node2 in Result Tree(DB),Result Tree(P ) do
3: tmp r =V N V erify(leave node1, leave node2)
4: update(γ1, tmp r)
5: end for
6: return γ1

Algorithm 3. Match detection between DB and Proxy
Input:

Result Tree(DB), SP ∗
i ;

Output:
γ2.

1: γ2 = 1
2: for line in SP ∗

i do
3: src ip = getData.ipTOint(line[0])
4: dst ip = getData.ipTOint(line[1])
5: tmp node = Result Tree(DB).getNode(src ip)
6: tmp r = V N V erify(tmp node,dsp ip)
7: update(γ2, tmp r)
8: end for
9: return γ2

In the above isolation match detection algorithm, γ1 and γ2 respectively
represent the consistency ratio between the database layer network policy and
the proxy layer network policy, and the consistency ratio between the database
layer network policy data and the preset security policy. If γ1 = 1 and γ2 = 1,
the virtual network in the test domain is well isolated; If γ1 < 1, it indicates
that the database layer network policy data and the Proxy layer network policy
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are inconsistent. That is, when the network policy is distributed and executed,
the channel or the data packet itself has been subjected to some kind of strong
attack during the processing of the request, and the virtual network isolation is
destroyed. If γ2 < 1, it indicates that the database layer network policy data
is inconsistent with the preset security policy. That is, during the setting and
execution of network policies, virtual network isolation is disrupted due to unin-
tentional configuration errors or packet hijacking by malicious tenants. After the
detection is complete, we send the virtual network isolation detection results γ1
and γ2 back to the test initiator.

5 Effectivity Analysis

For the cloud platform virtual network isolation detection scheme proposed in
this paper, this section through theoretical analysis shows that the program is
effective against the attack mentioned in the problem description.

Proposition 1. (The effectiveness of multi-layer network isolation detection
schemes). The multi-layer network isolation detection scheme can effectively gen-
erate specific feedback information for the attacks of the data collection strategy
and provide a basis for evaluating the credibility of the network isolation detection
results.

Proof. Assume that the attacker ADV attempts to exploit the vulnerabilities
of the cloud management platform to tamper with the isolation strategy of the
virtual network. The attack may affect the agent’s collection of virtual network
configuration information Configi

∗
DB of tenanti from the cloud database of the

CSP, and virtual network configuration information Configi
∗
Pro of tenanti from

the proxy nodes. These collected data may be inconsistent with the actual virtual
network state under the influence of the attack. Below we analyze the situation
in two ways.

Section 1. After the virtual network isolation policy is updated, the attacker
tampers with or destroys the network configuration data of the cloud database.
According to actual needs, changes the connectivity between the virtual
machines V M1

i and V M2
i belonging to the change to isolation. That is,

connection(V M1
i , V M2

i ) = 0. Then, under normal conditions, the virtual net-
work configuration information Config

i(t)
DB of the tenanti is updated to be

Config
i(t1)
DB , and Config

i(t)
DB �= Config

i(t1)
DB . Suppose that the attacker exploits

the vulnerabilities of the cloud management platform so that the virtual net-
work configuration information Config

i(t1)
DB is tampered with. So in practice,

connection(V M1
i , V M2

i ) = 0. However, Config
i(t1)
DB may reflect that V M1

i and
V M2

i are still connected, which leads to the Config
i(t1)
DB collected by the agent

to be different from the actual virtual network status.
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Section 2. In the strategy virtual network isolation policy update process, the
attacker tampers with or destroys the network configuration data of the cloud
database and the proxy nodes. According to actual needs, changes the connec-
tivity between the virtual machines V M1

i and V M2
i belonging to the change to

isolation. That is, connection(V M1
i , V M2

i ) = 0. If the proxy nodes were attacked
before it was feed back to the cloud management platform, the virtual isolation
of the virtual machine did not change. That is, when Config

i(t)
DB → Config

i(t1)
DB

and Config
i(t)
Pro → Config

i(t1)
Pro , connection(V M1

i , V M2
i ) = 1. This will cause

Config
i(t1)
DB and Config

i(t1)
Pro collected by the agent to be different from the actual

virtual network status.
In Sect. 1 above, the attacker tampers with the network configuration data

of the cloud database, and the configuration data of the data agent node Proxy
can still reflect the true state of the virtual network configuration. Therefore, the
final result in the TTP isolation detection will be γ1 < 1 and γ2 = 1, indicating
that the database layer network policy data and the proxy layer network policy
are inconsistent. This shows that in the process of network policy distribution
and execution, the channel or packet itself has been subjected to some kind
of strong attack during the processing of the request, and the virtual network
isolation may be damaged. In Sect. 2, since the proxy nodes were attacked, the
configuration information of both the Proxy and the cloud management termi-
nal was updated, but the actual network isolation instructions did not produce
results. Therefore, the isolation test will result in γ1 < 1 and γ2 < 1, indicating
that the database layer network policy data and the proxy layer network policy
are inconsistent, and the database layer network policy data is inconsistent with
the preset security policy. This shows that during the process of setting and
executing sub-network policies, the virtual network isolation is disrupted due
to inadvertent configuration errors or packet hijacking by malicious tenants. In
summary, the method we proposed not only can effectively determine whether
the network isolation is correct, but also can locate the components that are
attacked to some extent, and provide data support for the system repair.

6 Experiments

6.1 Experimental Settings

In our test, we build a multi-node cloud platform environment based on
CloudSim4.0 to simulate the IaaS cloud environment to be tested. The simulated
cloud platform runs in ubuntu16.04.02 VM, with Intel(R) Core(TM) i7-8550U
processor, 1.80 GHz CPU frequency and 16.00 GB RAM. There are one control
node and 10 computing nodes in the IaaS cloud environment. One of the nodes
is deployed as an agent, and the remaining nodes are bound to a data proxy
node every 3 groups. The agent is responsible for communicating with the TTP
side, collecting the configuration information of test network domain from the
IaaS cloud database (DataCenterBroke in the simulation environment) and the
data proxy node (DataCenterBroke in the simulation environment) according
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to the instruction sent from the TTP, and then return the collected data to the
TTP. There is another computer served as TTP, which sends test requests to the
IaaS cloud, and performs specific network isolation detection work based on the
acquired data. The simulated TTP runs in ubuntu16.04LTS VM, with Intel(R)
Core(TM) i5-2400 CPU @3.10 GHz processor and 8.00 GB RAM.

6.2 Result and Analysis

This section compares the performance of our detection method with the tradi-
tional network isolation detection method, and analyses the performance over-
head our detection method bring to the test-end system. Therefore, we evaluate
our performance of multi-layer cloud platform virtual network isolation detection
method from the above two aspects.

(1) Comparison with the traditional network isolation detection method per-
formance.

For the two inputs of network isolation detection, we take two independent
experimental variables, the amount of strategy and the size of the detection
domain. In order to improve the accuracy and scientificity of the time measure-
ment results, 1000 testing procedures were repeated at each independent variable
value, and the average value of 1000 execution results was taken. We also calcu-
late delay ratio of our multi-layer virtual network isolation detection method com-
pared to the traditional detection method. We define this ratio as 1−T, where
T = (Traditional method detection time/Multi-layer method detection time).

Table 1. Performance comparison with traditional detection method about the sum
of rules.

Sum of rules 128 256 512 1024 2048

Traditional detection method(s) 0.259754 0.262402 0.263218 0.282071 0.293977

Multi-layer detection method(s) 0.286647 0.300598 0.310489 0.315551 0.335284

Delay overhead(s) 0.026893 0.038196 0.047271 0.03348 0.041307

Delay ratio 10.35% 14.56% 17.96% 11.87% 14.05%

Table 2. Performance comparison with traditional detection method about the sum
of IPs.

Sum of IPs 50 100 150 200 250

Traditional detection method(s) 0.259754 2.809346 13.318271 40.818756 99.408507

Multi-layer detection method(s) 0.286647 2.986119 13.778629 41.954479 101.003907

Delay overhead(s) 0.026893 0.176773 0.460358 1.135723 1.5954

Delay ratio 10.35% 6.29% 3.46% 2.78% 1.60%
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Tables 1, 2 and Figs. 5, 6 show that, detection time of multi-layer detec-
tion method increased compared with the traditional detection method. Table 1
indicated that, when we change strategies amounts, the maximum increase of
multi-layer detection method is 17.96%, the minimum increase is 10.35%, and
the maximum difference is below 0.047271 s. It can be seen that the increase is
more stable. Combined with Table 2, it can be seen that when the size of the test
domain is gradually increased, the delay ratios of the above two detection meth-
ods are getting smaller and smaller, decreasing from 10.35% to 1.60%. Therefore,
when the scale of testing is gradually increased, the gap between the detection
delay of the multi-layer cloud platform network isolation detection method and
the traditional detection method is narrowing.

Fig. 5. Comparison of time delay between traditional detection methods and multi-
layer detection methods under different strategies amounts.

(1) Performance overhead that multi-layer detection method bring to test-
end system.

Our multi-layered cloud platform virtual network isolation detection method
is deployed in the TTP-side test module. Therefore, it is necessary to consider
the performance overhead our isolation detection method bring to the test-end
system. In this section, nbench2.2.3 was run when only the test program was
run and the program was not run. The score given by nbench was used as the
benchmark value when the test program was not run. Figure 7 shows that the
overhead caused by the multi-layer detection method on the system memory is
negligible. That is to say, the performance overhead of the multi-layer detection
method proposed in this paper does not affect the normal operation of other
functions of the TTP end test module.
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Fig. 6. Comparison of time delay between traditional detection methods and multi-
layer detection methods under different detection domain size.

Fig. 7. Result of performance overhead that multi-layer detection method bring to
test-end system
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7 Conclusions and Future Work

In the actual distributed cloud platform, in order to avoid the problem of data
access bottlenecks caused by node centralization, the database access adopts a
hierarchical management structure. The focus of the existing virtual network iso-
lation test is how to verify or reconstruct the virtual network model, and compare
the reconstruction results with the preset benchmarks, but during the network
configuration data collection phase of the virtual network isolation test, a single
collection of data from a cloud platform database does not effectively ensure
the authenticity and integrity of the data. In response to the above problems,
this paper proposes a multi-layer virtual network isolation detection method for
cloud platform. Combining with the distributed cloud platform environment,
firstly propose the architecture of multi-layer virtual network isolation detection
method, and introduce the entity and main flow included in this test method,
and give the technical basis of this paper. Then, from the three stages of data
preprocessing, loop isolation testing, and isolation matching detection, the detec-
tion method is further described. And then, a formal method is used to verify
the effectiveness of the proposed scheme in detecting network isolation under
both the policy updating and post-update scenarios. Finally, through the exper-
iments and analysis, it can be seen that the multi-layer detection method has
less impact on the test-end system’s performance, and as the test scale increases,
the gap with the traditional program’s overhead will gradually decrease.

Although the scheme of this paper can detect network isolation at multiple
layers, the correctness of the detection results depends on extracting the correct
test input data from the database and each agent node. Although the data pre-
processing stage verifies the authenticity of the test data, however, there are still
some problems. Therefore, as an extension of system protection, evidence protec-
tion and channel security detection are the main directions for future research.
Then, during the detection process, the solution may involve the connectivity
of the VM under the tenant, which may cause privacy leakage during the data
transmission or detection process. Therefore, the privacy protection is also a
challenge to improve the solution in the future.
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Abstract. The Internet of Things connects a large number of real objects with
the Internet through a variety of sensing technologies and it is a network that
implements the concept of connected objects. However, as a new concept of
network, because of its large number and variety of terminals, wide range of
distribution, the traditional security mechanisms are not adapted to the Internet
of Things (IoT) architecture, and the existed researches use the static informa-
tion of sensing nodes to measure and judge the trust of sensing nodes. It results
the real-time trust of Internet of Things hard to be judged. Therefore, this paper
purposes a behavioral measurement model suitable for the sensing nodes of
Internet of Things to make up the insufficient of existed sensing nodes mea-
surement mechanism of Internet of Things. This model is designed for the
Internet of Things, and bases on the identity authentication and the static
measurement to measure the behavior of sensing nodes. It through designs
different behavior measurement functions to assess and calculate the behavior of
sensing nodes synthetically. According to divide the trusted level of sensing
nodes, this model can defense the attacks, such as the node hijacking attack, the
physical capture attacks and the denial of service attacks.

Keywords: Internet of Things � Security of sensing layer
Behavioral measurement � Trusted computing

1 Introduction

With the development of information technology in the 21st century, the Internet of
things has become another hot topic after the computer and the Internet application. It
is a network which bases on the Internet and uses a communication technology to
realize the concept of connected objects. On the basis of traditional Internet technology,
the Internet of things uses a large number of sensing equipment to combine the real
environment with human application, and realizes the exchange between human to
object, and object to object [1].

Generally speaking, the Internet of things is classified as the sensing layer, the
transport layer and the application layer [2]. In this three layers architecture, the sensing
layer composed of a variety of hardware equipment is responsible for the data gathering
as the bottom. The transport layer is responsible for processing and transmitting the
massive data collected by the sensing layer, which is composed of a large number of
data processing node groups. The application layer is used for information and
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feedback control of the transmission layer, which is composed of many applications
[3]. However, in the actual implementation process, the transmitting and gathering of
sensing nodes is limited by its storage space, calculate ability and energy supply. It
results many complex encryption techniques and authentication methods are difficult to
implement.

In the current Internet of things, the security mechanisms used in the Internet of
things are mostly based on the traditional networks and it lacks a security research
applicable to the sensing layer of the Internet of Things. However, the Internet of
Things will fail to gain the data information when the sensing nodes which is used as
the peripheral nerves of the architecture of Internet of Things is attacked. To the
Internet of things, the trusted operation of the sensing nodes is the foundation of
the trusted running and construction of Internet of things and it plays a vital role in the
wide application of the Internet of things [4]. It is necessary to measure the trust of
sensing nodes for guaranteeing the trusted running of Internet of things, but the existed
trusted measurement technologies mostly do the static measurement around the status
information of the sensing nodes. It lacks the dynamic measurement of sensing nodes
behaviors during the Internet of things running, and it results the real-time trust of
sensing nodes can not be guaranteed.

In view of the above problems, this paper proposes a behavior measurement model
applicable to the sensing nodes of Internet of things. This model can do the trusted
measurement of the behavior of sensing nodes based on the status measurement.
According to the different characteristics of each node, it can guarantee the trusted
gathering and transmitting of data information and realize the trusted running of
sensing layer of Internet of Things.

2 Research Status

According to the description in the previous section, it can be found that the trusted
measurement of sensing nodes of the Internet of things is the key of the trusted running
of Internet of things. In the current research, the trusted measurement can be divide into
two parts which are static measurement and dynamic measurement [5]. The static
measurement means when the sensing nodes is started, it will do the status measure-
ment through its static information, such as the hardware information of nodes, the
information of trusted platform control module, the data status information and
the environment information of nodes. And the dynamic measurement means when the
system is running, it do the behavior measurement through the various behaviors of the
sensing nodes [6]. In order to ensure the trusted operation of the Internet of things, it is
necessary to measure the sensing nodes from static and dynamic.

The literature [7] points out that the dynamic trusted value of the system can only
focus on the behaviors associated with trust, but how to judge and measure if the
behaviors is associated with trust has not be explicitly written. The literature [8]
researches the connection between the value of trust and the expected behaviors based
on the UCON model, but the limitation of the UCON model leads the trusted mea-
surement can not be used well. The literature [9, 10] introduces a dynamic integrity
model based on software behavior, which can obtain expected behavior by analyzing
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the API call relation of executable file or source code and compare the software
behavior with the expected behavior to determine whether the behavior is trusted.
However, to the sensing nodes of Internet of Things, the measuring granularity of this
method will produce a status space explosion. As can be seen from the above
researches, in terms of behavior measurement, most researches still revolve around the
traditional computer system and it has poor adaptability in the architecture of Internet
of Things.

However, with the integration of the software and hardware of Internet of things,
the trusted measurement is gradually being studied by researchers because of using
trusted measurement technology in sensing nodes can improve the overall security of
the Internet of things, real-time monitoring of the Internet of things and decrease the
cost of computation. The literature [11] proposes a trusted measurement model based
on the role description of sensing nodes. Although this model realizes the trusted
measurement of nodes according to the identity elements, its result can not depict the
process of the trusted change of nodes and its measurement value just can be a ref-
erence. The literature [12] proposes a measurement model of malicious behaviors of
nodes based on the Kalman filter calculation. This model can resist the malicious attack
behavior, but the model has high false alarm rate and poor operational stability. The
literature [13] combines the trusted value smoothing integral and the gaussian distri-
bution to propose a trusted measurement model based on the subjective trust. This
model is smooth in trust calculation and stable in operation, but it lacks the consid-
eration of recommendation trust. The literature [14] combines the theory of trusted
computing and the theory of the decay of trust relationship with time in sociology to
propose a trusted measurement model of sensing nodes based on the change of trust.
This model fully considers the decay of behavior and status with time, but its space
complexity and time complexity are too high for the sensing node. At the same time,
the model is mainly calculated based on subjective trust, so the trust smoothness and
practical are poor. The literature [15] designs a trusted measurement model based on
the location information. It can detect and eliminate malicious nodes in real time, but
the key information of the sensing node is easy to leak.

In summary, the theoretical research in the trusted measurement field is more than
the actual development research. And most of the theoretical research is around the
static measurement and poor in the dynamic measurement researches, especially in the
sensing layer of Internet o Things. It is because the status space of model will become
extremely large when the complication of node behavior and the refinement of the
granularity of measurement in the process of the behaviors trusted measurement, and
finally the status space explodes. It is a seriously problem to the sensing nodes of
Internet of Things which is limitation of the computation ability. Therefore, it is
necessary to design a behavior measurement model which is suitable for the sensing
layer of Internet of Things, and this model needs to satisfy the trusted running of
sensing layer of Internet of Things based on the computation ability and energy cost of
sensing nodes.

A Behavioral Measurement Model Suitable for the Sensing Nodes 151



3 The Description of the Behavior Measurement Model
of Sensing Nodes

As it is mentioned in the previous section, to solve the problems in sensing node of the
Internet of Things, this paper do the trusted measurement of behaviors of nodes based
on existed status measurement methods of nodes. It ensures the trust of sensing nodes
in data collection and transmission and realizes the trusted running of sensing nodes of
Internet of Things. The Fig. 1 describes the process of the trusted measurement of
behaviors of sensing nodes of Internet of Things logically.

As shown in the Fig. 1, sensing nodes can be divided into three types. There are
ordinary nodes, cluster nodes and data aggregation nodes. The ordinary node consists
of a large number of sensors, which is responsible for the collection and transmission of
mass information. The cluster node is the superior node of ordinary nodes. It does the
two-way identity authentication and the trusted measurement to ordinary nodes before
it forwards the data which is transmitted by ordinary nodes. The data aggregation node
is the superior node of cluster nodes. It does the two-way identity authentication and
the trusted measurement to cluster nodes before it sends the data which is forwarded by
cluster nodes to the application layer via the Internet.

The trusted measurement of nodes bases the identity authentication of nodes. It
includes the status measurement and the behavior measurement. The status

Ordinary nodes

Cluster nodes

Data aggregation nodes

Ordinary nodes
Ordinary nodes

Cluster nodes Cluster nodes

Trusted measurement Trusted measurement Trusted measurement

Trusted measurementTrusted measurement Trusted measurement

Fig. 1. The schematic of the behavior measurement of sensing nodes
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measurement refers the superior node measuring the static status information of the
lower node and the behavior measurement refers the superior node measuring the
dynamic behavior information of the lower node. The superior node does the status
measurement on the lower node accessing. After the identity authentication, it finishes
the static measurement with the initial status of nodes, the computing environment of
nodes and the status information of data. And the superior node does the behavior
measurement with the addressing behavior of nodes, the computing behavior and the
transmitting behavior of network on the lower node running. In this section, a behavior
measurement model of the cluster node to ordinary nodes and the data aggregation
node to cluster nodes will be built. The logical diagram of the measurement model is as
follows:

According to the Fig. 2, the node does the trusted measurement after it finishes the
identity authentication. First of all, the superior node does the status measurement to
the lower node with its computing environment and the status information of data.
Then the superior node does the behavior measurement to the lower node with its
addressing behavior, computing behavior and the transmitting behavior of network.
Finally, through the comprehensiveness of the results of the status measurement and
the behavior measurement of nodes, the trusted value of nodes can be judged. And
according to the judgment result, the superior node feedback-controls the lower node.

Feedback 
control

Behavior 
measurement

Status 
measurement

The lower node being measured

The superior node for measuring

Fig. 2. The logical diagram of the trusted measurement model
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In this model, the level of nodes is divided with its computation ability and energy. It
means the data aggregation node is the superior node of cluster nodes which aggregate
to this data aggregation node and the cluster node is the superior node of all ordinary
nodes in this cluster.

4 The Model of the Behavior Measurement

4.1 The Establishment of This Model

The a is set as the superior node which does measure and the b is set as the lower node
which is measured. The behavior measurement value of a to b is assessed by inte-
grating i behavior measurement functions. So the set of the behavior measurement
value of a to b can be expressed as @ ¼ @1 a; bð Þ; @2 a; bð Þ; . . .. . .; @i a; bð Þf g and the
value of every @i a; bð Þ is in 0; 1½ �.

When this paper comprehensive evaluates every behavior measurement function, it
puts different weight on each behavior measurement function. The weight is set as
h ¼ h1; h2; . . .. . .; hif g, and the h ¼ h1; h2; . . .. . .; hif g satisfies:

Xi

n¼1

hn ¼ 1; 0� hn � 1 ð1Þ

The behavior measurement value of a to b can be expressed as Trust a; b; eð Þ, and
the e indicates the interval of the measurement because the measurement value of nodes
has the timeliness which means it will change with time. The value of Trust a; b; eð Þ
integrates every behavior measurement value with weight. It can be expressed as:

Trust a; b; eð Þ ¼
Xi

s¼1

hs@s a; bð Þ; hs 2 h; @s a; bð Þ 2 @; 0� s� i ð2Þ

After a series of calculations, the superior node a can get the behavior measurement
value of the lower node b. It ranks the measurement value and does the feedback
control to the lower node of different levels. In this model, a bigger measurement value
means the lower node has a higher trusted level and the degree of priority of the
feedback control of a to b is higher.

In this paper, the trusted level k of nodes can be divided into k parts which means
k ¼ k1; k2; . . .. . .; kkf g; 0� kk � 1. When kk ¼ 0, this node is completed untrusted and
when kk ¼ 1, this node is completed trusted. In this set, if it assumes ku; kv 2 k and
u\v, the ku\kv.

In this paper, the degree of priority u of the feedback control of the superior node a
to the lower node b can be divided into k parts which means u ¼ u1;u2; . . .. . .;ukf g.
Therefore, the correspondence between u and the trusted level of a and the behavior
measurement value of b is as follows:
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X Trust a; b; eð Þ; k;uð Þ ¼

u1; k1 � Trust a; b; eð Þ� k2
u2; k2\Trust a; b; eð Þ� k3
. . .. . .
uk�1; kk�1\Trust a; b; eð Þ� kk
uk; kk\Trust a; b; eð Þ� 1

8>>>><
>>>>:

ð3Þ

In this model, the degree of priority of the feedback control of the superior node a
to the lower node b is got after finish the behavior measurement of nodes. According to
the behavior measurement, it can get the trusted value of different and divided the
degree of priority of the feedback control efficiently. This model reduces the risk when
transmitting the data in the Internet of Things.

4.2 The Actual Description of the Behavior Measurement Model

According to the established behavior measurement model, this paper applies it to the
actual environment of Internet of Things. And it divides the trust level into four parts
which are completely trusted, general trusted, critical trusted and untrusted. Therefore,
there are also four kinds of priority of the feedback response corresponding to the trust
level which are priority receiving data, acceptable data, non-acceptable data, and
refusal to accept data. The description of the trust level is shown as Table 1 and the
priority of the feedback response can be described as Table 2:

Table 1. The description of the trust level

k Trust level Definition

k1 Untrusted The node can not be trusted
k2 Critical trusted The node can be trusted or untrusted
k3 General trusted The node has a certain degree of trust
k4 Completely trusted The node can be trusted

Table 2. The description of the priority of the feedback response

u The priority of the
feedback response

The actual operation

u1 Refusal to accept data The superior node a refuses to accept the data sent from the
lower node b

u2 Non-acceptable data The superior node a can don’t accept the data sent from the
lower node b according to its status

u3 Acceptable data The superior node a can accept the data sent from the lower
node b according to its status

u4 Priority receiving data The superior node a accepts the data sent from the lower
node b priority
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If the trust level of the node is in the k ¼ k1; k2; k3; k4f g, the k1; k2; k3; k4 can be set
as k1 ¼ 0; k2 ¼ 0:3; k3 ¼ 0:5; k4 ¼ 0:8 and the correspondence between the priority of
feedback response and the value of the behavior measurement can be expressed as:

X Trust a;b; eð Þ; k;uð Þ ¼
u1; 0� Trust a; b; eð Þ� 0:3
u2; 0:3\Trust a; b; eð Þ� 0:5
u3; 0:5\Trust a; b; eð Þ� 0:8
u4; 0:8\Trust a; b; eð Þ� 1

8>><
>>:

ð4Þ

The above relationship can be interpreted as when the value of the behavior
measurement Trust a; b; eð Þ of the lower node b is 0.2, the superior node a will refuse to
accept the data sent from the lower node b. When the value of the behavior mea-
surement Trust a; b; eð Þ of the lower node b is 0.4, the superior node a can don’t accept
the data sent from the lower node b according to its status. When the value of the
behavior measurement Trust a; b; eð Þ of the lower node b is 0.6, the superior node a can
accept the data sent from the lower node b according to its status. When the value of
the behavior measurement Trust a; b; eð Þ of the lower node b is 0.9, the superior node a
accepts the data sent from the lower node b priority.

5 The Calculation of the Behavior Measurement Functions

To the behavior measurement of sensing node of Internet of Things, the accurate
calculation of the measurement value is directly related to the feedback control of the
superior nodes to the lower nodes. Therefore, in order to measure the behavior of nodes
more accurately, this paper does the dynamic trusted measurement to the lower node
through the addressing behavior, the computational behavior, the network transmission
behavior of nodes. In this paper, the superior node uses the addressing behavior
function, the computational ability evaluation function, the network transmission
behavior function, the social trust evaluation function, the effectiveness evaluation
function, and the activity evaluation function get the different value of measurement of
the lower node. And with the concept of information entropy, the multiple values of
measurement can be balanced and the final behavior measurement function of sensing
nodes can be obtained.

5.1 The Addressing Behavior Function of Nodes

The addressing behavior function of nodes includes the source address of the sender
and the destination address of the receiver. In the sending process of data, each node
has a physical address. Meanwhile, to the data sending behavior, the address of the
lower node b is the source address and the address of the superior node a is the
destination address. The addressing behavior function of nodes compares the desti-
nation address of data sending behavior with the physical address of the superior node
a and the source address of data sending behavior with the physical address of the
lower node b. The specific function is expressed as follows:
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@1 a; bð Þ ¼ adda ^ dað Þ ^ addb ^ sa
� � ð5Þ

This function performs the logical AND operation on the physical address adda of
the superior node a and the destination address of data sending behavior da. Then this
function performs the logical AND operation on the physical address addb of the lower
node b and the destination address of data sending behavior sa. When the result of this
function is 1 which means the physical address of nodes is same as the destination or
the source address of data sending behavior and the addressing behavior is normally.
When the result of this function is 0 which means the addressing behavior is abnor-
mally and it needs to be isolated or access control.

5.2 The Computational Ability Evaluation Function of Nodes

The computational ability evaluation function of nodes refers the superior node a
evaluates the computational ability of the lower node b when the data needs to be
calculated. When the memory size om of the lower node b is fixed, the data compu-
tational ability of nodes decreases with the existing memory occupied by a running
program on the node increasing. And specific function is expressed as follows:

@2 a; bð Þ ¼ 1�
Pn
i¼1

O apið Þ
om

;
Xn
i¼1

O apið Þ\om

0;
Pn
i¼1

O apið Þ� om

8>>>>><
>>>>>:

ð6Þ

In this function, O apið Þ refers the existing memory size occupied by the running
program api. And in the formula (6), if the existing memory occupied by a running
program on the node less than the actual memory size of the node, it evaluates the data
computational ability by the proportion of the remaining memory size. And if the
existing memory occupied by a running program on the node more than the actual
memory size of the node, it indicates that the node has abnormal behavior and assumes
that the node does not have computational ability and the result is 0.

5.3 The Network Transmission Behavior Function of Nodes

The network transmission behavior function of nodes refers the superior node a
evaluates the trust of the lower node b by the size of the transmitted data traffic in the
process of fata transmission and it follows a normal distribution. The specific function
is expressed as follows:

@3 a; bð Þ ¼ 1ffiffiffiffiffiffi
2p

p e � dt�Yð Þ2
2

� �
ð7Þ
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In this formula, Y ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� ln 2pT2

s

� �q
and the Ts is the initial measurement value of

the node initialization. When the transmitted data traffic is 0, the trust of nodes is its
initial measurement value and with the increasing of the transmitted data traffic, the
trust of nodes becomes higher. But if the transmitted data traffic reaches the critical
point, the trust of nodes will decreases quickly. The critical point is set according to the
specific application environment of the node.

5.4 The Social Trust Evaluation Function of Nodes

According to the Simerian classic trust theory in sociology, the trust value of individual
is not only determined by its own behavior, state, and information, but also needs to
refer to the trust values of other individuals that it communicates with. Therefore, in the
behavior measurement model of Internet of Things, the social trust evaluation function
of nodes refers the superior node a needs to consider the trust value of other nodes
which communicate with the lower node b when it does the trusted measurement to b.
For the same node, the effect of a frequent interaction with the node which has a higher
trust value is different from the effect of a frequent interaction with the node which has
a lower trust value. The specific function is expressed as follows:

@4 a; bð Þ ¼
Xn
j¼1

- cj
� � � @1 a; bð Þ � @3 a; bð Þþ @2 a; bð Þ½ � ð8Þ

In the formula (8), the node which communicates with the lower node b is
expressed by c and c ¼ c1; c2; . . .. . .; cnf g, cj 2 c; j 2 1; n½ �. The - cj

� �
is the weight of

the trust value of nodes who communicate with b and the specific description can be
expressed as follows:

- cj
� � ¼

@1 a; cj
� � � @3 a; cj

� �þ @2 a; cj
� �� �

; t ¼ 1
Qm
t¼1

@1 at; cj
� � � @3 at; cj

� �þ @2 at; cj
� �� �� �

; t[ 1

8<
: ð9Þ

Because of the node cj that interact with b may have different superior nodes, and
according to the sociological principles, with the interaction distance between two
entities getting shorter, the influence of their trust value gets greater. Therefore, in the
formula (9), t refers the number of superior nodes passed when the cj communicates
with b. When t ¼ 1, it means the cj and the b belong to the same superior node and the
weight is determined by the addressing behavior function, the computational ability
evaluation function and the network transmission behavior function that the superior
node a does to the lower node cj. When t[ 1, it means the cj and the b belong to the
different superior node and it will pass m superior nodes when the cj communicates
with the b. The at refers superior nodes passed by and the weight is determined by the
addressing behavior function, the computational ability evaluation function and the
network transmission behavior function that m superior nodes do to the lower node cj.
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5.5 The Effectiveness Evaluation Function of Nodes

The effectiveness evaluation function of nodes refers to the possibility of task failure
when the lower node do the addressing behaviors, network transmission behaviors, and
calculation behaviors, and this failure will affect the trust value of this node. The
specific function is expressed as follows:

@5 a; bð Þ ¼ 1�
Pn
v¼1

Fv a; bð Þ
Pn
u¼1

Lu a; bð Þ
ð10Þ

In this formula, Lu a; bð Þ refers the total number of tasks that the superior node a
requires the lower node b to complete. And the Fv a; bð Þ refers the number of failed
tasks of the lower node b. To the superior node a with the same total number of tasks,
the more failed tasks of the lower node b, the lower trust value of the behavior of b.

5.6 The Activity Evaluation Function of Nodes

The activity evaluation function of nodes refers the activity degree of the lower node b.
In the sensing layer of Internet of Things, the higher activity degree of the lower node b
is, the superior node a thinks the higher trust value of the lower node b is. The activity
degree of nodes can be mainly reflected in three aspects. There are the number of
successful interactions of the lower node b, the number of interacted nodes, and the
number of superior nodes which are passed during this interaction. The specific
function is expressed as follows:

@6 a;bð Þ ¼ J Nð Þ � J Sð Þ � J Gð Þ
J Nð Þþ J Sð Þþ J Gð Þ ð11Þ

In this formula, N refers the number of interacted nodes, S refers the number of
successful interactions of the lower node b, and G refers the number of superior nodes
which are passed during the interaction. J xð Þ ¼ 1� 1

xþ s is a function to synthesize N, S
and G. And in this function, s is an adjustment constant. When s[ 0, it can adjust the
value of J xð Þ. According to the formula (5–7), when the x is fixed, the J xð Þ gradually
approaches 1 with the increase of s. Therefore, when s ! 1, the J xð Þ will infinity
approach 1.

5.7 The Behavior Measurement Value of Sensing Nodes

The behavior measurement of the nodes are synthesized based on the results of the
above different angles of the behavior measurement functions. It puts different weight
to the addressing behavior function, the computing capability evaluation function, the
network transmission behavior function, the social trust evaluation function, the
effectiveness evaluation function and the activity evaluation function of sensing nodes
for getting a final behavior measurement value. However, due to the lack of certain
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objectivity that the superior node directly assign weight to each function, this section
introduces the concept of information entropy [17] and uses it to smooth the values of
each measurement function so that the final calculation results are as consistent as
possible with the objective facts.

The concept of entropy was first introduced by Boltzmann in thermodynamics, and
Shannon cites it in information theory, resulting in the concept of information entropy.
Information entropy is a measurement of the uncertainty of random variables in
information theory. It has monotonicity, non-surname and accumulativeness [18]. The
information entropy formula for a discrete random variable X is defined as follows:

H Xð Þ ¼ �
X
x2v

p xð Þ log2 p xð Þ ð12Þ

This section uses this definition in the calculation of behavior measurement for
sensing nodes of the Internet of Things. Event X is the trusted value of the lower node b
under the behavior measurement function @i a; bð Þ and X ¼ @i a; bð Þ. The specific
formula is expressed as follows:

H @i a; bð Þð Þ ¼ �@i a; bð Þ log2 @i a; bð Þ ð13Þ

For different behavior measurement functions, when H @u a; bð Þð Þ\H @v a; bð Þð Þ and
u; v 2 1; 2; 3; 4; 5; 6f g, it means the trusted value calculated by this behavior mea-
surement function has a small information entropy, so the uncertainty of the value is
small, and it can not reflect the change of the credibility of the node well. Therefore, the
superior node should give a smaller weight to this function. The formula (14) can only
sort the weight of each behavior measurement function, so the specific weight value is
calculated by the following formula:

hi ¼
1� H @i a;bð Þð Þ

log2 k

n�Pn
i¼1

H @i a;bð Þð Þ
log2 k

0;H @i a; bð Þð Þ\n

8>>><
>>>:

;H @i a; bð Þð Þ[ n ð14Þ

In this formula, k is the number of trusted levels of sensing nodes of the Internet of
Things, i is the number of behavior measurement functions, and n is the critical value
of information entropy. When the value of the information entropy of the behavior
measurement function obtained by the formula (14) is smaller than the critical value, it
means the uncertainty of the lower node that obtains the trusted value under the
behavior measurement function is determined to be too small. And the credibility of the
lower nodes can not be well reflected, so the weight of the function is directly set to 0.
In this paper, k ¼ 4; i ¼ 6; n ¼ 0:1. According to the above formula, the calculation
formula for the behavior measurement of the sensing nodes of the Internet of Things in
this paper can be obtained as:
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Trust a; b; eð Þ ¼
X6
i¼1

hi@i a; bð Þ ð15Þ

6 The Analysis of the Behavior Measurement Model

This paper proposes a trusted behavior measurement model applicable to the sensor
nodes of the Internet of Things. This model divides the behavior of nodes into
addressing behaviors, computational behaviors and network transmission behaviors. It
calculates the trusted value of those behaviors from different angles and balances those
different trusted values with the concept of information entropy to obtain the real-time
trusted value of the nodes. This section uses NS2 to simulate the behavior measurement
model of the node of the Internet of Things to check the correctness and effectiveness
of the model. In addition, the model of this paper is qualitatively compared with other
trusted models of the Internet of Things proposed in literature [19], literature [20],
literature [21], literature [21], literature [22], literature [23], and literature [24] for
analyzing the characteristics of this model.

6.1 Parameter Setting

In this section of the simulation experiment is based on Ubuntu14.04 platform and the
simulation tool is NS2. The relevant experimental parameter settings are shown in
Table 3:

Table 3. Simulation experiment parameter table

Parameter content Parameter setting
letter

Parameter setting
value

Wireless propagation model prop FreeSpace
Sender antenna gain Gt 1
Receiver antenna gain Gr 1
System loss L 1
Energy model en EnergyModel
The initial energy of data aggregation
nodes

initialEnergynh 100 J

The initial energy of cluster nodes initialEnergync 60 J
The initial energy of ordinary nodes initialEnergyno 30 J
The initial energy of malicious nodes initialEnergyne 30 J
Number of data aggregation nodes nh 1
Number of cluster nodes nc 4
Number of ordinary nodes no 36
Number of malicious nodes ne 9
Energy consumed in sending data txPower 4
Energy consumed in receiving data rxPower 2
The threshold of trusted measurement t 0.8
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The nodes in this simulation experiment have four kinds of roles: data aggregation
nodes, cluster nodes, ordinary nodes, and malicious nodes. And in this experiment, the
ordinary node only can communicate with the node in the same cluster.

The threshold of trusted measurement is set as 0.8 which means if the measurement
value of a node is less than 0.8, this node is judged to be an untrusted node. Since the
main purpose of this experiment is to verify the correctness and effectiveness of this
behavioral measurement model, it is assumed that there are 9 malicious nodes. Through
the experimental results, we can observe whether and when these malicious nodes can
be discovered to prove the correctness and validity of this model.

6.2 The Distribution of Nodes

A total of 50 nodes were established in this simulation experiment, and their positions
were randomly distributed in the 500*500 grid. The specific distribution is shown in
Fig. 3:

Among all the 50 nodes, there are one data aggregation node, four cluster head
nodes, thirty-six ordinary nodes, and nine malicious nodes. The logical link diagram is
shown in Fig. 4:
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Fig. 3. The distribution of simulation nodes
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6.3 The Analysis of the Simulation Result

According to the behavior measurement model established in this paper, the simulation
result of this experiment is shown in Fig. 5:
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Fig. 4. The logical link diagram of simulation nodes
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Fig. 5. The diagram of the malicious node discovered
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The result shows that when sensing nodes of Internet of Things are running in
90 min, the behavior measurement model proposed in this paper can discover all
malicious nodes and stop normal nodes interacting with those malicious nodes.
Therefore, the model proposed in this paper can discover the malicious node and stop
the attack of the malicious node effectively.

6.4 Qualitative Comparison

This section compares the trusted behavior measurement model of Internet of Things
proposed in this paper with other trusted models of Internet of Things. The results are
shown in Table 4:

According to Table 4, the behavior measurement model proposed in this paper is
based on the static measurement and identity authentication and can detect kinds of
attacks through the static measurement and identity authentication, such as: the
hijacking attack of sensing nodes, the DDOS attack, the witch attack and the physical
capture attack. This behavior measurement model has the characteristics of active
measurement and dynamic measurement.

Table 4. Qualitative analysis of measurement models of sensing layer of Internet of Things

Model name Measurement
content

Comparison point

Static
measurement

Dynamic
measurement

Node
hijacking
attack

DDOS
attack

Physical
capture
attack

Witch
attack

Model
proposed in
this paper

Addressing
behavior,
Computing
behavior,
Network
transmission
behavior

p p p p p p

Literature [19] Trusted value
p

– – – –
p

Literature [20] Activity,
reliability, QoS
trust, Component
permissions

p p
– – –

p

Literature [21] Security
overhead, Delay,
Trusted value

p
– –

p
– –

Literature [22] None
p

– – – – –

Literature [23] None
p

–
p

– – –

Literature [24] Trusted level
p

– – – – –
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7 Conclusion

The Internet of Things develops rapidly in this world and more areas are introducing
the Internet of Things into their production and life, such as, the environmental
monitoring, the traffic management, the agriculture and the military. However, the
security mechanism of Internet of Things develops slowly and it limits the development
of Internet of Things. For keep the Internet of Things safe, it needs to guarantee the
safety running of Internet of Things which determined by the trusted running of sensing
nodes Internet of Things.

Therefore, this paper analyzes the existing security mechanisms in the sensing layer
of the Internet of Things. According to those studies and the characteristics of sensing
nodes, this paper proposed a behavior measurement model which measures the
behaviors of sensing nodes dynamically based on the static measurement and identity
authentication. This model divided sensing nodes into three parts, there are ordinary
nodes, cluster head nodes which are the superior node of ordinary nodes and data
aggregation nodes which are the superior node of cluster head nodes. In this model, the
superior node of sensing layer measures behaviors of the lower node and divides its
trusted level with its trusted value for feedback control different nodes. The correctness
and validity of this model are verified by the simulating experiment in NS2 and the
qualitative comparing with other trusted measurement model proposed in some
literatures.

Acknowledgments. This work was supported by the Postdoctoral Fundation of Beijing (Grant
No. 2018-22-025).

References

1. Zhang, Y., Zhou, W., Peng, A.: Safety review of the Internet of things. Comput. Res. Dev.
54(10), 2130–2143 (2015)

2. Zhang, Y.-J., Liu, I., Feng, L.: Internet information security and privacy protection and
research review. J. Logist. Technol. 40(01), 69 (2017)

3. Ma, Z.: Trusted access wireless network theory and its application research. Xi ‘an
University of Electronic Science and Technology (2010)

4. Wang, Y.: Key technology research on the trusted operation of the node of the IoT sensor.
Beijing University of Technology (2017)

5. Zhuang, L., Shen, C.-X., Cai, M.: Based on the behavior of the trusted dynamic
measurement of the state space reduction research. J. Comput. 5(5), 1071 (2014)

6. Li, X., Zuo, X.D., Shen, C.-X.: Based on the behavior of the system computing platform
reliable proof. J. Electron. J. 7, 1234–1239 (2007)

7. Li, W., Zhang, T., Lin, W., Deng, S., Wang, C.: Security audit based on the reliability
measurement of dynamic network behavior. Comput. Technol. Dev. 22(5), 250–253 (2012)

8. Zhang, J., Zhang, G., Zhang, X.: Network access control model based on real-time behavior
trusted measurement. Comput. Appl. Softw. 7, 32–38 (2017)

9. Yan, L., Jia, X., Chen, P.: Software dynamic reliability measurement based on behavior
trajectory. Comput. Appl. Res. 34(02), 539–542 (2013)

A Behavioral Measurement Model Suitable for the Sensing Nodes 165



10. Liu, G., Zhou, Z., Zhou, R.: A static and trusted measurement model of software behavior.
J. Naval Aviat. Eng. 27(04), 459–463 (2012)

11. Letian, S., et al.: Methods of sensitive information protection under the Internet of things.
Sichuan Univ. J. Eng. Sci. Edn. 01, 132–138 (2016)

12. Chien, H., Chen, C.: Mutual authentication protocol for RFID conforming to EPC Class 1
Generation 2 standards. Computers and Standards (2007)

13. Zhou, Z., Li, J., Zhang, J.: A credible measurement model of principal behavior. Comput.
Eng. 07, 35–37 (2008)

14. Yan, Z.: A Conceptual architecture of a trusted mobile environment. In: Proceedings of the
Second International Workshop on Security, Privacy and Trust in Pervasive and Ubiquitous
Computing (SecPerU 2006)

15. Balfe, H., Chen, L.: Pervasive trusted computing. In: Proceedings of the Second
International Workshop on Security, Privacy and Trust in Pervasive and Ubiquitous
Computing (SecPerU 2006) (2006)

16. Liang, L.: Sociological study on the behavior of dishonesty. Wuhan University (2014)
17. Sun, C.: Characteristics of super-high dimensional classification data based on conditional

information entropy. Nanjing Information Engineering University (2017)
18. Peng, C., Ding, H., Zhu, Y., Tian, Y., Fu, Z.: Information entropy model of privacy

protection and its measurement method. Softw. Sci. 27(8), 2016-1903 (2016)
19. Ge, H., Tate, S.R.: A direct anonymous attestation scheme for embedded devices. In:

Okamoto, T., Wang, X. (eds.) PKC 2007. LNCS, vol. 4450, pp. 16–30. Springer, Heidelberg
(2007). https://doi.org/10.1007/978-3-540-71677-8_2

20. Schryen, G., Volkamer, M., Ries, S., Habib, S.M..: A formal approach towards measuring
trust in distributed systems, pp. 1739–1745 (2011)

21. Chen, I.-R., Guo, J.: Dynamic hierarchical trust management of mobile groups and its
application to misbehaving node detection. In: 2014 IEEE 28th International Conference on
Advanced Information Networking and Applications, pp. 49–56 (2014)

22. Mana, A., Koshutanski, H., Perez, E.J.: A trust negotiation based security framework for
service provisioning in load-balancing clusters. Comput. Secur. 1, 4–25 (2011)

23. Wu, Q.-X.: Secure solution of trusted Internet of things base on TCM. J. China Univ. Posts
Telecommun. 20, 47–53 (2013)

24. Xu, X., Bessis, N., Cao, J.: An autonomic agent trust model for IoT systems. 21, 107–113
(2013)

166 Y. Wang et al.

http://dx.doi.org/10.1007/978-3-540-71677-8_2


An Efficient and Revocable Decentralizing
Attribute-Based Encryption for Mobile

Cloud Computing

Lei Sun, Yumeng Fu(&), and Zuohui Li

Zhengzhou Information Science and Technology Institute,
Zhengzhou 450001, China
fym25jessica@qq.com

Abstract. Mobile cloud computing (MCC) is becoming an important way of
data sharing. It is of great value for people to store and retrieve personal data at
anytime and anywhere. Attribute-based encryption (ABE) can solve the problem
of flexible sharing among multiple users in traditional encryption, but it cannot
apply to mobile clients directly because of its low efficiency. How to meet the
people’s practical application needs and to control and manage the personal data
safely and flexibly is a concrete embodiment of the security problem after the
cloud computing is mobile. In this paper, an efficient and revocable decentral-
izing attribute-based encryption scheme for mobile cloud environment is pro-
posed. In the scheme, it does not have the upper limit of the total attribute, and
without the central authority (CA), each attribute authority generates private key
independently with the users. In addition, the linear secret-sharing scheme
(LSSS) is used to construct the access structure with a high flexibility. The
method of precomputing and outsourcing can reduce the computation cost of the
user side. Besides, the scheme is proved to be static secure and support revo-
cation under the random oracle model. Compared to the existing related
schemes, the proposed scheme is more practical and effective in mobile cloud
environment.

Keywords: Mobile cloud computing � Attribute-based encryption
Outsourcing � Revocation � Decentralizing

1 Introduction

For some sensitive data sharing issues (including their personal files, health records,
e-mails, etc.) that users store in the cloud, since cloud server loyalty cannot be ensured,
access control is generally stored and implemented in encrypted form. Traditional
cryptographic algorithms are difficult to implement flexible sharing with multiple users.
The attribute-based encryption (ABE) system can solve this problem better. It is an
important technical means for data security sharing in cloud computing.

With the popularity of mobile devices and the rapid development of 5G networks,
the mobile cloud computing model has been recognized and appreciated by more and
more people. Mobile Cloud Computing (MCC) is the combination of cloud computing,
mobile computing and wireless networks to bring rich computational resources to

© Springer Nature Singapore Pte Ltd. 2019
H. Zhang et al. (Eds.): CTCIS 2018, CCIS 960, pp. 167–183, 2019.
https://doi.org/10.1007/978-981-13-5913-2_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5913-2_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5913-2_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5913-2_11&amp;domain=pdf
https://doi.org/10.1007/978-981-13-5913-2_11


mobile users, net-work operators, as well as cloud computing providers [1]. The com-
bination of mobile network and cloud computing gives people the freedom to the
greatest extent. It enables cloud computing to be greatly expanded in application scope.
Users can get rid of the limitations of time and space and enjoy cloud-based powerful
computing, storage, and software service capabilities more conveniently. At present,
well-known domestic and foreign enterprises have successively provided mobile cloud
computing services, such as Ali “Apsara Mobile” weighs in 2017, Apple’s “MobileMe”
service, and Microsoft “Live Mesh”.

The typical ABE scheme cannot apply to the actual application of mobile cloud
directly, mainly because of efficiency. Most of the proposed schemes are based on the
bilinear mapping. The overhead of large bilinear pairings and group power operations
is very high, and the amount of computing in the encryption and decryption phases is
proportional to the size of the attribute set or the size of the access structure. Secondly,
in the actual application scenario, different authorities manage the different attributes of
the user, so the ABE scheme expanded from a single authority to a multi-authority has
higher computational complexity and management complexity. In addition, in order to
improve the security of the scheme, scholars have improved the scheme that can
achieve selective security by using the composite order bilinear group and the dual
system encryption technology. The improved scheme proves that the adaptive security
is satisfied, but the same group operation in the new method is 1–2 orders of magnitude
slower than the prime group in the number order group, and it does not meet the actual
security requirements. Therefore, research on flexible and practical attribute-based
encryption schemes based on the improvement of security performance has important
application value for data security sharing in mobile cloud environment.

In this paper, a decentralized multi-authority architecture is adopted. To make use
of the semi-trusted features of the cloud server, we divide the encryption and
decryption into two phases. The cloud server participates in the partial encryption,
decryption, and revocation, and reduces the computational overhead of the user. We
use the mapping idea to map attributes and group elements in a one-to-one mapping.
Any string can be added as an attribute into the system, which is more in line with the
actual application scenario. Finally, it is proved that the proposed scheme is static
secure under the random oracle model and is suitable for data security sharing in
mobile cloud environment.

2 Related Work

In 2005, Sahai and Waters [5] expanded the concept of IBE, and they put forward the
concept of attribute encryption for the first time. Since then, Goyal et al. [6] defines two
forms of ABE based on the location of the access strategy in the scheme: key policy
attribute-based encryption (KP-ABE) and ciphertext policy attribute-based encryption
(CP-ABE). We put forward a CP-ABE scheme that is more suitable for solving the
problem of data security sharing in cloud environment, in which access policies can be
defined simultaneously when data owners encrypt plaintext.
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Cheung et al. [7] proposed a CP-ABE scheme based on the AND access structure.
Then, Goyal et al. [8] proposed a CP-ABE scheme based on the access tree structure.
Waters [9] has published a CP-ABE scheme based on the linear secret sharing schemes
(LSSS) access structure to achieve stronger expressive and higher efficiency. But the
essence of the ABE efficiency problem is that when using bilinear mapping technology
to build a scheme, the complex function is realized by some modular exponentiation or
bilinear pairing, so it is difficult to achieve a breakthrough in the calculation efficiency
in the construction of the scheme. Therefore, scholars naturally think of outsourcing
complex computing and use powerful computing power to solve the problem. Early
research on outsourcing computing is mainly around a single type of computing, until
2011, Green et al. [10] introduced the outsourcing idea into the ABE, greatly alleviated
the decryption burden of the end users, and also provided a new possibility for the
development of the attribute-based encryption in the mobile cloud computing.

Since the mobile cloud computing is proposed in 2010, the problem of attribute-
based data security sharing has been paid much attention by scholars, but the attribute-
based encryption schemes for mobile cloud environment are still very few. Until 2014,
Hohenberger et al. [11] introduced a method of reducing the computational complexity
of encryption operations in ABE schemes by precomputing and proposed an online/
offline ABE scheme. It can be used to solve the problem of data sharing in the cloud
computing environment due to the above method that reduce the computing overhead
of users online effectively, so it is especially suitable for the setting of user low end
equipment in mobile cloud.

In order to solve the problem that the property can not only be managed by a single
authority in the actual environment, the scholars have deeply studied the multi-
authority attribute-based encryption (MA-ABE) scheme, which mainly focuses on how
to reduce the security threats brought by the corruption of the central authority and how
to ensure that the authorities do not affect the independent operation of each other. In
2011, Lewko and Waters et al. [12] proposed a MA-ABE scheme that did not need a
CA and each authority even not knowing each other and implemented a decentralizing
attribute-based encryption (DABE). In 2015, Vijay et al. [13] proposed a CP-ABE
scheme in the mobile cloud environment with attribute revocation. This scheme takes
into account that the ABE scheme of a single authority cannot solve the different
attribute issues of the multi-authority management user in the real application scenario
and supports multiple attribute authority to work simultaneously. In 2016, Li et al. [14]
proposed a lightweight data sharing scheme in the mobile cloud environment. By
changing the access control tree structure, most of the computation was handed over to
the external proxy server and the revocation function was realized. In 2017, Lyu et al.
[15] adopted an anonymous key release protocol to achieve privacy protection, in
addition to online/offline technology and outsourced decryption. Zhao et al. [16]
proposed a mobile cloud CP-ABE scheme that verifiable outsourced computing, ver-
ified by two kinds of hash functions, and De [17] proposed a scheme for fast encryption
and decryption in mobile cloud environment, which could realize the decentralization
of attributes. Li et al. [18] uses dual factor identity authentication mechanism to realize
anonymous authentication to users and proposes a multi authority CP-ABE scheme
without CA in mobile cloud environment.
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In terms of security, in 2010, Lewko et al. [19] improved the CP-ABE structure by
using multiple order bilinear groups and dual system encryption technology to make
the scheme change from the security based on the selection attribute set attack model to
the higher security level of adaptive security from the same period, but the performance
of the scheme was greatly sacrificed. In 2015, the Rouselakis of the Waters team
proposed a static security [20] model to adapt to the setting of multi authority insti-
tutions, which would be more consistent with data sharing in the multi authority
scenario, and a considerable degree of recognition in the industry.

In summarizing the above work, the paper finds that the design (composite order
and prime order) of the adaptive security solution needs to sacrifice the performance of
the solution to a certain extent, and it is not suitable for data sharing under the mobile
cloud environment. Since the attributes of the user in the CP-ABE are associated with
the decryption key, and the attributes are distributed in a fragmented manner, each
attribute should correspond to a different permission (in a single organization scenario,
the private key request is independent and complete). In this paper, the static security
model proposed by Rouselakis and Waters is applied to the setting of multi-authority.
At the same time, for the computational complexity caused by the multi-authority
setting, this paper uses the pre-computing of the encryption phase and partial out-
sourcing in the decryption phase, making the scheme more suitable for mobile devices,
so that users can get better application experience.

3 Preliminaries

This section will introduce the relevant basic knowledge and data sharing model of the
proposed mobile cloud environment attribute-based encryption scheme and give the
complexity assumption and the security model based on the scheme.

A. Linear Secret Sharing Schemes (LSSS)
Let p be a prime and U the attribute universe.

A secret-sharing scheme P with domain of secrets Zp realizing access structures on
U is linear over Zp if

(1) The shares for each party form a vector over Zp

(2) There exists a matrix A with rows ‘ and n columns called the share-generating
matrix for P. For all i ¼ 1; . . .; ‘, the row of A is labeled by a party qðiÞ (qðiÞ
represents the participants marked by the A line i). When we consider the column
vector v ¼ ðs; y2; . . .; ynÞ 2 Zp, where s 2 Zp is the secret to be shared, and
y2; . . .; yn 2 Zp are randomly chosen, then Av is the vector of ‘ shares of the secret
s according to P. The ith share ðAvÞi belongs to party qðiÞ.

It is shown in [21] that every linear secret-sharing scheme according to the above
definition also enjoys the linear reconstruction property, defined as follows. Suppose
that P is an LSSS for the access structure. Let S 2 A be any authorized set and let
I� 1; 2; . . .; lf g be defined as I ¼ i : qðiÞ 2 Sf g. Then there exist constants
xi 2 Zp
� �

i2I such that, if kif g are valid shares of any secret s according to P, thenP
i2I

xiki ¼ s. There is no such constant for unauthorized sets.
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B. Complexity Assumption
For our security proof we will use a q-type assumption on prime order bilinear groups.
It is a slightly modified version of the q-Decisional Parallel Bilinear Diffie-Hellman
Exponent Assumption [20]. We will be referring to our assumption as q-DPBDHE2 for
short. The assumption is defined as follows:

Choose a bilinear group G of order p according to the security parameter j, which
admits a non-degenerate bilinear mapping e : G� G ! GT . Pick a; s; b1; b2; . . .;
bq 2 Z

�
p. Let

D ¼ p; g;G; e; gs; fgaigi2½2q�;i 6¼qþ 1; fgbja
igði;jÞ2½2q;q�;i 6¼qþ 1;

fgs=bigi2½q�; fgsa
ibj=bj0 gði;j;j0Þ2½qþ 1;q;q�;j6¼j0

 !
ð1Þ

The assumption states that no polynomial-time distinguisher can distinguish the

distribution eðg; gÞsaqþ 1

from the distribution R (R is randomly chosen from G)with
more than negligible advantage.

C. Security Model

(1) The static security model we define is a security game between the challenger and
the attacker, and the difference between the adaptive model is that the attacker
must specify the attack object and the query content immediately after receiving
the public parameters, then send it to the challenger and change it after the game is
over. In the same way as the adaptive model, the static security model allows an
attacker to ask the user’s private key and some decryption ciphertext stored in the
cloud many times, that is to say, the attacker can decrypt the ciphertext by asking
the outsourced decryption key to get some decryption ciphertext. In addition, we
allow an attacker to participate in encryption by generating some authoritative
authority to generate authoritative public key. On the basis of resisting the cloud
server attack, the model increases the conspiracy attack against multiple legitimate
users through the inquiry of the private key and can be described by the Games in
the following stages. The symbolic correspondence is shown in Table 1.

Global Setup: The global initialization algorithm in the challenger’s operation plan
and send the public parameters GP to the attacker.

Attacker’s Queries: The attacker first came from the authority V select a part of the
authority CðC�VÞ, then generate and send fPKbgb2C to the challenger, Then the
attacker responds with:

– Select authorized m users fGIDigmi¼1 to inquire about their public and private key.
– Select some non-corrupt authorities NðN�VÞ to ask their public key.
– Select n users fSi;GIDigni¼1 to ask its outsourcing decryption key. Si�U is the

attribute set of user i. Required TðSiÞ \C ¼ £ means the attributes owned by the
users are authorized by the uncorrupted authority. In addition, requiring n[m is
that the attacker can not only query the user’s outsourcing decryption key in the m
authorized users, but also ask other users for the corresponding outsourced
decryption key.
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– Two messages m0;m1 of equal length, and a challenge access structure ðA; qÞ
encoded in a suitable form. We require that for every ið1� i� nÞ the set Si [ SC is
an unauthorized set of the access structure ðA; qÞ.
Challenger’s Replies: The challenger flips a random coin b 2 f0; 1g and replies

with:

– The secret keys of users fGIDigmi¼1: fuserPKGIDi ; keygmi¼1
– The public keys of authorities N�V : fPKbgb2N
– The secret keys of cloud serve provider: fSKOutgni¼1
– The challenge ciphertext CT*

Guess: The attacker outputs a guess b0 2 f0; 1g.
Definition 1. We say that an attacker statically breaks the scheme if it has a non-
negligible advantage in correctly guessing the bit b in the above security game.

When the game does not contain a class queries, the security model is converted to
attack only against cloud servers.

(2) We propose a revocable security model for collusion attacks of multiple revo-
cation users, regardless of whether their attributes satisfy the access policy.
Therefore, an opponent can ask multiple private keys to revoke the user. In this
article, it is assumed that the revocation user cannot conspire with the cloud server
and the authority, so the enemy cannot ask for the private key of the cloud server
corresponding to the cancellation of the user, nor the public key of the authority.
At the same time, in order to ensure that the enemy can obtain partial decryption
ciphertext from the unrevoked user, the model allows the enemy to access the
private key of the cloud server that corresponds to the unrevoked user. The game
description between the adversary and the challenger is basically the same as the
static security model. During the enquiry phase, the opponent inquired the chal-
lenger as follows:

Table 1. Symbol corresponding list

Symbol Meaning

GP The global parameter
U=V Space of attribute/authority
S Attribute set of user
GIDi The ith user global identities
PKb=SKb AAb’s public/private key
userPKi=key User’s public/private key
SKOut CSP’s private key
TK The temporary key
IC Intermediate ciphertext
Klist CSP’s key list
CT Ciphertext
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– Select a part of the revocation of the users fGIDigmi¼1 to inquire about their
public and private key.

– Select some non-corrupt authorities NðN�VÞ to ask their public key.
– Select n users fSi;GIDigni¼m to ask its outsourcing decryption key.
– Two messages m0;m1 of equal length, and a challenge access structure ðA; qÞ

encoded in a suitable form. Ask them the challenge ciphertext.

Definition 2. We say that the scheme is revocable if the attacker has a non-negligible
advantage in correctly guessing the bit b in the above security game.

D. Data Sharing Model
The data sharing model in the mobile cloud environment contains four entities: the data
owner (DO), the cloud service provider (CSP), the data user i.e. mobile user (DU), and
attribute authority (AA). Among them, the data owner DO draws up the access
structure according to the security policy, then encrypts the data according to the access
structure, and then uploads the encrypted result, that is, the ciphertext associated with
the access policy to the cloud end; any user can freely access and obtain the ciphertext
files on the cloud service, when and only as the user DU The attributes that are
available can only be decrypted when they satisfy the access policy of ciphertext. The
attribute authority AA generates a private key for the cloud service provider according
to the user’s permissions, and the user DU generates the private key for himself. Only
when the cloud server decrypts the original ciphertext with its own private key, can the
user decrypt the ciphertext. When the user is revoked, the cloud server simply removes
the user’s corresponding private key of the cloud server. The shared framework is
shown in Fig. 1.

Fig. 1. Data sharing model in MCC

An Efficient and Revocable Decentralizing Attribute-Based Encryption 173



Cloud service provider CSP is generally considered honest and curious, with
powerful storage and computing power, but only used for storing ciphertext, partially
deciphering, and assisting revocation, and cannot get any information about the data or
key from it; DU does not need to over consider its own hardware and software con-
ditions and can be configured by different configurations. The device can access the
CSP to obtain its authorized resources.

The DO and DU here mainly refer to users of low-end devices, such as mobile
phones, vehicle systems, and high-end devices such as PC.

4 Our Scheme

Taking into account the actual application requirements and cloud data sharing
mechanism research, we use functions T mapping attributes i 2 U to i’s authority
b 2 V . That is, the existence of a full shot d can correspond to the row x of a matrix and
an authority b ðdðxÞ ¼ TðqðxÞÞ ! bÞ. In addition, we introduce pre-computing out-
sourcing operation before the scheme encryption, and divide the mobile cloud attribute-
based security sharing into four aspects, namely, initialization, user registration, data
encryption and data access. Our scheme is constructed as follows:

A. Initialization
GlobalSetup(kÞ ! GP. The global setup algorithm takes as input the security param-
eter k, chooses a suitable bilinear group G of prime order p with generator g. It also
chooses a function H mapping GID, GID 2 G. Another function F mapping strings,
interpreted as attributes, to elements of G. Both of these functions will be modeled as
random oracles in the security proof. Finally, it defines U, V , and T . The global
parameters are GP ¼ p;G; g;H;F;U;V ; Tf g. GP as the common input parameter of
the remaining seven algorithms, for the sake of conciseness, the following algorithms
will no longer be mentioned.

AuthoritySetup(GIDbÞ ! fPKb; SKbg The authority run setup algorithm indepen-
dently, input GIDbðb 2 VÞ chooses two random exponents ab; yb 2 Z

�
p and publishes

PKb ¼ feðg; gÞab ; gybg as its public key. It keeps SKb ¼ fab; ybg as its secret key.

B. User Registration
When new users access the system, users need to request private keys to the attribute
authority. The private key is generated by the execution KeyGenOut algorithm by the
authority corresponding to each attribute of the user attribute set S.

KeyGenuserðGIDiÞ ! fuserPKi; keyg First, this algorithm is run on the mobile
device, that is, the user part of the key generation algorithm in the classic scheme,
which is completed by the user, input GIDiði 2 UÞ, and output the public and private
key pairs of the user fuserPKi; keyg. Chooses a random z 2 Z

�
p, using its own GIDi
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computing the user’s public key userPKGIDi ¼ fgz;HðGIDiÞzg and publish it. The
relevant authority operates the outsourcing decryption server key generation algorithm
for cloud service provider CSP:

KeyGenOutðGIDi; userPKi; S; fSKjgÞ ! SKOut

For example, user GIDi input userPKi, S and the private key set fSKbg of the
relevant authority (i.e. 8i 2 S; TðiÞ ¼ b), output the decryption key for the user GIDi,
and add the attribute based data sharing system.

For 8i 2 S, if TðiÞ ¼ b, Then the authorized b mechanism chooses the random
element ti 2 Z

�
p and calculation: Ki;1 ¼ gzaiHðGIDÞzyiFðiÞti , Ki;2 ¼ gti , outputs the

secret key: SKS ¼ fS;Ki;1;Ki;2gi2S. The user secrecy the private key key ¼ 1=z and

calculate: K 0
i;1 ¼ K1=z

i;1 , K 0
i;2 ¼ K1=z

i;2 , output cloud server decryption key:
SKOut ¼ fS;K 0

i;1;K
0
i;2gi2S, added fGID,SKOutg to the cloud server key list Klist.

C. Data Encryption
When the mobile device is idle, run the algorithm PreEncðfPKbgÞ ! IC, enter a public
key set fPKbg of authoritative authorities based on user-defined access policies. Output
the intermediate ciphertext IC, it can be uploaded to the cloud storage server. Mainly in
the formal encryption before, for each attribute i in U, complete pre-calculation at first,
for the encryption provides the calculation results. The attribute i, random selection

k0i;x
0
i; ri 2 Z

�
p, and calculation:ICi;1 ¼ eðg; gÞk0i eðg; gÞairi , ICi;2 ¼ g�ri , ICi;3 ¼ gyirigx

0
i ,

ICi;4 ¼ FðiÞri . The encrypted person can choose to upload the middle ciphertext IC ¼
fICi;1; ICi;2; ICi;3; ICi;4gi2U to the CSP outsourced storage server to save the storage
resources of the device.

The temporary key TK ¼ fk0i;x0
igi2U is stored locally.

When mobile users need to share secret data, run Encrypt(IC;M; ðA; qÞÞ ! CT. This
algorithm can also skip precomputation and encrypt plaintext directly. Input messages,
accesspolicies, intermediate ciphertext and temporarykeys in turn.Then randomselection
s; y2; . . .; yn; z2; . . .; zn 2 Z

�
p, order vector v ¼ ðs; y2; . . .; ynÞT ,w ¼ ð0; z2; . . .; znÞT , for all

x 2 ½‘� calculations kx ¼ ðAvÞx, xx ¼ ðAwÞx. Due to dðxÞ ¼ TðqðxÞÞ ! b, it can be
mapped x 2 ½‘� to authority b.

Computing ciphertext: C0 ¼ Meðg; gÞs, among them Cx;j ¼ ICqðxÞ;j j 2 fZ�
p

���
1� j� 4j g, Cx;5 ¼ kx � k0qðxÞ, Cx;6 ¼ xx � x0

qðxÞ, Output ciphertext: CT ¼ ððA; qÞ;C0;

fCx;jgx2½‘�;j2fZ�
p 1� j� 6j gÞ. The above operations can also be precomputed by the data

owner when the official data is encrypted, and then the encryption is completed. This
design draws on the idea of online/offline, making full use of the idle time and cloud
storage capacity of the user side, providing some calculation results for the formal
encryption phase and alleviating the encryption pressure to a certain extent.
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D. Data Access
DU downloads ciphertext from CSP. If the ciphertext is legal, the mobile terminal uses
the private key to complete the decryption.

When the cloud server receives the access request, it first depends userPKGID on the
terminal. Find the corresponding cloud server decryption key SKOut ¼ fS;K 0

i;1;K
0
i;2gi2S

in the cloud server key list Klist.Then run OutDecðSKOut; userPKi;CTÞ ! CT0 to partial
decryption. When the end user’s associated attribute set S in the key of the outsourcing
decryption server does not satisfy the access policy ðA; qÞ in the ciphertext, decryption
fails. Otherwise, for I ¼ fx : qðxÞ 2 Sg�f1; 2; . . .; ‘g, the decryption server compute
fcx 2 Zpg to satisfied

P
x2I

cxAx ¼ ð1; 0; . . .; 0Þ, and finally sent the partially decrypted

ciphertext CT0 ¼ ðC0;Cpart1;Cpart2Þ to DU. Among them:

Cpart1 ¼
Y
x2I

fCx;1 � eðg; gÞCx;5eðK 0
dðxÞ;1;Cx;2ÞeðK 0

dðxÞ;2;Cx;4Þgcx ð2Þ

Cpart2 ¼
Y
x2I

feðHðGIDÞz;Cx;3 � gCx;6Þgcx ð3Þ

After receiving the encrypted ciphertext from the cloud server part, the end user
runs the algorithm Decrypt(), uses the reserved user’s private key key ¼ 1=z to com-

plete the remaining decryption operation, calculates Cpart1 � C1=z
part2 ¼ eðg; gÞs and finally

returns: M ¼ C0

Cpart1�C1=z
part2

.

RevokeðGID,KTÞ The user revoked. Enter the user identity and key list, find and
delete the array in the list fGID,SKOutÞ, update the list KT ¼ KTnfGID,SKOutÞ.

5 Analysis

A. Correctness

(1) Outsourcing decryption process: when the attribute set S satisfies the access policy
ðA; qÞ, I ¼ fx : qðxÞ 2 Sg�f1; 2; . . .; ‘g, there is the constant fcx 2 Zpg satisfiesP
x2I

kxcx ¼ s and
P
x2I

xxcx ¼ 0. The following results are as follows:
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Cpart1

¼
Y
x2I

fCx;1 � eðg; gÞCx;5eðK 0
dðxÞ;1;Cx;2ÞeðK 0

dðxÞ;2;Cx;4Þgcx

¼
Y
x2I

feðg; gÞk0qðxÞeðg; gÞaqðxÞrqðxÞeðg; gÞðkx�k0qðxÞÞeððgzaqðxÞHðGIDÞzyqðxÞFðqðxÞÞtqðxÞ Þ1=z;
g�rqðxÞ ÞeððgtqðxÞ Þ1=z;FðqðxÞÞrqðxÞ Þgcx

¼
Y
x2I

feðg; gÞaqðxÞrqðxÞeðg; gÞkx eððg; gÞ�aqðxÞrqðxÞeðHðGIDÞ;
gÞ�yqðxÞrqðxÞeðFðqðxÞÞ; gÞ�rqðxÞtqðxÞ=zeððg;FðqðxÞÞÞrqðxÞtqðxÞ=zgcx

¼
Y
x2I

feðg; gÞkxeðHðGIDÞ; gÞ�yqðxÞrqðxÞgcx

¼ eðg; gÞ
P
x2I

kxcx
eðHðGIDÞ; gÞ

�
P
x2I

yqðxÞrqðxÞcx

¼ eðg; gÞseðHðGIDÞ; gÞ
�
P
x2I

yqðxÞrqðxÞcx

ð4Þ

Cpart2

¼
Y
x2I

feðHðGIDÞz;Cx;3 � gCx;6Þgcx

¼
Y
x2I

feðHðGIDÞz; gyqðxÞrqðxÞgx0
qðxÞ � gðxx�x0

qðxÞÞÞgcx

¼
Y
x2I

feðHðGIDÞz; gyqðxÞrqðxÞgxxÞgcx

¼
Y
x2I

feðHðGIDÞ; gÞz�yqðxÞrqðxÞeðHðGIDÞ; gÞz�xxgcx

¼ eðHðGIDÞ; gÞ
z
P
x2I

yqðxÞrqðxÞcx
eðHðGIDÞ; gÞ

z
P
x2I

xxcx

¼ eðHðGIDÞ; gÞ
z
P
x2I

yqðxÞrqðxÞcx

ð5Þ

(2) The mobile device completes the final decryption:

Cpart1 � C1=z
part2

¼ feðg; gÞseðHðGIDÞ; gÞ
�
P
x2I

yqðxÞrqðxÞcxgðeðHðGIDÞ; gÞ
z
P
x2I

yqðxÞrqðxÞcxÞ1=z

¼ eðg; gÞs C0

Cpart1 � C1=z
part2

¼ Meðg; gÞs
eðg; gÞs ¼ M

ð6Þ
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B. Security

(1) Static Security

Lemma 1. assumes that the Rouselakis-Waters (RW) scheme [20] is static security,
then the decentralizing multi authority CP-ABE scheme for the mobile cloud com-
puting is also static security.

Proof. Assuming that the attacker cannot ignore the advantage of the probability
polynomial time breaking this scheme, it is proved that we can construct a probability
polynomial time algorithm U to break the RW scheme,

U runs algorithm of Global Setup: output and send the public parameters GP to the
attacker.
Attacker’s Queries: The attacker first came from the authority V select a part of the
agency CðC�VÞ, then generate and send its public key fPKbgb2C to the U, Then ask U
as follows:

– Select m authorized users fGIDigmi¼1 to inquire about their public and private key.
– Select some non-corrupt authorities NðN�VÞ to ask their public key.
– Select n users fSi;GIDigni¼1 to ask its outsourcing decryption key. Si�U is the

attribute set of the user i. Required TðSiÞ \C ¼ £ means the attributes owned by
the users are authorized by the uncorrupted authority. In addition, the requirement
n[m is that the attacker can not only query the user’s outsourcing decryption key
in the m authorized users, but also ask other users for the corresponding outsourced
decryption key.

– Two messages m0;m1 of equal length, and a challenge access structure ðA; qÞ
encoded in a suitable form. We require that for every ið1� i� nÞ the set Si [ SC is
an unauthorized set of the access structure ðA; qÞ.
Challenger’s Replies: U send fPKbgb2C to the challenger and inquire about the

corresponding public key of N�V in the RW scheme, also do the corresponding
private key and the challenge ciphertext of fSi;GIDigmi¼1. The challenger turns back
fSKSi;GIDi ¼ ðgabHðGIDiÞybFðjÞtj ; gtjÞj2Sig

m
i¼1, The public keys fPKbgb2N of authorities

N�V and the challenge ciphertext CT*. First, U calculate the user’s private key in this
scheme: for 1� i�m, chooses the random element z 2 Z

�
p, calculate userPKGIDi ¼

fgz;HðGIDiÞzg and keyGIDi
¼ f1=zgi, then discuss the corresponding outsourced

decryption key for fSi;GIDigni¼1, as shown below:

– for 1� i�m, j 2 Si,

Kj;1;GIDi ¼ ðgabHðGIDiÞybFðjÞtjÞzi ¼ gabziHðGIDiÞybziFðjÞtjzi ð7Þ

Kj;2;GIDi ¼ ðFðjÞtjÞzi ¼ FðjÞtjzi ð8Þ
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Order

SKOut;GIDi
¼ fSi;Kzi

i;1;GIDi
;Kzi

i;2;GIDi
gj2Si ð9Þ

– for m� i� n, chooses the random element gj 2 G, kj 2 Z
�
p, calculate Kj;1;GIDi ¼

gjFðjÞkjgj, Kj;2;GIDi ¼ FðjÞkj , order SKOut;GIDi
¼ fSi;Kzi

i;1;GIDi
;Kzi

i;2;GIDi
gj2Si . Notice

the gabHðGIDiÞyb is an element of group G, and G is a cyclic group, and there is an
unknown element zi 2 Z

�
p, s. t. gj ¼ ðgabHðGIDiÞybÞzi ¼ gabziHðGIDiÞybzi . So,

Kj;1;GIDi ¼ gjFðjÞkj ¼ gabziHðGIDiÞybziFðjÞkj , Kj;2;GIDi ¼ FðjÞkj , is a uniform distri-
bution of the outsourced decryption key.

– U send the above results to attacker.

Guess: The attacker outputs a guess b0 2 f0; 1g with U at the same time.
The above distribution is truly indistinguishable from the attacker. Therefore, if the

attacker can break this scheme with non-negligible advantage, he can also break the
RW scheme with non-negligible advantage.

Lemma 2. Given that the q-DPBDHE2 assumption holds, the RW scheme is statically
safe under the random oracle model.

Proof: The document [20] has given a detailed proof. For reasons of space, it will not
be repeated here.

Theorem 1. Assuming that the q-DPBDHE2 assumption holds, the scheme in this
paper is statically secure under the random oracle model.

Proof: Lemmas 1 and 2 can be obtained directly.

(2) Revocable Security Certificate

The idea of this section is similar to that of Lemma 1. First of all, the following
lemmas are proved.

Lemma 3. Assuming that the Rouselakis-Waters (RW) scheme [20] is static and
secure, the no-centric multi-agency CP-ABE scheme proposed in this paper supports
user revocation.

Proof: Assumptions For the proposed scheme of this paper, there is a polynomial-time
opponent A who can win the revocable game in Sect. 3 with the advantage e, then a
simulator B can be constructed to defeat the RW scheme with the advantage e. Let C be
the challenger to interact with B in the RW scheme.

Same as static security certificate, Challenger C sends the public parameter GP in
the RW scheme to simulator B. B sends the GP as an open parameter of the scheme to
adversary A.

Adversary A asks B about the uncorrupted authority’s public key, part of the user’s
public/private key pair, and the corresponding cloud server private key and challenge
cipher text.
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Challenger’s Replies: Simulator B queries the public key and challenge ciphertext
of the noncorrupted institution in the RW solution. C returns to B, then B performs the
following operations.

– for 1� i�m, chooses the random element z 2 Si,

Kj;1;GIDi ¼ ðgabHðGIDiÞybFðjÞtjÞzi ¼ gabziHðGIDiÞybziFðjÞtjzi ð10Þ

Kj;2;GIDi ¼ ðFðjÞtjÞzi ¼ FðjÞtjzi ð11Þ

order

SKOut;GIDi
¼ fSi;Kzi

i;1;GIDi
;Kzi

i;2;GIDi
gj2Si ð12Þ

– for 1� i�m, chooses the random element z 2 Z
�
p, calculate userPKGIDi ¼

fgz;HðGIDiÞzg and keyGIDi
¼ f1=zgi.

– for m� i� n, j 2 Si chooses the random element gj 2 G, kj 2 Z
�
p, calculate

Kj;1;GIDi ¼ gjFðjÞkjgj, Kj;2;GIDi ¼ FðjÞkj , order

SKOut;GIDi
¼ fSi;Kzi

i;1;GIDi
;Kzi

i;2;GIDi
gj2Si : ð13Þ

Notice the gabHðGIDiÞyb is an element of group G, and G is a cyclic group, there is
an unknown element zi 2 Z

�
p, s. t.

gj ¼ ðgabHðGIDiÞybÞzi ¼ gabziHðGIDiÞybzi : ð14Þ

So, Kj;1;GIDi ¼ gjFðjÞkj ¼ gabziHðGIDiÞybziFðjÞkj , Kj;2;GIDi ¼ FðjÞkj , is a uniform
distribution of the outsourced decryption key.

– B send the above results to A.

Guess: A outputs a guess b0 2 f0; 1g with B at the same time.

Theorem 2. Assuming that the q-DPBDHE2 hypothesis holds, the scheme in this
paper supports user revocation under the random oracle model.

Proof can be obtained directly from Lemmas 2 and 3.

C. Performance Comparison Analysis
This section mainly compares and analyzes the performance of the proposed scheme
and related schemes, Table 2 shows the performance comparison results for each
scheme. We mainly performed functional analysis and comparison with the current
attribute-based encryption schemes proposed for mobile cloud environments.

Except that the scheme [16] is a single authority establishment, other programs are
multi-authority institutions. By comparison, it can be seen that scholars choose the
bilinear group of prime number order to construct the scheme because the same group
operation is 1–2 orders of magnitude faster than the order group in the prime order
group, which is more suitable for the mobile cloud environment.
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Since the biggest difference between a mobile cloud environment and an ordinary
cloud environment is the device performance of a user terminal, most schemes consider
adopting technical means at the encryption and decryption stages to migrate the amount
of computation that should have been completed by the user terminal to a third party
and encrypt the information. Files are securely stored to the cloud. Schemes [13, 14] all
require a central authority to certify their identities. This does not prevent the central
organization from corrupting the entire encryption process. The central authority must
interact with each authority to exchange information. The communication costs brought
about by this cannot be ignored either. The [15, 17, 18] are similar to the schemes
proposed in this paper, but our scheme is static secure and is superior to the plaintext
security of the above scheme.

Our scheme draws on the mapping idea in [22] and uses functions F : U ! G to
map the attribute space to group G. [22] was proposed in cloud computing environment
and did not consider precomputing, Table 3 gives the performance comparison results
of our scheme and the scheme proposed by [22]. The advantage of this is that the
number of attributes in the system is not limited, and any string in group G can be used
as a new one in the later period. That is, our scheme is to support large attribute
universe. There is no need to specify the number of attributes to be used when the
system is established. In addition, this scheme maps the user identifier GID to G
through the function H, so that the user and organization that have the unique identifier
can achieve complete decentralization, thereby resisting the collusion attack between
the user and the organization.

In addition, the solution of this paper is also superior to the multi-authority scheme
proposed in the current cloud environment in terms of user costs and is more suitable
for the requirements of the user’s low-end and configuration equipment.

Table 2. Performance comparison of attribute-based encryption schemes proposed in this paper
and mobile cloud environment

AA CA Prime
order

Pre-
calculation

Outsource
decryption

Access
structure

Safety Large
universe

Vijay [13] Multi-
authority

� p � � Not mentioned �

Li [14] Multi-
authority

� p � p
Access
Tree

CPA �

Lyu [15] Multi-
authority

p p p p
LSSS CPA �

Zhao [16] Single –
p p p

Access
Tree

CPA �

De [17] Multi-
authority

p p p p
LSSS CPA �

Li [18] Multi-
authority

p p p p
LSSS CPA �

Our scheme Multi-
authority

p p p p
LSSS Static

Security

p
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6 Conclusion

At present, the research of mobile cloud data security sharing mechanism is still at the
initial stage, and there is no secure, effective and thorough trusted deletion scheme.

The scheme proposed in this paper adopts attribute-based encryption technology,
which utilizes pre-computation and outsourcing decryption, effectively reduces the
computational overhead of the client, satisfies the large attribute domain, supports
revocation, and has no central setting, which is more in line with practical application
requirements. Finally, the security of the scheme is proved under the random oracle
model. Compared with related schemes, our method can effectively reduce the over-
head of mobile devices and is suitable for data security sharing in mobile cloud
environments.
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Abstract. Traditional voting schemes are used for the credit evaluation and
authentication. During the voting process, the contents need to be verified
through the signature algorithms. Traditional signature schemes for voting
scenes exist several drawbacks such as distrust of central nodes for the group
signature and inefficiency for the ring signature. A trusted center selection
scheme is proposed based on Dynamic Bayesian Network, which can be
adapted in the isomerized blockchain. By introducing the historical interaction
window, the aging factor, and the penalty factor, the adaptive trusted metrics can
be obtained through aggregating the direct credibility and the indirect credi-
bility. A new threshold group signature scheme is introduced through collabo-
ration between users and the trusted centers. In order to protect the user
identities, the blinding process is proposed. In case of compromising, the trusted
centers create redundant backup, and can be updated with the proposed selection
scheme. Security analysis shows that the proposed signature, whose difficulty is
equivalent to the discrete logarithm of the elliptic curve, achieves a high level of
anonymity and can resist impersonation attacks. Computational complexity
analysis shows that the new method with low computational cost and trans-
mission efficiency can be effectively adapted to the isomerized blockchain scene.

Keywords: Blockchain � Confidential computation
Threshold group signature � Dynamic Bayesian Network

1 Introduction

Blockchain is a distributed database technology which can record transaction. The
characteristics of blockchain are “decentralization”, “anonymization” and “de-trusted”
[1]. It handles distrust among nodes and has been widely applied in the fields of e-
money, financial investment, internet of things, medical care, and energy network [2].
The blockchain falls into three categories: public chain, permissioned chain, and pri-
vate chain. At present blockchain-based voting schemes existing on permissioned chain
and private chain have been used in credit assessment and decision making. The paper
is devoted to develop a safe and transparent online voting mechanism on the block-
chain: coordinating participants to ensure the fairness, allowing the voting manager to
check the voting result and cancel illegal ballots [3]. Compared with existing voting
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schemes, blockchain-based voting methods have the ability of being irrevocable and
non-repudiation, and the process can be automated in accordance with the statute,
without human interference. Applications based on the blockchain with neutrality and
security have shown the wide prospects.

The identities in the blockchain node, similar to the bankcard account number, are
the pseudonym information used by the user to participate in the voting process. The
temporary identify labels are generated by the participants using the public key
encryption algorithm with anonymity. Recent studies [4, 5] have shown that the
blockchain has the risk of identity leakage. The attackers exploit the message propa-
gation vulnerabilities and trace out the initiator identities. It means that the native
blockchain architecture cannot guarantee the anonymity. How to design a highly
anonymous and non-repudiation blockchain architecture is the focus of this study.

To implement the voting scheme based on the group signature in blockchain, the
native blockchain architecture needs to be redesigned to pick out the trusted centers.
However, once the trusted centers are breached, the user secrets will be stolen. What’s
more, attackers can tamper with the voting results. How to guarantee the security of the
trusted centers in the isomerized blockchain is the prerequisite for the voting scheme.

To select the trusted centers on the blockchain, the metrics must be updated in order
to feed back the credibility to other nodes in time. When initiating, all nodes need to
generate their own private keys to calculate the share signatures which will be passed to
the trusted centers. The trusted centers will accumulate the share signatures to com-
posite the group signature. To trace the abnormal behaviors, the trusted centers must be
allowed to open the signature and locate the corresponding user identities. When some
nodes are unavailable, their signatures are allowed to revoke. How to design such a
revocable and traceable threshold group signature scheme is the main contribution of
this study.

2 Related Researches

In 1994, Marsh firstly proposed the concept of trusted computing and elaborated on the
canonical representation of trust metrics [6]. The key of implementing the signature
scheme in blockchain is selection of the trusted centers.

To solve the problems that the user identities on general devices are unsafe, [7]
builds a mathematical model based on the D-S evidence theory and proposes the
trustworthiness metrics in Ad-hoc and P2P networks. [8] proposes a dynamic trusted
model based on Bayesian Network. The credibility metrics depend on the neighbors
with the dynamic objective variables. However, the model still needs to be optimized in
terms of prediction accuracy and time continuity. [9] quantifies the credibility based on
the information theory and measures the trust propagation path in the Ad-hoc network.
Since the degree of trust is regarded as the uncertainty, the entropy is introduced to
quantify it. [10] proposes the trusted security discovery model TSSD in pervasive
circumstances. The model is a composite architecture that supports discovery functions
in both secure and insecure scenarios. [11] proposes a penalty-based incentive mech-
anism based on the repeated game, which can adjust the penalty according to the
reputation.
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Due to heterogeneity and complexity of the blockchain, the trusted metrics need to
meet the requirements of dynamic adaptability, high efficiency, and strong timeliness.
When adapting the traditional measurements to the blockchain, existing schemes
mainly include several drawbacks [12]:

1. Assumptions made by those methods limit their applications.
2. The computing power of blockchain nodes is uneven, which leads existing methods

to be inferior in terms of interaction timeliness and adaptability.
3. Autonomy of blockchain makes the node behaviors unpredictable. Protection

methods without cooperation among nodes make them vulnerable when facing up
to the attacks.

4. Existing researches lack robustness whose accuracy will be declined when adapting
to the blockchain.

The threshold group signature schemes, according to the way of key distribution,
are mainly divided into the ones with the trusted center and the ones without the trusted
center. For the group signature scheme without the trusted center, each node has a high
degree of autonomy, which enhances the security level with the cost of increasing
computation. The trusted center for the threshold group signature scheme is considered
as the management node and can trace user identities which is promising for the
blockchain based voting scenes.

Traditional signature schemes based on the large number decomposition and dis-
crete logarithm problems cannot meet the requirements of low computation and
bandwidth required in the blockchain. The group signatures scheme based on the
elliptic curve with lower resource consumption are more suitable for the blockchain
scenarios [13].

In 2004, Tzer-Shyong et al. [14] integrated the short key feature with a threshold
method and proposed a signature scheme (YC scheme) based on the elliptic curve
encryption algorithm. However, it lacks the operations of tracking and cancellation of
the signatures. [15] points out that arbitrary member conspiracy in the YC scheme can
be able to obtain the private keys. Therefore, [16] proposes an ECC threshold signature
scheme with the elliptic curve discrete logarithm difficulty, which could track the signer
identity with the help of the trusted center and can effectively resist the members
conspiring to forge the signature. The above threshold group signatures are based on
the Shamir secret sharing scheme. Some other secret sharing methods will be discussed
later.

In [17], a threshold group signature scheme is proposed based on the bilinear
mapping and secret sharing. The keys are distributed in the members of the signature
set. In [18], the threshold group signature scheme with the elliptic curve discrete
logarithm difficulty is proposed, including signature verification, thresholds modifica-
tion, etc. [19] proposes a threshold group signature scheme based on ECC scheme,
which has a shorter key length, lower computation and bandwidth requirement. [20]
and [21] propose the ECDSA threshold signature schemes, whose participants can
reconstruct keys. Goldfeder et al. proposes a threshold signature scheme to realize the
multi-party control functions on bitcoin [22], which applies the threshold cryptography
for key management. However, when to recover the keys, multiple parties must be
present.
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To address the above problems, the paper redesigns the native blockchain, and
selects the trusted centers based on Dynamic Bayesian Network, which correlates the
time factor to perform the dynamic trusted metrics. In addition, this paper proposes a
threshold group signature scheme. Through cooperation between users and the trusted
centers, the share signatures will be synthesized to form the group signature. In order to
protect the user identities, the proposed method will blind the user identities. In case of
the trusted centers unavailable, the new scheme will back up the user signatures and
update the trusted centers dynamically.

3 Background

3.1 Digital Signature

Digital signature is a password protection scheme, which utilizes cryptography to
confirm source and integrity of the data. It is mainly used in asymmetric key encryption
and digital summarization. The sender first signs the message, then others verify it. The
signature is temporally valid for a single process. The steps are as follows [23]:

1. GðpÞ �!generate�keysðsk; pkÞ; where sk is the private key and pk is the public key.

2. Sðsk;mÞ �!generate�signatures
sig; where m is the plaintext, and sig is the result signature.

3. Verifyðpk;m; sigÞ �!verrify�signaturesfTrue;Falseg, which verifies integrity of the data

through the public key, the plaintext, and the signature.

The typical signature schemes mainly include the elliptic curve digital signature
[24] and the partial blind signature [25]. The elliptic curve digital signature will be the
focus in the paper.

The elliptic curve digital signature algorithm is mainly designed based on the
elliptic curve discrete logarithm. The elliptic curve E on the finite field Fq is expressed
as [24]:

y2 ¼ x3 þ axþ bðmod qÞ;

where a; b; x; y 2 Fq. Assuming E(FqÞ represents the point set of the elliptic curve, and
the base point is G 2 E(FqÞ, jGj ¼ n. The parameters are ðFq; a; b; G, nÞ. The steps of
the elliptic curve algorithm are as follows:

1. d is a randomly selected value, where djd 2 Z; d 2 ½1; n� 1�f g. Q ¼ dG, where the
public key is Q, and the private key is d.

2. Randomly select k 2 1; n� 1½ � to obtain kG ¼ x; yð Þ.
3. r ¼ x mod n, and verify r ¼ 0. If it holds, return to step 2.
4. e ¼ H(m), where H(�Þ is a custom hash function.
5. s ¼ k�1ðeþ drÞmod n, if s ¼ 0, go back to the step 2 to continue, otherwise return

the result r; sð Þ.
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6. The formula to verify the signature r; sð Þ with the plaintext m and the public key G
is s�1ðeGþQrÞ ¼ kðeþ drÞ�1ðeGþ dGrÞ ¼ kG. If it does not hold, it means that
the message may be tampered.

3.2 Secret Sharing Scheme

The concept of secret sharing was first proposed by Shamir [26] and Blackey [27]. The
idea is to split the secret into N copies and send each copy to different participants for
management. When to recover the secret, it needs to involve a certain number of
participants, whose number must be greater than or equal to the specified threshold.

The classic secret sharing scheme is the Shamir sharing scheme. The scheme firstly
divides the secret S into n copies. Any k copies can recover S, and k � 1 ones could not.
The whole process is divided into three steps:

1. Initialization: Assuming n participants P1. . .:Pnð Þ with the threshold k, let p be a
prime number, the trusted center coding range be the finite field GF(pÞ, and each
participant be xi 2 GFðpÞði ¼ 1; 2; . . .nÞ.

2. Encryption: The trusted center selects a k � 1 order polynomial
f ðxÞ ¼ a0 þ a1xþ a2x2 þ . . .þ ak�1xk�1, where ai 2 GF(PÞði ¼ 1; 2; . . .; k � 1Þ,
a0 ¼ S. Put xi 2 GFðpÞði ¼ 1; 2; . . .nÞ into the above equation to obtain
x1; f x1ð Þð Þ; . . .; ðxn; f ðxnÞÞ which will be sent to each participant.

3. Decryption: k pairs of x; f xð Þð Þ will be optionally collected from n participants to
reconstruct the polynomial f ðxÞ, from which we can obtain f ð0Þ ¼ a0 ¼ S with
Lagrange interpolation.

3.3 Threshold Signature Scheme

The ðt; nÞ threshold signature algorithm mainly includes three steps, which are key
generation, signing and verification. For n members, the threshold key generation step
returns the public key pk and the private key skif1� i� ng with the system parameter I.
The threshold signature process takes on the input m and I with the private key ski, and
outputs the signature r [28]. The threshold verification process can be able to verify the
signature r with the public key pk.

The threshold signature algorithm is considered as safe when meeting two
requirements [29]:

1. Unforgeability: Given the system parameter I, an attacker can destroy up to a
maximum of t � 1 nodes through issuing at most k questions, where k is generally
equal to 2n times the length of the message.

2. Robustness: When the attacker breaks through up to t � 1 nodes, the correct sig-
nature can still be generated.
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4 Trusted Center Selection Criterion

The threshold group signature scheme needs the trusted center to trace user identities.
Its corresponding measurements must obey several principles which will be discussed
later. This paper proposes a trusted center selection scheme based on Dynamic
Bayesian Network. The new scheme introduces the historical interaction window, the
aging factor, the penalty factor, and aggregates the direct and indirect credibility to
form a set of dynamic and adaptive trusted metrics. When the reliability for the current
centers is declined to a certain level, they will be re-selected as soon as possible. This
paper adopts the selection scheme to the blockchain as shown in Table 1, which
reduces the computational complexity and is proved to be equivalent to [12].

4.1 Definitions

Definition 1: Assuming C ¼ fciji 2 N�; 1� i� ng represents a set of network nodes.
For the current node c, if 8ci 2 C, c 6¼ ci, the interactive factor ri exists to make riðc; ciÞ
not empty, and the set R ¼ fr1; r2; . . .; rng is the local relational database.

Definition 2: For the local relational database R ¼ fr1; r2; . . .; rng, if a relational
window w exists to make Rw ¼ frn�w; rn�w�1; . . .; rng be the trusted metrics for the
target entity, w is said to be valid.

Definition 3: For the valid relationship window w, at time t, the corresponding context
is denoted as Wðw; tÞ.
Definition 4: With n trust levels, the credibility set of the current network is denoted as
L ¼ fl1; l2; . . .; lng where i\j, li\lj. The greater l, the higher the credibility.

Definition 5: Assuming X ¼ fx1½t�; x2½t�; . . .xn½t�g denotes the attribute set at time t,
and x½t� denotes a serial of values for the random variable xi½t�. Assuming continuous
events occur at discrete time and the attribute evolving process satisfies the Markov
chain model, that is Pðx½tþ 1�jx½0�; . . .x½t�Þ¼Pðx½tþ 1�jx½t�Þ, the resulting network is
called Dynamic Bayesian Network.

Table 1. Diagram of trusted centers construction

Blockchain

Trusted Centers
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Definition 6: Let the priori network be N0 and the transfer network be N. N0 is the
distribution of x½0�, and N represents the transition probability Pðx½tþ 1�jx½t�Þ.

4.2 Trusted Metrics

For the credibility measurement, this paper adopts a strategy combining the static and
dynamic behaviors to perform the trusted authentication, which considers the objective
and subjective factors to make the comprehensive measurement. The proposed method
tries to minimize the resource requirements when applied to the blockchain.

The static trusted metrics are the basis which includes the operating system
integrity, additional protection, and hardware performance. The nodes in the block-
chain who own more computing resources are able to carry out more tasks, so a high
credibility will be assigned to them. The static measurement of this paper does not
adopt the traditional identity authentication metric because of anonymity of the
blockchain.

The dynamic trusted metrics provide the fine-grained quantitative standards for the
measurement in the paper. Through real-time monitoring the node status and timely
feedback to others, real-time credibility of the trusted center is ensured. The dynamic
behavior metrics mainly include mining efficiency, abnormal connection attempts, and
node reliability. Because each node in the blockchain needs to communicate with
others during a certain time interval, the paper introduces the dynamic behavior
assessment scheduling to the original communication frequency which can effectively
utilize the system resource. The evaluation indicators are shown in Fig. 1.

When a new node attempts to join the blockchain, its credibility needs measure-
ment. This paper considers the trustworthiness as a measure of the satisfaction degree
for the task. The measurement relies on the correlation among nodes with a combi-
nation of subjective and objective factors. The proposed method first initializes the
measurement module, calculates the direct credibility ðDcÞ and the indirect credibility
ðIcÞ, then obtains the comprehensive credibility Sc based on Dc and Ic.

Definition 7: Assuming d0ðtÞ is the aging factor, which represents the attenuation factor
of the credibility with time. The formula is:

d0ðtÞ ¼ 1� Dt � f0

t � t0
;

where f0 2 ð0; 1Þ, d0ðtÞ 2 ð0; 1Þ, t0 denotes the start time, and t represents the current
time. f0 is used to adjust the decay rate. As the value increases, the decay rate will
become faster. Dt is the interval between two operations.

Theorem 1: In the blockchain scenario, d0ðtÞ is equivalent to dðtÞ, and dðtÞ is:

dðtÞ ¼ 1� f
t � t0

;

where f 2 ð0; 1Þ, dðtÞ 2 ð0; 1Þ.
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Proof: In the blockchain scenario, nodes in the network send heartbeat packets at a
certain interval Th. In order to make full use of resources, the time interval to update the
aging factor can be set as Dt ¼ Th. Due to the fluctuation of the network, there is a
certain disturbance during the process of message transmission. Assuming Dt obeys the

Fig. 1. Metrics for selection of the trusted centers
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normal distribution: Dt�NðTh; r2Þ, at intervals Dt1;Dt2; . . .:Dtn for n entities in the
blockchain, we obtain EðDtiÞ ¼ Th and DðDtiÞ ¼ r2. For any real number x, we can
obtain

lim
n!1P

Pn

i¼1
Dti � nTh

ffiffiffi
n

p
r

� x

9
>>=

>>;

8
>><

>>:
¼ UðxÞ;

where EðUðxÞÞ ¼ 1.
For the blockchain scenario, the node number n is large and Dt can be approxi-

mated as a fixed value. Assuming f ¼ Dt � f0, we can obtain dðtÞ ¼ 1� f
t�t0

.

Definition 8: Let the penalty factor be w with the formula:

w ¼ 1;DDcn 	 0
0\w\1;DDcn\0

�

;

where w 2 ð0; 1Þ. Dcn is the direct credibility of the n-th entity, where
DDcn ¼ Dcnðt)� Dcnðt� 1Þ. When DDcn\0, it indicates that the current entity’s
direct credibility drops down, and needs to reduce w to increase the punishment, which
can lower the entity’s credibility to a certain value in order to remove the node from the
trusted set as soon as possible.

Definition 9: Let the target node be xj. 8xi 2 X, the corresponding relationship between
xi and xj in the window W at time t corresponds to the context condition W(w; tÞ. w
represents the correlation between xi and xj in the valid relationship window. The direct
credibility is:

Dcn xi; xj; W(w, t), t
� �¼

1
n ;

1
n ; . . .;

1
n

� �
; t ¼ 0

Dcnðxi; xj; W(w, t� 1Þ; t� 1Þ � dðtÞ;
Dcnðxi; xj; W(w, t), t)�W; else

8
><

>:
W(w, t)�W(w, t� 1Þ ¼ U;

where
Pn

i¼1
Dci ¼ 1.

When initializing the direct credibility, the credibility for target node’s neighbors
are set to be the same value. If there is no change at a certain interval, the node’s
credibility decays with time. When the increment of the direct credibility is positive, the
penalty factor w ¼ 1, and the direct credibility remains unchanged. Otherwise, the
direct credibility needs to be punished.
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Definition 10: 8xi 2 X, let the target node be xj, and the context condition at time t for
the node xi and xj within the valid window w be Wðw; tÞ. We can obtain the indirect
credibility for the target node with the formula:

Icn xi; xj; W(w, t), t
� �¼

1
n ;

1
n ; . . .;

1
n

� �
; t ¼ 0

Icnðxi; xj;W(w, t� 1Þ; t� 1Þ � dðtÞ; W(w, t) - W(w, t� 1Þ ¼ UP
Z2X Dcnðxi;xk ;W(w, t�1Þ; t�1Þ�Scnðxk ;xj;W(w, t�1Þ; t�1ÞP

Z2X Dcnðxi;xk ;W(w, t�1Þ; t�1Þ �W; else

8
>><

>>:
;

where Z represents neighbors of the target node. The indirect credibility of its neigh-
bors is initialized as 1

n. For the subsequent process, if the target node does not generate a
new context condition, the indirect credibility decays over time. Conversely, we can
obtain the target node credibility combining the direct credibility and the compre-
hensive credibility of the target node and its neighbors. When the increment of the
indirect credibility is positive, the penalty factor w ¼ 1, and the indirect credibility
remains unchanged. Otherwise, the indirect credibility of the target node needs to be
punished.

Definition 11: Let l be the weight factor for the direct credibility with the formula:

l ¼ 0:5þ w
2X

;

where X is the length of the valid relationship window, l 2 ð0:5; 1�. l is used to adjust
the weight between the direct credibility and the indirect credibility when calculating
the comprehensive credibility. Since its value is always greater than 0.5, it means the
priority will be assigned to the direct credibility.

Definition 12: 8xi 2 X, let the target node be xj, the corresponding context condition of
xi and xj is W(w; tÞ. The comprehensive credibility is:

Scn xi; xj; W(w, t), t
� � ¼

Icnðxi; xj;W(w, t), t);W(w, t) ¼ U
Dcnðxi; xj;W(w, t), t);W(w, t) ¼ W(X; t)

Scnðxi; xj; W(w, t� 1Þ; t� 1Þ � dðtÞ;W(w, t)�W(w, t� 1Þ ¼ U
½l� Dcnðxi; xj; W(w, t), t) + (1� lÞIcnðxi; xj; W(w, t), t)]�W; else

8
>><

>>:
:

The comprehensive credibility is considered as the ultimate credibility of the target
node. If no change of context condition between the time t � 1 and t, the compre-
hensive credibility decays. Otherwise the priority will be given to the direct credibility
compared with the indirect credibility. If the increment is negative, the comprehensive
credibility will be punished.

5 Blockchain Based Threshold Group Signature Scheme

The participants for the proposed scheme mainly include the blockchain nodes ðUSÞ,
the trusted centers ðTCÞ, and the backup node ðBKÞ, where the trusted centers are
retrieved through Dynamic Bayesian Network as above. The proposed threshold group
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signature scheme adapts the signature to the blockchain scenario, which blinds user
identities, and improves the effectiveness with security guarantees. In addition, the new
scheme adds the backup operation to avoid the corruption of the trusted centers.

As shown in Fig. 2, the blockchain based threshold group signature is divided to
eight steps which comprise selecting the trusted centers, registration, generation of the
share signature, synthesizing the group signature, signature verification, signature
backup, signature openness, and signature revoking. They will be discussed later.

For the convenience, the symbols are defined as Table 2.

1. Select the trusted centers
When the blockchain is initializing, the trusted center is selected based on Dynamic
Bayesian Network as above.

2. Registration
The parameters of the proposed threshold group signature scheme need to be set to
generate the corresponding keys and hash functions. When a node attempts to join
the blockchain, it needs to interact with the trusted center, blind the identities, and
verify the keys.

Fig. 2. Architecture diagram of the proposed scheme

Table 2. Symbols of the proposed scheme

Symbol Description Symbol Description

TC trusted centers Idi identity of i th node
Ni i th node us private key for users
cs private group key up public key for users
cp public group key P set comprising t members
TCs private key of trusted center Id set comprising t member identities
TCp public key of trusted center UL the user signatures
IDi blinded identity of i th node
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First, select the appropriate parameters to generate the elliptic curve. p is a large
prime number and Fp is a finite field. Select a and b at random, where a; b 2 Fp, to
construct the non-singular elliptic curve: y2 ¼ x3 þ axþ b, 4a3 þ 27b2 6¼ 0ðmod pÞ,
where G represents generators, ordðGÞ ¼ !, and ! represents a large prime.

If the private key of the trusted center TCs ¼ s has been decided, its public key is
TCp ¼ sG. The signature is based on the Shamir secret sharing scheme with the polyno-
mial: f ðxÞ ¼ a0 þ a1xþ a2x2 þ . . .þ at�1xt�1,whereai 2 GF(pÞði ¼ 1; 2; . . .; t � 1Þ. Set
the private group key as cs ¼ a0 ¼ f ð0Þ and the public group key as
cp ¼ csG ¼ f ð0ÞG ¼ a0G. Select aone-wayhash functionhðxÞ to blind theuser identities.

\a; b;G; cp; p; hðxÞ[ are denoted as the public information with global acces-
sibility in the proposed scheme. \cs; f ðxÞ[ serves as the confidential information,
which is stored on the trusted center and backed up to prevent the central node from
malfunctioning or being offline to affect the availability of the blockchain.

When a certain node i attempts to join the blockchain, it needs to apply to the
trusted centers, including identities of verification and blinding. The trusted centers
then issue the partial key which will be sent to the corresponding user node after being
encrypted. The specific process is as follows:

• The node sends the randomly generated partial key u 2 Z�
p and its own identity Idi

to the trusted center. The trusted center then obtains Xi ¼ uG according to the value
u of the node i. The trusted center searches the user signatures database to determine
whether the node has joined the blockchain or not. If it does, the trusted center
rejects its application, otherwise the trusted center obtains U ¼ uG ¼ ðxu; yuÞ,
IDi ¼ ðxu þ sÞhðIdiÞþ u mod p where IDi is the blinded user identity and
\U; IDi [ will be sent to the node i.

• After the node i receives \U; IDi [ , it needs to verify
IDiG ¼ ðxuGþ TCpÞhðIdiÞþU. If it holds, the node is required to resend its
application. Otherwise its private key will be set as xi ¼ u, Xi ¼ xiG, and
\Xi;U; IDi; Idi [ will be sent to the trusted center.

• When receiving \Xi;U; IDi; Idi [ , the trusted center verifies
IDiG ¼ ðxuGþ TCpÞhðIdiÞþXi. If it does not hold, the node will be refused to join
the blockchain, otherwise it can allow to enter the network and add itself to UL.

• The trusted center obtains another part of the private key for the node
i : yi ¼ f ðIDiÞ, and yi will be sent to the corresponding node via a secret channel.
aiG will be broadcasted in the network by the trust centers. After the user receives
yi, it needs to verify yiG ¼ Gf ðIDiÞ ¼

Pt�1
i¼0 aiGID

i
i. If it does not hold, the trusted

center needs to re-execute this step.
• The private key for node i is us ¼ xi þ yi and the public key is up ¼ usG. Blinded

identity IDi of the node i and the public key up are broadcasted to the blockchain.

1. Generate the share signature
Assuming the set of participants as K ¼ fN1;N2; . . .;Ntg, with corresponding
blinded identities as ID ¼ fID1; ID2; . . .; IDtg. First, the node i randomly selects
ki 2 Z�

p , then obtains ri ¼ kiG ¼ ðxri; yriÞ and the hash value z ¼ hðmÞ of the
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message m. The node can obtain its share signature si ¼ kixri � zusIi mod p where
Ii ¼

Q
i 6¼j

IDi
IDi�IDj

. It means that the share signature of the node i is ðri; siÞ, which will

be sent to the trusted center through a secret channel.
2. Synthesize the group signature

After the trusted center receives the share signature ðri; siÞ, it should be verified.
Calculate Ii ¼

Q
i6¼j

IDi
IDi�IDj

and z with the member set K and its corresponding

identities ID ¼ fID1; ID2; . . .; IDtg. Verify siGþ zupIi ¼ rixri. If it holds, it shows
that the share signature is legal, otherwise return to the step 3 to continue.
The way to generate the threshold group signature is as follows: First we can obtain

R ¼ Pt

i¼1
rixri mod p, and then merge the share signatures with S ¼ Pt

i¼1
si to get

W ¼ Pt
i¼1 IiXi. ðR; SÞ is the final threshold group signature. Add the signature

\ri; si;IDi [ to UL which can allow to open the signatures.
3. Verify the signature

The trusted center obtains ðR; SÞ which needs to be verified. The verification steps
are as follows: First, calculate z ¼ hðmÞ and verify SGþ zðcp þWÞ¼R. If it does
not hold, reject the signature; otherwise, perform the backup operation.

4. Signature backup
In order to prevent the user signatures from tampering, it needs to select the sub-
optimal node as backup which can be obtained with the above scheme based on
Dynamic Bayesian Network to duplicate the user signatures.

5. Open the signature
It needs to connect the trusted centers to perform the open operation. For the
signature ðR; SÞ, the trusted centers first searches \ri; si; IDi [ , then locates the
target identity from \Xi; Idi; IDi [ indexed by IDi.

6. Revoke the signature
When a node in the blockchain leaves the network, the trusted center is required to
delete its information. First, reinitialize f ðxÞ ¼ a0 þ a1xþ a2x2 þ . . .þ at�1xt�1,
where a0 remains unchanged. Then we can obtain the partial key yi ¼ f ðIDiÞ, re-
execute from step 2 to determine whether it needs to receive yi.

6 Security Analysis

6.1 Correctness Analysis

Theorem 2: When the node i is being registered to the trusted center, two authentication
equations IDiG ¼ ðxuGþ TCpÞhðIdiÞþU and IDiG ¼ ðxuGþ TCpÞhðIdiÞþXi hold.
Proof: Since U ¼ uG ¼ ðxu; yuÞ, IDi ¼ ðxu þ sÞhðIdiÞþ u and TCp ¼ sG, we
can obtain IDiG ¼ ððxu þ sÞhðIdiÞþ uÞG ¼ ðxuGþ sGÞhðIdiÞþ uG ¼ ðxuGþTCpÞ
hðIdiÞþU.
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Since xi ¼ u, Xi ¼ xiG, we can obtain IDiG ¼ ððxu þ sÞhðIdiÞþ uÞG ¼ ðxuGþTCpÞ
hðIdiÞþXi.

Theorem 3: The equation yiG ¼ Gf ðIDiÞ ¼
Pt�1

i¼0 aiGID
i
i holds which is used to verify

the key of the trusted center by node i.
Proof: Since yi ¼ f ðIDiÞ, f ðxÞ ¼ a0 þ a1xþ a2x2 þ . . .þ at�1xt�1, we can obtain
yiG ¼ Gf ðIDiÞ ¼ a0Gþ a1GIDi þ . . .þ at�1GIDt�1

i ¼Pt�1
i¼0 aiGID

i
i.

Theorem 4: When synthesizing the group signature, the verification formula
siGþ zupIi ¼ rixri holds.
Proof: Since si ¼ kixri � zusIi, up ¼ usG, ri ¼ kiG ¼ ðxri; yriÞ, we can obtain siG ¼
kixriG� zusIiG ¼ rixri � zupIi and siGþ zupIi ¼ rixri.

Theorem 5: When the trusted center obtains the signature ðR; SÞ, the verification
equation SGþ zðcp þWÞ ¼ R holds.

Proof: Since S ¼ Pt

i¼1
si, si ¼ kixri � zusIi, we obtain SG ¼ Pt

i¼1
siG ¼ Pt

i¼1
ðkixriG�

zusIiGÞ. As ri ¼ kiG, us ¼ xi þ yi, yi ¼ f ðIDiÞ, R ¼ Pt

i¼1
rixri, we infer SG ¼ Pt

i¼1
siG

¼ Pt

i¼1
ðrixriÞ �

Pt

i¼1
fzðxi þ f ðIDiÞÞIiGg ¼ R�Pt

i¼1
ðzxiIiGþ zf ðIDiÞIiGÞ. Since Xi ¼ xiG,

we get SG ¼ R�Pt

i¼1
ðzXiIi þ zf ðIDiÞIiGÞ. According to the Lagrange’s theorem,

Ii ¼
Q

i 6¼j
IDi

IDi�IDj
, we deduce

Pt

i¼1
ðf ðIDiÞIiGÞ ¼

Pt

i¼1
ðða0 þ a1IDi þ a2ID2

i þ . . .þ at�1

IDt�1
i ÞIiGÞ ¼ f ð0ÞG ¼ cp. Since W ¼ Pt

i¼1 IiXi, SG ¼ R�Pt

i¼1
ðzXiIiÞ � zcp ¼ R�

zW � zcp, we obtain SGþ zðcp þWÞ¼R.

6.2 Security Analysis

6.2.1 Threshold Safety Analysis
The threshold group signature scheme is adapted to the blockchain. For the blockchain
with n nodes, at least t nodes must cooperate to obtain the resulting signature. For a
well-designed threshold group signature, if an attacker breaks through a certain number
of nodes, as long as the number of valid nodes is greater than or equal to t, the voting
result still be correct.

For n participants, when generating the share signatures, each node in the block-
chain utilizes its own private key us to sign the message and generate the share
signature with the formula si ¼ kixri � zusIi mod p. After the trusted center receives the
share signature ðri; siÞ for each participant, the trusted centers synthesize them with the

formula S ¼ Pt

i¼1
si ¼

Pt

i¼1
ðkixri � zusIiÞ, and need to verify the result with the formula

SGþ zðcp þWÞ ¼ R.
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At least t nodes are required to synthesize the share signatures. If the number of
available signatures is less than t, the synthesis will fail. After obtaining the group
signature, it is necessary to verify SGþ zðcp þWÞ ¼ R. According to the Lagrange’s

theorem, we can obtain
Pt

i¼1
ðf ðIDiÞIiGÞ ¼ f ð0ÞG ¼ cp, which needs at least t identities

to pass the verification. In practice, because the public key cp and G is well-known, the
attacker can obtain them. When we want to obtain the private group key f ð0Þ, the
difficulty is equivalent to the discrete logarithm problem of the elliptic curve which has
been proved hard, it shows that the proposed scheme is safe.

6.2.2 Anonymity Analysis
For the blockchain applications, recent studies [4, 5] exploit the vulnerabilities of
propagation and transaction mechanism of the blockchain, and successfully obtain the
address of the targeted transaction to infer user identities, which shows the native
blockchain cannot guarantee anonymity.

The proposed scheme blinds the user identities with IDi ¼ ðxu þ sÞhðIdiÞþ
u mod p, which relies on the partial key xu of the current node i and the private key s of
the trusted center. The values are respectively grasped by the users and the trusted
center, other unauthorized nodes are not able to access them. Even the attacker obtains
xu and s, it is still difficult for him to retrieve the user identities through the one-way
hash function hðxÞ.

6.2.3 Unforgeability Analysis
Unforgeability means that the node in the blockchain cannot impersonate others to
generate the signature. In the blockchain scenario, the trusted center and the users may
impersonate other identities to sign the messages. For the convenience, the current node
is defined as i, and one of other nodes is defined as j. Unforgeability of the trusted
center and other nodes will be analyzed separately.

For the first case, the trusted center impersonates one user identity to sign. Since the
trusted center is updated based on Dynamic Bayesian Network, the metrics of the trusted
center depends on feedback from other nodes. If the attacker breaks through the trusted
center, it will inevitably show some abnormal behavior characters, such as multiple re-
entry, unauthorized access, etc. The credibility of the trusted centerwill be adjusted,which
may strip the trusted center out of the blockchain. Because of Scnðxi; xj; W(w, t), t) ¼
Scnðxi; xj;W(w, t� 1Þ; t� 1Þ � dðtÞ;W(w, t)�W(w, t� 1Þ ¼ U� dðtÞ;W(w, t)�
W(w, t� 1Þ ¼ U, it means that the credibility of the trusted center will decline without
other positive incentive. The rigorous measurement ensures the security of the trusted
center.

If the trusted center personally conducts the attack, and impersonate the user node i,
he can obtain some related information such as \cs; f ðxÞ[ and UL. The trusted
center TC randomly selects u0i 2 Z�

p , and because of x0i ¼ u0i, he can obtain the private
key u0s ¼ x0i þ y0i, and X 0

i ¼ u0iG. After that, he can obtain the public key u0p ¼ u0sG.
\ri; si;IDi [ and \Xi; Idi; IDi [ for UL have been backed up, which need to check
the integrity. However, the prerequisite to pass the verification must satisfy X 0

i ¼ Xi,
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which denotes that the trusted center TC must obtain Xi ¼ X 0
i ¼ u0iG and u0i.

The difficulty is equivalent to the discrete logarithm of the elliptic curve which is
computationally hard.

For the second scenario, the node j poses as the node i for signature. At this time,
the node j only knows IDi of the node i. The node j randomly selects u0i 2 Z�

p , and
generates the private key u0s ¼ x0i þ y0i, X

0
i ¼ u0iG, and the public key u0p ¼ u0sG. How-

ever, the trusted center has backed up the information whose integrity will be checked.
It shows that the process is computationally hard.

7 Performance Analysis

The difficulty of the blockchain threshold group signature scheme proposed in the
paper is equivalent to the discrete logarithm of the elliptic curve. Compared with those
schemes based on the large number decomposition and discrete logarithm, the pro-
posed scheme can obtain the higher security level with the shorter key length. In order
to compare with existing signature schemes, the following symbols are defined
(Table 3).

Due to low overhead of modular addition and modular subtraction, those operations
will not be considered in the paper. According to [14], Cec m 
 29Cm,
Cec a 
 0:12Cm, the following parts will compare the proposed scheme with other
schemes uniformly.

The paper will conduct the performance analysis from three aspects that are reg-
istration, generation and verification of the signature. In addition, when calculating the
complexity of the hash function, it counts only once for the same tasks. The compu-
tational complexity is shown in Table 4.

Table 3. Symbols of operations in the proposed scheme

Symbols Description

Cm Modular multiplication
Cec m Elliptic curve scalar multiplication
Cec a Elliptic curve addition
Ci Modular inverse
Ch Hash

Table 4. Computational complexity of the proposed scheme

Steps Computational complexity Total

Register ð3þ tÞCec m þ tCec a þCh ð87þ 29:12tÞCm þCh

Signature
generation

4tCec m þ 2ðt � 1ÞCec a þ 3tCm þðtþ 1ÞCh ð119:24t � 0:24ÞCm þðtþ 1ÞCh

Signature
verification

Cec m þCec a þCh 29:12Cm þCh
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When comparing with existing threshold signature methods, two aspects that are
generation and verification of the signature will be considered. The paper utilizes the
comparison method presented in [13]. It should be noted that only the cryptographic
schemes based on the elliptic curve are considered.

Table 5 is the comparison result of the computational complexity. From the table,
we can infer that for the signature generation, [15] is superior to the proposed scheme,
and for the signature verification, it is inferior. In the blockchain, the trusted center
must undertake most of the computation. The proposed metrics consider the computing
power, which makes the selected one own the abundant resource to increase the system
throughout. On the other hand, the latter one does not realize the cancellation operation,
which is not suitable for the blockchain.

Compared with [13], the proposed scheme introduces the strategy based on
Dynamic Bayesian Network to construct the trusted centers to enhance the security. For
uneven distribution of computing resource in the blockchain, the proposed scheme is
able to assign those tasks with high complexity to the trusted center, which can reduce
the overhead of communication and effectively increase the system throughput. In
addition, the identities have been blinded in the proposed design to achieve anonymity.

The signature generation process in [14, 30] contains the modular inverse opera-
tion, which has the high computational complexity, and [30] does not have the
revoking operation. The proposed scheme can achieve the better result than [16] in the
process of signature generation and signature verification.

In summary, the proposed method has the higher degree of anonymity and
unforgeability that involves opening and revoking signatures. Compared with existing
threshold group signature schemes, the proposed one has the lower computational
complexity.

8 Conclusion

When applying the threshold group signature scheme to the blockchain to achieve the
voting function, we will face up to the untrustworthy of the trusted center and the
leakage of the user signatures. The paper proposes a trusted center selection scheme

Table 5. Comparison of computational complexity

Algorithms Signature generation Signature verification

Proposed ð119:24t � 0:24ÞCm þðtþ 1ÞCh 29:12Cm þCh

Algorithm in [30] ð209:36t � 87:88ÞCm þCh þ tCi 145:36Cm þCh

Algorithm in [14] ð90:24t � 0:24ÞCm þðtþ 1ÞCh þ tCi ð58:12þ tÞCm þCh

Algorithm in [16] ð235:12t � 0:12ÞCm þðtþ 1ÞCh 87:24Cm þCh

Algorithm in [15] ð88:24t � 0:24ÞCm þðtþ 1ÞCh 58:12Cm þCh

Algorithm in [13] ð119:24t � 0:24ÞCm þðtþ 1ÞCh 58:24Cm þCh
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based on Dynamic Bayesian Network, which considers the time factor to perform the
trusted metrics. The paper introduces the history interaction window, the aging factor
and the penalty factor, and aggregates the direct and indirect credibility to form the
dynamic metrics.

The voting scheme based on the threshold group signature for the isomerized
blockchain is proposed. Through cooperation of users and the trusted centers to gen-
erate the group signature, the computational difficulty is equivalent to the discrete
logarithms of the elliptic curve. The new design blinds and backs up the user identities.
Security analysis shows that the proposed scheme can achieve the higher level of
anonymity and effectively resist the impersonation attack. Computational complexity
analysis shows that the cost of this scheme is low when adapting to the blockchain.
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Abstract. Searching over encrypted data is a critical operation to enforce the
encryption-before-outsourcing mechanism, which is a fundamental solution to
protect data privacy in the untrusted cloud environment. However, most of the
existing searchable encryption solutions suffer from the problem of key man-
agement and the problem of flexible and fine-grained access control in multi-
data owners and multi-data users environment.
Therefore, we propose a hierarchical attribute-based keyword search

(HABKS) scheme. Our scheme not only realizes the order management of the
key because of its hierarchical structure, but also implements a flexible and fine-
grained access control depending on CP-ABE for encrypting keywords indexes
and data files. We formally prove the security of HABKS, and then analyze the
performance of HABKS. Finally, we implement HABKS scheme with com-
prehensive experiments. Experiment results show that it is efficient and flexible
for searching encrypted data in cloud.

Keywords: Cloud computing � Outsourcing data � Searchable encryption
Hierarchical authorization � Attribute-Based Encryption

1 Introduction

In nowadays ages of big data, enterprises and users who own mass data often choose to
outsource their data to cloud facilities [1]. Data outsourcing can help data owners
obtain the high-quality on-demand services. It also reduces the cost of computing and
storage. However, outsourcing also implies that the owners will lose the absolute
control over the data. Therefore, the security and privacy problem of outsourcing data
is becoming more and more prominent.

Encryption-before-outsourcing has been considered a basic solution to protect data
privacy from the cloud server [2]. The use of encrypted data in cloud, such as
searching, is a challenging task. Recently, researchers have proposed many ciphertext
search solutions [3–9], through different encryption technologies. However, some new
challenges for searchable encryption have been proposed in a complex cloud envi-
ronment and a big data scenario. For example, how to effectively manage the private
key of a good deal of users in complex cloud? How to handle flexible and fine-grained
access control in a big data scenario? The above solutions cannot solve these problems.
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H. Zhang et al. (Eds.): CTCIS 2018, CCIS 960, pp. 203–219, 2019.
https://doi.org/10.1007/978-981-13-5913-2_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5913-2_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5913-2_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5913-2_13&amp;domain=pdf
https://doi.org/10.1007/978-981-13-5913-2_13


Attribute-based encryption (ABE) is a popular encryption method [10–13].
Because of the fine-grained access control property of ABE, it has been introduced into
SE, e.g. [7, 8]. Zheng et al. put forword a keyword search algorithm ABKS based on
ABE [7]. However, specific attribute expression and access control aren’t given, and
user revocation isn’t involved in [7]. Sun et al. implemented the access control on file
level [8], but its access structure of encryption index is composed of a series of
properties connected by AND. The search authority way is a coarse-grained user list,
and flexible access control and search authorization of sensitive data cann’t be
implemented. User revocation is implemented by the proxy heavy encryption and lazy
encryption technology in [8]. Because of the large amount of computing, user revo-
cation is delegated to cloud servers, which will bring potential safety hazard.

So we propose a hierarchical attribute-based keyword search (HABKS) scheme.
HABKS scheme introduces a hierarchical structure to generate the keys. Moreover,
HABKS scheme adopts CP-ABE [11] to encrypt keywords indexes and data files to
achieve a fast search and a fine-grained access control.

Our contribution is as follows:
We propose HABKS based on CP-ABE. The scheme extends CP-ABE algorithm

with a searchable encrypted index to implement fast search for encrypted data files and
with a hierarchical structure to manage the keys of users. Meanwhile HABKS pos-
sesses the characteristic of fine-grained access control for CP-ABE.

We show an integrated search system over encrypted data in cloud based on
HABKS scheme. The system gives support to hierarchical user grant, keyword and file
encryption, trapdoor generation, encrypted index search, and file decryption in cloud
computing.

We formally prove the security of HABKS based on the security of CP-ABE, and
then analyze the theoretic computation complexity of HABKS.

Finally, comprehensive experiments of HABKS are implemented and performance
evaluation is given.

The paper is organized as follows. In Sect. 2, we introduce some basic techniques
which will be used later. In Sect. 3, we present our system model, security assumptions
and design goals. In Sect. 4, we describe the construction of HABKS in details. After
analyzing the security and performance of HABKS in Sect. 5, we give the conclusion
in Sect. 6.

2 Preliminaries

The following is an introduction to the relevant knowledge used in our HABKS
scheme.

2.1 Bilinear Maps

Suppose that G0 and G1 are two multiplicative cyclic groups of prime order p. Let g be
a generator of G0. The bilinear map e is defined as e: G0 � G0 ! G1. The bilinear map
e satisfies the following properties:

204 J. Yu et al.



• Bilinearity: for any u, v 2 G0 and a, b 2 Zp, we have e(ua, vb) = e(u, v)ab.
• Non-degeneracy: e(g, g) 6¼ 1.

If both the group operation in G0 and the bilinear map e: G0 � G0 ! G1 are
efficiently computable, G0 is considered as a bilinear group. Especially the map e is
symmetric due to e(ga, gb) = e(g, g)ab = e(gb, ga).

2.2 Attribute-Based Encryption (ABE)

The concept of ABE was first introduced by Sahai and Waters [10]. In recent years,
ABE is a popular encryption method for its fine-grained access control property.
According to how to execute the access control policy, ABE are divided into two
categories. One is key-policy attribute-based encryption (KP-ABE) [12]. Another is
ciphertext-policy attribute-based encryption (CP-ABE) [11]. In CP-ABE schemes, the
ciphertext is encrypted with an access control tree designed by an cipherer, and the
corresponding decryption key is generated for an attribute set. The decryption key can
decrypt the ciphertext only if the relevant attribute set satisfies the access control tree.
Many works about ABE have been proposed for various feature, such as more flexible
version of this technique [13].

We construct a new search solution called HABKS on the outsourced encrypted
data based on CP-ABE. Among the scheme, keywords and data files are encrypted
depending on different access policies. Only if the attributes of data users satisfy access
policies, they can search and access over the outsourced encrypted data.

2.3 Access Control Tree

We use access control trees [11] to describe access control policies in our scheme.
Setting T be a tree describing an access structure. Each leaf of T is associated with an
attribute. Each non-leaf node of T is a threshold gate. Every threshold gate is composed
of its children and a threshold value. Let numx be the children’s number of node x, and
kx be its threshold value, then 0 < kx ≦ numx. When kx = 1, the threshold gate rep-
resents OR. When kx = numx, it represents AND. Each leaf node of T represents an
attribute. Its threshold value is equal to one, i.e. kx = 1.

Let parent(x) denote the parent of node x. Let att(x) denote the attribute associated
to leaf node x. Let lvs(T) denote the set of leaves of access tree T. Tx denote the subtree
of T rooted at node x.

The parent of node x is expressed as parent(x). The label of node x is expressed as
ind(x). The attribute of leaf node x is expressed as att(x). The set of leaves of access
tree T is expressed as lvs(T). The subtree of T rooted at node x is expressed as Tx (e.g.,
Troot = T).

In the access tree T, the children of a node are numbered starting from 1. The
number corresponding to node x is returned by the function index(x).
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3 Problem Formulation

3.1 System Model

The cloud storage system has five characters. They are the trusted authority, domain
authorities, data owners, data users, and cloud servers. These characters besides cloud
servers are construct to a hierarchical structure. Figure 1 shows that.

The trusted authority is in the top of the hierarchy. By it the keys is distributed to
the lower domain authorities. Moreover, the trusted authority is the root authority and
the manager of top-level domain authorities. A top-level domain authority is corre-
spondence to a top-level organization, such as a local health bureau or a subcompany in
a group company, meanwhile a lower-level domain authority is correspondence to a
lower-level organization, such as a local hospital or a department of a subcompany.
Data owners or users are administrated by the corresponding domain authority. For
example, doctors are data owners or users under the authority domain of a hospital.

The cloud server provides data storage and search services. Data files are encrypted
by data owners, and then uploaded to the cloud for storage. The encrypted data files in
cloud can be shared among data users. Data users firstly search the encrypted index by
keywords of their interest. Then if there are the encrypted data files of matching the
searching in the cloud, the encrypted data files will be downloaded. Finally data users
decrypt these files.

Search

Data Owner/UserData Owner

Cloud Servers

Domain 
Authority

Manage

The Trusted 
Authority

Data Owner/User Data User

Domain
Authority

Authorize Authorize

Outsourcing
encrypted data

Authorize

Search result

Fig. 1. System structure.
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In the system, data owners and data users will be not always online. While the
cloud servers, the trusted authority, and domain authorities are always online. We
assume that storage and computing resources in the cloud are sufficient, and that the
data files are read-only to data users.

3.2 Security Model

Suppose the cloud server (CS) is honest-but-curious. That is, the CS is honest about its
compliance with the specified protocol, but is curious about the data privacy infor-
mation available.

In the hierarchical structure, each party has a pair of keys. The trusted authority is
the trust root. Domain authorities are authorized by the trusted authority. A domain
authority is trusted by its users, but it may attempt to obtain the secret keys of out-of-
scope users maliciously. It is possible for each user to attempt to access data both
within and outside their access rights. Even some malicious users may collude with
each other to try to access sensitive data outside their access rights.

In addition, the assumption is that the CS doesn’t collude with the revoked mali-
cious users to help them get unauthorized access. Moreover, all communication
channels between the parties are protected by standard security protocols.

3.3 Design Goals

The following functions and security goals is achieved in our HABKS scheme:

Hierarchical Key Management: In a complex cloud data owners and data users are
enormous commonly. How we manage the private key of enormous users is a very
difficult problem in the cloud. In reality, a tree structure is a common form of orga-
nizational structure. Therefore, a tree structure for hierarchical key management is used
in hierarchical key management.

Fine-Grained Access Control: In the big data environment, different access control
policies is required by different data. How we meet the fine-grained access control is
another very important issue facing enormous data. Only users who meet the access
policy of owner-defined, can query on encrypted indexes and access encrypted search
results. CP-ABE is an acknowledged fine-grained access control scheme. Here we use
CP-ABE.

Security Goals: We expect that HABKS has the same security as CP-ABE. Directly,
security means that the cloud gets nothing but the search results.

4 HABKS Construction

The HABKS scheme is presented in this section. HABKS implements hierarchical
searchable encryption with hierarchical user grant. And we show how hierarchical user
grant, file encryption, index encryption, encryption index search, and ciphertext
decryption is implemented in HABKS scheme.
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4.1 Algorithm Definition

The main algorithms of HABKS are as follows.
Setup(1l) -> (PK, MK): The inputs of the Setup algorithm are the implicit security

parameter l. The outputs are a public key PK and a master key MK.
KeyGen(PK, MK, S) -> SK: The inputs of the key generation algorithm are PK,

MK and a attributes set S which describes the key. The outputs are the private key SK
which is for a domain authority DA.

Delegate(SK, u, Si) -> SKi: For a lower domain authority DAi or a new user u, the
inputs of the delegate algorithm are SK and a subset Si of S. The outputs are the private
key SKi for the lower domain authority DAi or the user u.

EnIndex(PK, K, Tk) -> CK: A keyword K(K 2 KG) is encrypted with access
control tree Tk.

EnFile(PK, F, Ƭ) -> CF: F is encrypted with access control tree T. Then the
encrypted file CF and the encrypted keywords group CK are uploaded to the cloud by
data owners.

Trapdoor(SK, w) -> TK: The inputs of the trapdoor algorithm are SK and searched
keyword w. The output is a search token TK for w.

SearchIndex(CIndex, TK) -> RS: According to TK, the cloud servers search all
encrypted keyword group indexes CIndex, and return a search result set RS to users.

Decrypt(CT, SK) -> F: Data user descrypts the ciphertext CT among RS using his
key SK, and then get the original data file F.

4.2 Construction of HABKS Scheme

The main operations of HABKS consist of System Setup, Granting Top-Level Domain
Authority, Granting New Domain Authority/User, Generating User Credential,
Encrypting Data File and Index Record, Generating Trapdoor, Searching Index, and
Decrypting Ciphertext. The concrete functions of different components is described as
below.

System Setup: The algorithm of Setup(1l) is called by the trusted authority to generate
PK and MK. PK is public to other parties. MK is secret.

The algorithm of Setup(1l) sets PK and MK as follows. Let G0 and G1 be cyclic
groups of prime order p, and let g be a generator of G0. Here p is an l-bits prime.
A security parameter l will determine the size of the groups. Let e: G0 � G0 ! G1

denote the bilinear map. The bilinear map is represented by e: G0 � G0 ! G1. In
addition, for modelling a random oracle, a hash function H1: {0, 1}* ! G0 is adopted.
H1 will map any attribute to a random group element. Let H2 be an one-way hash
function. H2 is represented as H2: {0, 1}

* ! Zp. We can randomly select a, b, c 2 Zp,
and set

PM ¼ G0;G1;H1;H2; g; gc; h ¼ gb; f ¼ g1=b; eðg; gÞa
� �

ð1Þ

MK ¼ ðc; b; gaÞ ð2Þ
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Granting Top-Level Domain Authority: Whenever a new top-level DA need join
the system, the validity of the DA must be verified by the trusted authority firstly. If it is
valid, KeyGen(PK, MK, S) will be called to generate the key SK of DA. Here S is a set
of attributes. The set is used to describe the key structure of DA. After getting the key
SK, the DA can give authority to the next level domain authorities or users of its
domain.

This algorithm firstly selects a random r 2 Zp for the DA, which is also for the set S,
and then selects random ri 2 Zp, for each attribute j 2 S. Finally, the key is computed
for DA as follows.

SK ¼ ðS;D ¼ g
ða�rÞ=b

; D0 ¼ g
ðc�rÞ=b

; 8j 2 S : Dj ¼ g
r � H1ðjÞrj ;D0

j ¼ grjÞ ð3Þ

Granting Lower Domain Authority or User: Whenever a new user u need join the
system, the validity of the new entity must be verified by the administrating DA firstly.
If it is true, the new attribute set Si with its role and a unique ID will be assigned. Take
notice of that Si is a subset of S, i.e. Si � S. DA calls Delegate (SK, u, Si) to generate
the SKi of the new user u. The new SKi is a secret key of Si.

Similarly, if a new DAi joins the system, the DAi can give authority to the lower
domain authorities/users of its domain, and then generates the corresponding secret
keys.

This algorithm Delegate() randomly chooses ~r and ~rk, 8 k 2 Si. Here
SK ¼ ðS; D; 8 j 2 S : Dj; D0

jÞ. Then it creates a new SK as follows.

SKi ¼ ðSi; eD ¼ D � f ð�erÞ;fD0 ¼ D0 � f ð�erÞ;
8k 2 Si : eDk ¼ Dk � ger � H1ðkÞerk ; eD0

k ¼ D0
k � gerk Þ

ð4Þ

Encrypting Keywords Group and Data File: Before uploading, Data files and
corresponding keywords group must be encrypted by the data owner. The process is as
follows:

Pick a unique ID of a data file F.
Choose the keywords group KG of this data file F, then generate corresponding

index record IR = (ID, KG).
Define a access tree Tk for the file index record IR, call the algorithm EnIndex(PK,

K, Tk), encrypt each keyword K(K 2 KG) using Tk to return the ciphertext CK, and
then get the encrypted keywords group CKG. The encrypted index record is denoted as
CIR = (ID, CKG).

Define an access tree T for a data file F, call the algorithm EnFile (PK, F, Ƭ),
encrypt data file F with the symmetric key DK to return CD, then encrypt DK with T to
return the ciphetext CT, and finally get the encrypted file CF = (ID, CT, CD).

Upload the encrypted data files and corresponding index records to the cloud. Then
the cloud build the encrypted index CIndex with the encrypted index records.

In the above process, EnFile() firstly chooses a polynomial qx for each node x in T.
These polynomials start from the root node R in a top-down manner. For each node x in
T, we denote dx as the degree of qx, and dx = kx − 1.
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Starting from R, select randomly s 2 Zp and sets qR(0) = s. Then, select dR random
numbers to define the polynomial qR. Similarly, set qx(0) = qparent(x)(index(x)) and
select dx random numbers to define qx for other node x.

Let Y be the leaf node set in T. Input the access tree T. Then the ciphertext CT is
builded. The computing process is as follows.

CT ¼ ðT; eC ¼ F � e ðg; gÞa�s; C ¼ hs;

8y 2 Y : Cy ¼ gqyð0Þ; C0
y ¼ H1ðattðyÞÞqyð0Þ Þ

ð5Þ

The algorithm EnIndex() chooses polynomials for access control tree Tk and deals
with the polynomials parameters similar to the algorithm EnFile(). Let Y0 be the leaf
node set in Tk, R0 be the root node of Tk, choose a random d 2 Zp. Input the access tree
Tk. Then the ciphertext CK is constructed. The computing process is as follows.

CK ¼ ðTk; eM ¼ gc � gb:H2ðKÞ
� �d

; M ¼ gb�s; M0 ¼ gd;

8y 2 Y 0 : My ¼ gqyð0Þ; M0
y ¼ H1attðyÞÞqyð0ÞÞ

ð6Þ

Generating Trapdoor: An authorized data user calls this algorithm Trapdoor(SK, w)
to generate a TK of keyword w. Here S is the attribute set in SK. Select a random t 2
Zp, a search token TK is computed as follows.

TK ¼ ðS; tok1 ¼ gb�H2ðwÞ
� �t

; tok2 ¼ D0t ¼ g
ðc�rÞ
b �t; tok3 ¼ gt;

8k 2 S : Ak ¼ Dt
k; Bk ¼ D0t

k Þ
ð7Þ

According to the actual situation, the input SK can be replaced by SKi. At the same
time, S is also replaced by Si. At this point, a search token TK is computed as follows.

TKi ¼ ðSi; ftok1 ¼ gb�H2ðwÞ
� �t

; ftok2 ¼ fD0 t ¼ g
ðc�r�er Þ

b �t; ftok3 ¼ gt;

8k 2 Si : eAk ¼ eDt
k;

eBk ¼ eD0t
k Þ

ð8Þ

Searching Encrypted Index: Assuming that the result set RS is an empty set, the
cloud server calls the algorithm SearchIndex(Cindex,TK), and searches respectively
every encrypted index record CIR in encrypted index CIndex.

Given attribute set S as specified in TK, choose S0 � S. S0 meets Tk which is
specified in CK.

If S0 is null, return 0; or else, for each i 2 S0, we compute Ev or eEv:

Ev ¼ e Ai;Mið Þ=e Bi;M
0
i

� � ¼ eðg; gÞr�t�qvð0Þ ð9Þ
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eEv ¼ e eAi;Mi

� �
=e eBi;M

0
j

� �
¼ eðg; gÞðrþerÞ�t�qvð0Þ ð10Þ

Where att(v) = i for v 2 lvs(T). Compute ER ¼ eðg; gÞr�d�t or eER ¼ eðg; gÞðrþerÞ�d�t
using the following decryption method, where R is the root of Tk.

e eM ; tok3
� � ¼ e M0; tok1ð Þ � ER � e M; tok2ð Þ ð11Þ

e eM ; ftok3
� �

¼ e M0; ftok1
� �

� eER � e M; ftok2
� �

ð12Þ

If the above formula (11) or (12) is satisfied, it means that the index record CK
satisfy the search criteria, the corresponding encryption file is added to the result set
RS. Otherwise, continue to the next index record. Finally the search result set RS is
returned to the user.

Decrypting Ciphertext: According to the result set RS of searching index, the data
users get the ID set of all files related with search keyword w, and then find the
ciphertext CF corresponding to each ID. Next, the data user calls the algorithm
Decrypt(CF, SK) to first decrypt the ciphertext CT using SK to get the decrypted DEK,
and then decrypt the CD using DEK to get the original data file F.

Firstly DecryptNode(CT, SK, x) is defined as a recursive algorithm. The inputs of

the algorithm are a ciphertext CT ¼ T,~C;C; 8y 2 Y : Cy;C0
y

� �
, a private key SK, and

a node x in T.
If x is a leaf node, let i = att(x), and compute as below:
If i 2 S, then

DecryptNode CT, SK, xð Þ ¼ e Ai;Cxð Þ
e Bi;C0

x

� �

¼ e gr � H1ðiÞri ; gqxð0Þ
� �
e gri ;H1ðiÞqxð0Þ
� �

¼eðg; gÞr�qxð0Þ

ð13Þ

If i 62 S, then DecryptNode(CT, SK, x) = ⊥.
The recursive case must be considered when x is a non-leaf node. DecryptNode

(CT, SK, x) is processed as follows: Let z be a children of x. For each z, DecryptNode
(CT, SK, z) is called, and the output is denoted as Fz. Let Sx be an arbitrary kx-sized set
of child nodes z such that Fz 6¼ ⊥. If no such set exists, the node was not satisfied and
⊥ is returned.
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If such set exists, we compute using the Lagrange coefficient as follows.

Fx ¼
Y
ẑISx

Fz
Di; s0xð0Þ ; where

i¼ index(z)
S0x ¼ indexðzÞ : z 2 Sxf g

¼
Y
z2Sx

eðg; gÞr�qzð0Þ
� �Di; s0xð0Þ

¼
Y
z2Sx

eðg; gÞr�qparentðzÞðindexðzÞÞ
� �Di; s0xð0Þ (by construction)

¼
Y
z2Sx

eðg; gÞr�qxðiÞ
� �Di; s0xð0Þ

¼ eðg; gÞr�qzð0Þ (using polynomial interpolation)

ð14Þ

Then the result is returned.
After our function DecryptNode is defined, the decryption algorithm can be

defined. Firstly the decryption algorithm simply calls the function on R of T. Then, if S
satisfies T, we set A = DecryptNode(CT,SK, r) = e(g, g)rqR(0) = e(g, g)rt. Finally, the
algorithm can decrypt by computing as follows.

eC
A � e C;Dð Þ ¼

eC
e g; gð Þr�t�e ht; gða�rÞ�bð Þ ¼ F ð15Þ

5 Performance Evaluation

Firstly we analyze the security of HABKS. Then we discuss theoretic computation
complexity of each step in HABKS. Finally, we give the result of the experimental
implementation.

5.1 Security Analysis

Because data file encryption and index encryption in HABKS are based on CP-ABE,
the security analysis of HABKS is carried out on the basis of CP-ABE’s security.

We have the following conclusion about the safety of our scheme.

Theorem 1: If no polytime adversary can break the security of CP-ABE with non-
negligible advantage, then no polytime adversary can break the security of HABKS
with nonnegligible advantage.

Proof: Assume that adversary A has a nonnegligible advantage against HABKS
scheme. Next, Let’s demonstrate how to construct adversary B. B can break CP-ABE
scheme with nonnegligible advantage.
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Initialization. The adversary B gets the public key of CP-ABE PK0 ¼ G0;G1;H1;H2;ð
g; gc; h ¼ gb; f ¼ g1=b; e g; gð ÞaÞ, but B doesn’t know the corresponding private key
(c, b, ga).

Setup. B selects randomly t 2 Zp, and calculates the public key of HABKS from PK’ as
PK ¼ (G0; G1; H1; H2; g; gc; h1 ¼ gb; h2 ¼ gtb; f1 ¼ g1=b; f2 ¼ g1=tb; e g; gð ÞaÞ.
That is, the adversary B sets b1 = b and b2 = tb. Then the adversary B get the PK.

Phase 1. B answers private key queries. Assume a set S doesn’t satisfy T*. The private
key query associated with S is sent to B. To answer the query, B sends two private key
queries to the CP-ABE challenger for S. Then B gets two different private keys:

SK ¼ ðS;D ¼ gða�rÞ=b; D0 ¼ gðc�rÞ=b;
8j 2 S : Dj ¼ gr � H1ðjÞrj ;D0

j ¼ grjÞ ð16Þ

SK 0 ¼ ðS;D ¼ gða�r0Þ=b; D0 ¼ gðc�r0Þ=b;

8j 2 S : Dj ¼ gr
0 � H1ðjÞr

0
j ;D0

j ¼ gr
0
j Þ

ð17Þ

According to SK and SK0, B can obtain D ¼ gðr
0�rÞ=b. B randomly selects

t; tj 2 Zp. Let r� ¼ t� r0 and r00 ¼ tj�r0j. In this way, B can export the private key
requested by A below.

SK� ¼ ðD ¼ gða�rÞ=b; D0 ¼ gðc�rÞ=b;

8j 2 S : Dj ¼ gr
� � H1ðjÞr

00
;D0

j ¼ gr
00 Þ

ð18Þ

So, the adversary A gets the private key.

Challenge. When Phase 1 ends, A outputs an access tree T and two challenge mes-
sages M0, M1 2 G. B sends the two messages to CP-ABE challenger. The challenge
ciphertext CT sent to B is as follows.

CT ¼ ðT; eC ¼ Mb � e ðg; gÞa�s; C ¼ hs;

8y 2 Y : Cy ¼ gqyð0Þ; C0
y ¼ HðattðyÞÞqyð0ÞÞ

ð19Þ

According to CT, B calculates the challenge ciphertext CT* for A as follows:

CT� ¼ ðT; eC ¼ Mb � e ðg; gÞa�s; C ¼ hs1; C ¼ hs2;

8y 2 Y : Cy ¼ gqyð0Þ; C0
y ¼ HðattðyÞÞqyð0ÞÞ

ð20Þ
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So, A gets CT*.

Phase 2. The adversary A sends unsent queries in Phase 1. Then the response of the
adversary B is similar to Phase 1.

Guess. At the end, A outputs a guess b0 2 0; 1f g. Next B outputs b0 and ends the
game. On the grounds of the security model, B has the following advantages against
HABKS.

AdvB ¼ Pr b ¼ b0½ � � 1=2j j ¼ AdvA ð21Þ

The above result shows that B has nonnegligible advantage against CP-ABE. The
above process has realized the proof.

Theorem 2: If CP-ABE is secure against chosen-plaintext attack, HABKS is selec-
tively secure against chosen-keyword attack.

The proof of Theorem 2 is similar to [7].

5.2 Performance Analysis

The computation complexity of main algorithms in HABKS scheme is discussed
below.

System Setup. When the system starts, several exponentiation operations are used in the
process of generating PK and MK. So the computation complexity of this step is O(1).

Granting Top-Level Domain Authority. The main purpose of this step is to calculate
the master key SK. SK ¼ ðS;D;D0; 8j 2 S : Dj;D0

jÞ, where S is a attributes set asso-
ciated with a domain authority. Let N be the number of attributes in S, 1 � j � N.
Then the calculation of SK mainly includes two exponentiations for each attribute of S.
The computation complexity of this step is O(2N).

Granting Lower Domain Authority/User. The purpose of this step is also to cal-
culate the secret key SKi. The secret key SKi is in the form of

SKi ¼ Si; eD; eD0; 8k 2 Si : eDk; eD0
k

� �
, where Si is the attribute set of a new user or

domain authority, and Si�S. Similar to the previous step, the computation complexity
of this step is O(2n), where n is the attribute number of Si.

Encrypting Keywords and Data File. Since a data file is encrypted with a symmetric
key, its computational complexity depends on the file size and the selected symmetric
encryption algorithm. The symmetric key is encrypted with an access tree T to obtain
the ciphertext CT. The calculation process of CT includes two exponentiations for each
leaf node in T. Let Y be the leaf nodes set of T. So the computation complexity of
encrypting a file is Oð2 Yj jÞ.

The complexity of encrypting an index depends on the number of keywords in each
index entry and the number of index entries. Similarly, Encrypting an index entry with an
access tree Tk also includes two exponentiations per leaf node in Tk. Let Y0 be the leaf
nodes of Tk. So the computation complexity of encrypting an index entry is O(2 Y0j j).
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Generating Trapdoor. The trapdoor TK is in the form of TK ¼ S; tok1;ð
tok2 , tok3; 8k 2 S : Ak; BkÞ, where S is the attributes set of a data user. Let N be the
attribute number of S, 1 � k � N. Then the computation of TK includes two
exponentiations for each attribute in S. So the computation complexity of this step is O
(2N).

Searching Encrypted Index. The complexity of searching on encrypted index CIndex
depends on the number of index entries, the structure of the index and search method.

5.3 Implementation

A multilevel HABKS has been implemented that is based on the CP-ABE toolkit [14].
The CP-ABE toolkit was developed using the Pairing-Based Cryptography library [15].
Then we carried out comprehensive experiments on a computer which is dual core
3.20 GHz CPU and 4 GB RAM. The experimental data are analyzed and the statistical
data are given.

Private key generation operation is associated with the attribute number of the
attribute set. The key is generated by function KeyGen or function Delegate. Figure 2
shows the time required by function KeyGen to generate a private key for different
number of attributes. Figure 3 shows the time required by function Delegate to gen-
erate a private key for different number of attributes. The cost of private key generation
operation increases linearly with the number of attributes in the attributes set.

When the attribute number is identical, the time of generating a private key are
roughly the same for function KeyGen and function Delegate as Fig. 4 show.
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Fig. 3. Experiments on delegate key generation.
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Trapdoor generation operation is associated with the number of searched key-
words and the number of attributes set for a data user who searches the encrypted
index. The operation time is determined by the number of the above keywords and
attributes. When the number of searched keywords is fixed to be 2, the trapdoor
generation time grows linearly with the number of attribute set for a data user as Fig. 5
shows. When the number of the attribute set is fixed to be 10, the trapdoor generation
time grows linearly with the number of searched keywords as Fig. 6 shows.
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Encrypted index search operation is associated with the number of searched
keywords, the number of keywords in each encrypted file, and the number of leaf nodes
in the access tree of the index. Note that the keywords for each encrypted file form an
index entry. In addition, the operation is related to the index structure and the number
of encrypted files. In our experiment, we assumed that there was only one encrypted
file, used a linear structure to store the encrypted keywords group of each file, and the
attribute number was fixed to 10. Figure 7 shows that the query time increases linearly
with the number of searched keywords. The cost also increases linearly with the
number of keywords in each index entry as shown in Fig. 8.

Index encryption operation is completed by the data owner on the client side. The
data owner encrypts the keyword group of a file, and uploads to the cloud with the
corresponding encrypted file. The cloud puts the encrypted keyword group in an index
and creates a pointer to it and the corresponding encrypted file to form an index term.
The time for this encrypting every index entry depends on the keyword number in
every index entry and the leaf node number in the access tree of the index. According
to the keywords and leaf nodes number, the time required to encrypt the index is shown
in Fig. 9. We can see the cost increases with the leaf node number and the keyword
number.

Results of the above figures conform to the preceding theoretic analysis.
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6 Conclusion

We proposed the HABKS scheme based on CP-ABE. The scheme extends CP-ABE
algorithm with a searchable encrypted index to implement fast search for encrypted
data files and with a hierarchical structure to manage the private keys of users.
Meanwhile HABKS inherits the feature of fine-grained access control of CP-ABE.
Then we analyze the security and the theoretic computation complexity of HABKS.
Finally, We implement comprehensive experiments of HABKS. Experiment results
show that it is efficient and flexible for searching encrypted data in cloud.
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Abstract. With the explosive development of the mobile Internet, the security
threats faced by the mobile Internet have grown rapidly in recent years. Since
the normal operation of the mobile Internet depends on the trust between nodes,
the existing trusted measurement model cannot fully and dynamically evaluate
mobile Internet computing nodes, and the trust transmission has a great deal of
energy consumption. Aiming at above problems, this paper proposes a trusted
measurement model combining static measurement and node behavior mea-
surement. The model is based on the computing environment measurement of
the mobile Internet computing node, and is also based on node behavior mea-
surement, combining direct and recommended trust values to complete the
measurement of nodes. It can more objectively reflect the trust degree of nodes,
effectively detecting malicious nodes, and ensuring the normal operation of
mobile Internet services. The simulation experiment results show that this
method can effectively balance the subjectivity and objectivity of trust assess-
ment, and can quickly avoid malicious nodes and reduce the energy con-
sumption of the trust transmission.

Keywords: Mobile Internet � Trusted measurement � Behavior measurement
Direct trust � Recommendation trust

1 Introduction

Mobile Internet can access the Internet through wireless access devices, which can
realize the data exchange between mobile terminals. It is the fifth technology devel-
opment cycle in the computer field after mainframe, minicomputer, personal computer
and desktop Internet [1–3]. As an organic fusion of mobile communication and tra-
ditional Internet technologies, mobile Internet is regarded as the core and one of the
most important trends of the future network development. Despite the rapid develop-
ment of mobile Internet services, Morgan Stanley’s survey report [4] pointed out that:
at present, it is still in the initial stage of mobile Internet development. The large-scale
development and application of mobile Internet still need to solve many technical
problems, such as wireless access, handover and routing, resource management, quality
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of service assurance, network security and so on. At present, the technical problems in
the field of mobile Internet, especially the security issues, have attracted wide attention,
and a large number of related solutions have been put forward.

As an integral part of the Internet, mobile Internet has no essential difference in
system architecture except access technology. It also faces various security threats and
challenges of the traditional Internet. First of all, the root cause of mobile Internet
security problem is that its open IP architecture based on the traditional Internet. The IP
architecture makes it easy for attackers to obtain network topology and the IP address
of any important node in the network. It is possible to initiate vulnerability scanning
and attack on a node in the network, intercept and modify the data transmitted in the
network, resulting in insecure network data security. In addition, the user can access the
network with opaque networks, non-strict authentication, and authentication mecha-
nisms that are not strictly authenticated by the terminal. The network has no knowledge
or control over the security capabilities and security condition of the terminal. User
addresses can also be forged and cannot be traced.

From the point of view of the existing Internet, after the fusion of traditional mobile
communication networks, a large number of IP-based mobile communication devices
(such as WAP gateways, IMS devices, etc.) with security vulnerabilities or security
holes have been introduced, and wireless air interfaces have been added at the same
time, resulting in new security threats. For example, an attacker can crack an air
interface access protocol and then access the network illegally, can intercept and steal
the information transmitted by air interface, and can also make service abuse attacks on
wireless resources and devices [6]. Therefore, the mechanism of information dissem-
ination and control in traditional Internet services cannot smooth transition to mobile
Internet to a large extent, so it has become a consensus in the international research
community to think about how to ensure the security of mobile Internet. Since the
normal operation of the mobile Internet depends on the mutual trust of computing
nodes in the mobile Internet, the trust relationship between mobile terminals and ter-
minals, terminals and service terminals has become a hot research topic.

However, existing trusted measurement methods for computing nodes in the mobile
Internet are still one-sided evaluation of a specific service, and lack comprehensive and
dynamic assessments of mobile Internet computing nodes. Existing methods of trust
assessment are based on the past behavior characteristics of nodes and different
application scenarios. They do not consider the combination of subjective judgment
and objective evaluation. In addition, the trust value is represented by a floating-point
number rather than a single-byte integer value, which leads to excessive energy con-
sumption in the transfer of recommendation trust between nodes and is not suitable for
mobile Internet environments. Therefore, this paper proposes a trust assessment model
that combines supervisor and objective, based on static measurement, and measures the
behavior of nodes as the core. It can quickly judge whether the network node is a
trusted node while reducing the energy consumption of the trust transfer, and can also
effectively discover and eliminate malicious nodes to ensure the normal operation of
mobile Internet services.
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2 Related Work

The research on behavioral trustworthiness of mobile Internet computing nodes not
only can improve the security of the network, but also simplify the overhead of
monitoring and prevention brought by distrust. At present, the trust evaluation of node
behavior is mainly based on the behavioral evidence of past interactions, and estab-
lishes a trusted behavior model. Zhu et al. proposed a trust authentication model for
periodic node behavior [5], which evaluated the behavior of nodes by collecting routing
evidence and random sampling. Li et al. proposed a role-based trust assessment model
[6], in which the identity of nodes in wireless sensor networks is taken as the basis for
the evaluation of trust. Bao et al. proposed a trust assessment model based on intrusion
detection [5], which realized the dynamic detection of node behavior. He et al. studied
the behavior of nodes in medical sensor networks and established a distributed
behavior trust assessment model [7]. Bo et al. proposed a node abnormal behavior
detection model based on Kalman filter calculation method [8].

Xiao et al. proposed a network reputation model based on Gaussian distribution and
reputation distribution fitting [9]. Hani et al. performed a comprehensive analysis and
summary of the vulnerabilities in the existing trust model [10]. Zhang adopted the
method of rounding the trust value, calculated the direct trust through the interaction
success rate, and proposed a hierarchical structure trust evaluation model [11]. The trust
model achieved good results, but it failed to consider the real-time performance of the
node behavior trust evaluation. Lin Xi and others proposed behavioral trusted mea-
surement model based on sliding windows from multiple perspectives such as infor-
mation security, trusted systems, and trusted computing [12]. Crosby et al. proposed a
trust model based on location detection [13], which can effectively detect and isolate
the nodes that have been attacked. Based on the analysis of data packet ID, Hu et al.
proposed a low-cost, lightweight node selective forwarding attack detection algorithm
[14]. Zhan et al. studied the relationship between node behavioral trust assessment and
routing, and presented a trusted routing scheme [15], which took into account both
node behavior trust evaluation and transmission energy consumption, but this scheme
placed too much emphasis on the energy consumption of routing and weakens the role
of trust.

The research of trust-based recommendation method in social network environment
has achieved certain results, mainly including link prediction and matrix decomposi-
tion. For example, in reference [16], a reputation management algorithm for point-to-
point networks is proposed. Literature [17] proposed that the algorithm made reference
to all the neighbors trusted by the source node in predicting the score of the item.
Literature [18, 19] proposed that the algorithm was based on TidalTrust improvement,
mainly relying on experience, so the accuracy was greatly affected by the value, the
model was not stable enough, and the TrustWalker was a recommended strategy
proposed in [20], with the increase of roaming steps, the algorithm can calculate the
reliability in the prediction process. In the social network environment, the research on
trust-based recommendation also included system level, semantic level [21, 22], but the
model was slightly different from our Trust-PMF hybrid recommendation algorithm in
the research level, which was worthy of reference. Literature [23] proposed another
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trust-based recommendation algorithm, which made up for the deficiency of Trust-
PMF. Literature [24] proposed that the user’s trust relationship and interest preference
model through the shared feature space modeling, proposed a socialized recommen-
dation algorithm, but the algorithm simply used similarity between users to replace
trust, the whole calculation process only used scoring information, and relationships
were not really exploited.

Literature [25] mainly discusses the trust measurement mechanism of the nodes in
the medical and health field. The trusted measurement mechanism mainly realizes the
real-time monitoring of the node based on the identity authentication and the access
control mechanism, but the mechanism is too dependent on the hardware of the
equipment and the application prospect is too narrow. Document [26] achieves a
trusted measure of wearable devices based on the user’s biometrics, but the mechanism
is only applicable to the field of wearable equipment. Literature [27] in Internet video
monitoring application field puts forward a trusted measurement model which is
suitable for video surveillance equipment. This mechanism can be applied to the
intelligent camera, but this calculation process is too complicated, energy consumption
is too high, resulting in a significant reduction in the credibility of the node mea-
surement results.

Literature [28] puts forward the multidimensional awareness mobile node trust
metric model, and the trust values of the measured nodes in this model contain three
parts: supervisor trust, recommendation trust, and associated trust. The higher-level
node that measures the node will query the node’s trusted recommendation to its
neighbor node, and calculate the direct trust value of the node according to the node’s
own state at the same time. Finally, the node trust value is calculated according to the
association degree of the node. The model can effectively find malicious nodes, but the
calculation process is too cumbersome, energy consumption is too high. Based on the
cloud model, a trusted measurement model of the mobile node is proposed in the
literature [29], the model can construct the measurement model according to the
communication radius and the computational feature of the sensing node, which can
effectively reflect the change characteristics of the node’s trusted degree, but the model
needs to occupy a large number of communication channels and could significantly
affect the normal data transmission. Literature [30] proposes a trust evaluation model
based on mobile node reputation, which is based on the Bayesian full probability
model. However, the Bayesian full probability trust assessment process requires suf-
ficient prior probabilities event, and the collection of the evidence is a very difficult
process. In the literature [31], the trust metric model of mobile nodes is put forward
from the perspective of game theory. The relationship between the interaction and trust
between nodes is discussed from the countermeasure income model. However, the
model is too concerned with the trust income and neglects the data transmission task of
the sensing node, which leads to the disconnection from the practical application.
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3 The Trusted Measurement Model

In the mobile Internet, computing nodes can be divided into two types: ordinary mobile
Internet terminals and service terminals. When a mobile Internet terminal needs to
access the network, the server firstly needs to confirm that the computing environment
of the terminal is trusted. At the same time, interactions between different mobile nodes
also need to confirm each other’s trusted computing environment. After completing the
trusted measurement of the computing environment, it is necessary to measure the
behavior of the mobile Internet computing nodes. Due to the diversity of the node
behavior, there must be differences in transmission speed, packet loss rate or trans-
mission delay. It is not good to judge whether the node behavior is trusted, and it is
very possible to judge the normal behavior of the node as abnormal behavior by only
judging the behavior characteristics or statistics of the node behavior to distinguish the
normal behavior from the abnormal behavior. Therefore, the model of this paper will
calculate the trust value of the behavior by comprehensively evaluating the recom-
mended trust value, historical statistical trust value and subjective judgement direct
trust value and, then the anomaly of the node behavior is detected. Then the trust queue
of the node is updated by combining the results of the trusted measurement, and the
feedback control strategy is adopted, and the penalty response mechanism is executed
if the behavior is abnormal. The trusted measurement process is shown in Fig. 1.

3.1 Computing Environment Trusted Measurement

When the mobile internet computing node needs to access the network, the server
needs to determine whether the computing environment of the node is trusted. The
server node located in an area is St, and the terminal that applies for access to the area is
Mi. For any mobile terminal, the computing environment information includes the
software and hardware information of the node, network information and security
policies. Therefore, the computing environment attribute of Mi can be formally
described as a triple Ce ¼ ðHs;NeÞ, where Hs represents the hardware information of

Fig. 1. Trusted measurement process
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the terminal and Sh represents the software attributes. In Hs ¼ ðhs0; hs1; hs2; . . .; hsnÞ, hs0
represents the terminal hardware feature value, and hi represents the feature value of
other software (memory, motherboard and network devices, etc.). In
Sh ¼ ðs1; s2; . . .; snÞ, si represents the feature value of the software running on the
sensing node (including OS bootstrap, operating system kernel, and key application
programs).

According to the security requirements, the management node uses C ¼
ðHi; Si;Ni; SpÞ as input and determines whether the computing environment of Mi is
trusted by the trusted assessment function MceðCÞ, so the security evaluation function
of each component is described as follows:

Definition 3-1. Hardware attribute component trusted measurement function
JceðHsÞ
In the function JceðHsÞ, both h00 and h0i are the hardware information submitted when the
terminal registers with an upper node at the initial time. The calculation process of the
function JceðHsÞ indicates that the data acquisition and processing module of the
sensing node is not allowed to be changed, but the mobile terminal may need to replace
hardware such as battery and memory card during operation, so other hardware can be
allowed to replace, the degree of hardware replacement depends on the security policy
of the upper node.

JceðHsÞ ¼ ðhs0 ^ h0s0Þ ^
1
n

Xn
i¼1

hsi^h0si ð1Þ

Definition 3-2. Software attribute component trusted Measurement function
JseðShÞ
In Sh ¼ ðs1; s2; . . .; snÞ, s1 to sk represent the operating system boot program, operating
system kernel, and key data acquisition and transmission programs, sk to sn represent
other programs. Then JseðShÞ can be described as:

JseðShÞ ¼
Yk
i¼1

ðsi ^ s0iÞ ^
1
n

Xn
i¼kþ 1

si ^ s0i ð2Þ

s0i is the software information submitted by the sensing node when it registers with
the upper node at the initial time.

Definition 3-3. Computing environment assessment function JmeðCÞ
Given JceðHsÞ, JseðShÞ, JmeðCÞ can be described as:

JmeðCÞ ¼ a1JceðHsÞþ a2JseðShÞ;where a1 þ a2 ¼ 1: ð3Þ

a1; a2 are weight factors, the value of which are determined according to the
network, and the value of a1; a2 is usually 1/2. The server node may set a threshold mt.
If JmeðCÞ\mt, it indicates that the mobile terminal is not trusted, otherwise the ter-
minal behavior should be measured.
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3.2 Behavioral Trusted Measurement

With the development of the mobile Internet, information in the mobile Internet is
vulnerable to eavesdropping, tampering, counterfeiting and other threats. Although
lightweight authentication protocols and encryption technologies can prevent malicious
attacks from outside the network, it cannot solve the internal attacks such as denial of
service, information interception, injection of a large number of redundant data packets
and other abnormal behaviors in legitimate network nodes. The main target of the
internal malicious attack is to destroy network devices and tamper with the data, which
will lead to the abnormal behavior of the attacking node different from other nodes,
such as deleting, modifying, injecting and repeatedly transmitting data. Therefore, trust
assessment based on node behavior detection is of great significance to network
security. In this paper, data packet forwarding, data packet repetition rate and trans-
mission delay are selected as node behavior characteristics to detect node’s direct trust
value.

3.2.1 Behavioral Direct Trusted Measurement
The trust assessment model of this paper divides mobile Internet computing nodes into
three types: mobile terminal, relay and server. In the process of node behavior trust
assessment, only relay nodes generate the recommended trust value among each other.
The mobile terminal is directly evaluated the behavior trust value by the relay node in
its communication range, and the recommended trust value is not transferred between
the adjacent mobile terminals. This paper assumes that the server is completely trusted.

(1) Direct trusted measurement of mobile internet computing nodes

The malicious attacks on mobile Internet computing nodes mainly include stealing,
tampering with perceptive information, and injecting a large amount of error infor-
mation. Therefore, the amount of data packet forwarding becomes one of the important
indicators to detect the abnormal behavior of nodes directly.

When the mobile internet computing node M1 requests d data packets to node M2,
the node M2 sends mðm� dÞ data packets, the trusted measurement value of M1 to M2

in data transmission behavior can be calculated by data packet forwarding. Therefore,
the data transmission behavior of the M1 to the M2 can be expressed as a logarithmic
function:

Tb ¼ m
dþ 1

ð4Þ

The repetition rate of the data packet transmitted by the node can effectively judge
whether the node has abnormal behavior. When the repetition rate Kl of the data
packets transmitted by the node is smaller, the direct trust value of the forwarded data
packet behavior will gradually decrease as Rr increases. As Rr gradually tends to be
larger than the critical value of the repetition rate, the node is likely to be a malicious
node. This trend is consistent with an exponential function curve whose base is greater
than one.
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Therefore, the trust value Tr based on the repetition rate of the packet forwarding
data in the node is expressed as

Tl
b ¼ 2� bK

l
Kl\v

0 other

�
; ð5Þ

where b[ 1; bv ¼ 2, and the value of v is determined by the mobile Internet network
environment.

In the mobile Internet, the data transmitted by nodes may cause transmission delay
due to signal interference and other factors, but the transmission delay of the network
must fluctuate within the range that users can tolerate.

The mobile terminal M1 transmits data to the mobile terminal M2. If the trans-
mission delay td is less than the threshold c, the mobile terminalM1 fully believes in the
mobile terminal M2. As the transmission delay td exceeds a threshold and becomes
larger, the possibility of malicious attack by the mobile terminal M2 is becoming more
and more, and the corresponding direct trusted measurement value is declining rapidly.

The direct trusted measurement value Td of the node in the characteristics of
transmission delay behavior is represented as

Td ¼ a
td�c
c ; td� c

1; other

�
; ð6Þ

where a ¼ 0:1, and the critical value c is related to the mobile Internet computing
environment.

Definition 3-4. Direct trusted measurement of data transmission behavior. The
trusted measurement function of the data transmission behavior of the mobile Internet
node M1 to the M2 is calculated by a weighted method. Three weight coefficients are
gd; gr; gf . Each weight coefficient may take different values. The actual size of the value
is determined by the actual network requirements for node behavior. So TM can be
described as:

TM ¼ gdTb þ grT
l
b þ gf Td; ð7Þ

where 0� gd; gr; gf � 1; gd þ gr þ gf ¼ 1.

(2) Recommended trust

When multiple mobile computing nodes push trust values to a single terminal at the
same time, it is possible to bring opportunities to malicious nodes. The malicious node
intentionally raises or lowers the trust of a node by sending false, conflicting recom-
mended trust values. Therefore, it is necessary to solve multiple recommended trust
issues by trust-merging rules. In this paper, the similarity between each trust value and
the average trust value is used as the weight, and the smaller the weight from the
expected value, the greater the possibility of its maliciousness.

A Trusted Measurement Model for Mobile Internet 227



First, the average trust value of all recommended trust is calculated, and the
sequence of all recommended trust values for mobile terminal Mi is set to
mr1;mr2; . . .;mrk, then the mathematical expectation of recommendation trust is:

EðmrÞ ¼ 1
k

Xk
i¼1

mri ð8Þ

The weight of each recommendation trust can be calculated by the Euclidean space
distance similarity discrimination method. The specific calculation method is as
follows:

ki ¼ mriffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPk
i¼1

ðEðmrÞ � mriÞ2
s ð9Þ

Therefore, according to the weights of the recommendation trust and the recom-
mendation trust, the recommendation trust calculation for the mobile terminal Mi can
be described as follows:

Tr ¼
Xk
i¼1

ki � mri ð10Þ

(3) Statistical trust value of historical behavior

The behavioral trust of mobile computing nodes is a concept borrowed from social
sciences, and excessive subjectivity can affect the trust value of trust assessment.
Therefore, the trust evaluation of node behavior must take into account the subjectivity
and objectivity of trust. Long-term and large-scale node behavior statistics can be
evaluated objectively with stability and representativeness. Therefore, this paper
evaluates nodes from the perspective of node historical behavior. Historical records
include data forwarding trust value, data packet repetition rate trust value, time delay
trust value, time, and abnormal labels. There are z interactions between the mobile
computing node M1 and the mobile computing node M2, wherein the node M2 is
evaluated by the node M1 as having x normal behaviors and y abnormal behaviors.
Then, the distribution probability of the statistical trust value h of the mobile computing
node M1 to the mobile computing node M2 can be described as:

Prðhjx; yÞ ¼ Prðh; x; yÞ
Prðx; yÞ ; ð11Þ
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where Prðh; x; yÞ ¼

z

x

 !
hxð1�hÞy

R1
0

z

x

 !
hxð1�hÞydh

¼ hxð1�hÞyR1
0

hxð1�hÞydh
, So give

R1
0
hx�1ð1� hÞy�1dh, So

Prðhjx; yÞ ¼ hxð1� hÞR1
0
hx�1ð1� hÞy�1dh

ð12Þ

Thus, the behavioral trust values of the mobile computing node M1 and the mobile
computing node M2 obey the beta distribution with parameters xþ 1 and yþ 1:

f ðhjxþ 1; yþ 1Þ ¼
hxð1�hÞyR1

0

hxð1�hÞydh
; 0\h\1

0 ; others

8><
>: ð13Þ

So the final historical statistical trust value Th can be calculated based on the
probability density function:

Th ¼ EðhÞ ¼ xþ 1
xþ yþ 2

ð14Þ

3.2.2 Integrated Trusted Measurement for Nodes
The main task of node behavior modeling is to establish a node behavior compre-
hensive trust profile. This paper has given the direct observation trust TM , recom-
mendation trust Tr and historical behavior statistical trust value of the evaluated node
Th. The trust of the evaluated node B should base on the direct trust value. The
recommended trust value and statistical trust value are auxiliary references, so the
overall trust value of the node can be described as:

Tx ¼ l1TM þ l2Tr þ l3Th ð15Þ

0\l3\l2\l1\1; l3 þ l2 þ l1 ¼ 1, In the process of integrated trust calcula-
tion, the same value can be used in l3; l2, and the specific selection of each weight
depends on the actual network application requirements. The node behavior analysis
module first generates node behavior data by interacting with the occurrence and
periodicity of interaction events, and then uses the node behavior data as the input for
the direct trust value calculation, and combines the historical trust statistics with the
trust value to obtain the current behavior of the node as a whole. Trust value.
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Finally, according to the time decay formula, the comprehensive trust value of the node
is calculated and compared with the system’s preset minimum trust threshold to
evaluate the authenticity of the node’s current behavior and measure the value of the
behavior.

According to the social characteristics of trust, the greater the proportion of recent
trust values in the overall trust assessment, assume that within a window of time Tw, the
trust measurement of the node is set to the metric that is the oldest one now. The value
Txn, which is the measurement of the data sending behavior at the current moment, can
be defined as:

T ¼
Pdn
i¼1

TxihðiÞ=i i 6¼ 0

0 i ¼ 0

8<
: ð16Þ

Among them, hðiÞ 2 ½0; 1� is the attenuation function and can reasonably weight
trusted measurement at different times. According to the law that the data transmission
behavior decays with time, the newly generated data transmission behavior should have
more weights, so the attenuation function can be specified as follows:

hðiÞ ¼ 1 i ¼ n
hði� 1Þ ¼ hðiÞ � 1

n ; 1� i� n

�
ð17Þ

Attenuation function and time window show that the trust value of node’s data
transmission behavior is attenuated according to the change of time. The attenuation
function and time window increase the accuracy of trust quantification. In addition to
evaluating the node’s trust value, it is also necessary to prevent malicious nodes from
using a small number of low-value visits in exchange for high-trust fraud, and to punish
the fraud that has occurred. Usually, the fraud is greatly reduced by using the trust
value. When some of the behaviors of the evaluated node are evaluated as untrusted, it
indicates that the behavior of the node has been abnormal. This behavior may be an
abnormal behavior due to a weak communication signal or signal interference, or it
may be one attack tentatively initiated by a malicious node. Therefore, the behavior of
this node needs to be further observed and its trust value reduced according to the
number of times of its untrusted behavior d.

3.3 Behavior Detection Algorithm

The behavioral algorithm obtains its communication behavior characteristic data
through the node behavior feature selection and evidence collection module, calculates
the direct trust value of the node behavior, and then takes the direct trust value, the
recommendation trust value and the historical statistical trust value as the input data of
the behavior abnormality detection. Through weighted calculations, the node’s
behavior comprehensive trust value is obtained, and compared with the trust threshold
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set by the system to determine whether the node behavior is abnormal. Once the
behavior of the node is found to be abnormal, a penalty response operation is imme-
diately executed and the malicious node is isolated. The algorithm steps are as follows:
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4 Simulation

In this paper, a network environment is simulated by NetLogo simulation software to
analyze the performance of the proposed trusted model and its algorithm, so as to verify
the effectiveness, efficiency and environmental adaptability of the proposed user
behavior prediction model. Table 1 is the experimental parameters of this article:

Simulation experiments consider three types of malicious nodes: Type 1 malicious
nodes discard data packets during the transmission of data, and Type 2 malicious nodes
forward a large number of erroneous duplicate data packets. Type 3 malicious nodes
both discard data packets and send a large number of duplicate and useless data
packets.

There are three types of entities in the simulation experiment, as described below:

(1) The entities in the experiment have three types of roles: ordinary mobile terminal,
relay node, and server. The nodes are independent of each other.

(2) In the experiment, the trust threshold is set to 0.8, and all nodes whose trust
metrics are less than 0.8 are untrusted nodes.

(3) The weight parameters in the node’s trust measurement evaluation model are
adjusted according to the computing environment.

In order to verify the validity of the model proposed in this paper, three perfor-
mance indicators were introduced, namely malicious behavior detection rate, false
alarm rate, and false negative rate. Assume that the total number of trusted behaviors fh,
malicious behaviors fm, and actual trusted behaviors fhm but the trusted model mis-
judges as malicious behavior in one cycle is the total number of malicious behaviors
but the mistrusted model is trusted by trusted models fmh. The ratio of actual malicious
evaluation behavior is e: the detection rate of malicious behavior n ¼ fm�fhm

eðfh þ fmÞ, false

alarm rate q ¼ fhm
fm
, and false negative rate s ¼ fmh

fm
. Figures 2, 3 and 4 show the detection

rate of malicious behavior of the three types of malicious nodes described in this paper
respectively. The report rate and the missing report rate were simulated.

Table 1. Simulation parameters

Parameters Parameter description Parameter
value

r Total number of nodes in the experimental environment 50
k The average number of node interactions 200
n Number of clusters 5
log1 Maximum number of history interactions in mobile terminal

interactions
15

log2 The maximum number of records of historical behavior on the
server

20

t1 Trusted measurement threshold 0.8
tw Trusted Measurement Time Window 1000 s
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Fig. 2. For the first type of malicious node trusted measurement model performance

Fig. 3. For the second type of malicious node trusted measurement model performance
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Figures 2, 3 and 4 shows the law of malicious evaluation behavior detection rate,
false positive rate and false negative rate with the simulation cycle, where the abscissa
represents the simulation cycle. From Figs. 2, 3 and 4, it can be seen that the perfor-
mance of the model is good and the false alarm rate tends to zero. Although there is a
certain missed rate at the start of operation, the nature of each node is fully displayed
with the running time. The rate of missed inspections is getting lower and lower. The
trust measurement model of this paper can effectively identify and eliminate untrusted
nodes, so it can guarantee the trust of most nodes. Figure 5 compares the defense
mechanism of the nodes mentioned in the literature [32, 33] of the mobile internet in
terms of the reliability of guarantee nodes. The effectiveness of the aspect, in which
case the initial rate of the malicious node is assumed to be 5%.

Figure 5 can be compared with the traditional method, this solution can effectively
detect the attack behavior, can effectively protect the nodes in the area did not receive
the attack.

Figure 6 shows the comparison of transmission energy consumption of three dif-
ferent trust evaluation models. It can be seen from the figure that the energy con-
sumption of Model 1 and model 2 transmission is obviously higher than that of the trust
model of this paper. The reason is that the existing trust model still transmits the
recommendation trust between nodes with limited resources, and fails to consider
effectively that the trust value represented by the integer data is smaller than the
floating-point trust value, and the transmission energy consumption is low.

Fig. 4. For the third type of malicious node trusted measurement model performance
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Fig. 5. Comparison of node trustworthiness under the premise of 5% of initial malicious node

Fig. 6. Comparison of energy consumption of three different trust models
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The trust model in this paper only passes recommendation trust values between relay
nodes. The trust value is an integer between 0 and 100, which effectively reduces the
amount of trust storage and reduces transmission energy consumption. Therefore, the
number of recommended trust should be reduced as much as possible while ensuring
the accuracy of trust assessment.

5 Conclusion

This dissertation proposes a trust assessment model and anomaly based on the node
behavior detection, aiming at the problem that IoT node behavioral trust research fails
to combine the energy consumption of different trust recommendation numbers with
the subjectivity and objectivity of trust and the energy consumption of trust transfer.
For the detection algorithm, the model uses event-triggered detection and periodic
detection, and considers the direct trust value, statistical trust value and recommended
trust value comprehensively, calculates the comprehensive trust value of node behavior
and judges whether there is malicious attack on the network. This model adopts a
rounding method of trust values, reduces the storage of trust records, and can effec-
tively detect malicious attacks and mark malicious nodes. Simulation results show that
this method can avoid malicious nodes with abnormal behavior in a short period of
time, improve network security, and effectively reduce the transmission energy of
recommended trust. The next step will be to expand the model, taking into account the
remaining energy of the node, the data packet forwarding speed and other more
behavior characteristics, and further improve the accuracy and reliability of the node
behavior trust evaluation.
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Abstract. Trusted access to the Internet of Things sensing layer node is the
precondition for the trusted operation of the Internet of Things. How to quickly
and accurately implement identity authentication of a sensing node is currently a
research hotspot. After comprehensive consideration of the security require-
ments and functional requirements of the sensing Node Identity Authentication,
this paper proposes a fast identity authentication scheme for sensing nodes. In
the identification process of sensing nodes, the data aggregation node is
responsible for the selection of system parameters and the registration of sensing
nodes. It does not directly participate in the authentication process and simplifies
the authentication process. The computational efficiency is high, and the security
analysis shows that the scheme has forward security and can resist malicious
attacks such as replay attacks, key information disclosure attacks, and forgery
attacks. Also, the solution supports key updates. Computational complexity
analysis shows that this protocol uses only a small amount of computational
complexity in exchange for higher security and more features.

Keywords: Internet of Things � Trusted access � The sensing layer
Authentication

1 Introduction

The sensing layer of the Internet of Things is composed of a large number of
heterogeneous sensing networks. After the sensing nodes are deployed in the corre-
sponding environment, the tasks that they undertake in the sensing network, the service
content they carry, and the data transmission content are carried out. All of these will
change with time, and this change will bring unpredictable security risks to the sensing
network. Therefore, these nodes faced with a variety of security threats and attacks
related to identity authentication such as witch attacks, unauthorized accesses, worm-
hole attacks, and replay attacks due to high security vulnerabilities of sensing nodes
[1–3]. Designing an identity authentication method for the sensing nodes of the Internet
of Things has a fundamental role in the security of the Internet of Things and is an
important attribute for the Internet of Things to operate reliably.
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The main purpose of identity authentication for the Internet of Things sensing node
is to ensure that the key attributes of the sensing node are not forged, falsified,
impersonated, thus ensuring the authenticity of the node, and on this basis to ensure the
authenticity and completeness of data transmission, on-repudiation. At present,
domestic and foreign scholars have put forward many research proposals for the
identity authentication methods of the Internet of Things sensing nodes. However, the
authentication process of these solutions is rather complicated. Although the corre-
sponding security goals are achieved, they can still be a relatively heavy burden for
sensing nodes with limited computing capabilities [4]. At the same time, the existing
identity authentication mechanism is mainly based on the traditional cryptographic
mechanism design, and often only for a specific application scenario design, it is
difficult to meet a wide variety of application scenarios, service types and diversity of
security strengths of the Internet of Things [1, 5]. The sensing computing layer of the
Internet of things is composed of multi-source heterogeneous complex sensing net-
works. The requirements for identification of different sensing nodes are complex and
diverse. For example, in the military field, especially in battlefield situation awareness,
the identity of the sensing node must be real. The information passed must also be true,
otherwise it will bring great hidden dangers to combat; in the field of air pollution
monitoring, the requirements are relatively low, the transmitted atmospheric data can
be true and correct, and usually it does not care which one node returns; in the medical
wearable area, not only the node identity is correct, but also the delay and correctness
of data transmission are strictly required.

With the popularity of the Internet of Things, the data collected and processed by
sensing nodes often contains a large amount of high-value and sensitive data. There-
fore, for the sensing layer of the Internet of Things, the authenticity of the sensing node
identity and the trust of the computing environment are its safe and trusted basis. In
view of the different types of sensing node’s computing, storage, and communication
resources, the requirements for the security of identity authentication are also different.
To solve this problem, this paper proposes a fast identity authentication scheme for
sensing nodes. In this solution, the data aggregation node does not directly participate
in the authentication process and simplifies the authentication process. The protocol has
forward security and can resist replay attacks, key information disclosure attacks,
forgery attacks, and parallel session attacks. The scheme is user-friendly and supports
self-renewal of the key. Finally, from the analysis of the protocol, it can be seen that
this protocol uses only a small amount of computational complexity to obtain higher
security and more features. This protocol is more practical and available.

2 Related Work and Formal Description of Sensing Nodes

2.1 Related Work

At present, most Internet technologies and communication protocols are not designed
to support the Internet of Things. Studying the network security connection model is
essential to ensure the security and trustworthiness of the IoT-sensing computing layer.
Literature [6] discusses three IoT reference models, and defines the security of their
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respective models, discusses the security challenges faced by different applications, and
proposes security strategies for different attacks, but the above network model is from
specific security. The threat starts and the ability to deal with unknown security threats
is poor. The emergence of social networks and proximity services is driving the
Internet of Things to a model that uses location-aware information to connect to
society. Peer-Aware Communications (PAC) is widely used in location awareness, and
computing power and energy are based on lightweight PAC devices. Level, the liter-
ature [7] proposed a lightweight network connection authentication model for PAC
equipment, fully considering the computing resources and energy characteristics of
different devices, supporting fast authentication and session key negotiation, and
Security level is divided, but the model can only be used for specific application
scenarios and lacks versatility.

The basic function of the sensing node of the Internet of Things is to perceive
information and transmit information. In this process, the trusted node’s trusted access
is the basis for the trusted operation of the Internet of Things. Literature [8] proposes a
method for centralized updating of certificates. The node authentication center peri-
odically issues temporary certificates. This updating method is centralized and non-
real-time. There is a problem that the authentication center has a single point of failure.
Literature [9] discusses the anonymous PKI system, which overcomes the need for
centralized certificate updating. In the process of offline defects and single-point fail-
ures, the user can communicate with the authentication center in real time to obtain the
current certificate. The mechanism iteratively solves anonymity, non-connectivity and
traceability, and maintains anonymity with external attackers, attackers with certain
information, and third-party authentication centers. However, the computing resources
required for certificate authentication and revocation are huge, and computing
resources are huge. The limited IoT node is a heavy burden; literature [10] proposes a
method for presetting a set of certificates. This method presets a set of a large number
of certificates and can dynamically select a certificate as the identity of the current
moment. This method for terminals has low computing power, but a large number of
certificates are added to the CRL after revocation, how to ensure that the certification
covers the latest CRL is a huge challenge; literature [11–13] proposes the method from
the perspective of encryption, according to the initial vector and privacy preservation
certification Algorithms. However, the computational model of temporary identity is
usually implemented based on symmetric or asymmetric encryption algorithms, which
requires high time overhead. Literature [14] adopts a dynamic control strategy to
dynamically determine the level of privacy based on policies of services, users, and
regulations at run time based on different levels of data and identities.

Literature [15] proposes an identification and trust-based identity authentication
mechanism based on identity verification, this mechanism integrates trust-fuzzy com-
puting to achieve access control for sensing nodes, with good scalability and low
energy consumption. This mechanism has a low degree of abstraction of node attributes
and does not fully reflect the operating characteristics of the node, and it lacks the
protection of key information. Because IPv6 can provide enough public addresses,
Machine-to-Machine communication protocol is considered to be the core protocol of
the future Internet of Things [16]. Literature [17] proposes a distribution based on the
integration of IPv6 and M2M communication. The access control architecture improves
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the overall performance of the sensing network and enables dynamic network man-
agement and load balancing. However, this architecture overemphasizes network
performance, lacks comprehensive assessment of the security posture of the sensing
node, and lacks the ability to respond to security threats. Literature [18] refers to human
relations in sociology and proposes an adaptive sensing node access control mecha-
nism. Through an adaptive access control protocol, a sensing node can adaptively
select optimal parameter settings to cope with changing application environments.
However, the subjective nature of this mechanism is too strong and the actual operation
is subject to too much fluctuation.

2.2 Formal Description of Sensing Nodes

The Internet of Things sensing layer is mainly composed of various heterogeneous
sensing networks. The current sensing network mainly exists in the form of a cognitive
network. Figure 1 logically shows the layout of a sensing network element in the
Internet of Things. The Internet of Things sensing layer uses the sensing node as the
main device to complete the information acquisition. The sensing node generally
consists of four parts: wireless communication module, processor module, energy
supply module and sensor module. In the actual implementation of the Internet of
Things, nodes of different composition structures need to be selected according to
different detection tasks and application scenarios, and renewable energy components,
mobile devices and positioning systems may be included in these nodes.

According to the node computing power and energy, nodes can be divided into
ordinary nodes, cluster head nodes, and data aggregation nodes. The tasks undertaken
by different types of nodes are different. Ordinary nodes only need to collect and send
data. Cluster head nodes need to authenticate ordinary nodes and complete the col-
lection and forwarding of some ordinary node data. Data aggregation nodes send the
data from the monitoring area to the application layer node via the Internet. According

Aggregation 
node

Internet and 
satellite

Task management 
node

Sensor node

Monitoring area

Fig. 1. The layout of a sensor network of Internet of Things
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to the different tasks of the nodes, different nodes are separately described in a formal
way. Ordinary nodes should contain identity information, computing environment, and
data transmission status.

The formal description is as follows:

(1) The identity of the node
Ordinary nodes include two elements: the identity information of the node id (the
identity information includes network identification number ni, identity verifica-
tion key k and attached authority information pm), and the actual physical address
of the node in the wireless sensing network pa. Therefore, the identity of the node
can be described with a two tuple of ID ¼ ðid; paÞ.

(2) Node computing environment
The node computing environment includes the basic information of software and
hardware, the program running on the node itself and the communication proto-
col. Therefore, the node computing environment can be described as a four-tuple:
NE ¼ ðhw; ho; ap; cpÞ, where hw is the node hardware information (mainly
replaced by the summary value of the hardware), ho is the summary value of the
node operating system and key processes, ap ¼ ðp1; p2. . .. . .pnÞ is the current
running program collection of the node, and cp ¼ fcp1; cp2. . .. . .cpng is the
current communication protocol of the node.

(3) Data transmission state
The core task of the sensing layer node is to collect and transmit data. The data
transmission should include the amount of data requested, the amount of data
actually transmitted and the time point of data transmission, which can be
described in sequence Da ¼ ðdr; ds; tb; adÞ. dr is the requested data, ds is the
actual transmitted data, tb is the time of data transmission and ad is the destination
address for data transmission. Therefore, ordinary nodes can be described by the
triple ðID;NE;DaÞ.

For cluster head node and data aggregation node, the description of identity and
computing environment is similar to that of ordinary node, but the description of the
data transmission state is different. In addition, the cluster head node has an ordinary
node list, and the data aggregation node has a list of cluster head nodes. It shows that
ordinary nodes are managed and measured by cluster head nodes, and cluster head
nodes are managed and measured by data aggregation nodes.

For cluster head node and data aggregation node, the description of identity and
computing environment is similar to that of ordinary node, but the description of the
data transmission state is different. In addition, the cluster head node has an ordinary
node list, and the data aggregation node has a list of cluster head nodes. It shows that
ordinary nodes are managed and measured by cluster head nodes, and cluster head
nodes are managed and measured by data aggregation nodes. The two attributes of the
data transmission status and list of the cluster head node and the data aggregation node
are separately described here:

The data transmission state of cluster head node/data aggregation node: the data
transmission state of cluster head node and data aggregation node is similar, besides
receiving data, it also needs to forward data, so it can be described by sequence
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Ds ¼ ðD; T ; dr; ds; tbÞ. D ¼ fd1; d2. . .. . .dng indicates that the data sent by each
ordinary node/cluster head node is requested by the cluster head/data aggregation node,
T ¼ ft1; t2. . .. . .tng indicates the time of sending the data from each ordinary
node/cluster head node to the cluster head node/data aggregation node. There is no
difference in the definition of dr, ds, tb and ad.

List of nodes maintained by cluster head nodes/data aggregation: cluster head
nodes/data aggregation nodes perform trusted measurement on ordinary nodes/cluster
head nodes, and each node maintains a list of ordinary node/cluster head nodes. The list
can be described by sequence L ¼ ðN; TÞ, where N ¼ ðw1;w2. . .. . .wnÞ stands for
ordinary node/cluster head node (wi saves the basic hardware information of the node
and the digest value of the operating system and key processes), and T ¼ ðt1; t2. . .. . .tnÞ
represents the trusted measurement value of each node. Therefore, the cluster head
node and the data aggregation node can be represented by the following quadruple
ðID;NE;Ds; LÞ.

3 Description of Identity Authentication Mechanism

In the sensing network, different nodes have different computing power, communica-
tion bandwidth and energy. According to the resources owned by the node itself, the
nodes can be divided into ordinary nodes, cluster head nodes and data aggregation
nodes. The ordinary nodes are only responsible for collecting and transmitting data, the
cluster head node manages ordinary nodes within its communication radius. The data
aggregation node is responsible for collecting and sending data in a certain area to the
Internet. At the same time, the data aggregation node is responsible for managing the
cluster head nodes in a certain area. Therefore, in the identity authentication protocol
designed in this paper, the data aggregation node dominates the two-way identity
authentication with the cluster head node, and the cluster head node acts as the master
to complete the bidirectional identity authentication for ordinary nodes. Although the
authentication process of ordinary nodes is similar to that of cluster head authentica-
tion, but in this scheme, each level of authentication is a two-level authentication, that
is, there are only two participants involved in identity authentication, and the data
aggregation node does not participate in the identification of ordinary nodes. The
ordinary node will not also participate in the identity authentication process of the
cluster head node. Figure 2 logically describes the secondary identity authentication
process of the sensing nodes:
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3.1 Process Description of Identity Authentication

The authentication protocol designed in this section mainly consists of two parts: the
cluster head node authenticates the ordinary node and the data aggregation node
authenticates the cluster head node. And in the process of identifying the ordinary
nodes, the data aggregation node is only responsible for providing relevant parameters,
and does not directly participate in the process of identification. At the same time, since
the authentication process of the cluster head node by the data aggregation node is
similar to the identity authentication process of the ordinary node by the cluster head
node, this section mainly discusses the identity authentication process of an ordinary
node by a cluster head node. There are three participants during the implementation of
this protocol, which are ordinary node GNi, cluster head node CNi, and data aggre-
gation node ANi. It is assumed that each node includes a trusted platform control
module TPCM and a trusted cryptographic module TCM. The identity authentication
process of this protocol is divided into four phases, namely node registration phase,
node trusted self-test phase, identity authentication phase and key update phase. The
authentication process is shown in Fig. 3.

The main parameters of the protocol are as follows:

hðÞ: A collision-free safe hash function
mk: The protocol master key
sk: The ordinary node authentication key
jj: String connection symbol
�: XOR

Fig. 2. Secondary identity authentication mechanism for sensing nodes
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3.2 The Node Registration Phase

Since the sensing node may not only face one sensing network service, any ordinary
sensing node GNi may need to register with multiple data aggregation nodes without
losing its generality. This section describes the registration process for ordinary nodes
GNi, cluster head CNi, and data aggregation node ANi:

(1) The ordinary node GNi extracts its own identity GID and identity proof key k,
then selects a random number r, GNi calculates Ei ¼ hðr � kÞ. The ordinary node
GNi then sends the Ei and identity GID to the data aggregation node ANi over the
secure channel.

(2) The data aggregation node does the calculation after receiving Ei and identity
GID: Li ¼ hðrjjmkÞ, Mi ¼ hðGIDjjhðskÞjjEiÞ, Ni ¼ hðLijjhðmkjjskÞÞ, Oi ¼ Li � h
ðmkjjskÞ, h mk k skð Þ, h CID k h skð Þð Þ.

(3) The data aggregation node shares h mk k skð Þ and h CID k h skð Þð Þ to the cluster
head node under the data aggregation node.

Data aggregation node Ordinary node Cluster head node

1.Send identification information and apply 
for registration

2.Receive the application, calculate 
registration information for the ordinary node,
and send

4.Save this registration information in 
the TPCM module

N
ode registration phase

N
ode self-test phase

5.The node performs a trusted self-
test by comparing the information in 
its own TPCM.

6.Send this self-test completion and 
request for identity authentication

N
ode authentication 

phase

7.Received a message to 
authenticate the normal node

8.After the cluster head node completes 
identity authentication for the ordinary node,
it sends its own authentication information.

9.Authenticate cluster head nodes

10.Send an authentication 
confirmation message

11.The normal node has successfully 
completed the identity authentication,
and the two-way identity authentication 
is completed.

12.Calculate the shared session 
key separately

N
ode identity key 

update

1 . Verify the correctness of the 
identity information, and then update 
the identity key by itself.

3. Share some common node information with the cluster head node

Fig. 3. The schematic of a two-level identity authentication mechanism for sensing nodes
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(4) The data aggregation node sends the ðMi;Ni;Oi; hðÞ; hðskÞÞ to the trusted platform
control module of the ordinary node GNi through the secure channel, and the
trusted platform control module of the ordinary node GNi saves the
ðMi;Ni;Oi; hðÞ; hðskÞÞ respectively.

(5) After the ordinary node GNi receives ðMi;Ni;Oi; hðÞ; hðskÞÞ, the random number r
is saved in the trusted platform control module. At this time, the information
contained in the trusted platform control module is ðMi;Ni;Oi; hðÞ; hðskÞ; rÞ.

3.3 The Node Trusted Self-detection Phase

Before the sensing node is authenticated by the cluster head node, it needs to perform a
trusted self-detection of its identity, and speaks to the ordinary sensing node GNi. The
specific steps are as follows:

(1) The trusted platform module of the ordinary node GNi extracts the identity
information GNi and the identity authentication key k of the node GNi, and the
trusted platform control module calculates Ei ¼ hðr � kÞ and
M�

i ¼ hðGIDjjhðskÞjjEiÞ. The trusted platform control module then compares
whether M�

i and Mi are equal, if they are equal, they continue to perform trusted
self-detection, if they are not equal, the process of trusted self-detection is
terminated.

(2) The trusted platform control module of ordinary node GNi generates a random
number r0, and then calculates Ri ¼ Oi � hðhðCIDjjhðskÞÞjjr0Þ separately, in
which Ri in CID is the public identification of cluster head node CNi,
Si ¼ Ei � hðNijjCIDjjr0Þ, T1 ¼ hðRijjSijjEijjr0Þ, T2 ¼ hðCIDjjhðskÞÞ � r0.

(3) The ordinary node GNi transmits ðRi; Si; T1; T2Þ to cluster head node CNi through
a secure communication channel.

3.4 The Node Identity Authentication Phase

After the cluster head node CNi receives the message ðRi; Si; T1; T2Þ, the cluster head
node CNi will perform bidirectional authentication with the ordinary node GNi. The
specific process is as follows:

(1) The cluster head node CNi calculates: r0 ¼ hðCIDjjhðskÞÞ � T2, Oi ¼
Ri � hðhðCIDjj hðskÞÞjjr0Þ, Li ¼ Oi � hðmkjjskÞ, Ni ¼ hðLijjhðmkjjskÞÞ and Ei ¼
Si � hðNijjCIDjjr0Þ based on ðRi; Si; T1; T2Þ.

(2) The cluster head node CNi calculates hðRijjSijjEijjr0Þ and determines whether the
hðRijjSijjEijjr0Þ is equal to the T1. If hðRijjSijjEijjr0Þ does not equal T1, the cluster
head node terminates the bidirectional identity authentication process. If both are
equal, the cluster head node CNi is considered to have successfully authenticated
the ordinary node GNi. After completing the authentication of the node GNi, the
cluster head node CNi generates a random number r00, then calculates T3 ¼
hðNijjEijjr00jjCIDÞ and T4 ¼ Ei � r0 � r00, and then the cluster head node CNi

sends ðT3; T4Þ to the ordinary node GNi.
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(3) The ordinary node GNi calculates r00 ¼ Ei � r0 � T4 and hðNijjEijjr00jjCIDÞ after
receiving the ðT3; T4Þ, and then determines whether hðNijjEijjr00jjCIDÞ and T3 are
equal. If they are not equal, the ordinary node GNi considers that the cluster head
node CNi is not trusted and terminates the authentication process. Otherwise, the
ordinary node GNi completes the identity authentication for the cluster head node
CNi, and then the ordinary node GNi calculates T5 ¼ hðNijjEijjr0jjCIDÞ, and then
sends the T5 ¼ hðNijjEijjr0jjCIDÞ to the cluster head node CNi.

(4) The cluster head node CNi calculates whether the T5 ¼ hðNijjEijjr0jjCIDÞ is
correct after receiving the T5. If it is correct, the bidirectional identity authenti-
cation process between the ordinary node GNi and the cluster head node CNi is
completed.

(5) Finally, the ordinary node GNi and the cluster head node CNi respectively cal-
culate PK ¼ hðNijjEijjr0jjr00jjCIDÞ, as the transmission of messages between them
sharing the session key.

3.5 Node Identity Key Update

According to the formal description of the sensing node, it can be found that if the
identity authentication key of the sensing node is not updated, a man-in-the-middle
attack or a replay attack is likely to occur. Therefore, the identity authentication key of
the sensing node needs a certain update period. Taking the update of the identity
attestation key of the common node as an example, assume that the key update period
of the ordinary node is T , that is, the identity authentication key k of the ordinary node
GNi needs to be updated after time T . In the process of updating the identity attestation
key of an ordinary node GNi, no participation of the data aggregation node ANi is
required, and the entire process of updating the identity attestation key can be described
as follows:

(1) The trusted platform control module of the ordinary node GNi extracts the
identification GID of GNi and the current identity attestation key k;

(2) The trusted platform control module calculates Ei ¼ hðr � kÞ and
M�

i ¼ hðGIDjjhðskÞjjEiÞ, and determines if M�
i is equal to Mi. If equal, then the

ordinary node GNi will generate a new identity attestation key k0 and a new
random number rx;

(3) The trusted platform control module calculates E0
i ¼ hðrx� k0Þ and

Mi ¼ hðGIDjjhðskÞjjE0
iÞ;

(4) The ordinary nodes GNi updates the original identity attestation key to k0, and the
trusted platform control module updates Ei and Mi, at this time, the update of the
identity attestation key is completed.

4 Security Analysis of Identity Authentication Mechanism

This section will analyze the security of the secondary identity authentication mechanism
applicable to sensing nodes. This analysis will focus onwhether the mechanism can resist
identity forgery attacks, replay attacks, pseudo-registration attack, etc., and analyze the
computational complexity of the identity authentication mechanism on this basis.
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4.1 Analysis of the Correctness of the Identity Authentication Mechanism

Before the security analysis of the identity authentication mechanism, it is necessary to
prove the correctness of the secondary identity authentication mechanism proposed in
this paper. In the process of the authentication protocol mechanism, taken an ordinary
node GNi as an example, the GNi sends ðRi; Si; T1; T2Þ to the cluster head node CNi.
Then, CNi calculates r0;Oi; Li;Ni;Ei and judges whether hðRijjSijjNijjr0Þ is equal to T1.
If equal, then the cluster node CNi’s authentication to the common node GNi is
completed. Otherwise, the authentication process is terminated. Since hðRijjSijjEijjr0Þ’s
computational security depends on the security of the hash function, any forged
message ðR0

i; S
0
i; T

0
1; T

0
2Þ cannot pass the cluster head node authentication unless the hash

function hðÞ is breached.
After receiving ðRi; Si; T1; T2Þ, the cluster head node CNi calculates ðT3; T4Þ and

then sends ðT3; T4Þ to the ordinary node GNi. After GNi received ðT3; T4Þ, it calculates
r00 ¼ Ei � r0 � T4 and then verify whether r00 ¼ Ei � r0 � T4 is equal to T3. If equal, the
ordinary node GNi successfully completes the authentication of the cluster head node
CNi, otherwise the authentication process terminates. Since hðRijjSijjEijjr0Þ’s compu-
tational security depends on the security of the hash function, any forged message
ðR0

i; S
0
i; T

0
1; T

0
2Þ cannot pass the cluster head node authentication unless the hash function

hðÞ is breached. Likewise, any falsified message T 0
5 cannot be authenticated by the

cluster head node CNi, so the authentication protocol proposed in this section is correct.

4.2 Anti-replay Attack Security Analysis

The principle of the replay attack is that the attacker intercepts the authentication
information between the nodes on the communication channel, disguises as an honest
sensing node according to the authentication information, and completes the identity
authentication of the sensing node by replaying the intercepted information.

In the implementation process of the second-level identity authentication mecha-
nism proposed in this section, taken an ordinary node as an example, the ordinary node
GNi and the cluster head node CNi respectively select two random numbers r0 and r00

complete the bi-directional identity authentication process, which makes that the
authentication and interaction messages are valid only for this authentication process in
all two-way authentication processes.

Therefore, even if an attacker intercepts the authentication information
ðRi; Si; T1; T2Þ of an ordinary node GNi and disguises as an honest ordinary node GNi to
imitate the authentication process, however, in this process, the attacker receives the
bidirectional authentication message ðT3; T4Þ from the cluster head node CNi, but the
attacker does not obtain Mi;Ei; r. This makes it impossible for the attacker to obtain
T5 ¼ hðNijjEijjr0jjCIDÞ according to the existing information at this time, and thus the
attacker cannot complete the next authentication.

On the other hand, if the attacker masquerades as an honest cluster head node and
sends intercepted the information ðT3; T4Þ to ordinary nodes, but because of the dif-
ferent choice of random numbers during the two interactions, and the r00 calculated by
ordinary nodes is different from the random number in this interaction process, so
hðNijjEijjr00jjCIDÞ is not equal to T3, which causes the authentication process to fail.
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So the attacker cannot use the intercepted information to successfully implement the
replay attack. Therefore, the two-level identity authentication mechanism proposed in
this section can resist replay attacks.

4.3 Anti-identity Forgery Attack Security Analysis

Identity forgery attack is that the attacker imitates an honest common node to deceive
the cluster head node to complete identity authentication. For this purpose, the attacker
must be able to forge a legal message ðRi; Si; T1; T2Þ, that is, the attacker needs to obtain
information ðOi;Mi;Ei; riÞ first to forge and Send a message.

Firstly, it is assumed that the attacker is a legal ordinary node GNj that was once
registered, but this ordinary node does not know the mk; sk; r; k of the ordinary node
GNi, so the ordinary node GNj cannot calculate Mi;Ei according to itself and its
eavesdropping message ðRi; Si; T1; T2Þ, So even if a legitimately registered sensing
node GNj is compromised, it cannot fake the key information of GNi.

Secondly, suppose that the attacker successfully obtains the key information
ðMi;Ni;Oi; r; hðÞ; hðskÞÞ in the ordinary node GNi. At this time, if the attacker wants to
fake the authentication request message of the ordinary node GNi, it should have the Ei

of ordinary node GNi and its identity attestation key k, but these information are
already processed by a hash function hðÞ. Therefore, unless the attacker break the hash
function hðÞ, he cannot obtain Ei and its identity attestation key k.

Therefore, in summary, the two-level identity authentication mechanism proposed
in this section can resist forgery attacks.

4.4 Forgery Security Analysis of Anti-cluster Head Nodes and Data
Aggregation Nodes

First, it is assumed that the attacker is a registered legitimate sensing node in the
sensing network. It is disguised as a cluster head node or data aggregation node to
implement attacks on the sensing network. Then the attacker must be able to correctly
calculate the valid ðT3; T4Þ to send to the common node GNi. But for the attacker, it
doesn’t know about hðmkjjskÞ, so it cannot calculate ðT3; T4Þ based on
ðMi;Ni;Ei; r; hðÞ; hðskÞÞ and its intercepted message ðRi;GID; T1; T2Þ. This fact proves
that even legitimate users who are aware of the network cannot effectively attack the
cluster head node.

Secondly, assuming that the attacker is a legitimate cluster head node in the net-
work, the attacker cannot know the key information hðCIDjjhðskÞÞ of other cluster head
nodes. Therefore, an attacker cannot verify the authentication information of ordinary
nodes under the jurisdiction of other cluster head nodes, that is, it is difficult to
effectively calculate ðT3; T4Þ. This means that in the sensing network, even a legitimate
cluster head node is difficult to simulate other cluster head nodes to deceive users, so
the two-level identity authentication mechanism proposed in this paper can effectively
resist cluster head node forgery attacks.
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Finally, for a data aggregation node, even a legitimate data aggregation node cannot
compute the mk; sk selected by other cluster head nodes. Therefore, other data
aggregation nodes cannot be forged to deceive the cluster head node. In summary, the
two-level identity authentication mechanism proposed in this section can effectively
defend against counterfeit attacks from cluster head nodes and data nodes.

4.5 Anti-critical Information Disclosure Attacks

If the ðMi;Ni;Ei; r; hðÞ; hðskÞÞ saved in common node GNi’s trusted platform control
module leaks, the attacker obtains these messages and tries to change the identity
certificate key of the normal node GNi to complete the authentication. However, in this
process, the attacker must obtain the identity authentication key k of the ordinary node,
and the above information has been calculated by the hash function. Given the strong
unidirectionality of the function hðÞ, it is not possible to restore the identity GID and its
identity proof key k from the ðMi;Ni;Ei; r; hðÞ; hðskÞÞ without knowing the master key
mk. So this mechanism can resist critical information disclosure attacks.

4.6 Security Analysis of Session Keys

After the common node GNi and the cluster head node CNi complete the bidirectional
authentication, they need to transmit data. In this case, the session key is needed to ensure
the security of data transmission. In the two-level identity authentication mechanism
proposed in this section, the session keyPK ¼ hðNijjEijjr0jjr00jjCIDÞ needs to be obtained
by computing Ni;Ei; r0; r00. Even if the attacker obtains the previous session key PK 0, it
still needs to break the hash function hðÞ, sinceNi;Ei cannot be obtained directly. Because
of the strong unidirectionality of hðÞ, the attacker cannot obtain any information about
Ni;Ei from the PK 0 and cannot obtain the final session key. Therefore, the information for
subsequent communication cannot be obtained, so the authentication mechanism pro-
posed in this section can guarantee the security of the session key.

On the other hand, if the attacker gets the master key mk. Since the attacker does
not know the r; k; sk of the sensing node GNi, Therefore, the attacker could not cal-
culate the session key before sensing the node GNi and the cluster head node CNi.
Therefore, the identity authentication mechanism proposed in this section satisfies
forward security.

5 Analysis of the Computational Complexity
of the Authentication Protocol

This section compares the computational complexity, protocol performance, and
security features of the proposed two-level identity authentication mechanism with
other identity authentication mechanisms. Table 1 gives a comparison of the two-level
identity authentication mechanism and other identity authentication mechanisms pro-
posed in this section. From the table, we can see that the node’s two-level identity
authentication mechanism proposed in this section satisfies the correctness, two-way
trusted authentication, forward security, support for session key generation, and can
resist multiple attacks against the sensing node.
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The two-level identity authentication mechanism proposed in this section, the
highest computational complexity is hashing. Therefore, it is defined that the time taken
to complete a hash operation is Ht, and Et indicates the time of one-module expo-
nentiation operation. Because of the computational complexity, the computational
complexity of Et far exceeds the computational complexity of Ht. Therefore, for the
two-level identity authentication mechanism proposed in this section, the computa-
tional complexity of string connection operations and XOR operations is negligible
except for hash operations in performance evaluation. Table 2 compares the three
classical identification mechanisms proposed in documents [17–19] with the two-level
identity authentication mechanism proposed in this section in terms of computational
complexity. The specific results are as follows:

Therefore, from the perspective of Tables 2 and 3, the two-level identity authen-
tication mechanism proposed in this section for sensing nodes is superior to the tra-
ditional identity authentication mechanism in terms of security and computational
complexity.

6 Conclusion

Based on the trusted access requirements of the sensing node, this paper proposes a
two-level identity authentication mechanism for sensing nodes and a three-level
identity authentication mechanism for sensing nodes. In the two-level identity
authentication mechanisms for sensing nodes, the data aggregation node only provides

Table 1. The comparison between the mechanism in this paper and others

Protocol Anti-
forgery

Replay Key
update

Key
agreement

Bidirectional
authentication

Cluster header
camouflage

Anonymity
attack

Forward
security

[19] No Yes Yes Yes No No No No
[20] No Yes Yes Yes No No No No
[21] No Yes Yes Yes No No No No

The
scheme

Yes Yes Yes Yes Yes Yes Yes No

Yes in this paper

Table 2. The performance comparison between the mechanism in this paper and others

Protocol Registration Trust self-test Identification Total calculation

[19] Et Et 2Ht+6Et 2Ht+8Ht

[20] Et+Ht 2Ht 3Ht+6Et 6Ht+8Ht

[21] Et+2Ht 2Ht 3Ht+6Et 7Ht+8Ht

The scheme 4Ht 5Ht 8Ht 17Ht

In this paper
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related parameters and does not directly participate in the identity authentication pro-
cess. The two-level identity authentication mechanism satisfies correctness, two-way
trusted authentication, forward security, support for generation of session key, and can
defend against multiple types of attacks for sensing nodes. Compared with several
traditional identity authentication mechanisms, the proposed two-level identity
authentication mechanism has better security and computational efficiency.
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Abstract. ElGamal cryptography is one of the most important Public
Key Cryptography (PKC) since Diffie-Hellman exchanges was proposed,
however these PKCs which are based on the hard problems that dis-
crete logarithm problem and integer factorization problem are weak with
advances in quantum computers. So some alternatives should be pro-
posed. Majid Khan et al. proposed two ElGamal-like public-key encryp-
tion schemes based on large abelian subgroup of general linear group
over a residue ring, however the two schemes were not long before it
was proved unsafe by us. Then, Saba Inam and Rashid (2016) proposed
an improved cryptosystem which can resist my attack on “NEURAL
COMPUTING & APPLICATIONS”. By analyzing the security of the
public key cryptography, we propose an improved method of algebraic
key-recovery attack in the polynomial computational complexity despite-
ing the designers’ claim the cryptosystem is optimal security. Besides, we
provide corresponding practical attack example to illustrate the attack
method in our cryptanalysis, which breaks instances claiming 80 bits of
security less than one minute on a single desktop computer.

Keywords: Cryptography
Post-quantum computational cryptography · Cryptanalysis
Conjugator search problem · Computational complexity

1 Introduction

Whitfield Diffie and Martin Hellman proposed the first public key cryptography
in 1976 [1], which make it is possible that two or more participants communi-
cate to obtain a common key on a unbelievable channel by which everyone can
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H. Zhang et al. (Eds.): CTCIS 2018, CCIS 960, pp. 255–269, 2019.
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intercept and capture the information. Then many PKCs have been proposed
and broken henceforth. ElGamal is one of the most important PKCs since Diffie-
Hellman exchanges was proposed, however these PKCs which are widely used
these decades (such as RSA, ECC, and EIGamal) are vulnerable with advances
in quantum computers. The reason is that these PKCs are based on hardness of
discrete logarithm problem and integer factorization problem [2–6]. In order to
resist the attack of quantum computer, Many cryptography use algebraic cryp-
tography that resists the potential of quantum computers to replace the number
theoretic cryptosystem [7–10,14]. The classical ElGamal cryptosystem is closely
related to the Diffie-Hellman key exchange protocol and ElGamal cryptosys-
tem was introduced by Taher ElGamal in 1984. In retro-spect, it is somewhat
surprising that this scheme was not discovered before the RSA cryptosystem.

The original ElGamal encryption scheme goes as follows. The standard ElGa-
mal encryption scheme over a cyclic group G of prime order p works as follows.
The public key consists of a generator g of G and X = gx, where x ∈ Zp is the
secret key. Encryption defines the ciphertext as C = gr and uses the symmetric
key Xr to blind the message, i.e., C1 = Xrm. Decryption defines the message
m = C1/Cx by using the private key x.

Breaking the above scheme and the Diffie-Hellman key exchange protocol are
equally difficult. Using modern terminology, ElGamal showed that his cryptosys-
tem is one-way against chosen-plaintext attacks (OW-CPA) under the computa-
tional Diffie-Hellman (CDH) assumption. The CDH assumption says that given
two random elements A = ga and B = gb in F ∗

p , the value of gab ∈ F ∗
p cannot

be recovered. It is now easy to see that an attacker against the one-wayness of
the ElGamal cryptosystem can be used to solve a CDH problem in F ∗

p . Namely,
obtaining gab mod p from (p, g, ga, gb). One gives the attacker the public key
pk = g, ga, p and the challenge ciphertext c = (gb, c2) for some random value
c2 ∈ F ∗

p . The attacker answer with the corresponding message m = c2(gb)a

(mod p), which yields the value of gab as c2/m (mod p). The other direction is
immediate.

The security of ElGamal encryption scheme depends on the difficulty of the
discrete logarithm problem. The standard security notion for ElGamal encryp-
tion scheme is indistinguishability under a chosen plaintext attack (IND-CPA)
and it is not the stronger notion of indistinguishability under a chosen ciphertext
attack (IND-CCA). The difference between IND-CPA and IND-CCA security is
that the latter notion allows the adversary to see decryptions of ciphertexts via
a decryption oracle. Informally, “encrypt-then-prove” schemes require an adver-
sary to prove knowledge of a plaintext as part of a valid ciphertext. But then a
decryption oracle which the adversary can only call for ciphertexts on messages
that she already knows is, intuitively, redundant. Hence, the encrypt-then-prove
should reduce CCA-security to IND-CPA of the basic scheme. Interestingly, this
intuition appears to be hard to turn into a formal proof, as we discuss for the
case of the Signed ElGamal encryption scheme.
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Cryptography is essential for the security of online communication, cars and
implanted medical devices. However, many commonly used cryptosystems will
be completely broken once large quantum computers exist. Post-quantum cryp-
tography is cryptography under the assumption that the attacker has a large
quantum computer; post-quantum cryptosystems strive to remain secure even
in this scenario. The central challenge in post-quantum cryptography is to meet
demands for cryptographic usability and flexibility without sacrificing confidence
[15–25].

There has also been some interest in constructing ElGamal encryption scheme
via group ring [26–35]. One of the best possible ways is to replace the digital
theoretical cryptosystem which will has the potential to resistant to by quan-
tum computers attacks. Extend the discrete logarithm problem to an arbitrary
group using the difficulty of so-called conjugation Search for questions [36–40].
See references [11–14,41]. In this context, Majid Khan et al. proposed two new
ElGamal public key encryption schemes based on the large commutative sub-
groups of general linear groups on the residual ring. They claim that they can
choose a session key in an Abel subgroup that can effectively perform encryp-
tion in an easy way and reduce the index. It is disappointing that two public key
cryptosystems based on general linear groups can be destroyed using structural
attacks respectively [42].

In 2016, Inam and Ali [43] improve it and propose a new ElGamal-like cryp-
tosystem based on matrices over group ring, which can resist the attack of [42].
The authors claim that the cryptosystem is safe against known plaintext attacks
and has the potential to resist quantum computing. The proposed cryptosystem
is based on the group of circulant matrices over a group ring, These solutions
ultimately lead to a simple and efficient construction of fast calculations based
on non-Abel algebraic structure-based circulatory systems.

The rest of this article is organized as follows. The second section reviews
some necessary knowledge background for this work. The third part describes
the ElGamal-like cryptosystem proposed by Saba Inam and Rashid. Part 4 intro-
duces our main attack and gives a corresponding description and performance
analysis. In Sect. 5, the computational complexity and actual attacks of the
scheme are presented. Finally, Sect. 6 provides some conclusions and discusses
the operability of future work.

2 Preliminaries

In this section, this manuscript recall some background information on the cryp-
tosystem with noncommutative platform groups, mainly focusing on materials
related to our subsequent cryptographic applications.

In this article, we use the following symbols.
q is a power of prime.
Fq is a finite field of order q.
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k is an integer and k ≥ 1, GLk(Fq) is a set of invertible matrices which are
k × k of Fq-entries.

Mk(Fq)is a set of matrices which are k × k of Fq-entries.
Ik ∈ GLk(Fq) is the identity matrix.
A and T are two matrices, AT = T−1AT.

Definition 1 (Discrete Log Problem, DLP). Suppose that G is a finite
cyclic group which is generated by g. g and h = gk in G are known,

to find an integer k satisfying h = gk

is called discrete log problem.

Definition 2 (Conjugator Search Problem, CSP). Suppose that G is a
finite cyclic group.

g, h ∈ G and h = gx = x−1gx

are given in G, x is unknown. To determine the conjugator x ∈ G satisfying

h = gx = x−1gx

is called conjugator search problem.

Definition 3 (Group ring). G = {gi : i ∈ I} is a finite group. R is a commu-
tative ring without zero unity. Defined GR is a group ring which is defined to
be the set of all formal sums. ∑

gi∈G

rigi,

where ri ∈ R, and all but a finite number of ri are zero.

Define the sum of two elements in GR by
∑

gi∈G

aigi +
∑

gi∈G

bigi =
∑

gi∈G

(ai + bi)gi,

where ai, bi ∈ R.
Note that (ai + bi) = 0 for all but a finite number of i, hence the above sum

is in GR. Thus (GR,+) is an abelian group.
Multiplication of two elements of GR is defined by the use of the multipli-

cations in G and R as follows:

(
∑

gi∈G

aigi)(
∑

gi∈G

bigi) =
∑

gi∈G

∑

gjgk=gi∈G

(ajbk)gi
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Example 1. As an example of a group ring, we use the symmetric group S5

and the ring Z7 and form the group ring Z7[S5]. Let the identity element of Sm

be e. Sample elements and operations are given as follows:

a = 5(123) + 2(15)(24) + (153)
b = 3(123) + 4(1453)
a + b = (123) + 2(15)(24) + (153) + 4(1453)
ab = (5(123) + 2(15)(24) + (153))(3(123) + 4(1453))
= 15(132) + 20(145)(23) + 6(14235) + 8(124)(35) + 3(12)(35) + 4(1435)
= (132) + 6(145)(23) + 6(14235) + (124)(35) + 3(12)(35) + 4(1435)
ba = (3(123) + 4(1453))(5(123) + 2(15)(24) + (153))
= 15(132) + 6(15243) + 3(15)(23) + 20(12)(345) + 8(13)(254) + 4(1345)
= (132) + 6(15243) + 3(15)(23) + 6(12)(345) + (13)(254) + 4(1345)

Example 2. Now that a group ring have been defined, then we provide how
to define M2(Zn[Sm]), the ring of 2 × 2 matrices over the group ring Zn[Sm].
Now we are only going to be concerned with matrices multiplication in this ring;
using the same a and b defined above as an example, Define

M1 =
(

a e
e b

)

and

M2 =
(

b e
0 a

)

Then

M1M2 =
(

ab 2a
be ba

)

=
(

ab 3(123) + 4(15)(24) + 2(153)
3(123) + 4(1453) e + ba

)
.

The detail of addition and multiplication is refered to [43–45]

Definition 4 (circulant matrix). An n × n matrix over a field R is called
circulant matrix, if it is a special kind of Toeplitz matrix where each row vector
is rotated one element to the right relative to the preceding row vector. So a
circulant matrix K is defined by its first row

⎛

⎜⎜⎜⎜⎜⎝

t0 tn−1 · · · t2 t1
t1 t0 tn−1 · · · t2
...

...
...

...
...

tn−2 tn−3 · · · t0 tn−1

tn−1 tn−2 · · · t1 t0

⎞

⎟⎟⎟⎟⎟⎠
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Definition 5 (Basic circulant matrix). D is a circulant matrix, D can be
defined a basic circulant matrix which is given as follows:

D =

⎛

⎜⎜⎜⎜⎜⎝

0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

...
...

0 0 0 · · · 1
1 0 0 · · · 0

⎞

⎟⎟⎟⎟⎟⎠

Definition 6 (circulant matrix basic column). Let T be a circulant matrix,
Let

Ji = Di(i = 1, 2, ..., n).

J,J1,J2, ...,Jn−1

is defined as circulant matrix basic column, where

J = Dn = In

is a n × n unit matrix.

Property 1: Arbitrary nth-order cyclic matrix A can be linearly represented
by the basic matrix of the circulant matrix. that is,

A = a0I + a1I1 + . . . + an−1In−1

Property 2: A is a n×n circulant matrix. B is a n×n circulant matrix. Then
the product of A and b is also a n × n circulant matrix. That AB is a circulant
matrix.

Property 3: A is a n × n circulant matrix. B is a n × n circulant matrix. then
the matrix A and B is Commutative. That is

BA = AB.

Property 4: If a matrix A can be denoted by

A = a0I + a1I1 + . . . + an−1In−1,

where I, I1, I2, ..., In−1 are circulant matrix basic column. Then matrix A is a
circulant matrix.

3 Description of the Public Key Cryptosystem

We will describe the new ElGamal-like cryptosystem proposed by Saba Inam
and Rashid. Mainly introduce that how to generate the key, how to encrypt the
plaintext and decrypt the ciphertext in detail.

M(n,GR) is the set of all n × n matrices on the group ring GR. H ⊆
M(n,GR) is the subgroup of n × n circulant matrices on the group ring GR.

Bob and Alice communicate in the following steps.
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KeyGen:

1. Randomly selected A,B ∈ H and do matrix product operation

M1 = AB2,M2 = BA2.

2. Then select a matrix N ∈ GL(n,GR) randomly and do conjugate operation
of N by M1 and M2.

3. The public key is the pair

pk = (P1,P2) = (NM1 , (N−1)M2).

At the same time
sk = (A,B)

is the secret key.

Enc(m, pk):
In order to send the message m ∈ M(n,GR) to Alice, Bob get the knowl-

edge of the public key pk and plaintext m. Bob selects X ∈ H and computes
conjugates

PX
1 and PX

2 .

After that picks group ring GR′s unit element η at random and computes
the ciphertext pair

C = (C1,C2),

where
C1 = η−1PX

2 and C2 = ηmPX
1 .

Dec(C, sk):
Alice gets the information including the ciphertext C and the private key sk.

Then computes
S = (CB

1 )A
−1

and
m = C2S.

The Correctness of Cryptosystem
According to

(CB
1 )A

−1
= ACB

1 A
−1

and
C2 = ηmPX

1 = ηmX−1PX

It is easily to prove that:

C2S

= ηmPX
1 (CB

1 )A
−1

= ηmX−1PXACB
1 A

−1

= ηmX−1M−1
1 NM1XAB−1C1BA−1



262 J. Jia et al.

Because of C1 = η−1P2X,

C2S

= ηmX−1B−2A−1NAB2XAB−1η−1PX
2 BA−1

= ηmX−1B−2A−1NAB2XAB−1η−1X−1P2XBA−1

= ηmX−1B−2A−1NAB2XAB−1η−1X−1M−1
2 N−1M2XBA−1

= ηmX−1B−2A−1NAB2XAB−1η−1X−1B−1A−2N−1A2BXBA−1

= ηmX−1B−2A−1NAB2Xη−1A−1B−2X−N−1A2AB2X

= ηη−1mX−1B−2A−1NXAB2A−1B−2X−N−1AB2X

= mX−1B−2A−1NXX−1(B2B−2)N−1AB2X

= mX−1B−2A−1NN−1AB2X

= mX−1B−2A−1AB2X

= mX−1XB−2B2A−1A

= m

In the Sects. 4 and 5, we will show that the ElGamal-like cryptosystem pro-
posed is broken by linear algebra attacks.

4 Key Recovery Attack

According to the description of the third section, a adversary A’s ability to get
the public key

Pk = (GR, P1, P2) and the ciphertext (C1, C2)

which communicates over a public channel.
Because

P1 = NM1

= M−1
1 NM1

= M−1
1 NAB2

and

P2 = (N−1)M2

= M−1
2 N−1M2

= A−2B−1N−1M2

By the reason that A,B are circulant matrix, AB is a circulant matrix and
BA = AB according of Properties 2 and 3 and AB = BA (the reason is that A
and B are circulant matrices)
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The attacker can get the following equality:

P1AB−1P2

= M−1
1 NA2B2A−2B−2N−1M2

= M−1
1 M2

= AB−1

AB−1 can be denoted as T. Obviously, T is a circulant matrix. So there
exits a series of ai ∈ GR, i ∈ [0, n − 1] such as

T = Σi=n−1
i=0 aiIi.

A solves T satisfying the following system:
⎧
⎪⎪⎨

⎪⎪⎩

T =
n−1∑
i=0

aiIi

P1TP2 = T

(1)

The information (P1,P2, Ii) is known, so A gets a series of ai ∈ GR, i ∈
[0, n − 1] from Eq. (3).

Let
T = Σi=n−1

i=0 aiIi.

So
P1TP2 = T and T

is a circulant matrix.

Property 5: If an adversary can find a T such as Eq. (1), then the ElGamal-like
cryptosystem proposed by Saba Inam and Rashid can be broken.

Proof: Due to

Ŝ

= CT−1

1

= TC1T−1

= Tη−1X−P2XT−1

and

C2Ŝ

= ηmX−1P1XTη−1X−1P2XT−1

= ηη−1mX−1P1XTX−1P2XT−1

= mX−1P1TP2XT−1

= mX−1TXT−1

= m

So the legal message can be obtained. The ElGamal-like cryptosystem pro-
posed by Saba Inam and Rashid is not secure.

From the Property 5, we can see that T is an equivalent secret key.
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5 Computational Complexity and Practical Attack the
ElGamal-Like Cryptosystems

5.1 Computational Complexity of Attack Methods

Though the description of the Sect. 4, the main work to recover the plaintext m
is to solve the Eq. (1).

The Eq. (1) can be converted to

n−1∑

i=0

(aiP1Ii) =
n−1∑

i=0

(aiIiP−1
2 ) (2)

The information
(aiP1Ii, aiIiP−1

2 )

are known matrix. It doesn’t matter that let

Mi = aiP1Ii

and
Ni = aiIiP−1

2

So Eq. (2) can be transformed to the Eq. (3) and it is equivalent to Eq. (3):

n−1∑

i=0

(aiMi) =
n−1∑

i=0

(aiNi) (3)

Mi,Ni are known.
A solves ai satisfying the Eq. (3).
In [43], No parameter recommendations are given, may as well suppose that

the rank of group G is k. Then ai can be denoted

ai =
k∑

j=1

kj
i gj .

Thus the task is to solve Eq. (3) which is an nonhomogeneous n2 linear equations
with nq entries.

Formally, the attack can be described by Algorithm 1. It takes as input
Matrices

(P1,P2,C1,C2)

and out put the plaintext m.

Algorithm 1. Getting the message m

1: Input known information (P1,P2,C1,C2) and plaintext m;
2: Solve nonhomogeneous linear equations in the nq entries of ai respectively

n−1∑

i=0

(aiMi) =
n−1∑

i=0

(aiNi);

3: Compute T = Σi=n−1
i=0 aiIi;

4: Compute m = C2C
T−1

1 ;
5: Return m.
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Then, the complexity of Algorithm 1 is analyzed and the conclusions are as
follows:

Since the classical techniques for matrix multiplication/inversion takes about
mω(logn)2 bit operations [46–49]. Then, the complexity for Algorithm 1 can
be mainly concluded as follows. In Step 2, Solve nonhomogeneous n2 linear
equations in nq variables and then its complexity is about O(n2(nq)ω−1). Step
4 is for computing 3 times n × n matrix multiplications and 1 times matrix
inversions. It is roughly estimated by O(4(2ω)). Now, if we neglect small constant
factors, then the structural attack against cryptosystem 1 can be finished with
the bit complexity of O(nω+1qω−1(logn)2).

5.2 A Toy Example

In [43], The author give a toy example which illustrate their proposed cryptosys-
tem. Here we illustrate our Algorithm 1 with the toy example give in [43]. Let
ring R = Z2 = {0, 1} and group

G = C2 = {1, y} =<y : y2 = 1> .

Then we can define

Z2[C2] = {
∑

g∈C2

agg : ag ∈ R} and

GR = Z2[C2] = {0, 1, y, 1 + y}.

Let H be the subgroup of general linear group of matrices of order 2.

Public key:

P1 =
(

1 0
1 + y y

)
∈ H

and

P2 =
(

1 0
1 + y 1

)
∈ H.

Private key:

A =
(

y 1 + y
1 + y y

)
∈ H

and

B =
(

1 1 + y
1 + y 1

)
∈ H

Known information:
Ciphertext C = (C1,C2), where

C1 =
(

1 0
1 + y y

)
∈ H and C2 =

(
y 1
1 y

)
∈ H.
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According to the known information C1,C2,P1, P2 and the Eq. (3), we have

T =
(

0 a1

a1 0

)
,

then we compute

m = C2TC1T−1 =
(

y 1
1 y

)

which is the encrypted message in [43].

5.3 Experiments

Using the software Magma, we carry out our experiments with different param-
eters for Algorithm 1 on a 3.30 GHz Intel processor PC. Besides, we collect
the results of our analysis in Table 1, where the notation “s” denotes seconds.
Experiments show that Algorithm 1 is efficient and the computation complexity
of Algorithm 1 is low of some small constant factors. We collect our analysis in
Table 1 as follows.

Table 1. Complexity of the Algorithm 1

q n k Design security Memory complexity Data complexity Attack time

216 5 15 2160 212.80 214.80 0.094 s

218 5 18 2180 212.97 215.22 0.156 s

220 5 21 2200 213.12 215.58 0.167 s

225 5 24 2250 213.25 216.16 0.750 s

220 6 27 2240 214.08 216.70 0.344 s

220 10 30 2400 216.22 219.23 4.297 s

220 20 33 2800 219.08 222.62 213.672 s

220 40 36 21600 221.94 226.00 11742.50 s

Through Table 1, we can see that computation cost of Algorithm 1 is not
high with only with several seconds.

Finally, we note that the basic construction described in this paper can be
adopted, with some simple modifications, in other algebraic systems, e.g. asso-
ciative rings or Lie rings, and key exchange protocols similar to ours can be built
on those.
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6 Conclusion

We have presented a cryptanalysis of a new ElGamal-like cryptosystem based
on matrices over group ring with less computation. Though the author claim
His cryptographic scheme seems to be resistant to known plaintext attacks, we
found a linear algebraic attack which required polynomial time to compute all
the equivalent keys of all given public keys. The cryptosystem is designed base
on circulant matrix, which are faster because they use less memory. However
the circulant matrix also have many algebraic properties such as Properties 1–4,
with which the cryptosystem may be broken if the cryptosystem is not designed
well. If a abelian structure circulant is chosen instead of circulant matrix, I don’t
think our algorithm can work. Whether there are another method to broke the
improved cryptosystem is a an open question.
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Abstract. In order to deeply understand Windows security and explore the
flaws of Windows UAC mechanism, the origin of UAC mechanism is firstly
introduced, and then its implementation principles are analyzed. After that,
various current UAC bypass methods are classified and different types of UAC
bypass methods are elaborated on. Based on the understanding of the existing
bypassing methods, the defects of the current UAC mechanism are discussed in
depth, and the improvement scheme of the UAC mechanism is proposed.

Keywords: Windows � User Account Control � Vulnerabilities
Privilege

1 Introduction

The Windows operating system from Microsoft is one of the most widely used oper-
ating systems. In the meantime, a large number of security vulnerabilities have been
discovered on this platform. In 2017, there are more than 1000 vulnerabilities on the
Windows platform recorded by the CVE organization [19]. To alleviate the security
problems caused by software vulnerabilities, Microsoft has launched a series of vul-
nerability mitigation measures, including the User Account Control (UAC) mechanism
which was introduced from the Windows Vista version [14].

In a nutshell, the UAC mechanism protects computers from malwares from a
privilege perspective. Under the influence of UAC mechanism, when a user logs in to
Windows as an administrator, the process he created is still running with standard user
rights. If a process needs administrator privileges to execute, the operating system will
pop up a warning window to the user, listing the details of the process to be executed,
and wait for the user to confirm it. Under the protection of UAC mechanism, if a
malware wants to get administrator privileges it must trigger the alarming window;
therefore, the user will have a chance to stop it from running.

Although the concept of restricting the privileges of running processes is com-
mendable, the implementation of UAC mechanism is not consummated. It is easy for
malwares to bypass the UAC mechanism and obtain administrator privileges without
user’s knowledge [28]. Back in 2009, Leo Davidson released a method to bypass the
UAC mechanism on Windows 7 [16]. After years of development, there are a large
number of programs which can bypass UAC on Windows 7, 8 and 10, and these
technologies have been widely adopted by malwares.
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This paper will first introduce the UAC mechanism in detail and analyze how it is
implemented. Subsequently, this it will synthesize the existing UAC research, collect
various UAC bypass methods and classify them. Then the paper will delve into the
defects of current UAC mechanism and make improvements to it. The remaining parts
of the paper are organized as follows: in Sect. 2 we will introduce the implementation
of UAC in detail. Current UAC bypass methods are classified in Sect. 3 and they are
analyzed in detail in Sect. 4. In Sect. 5, we analyze the defects of current UAC
mechanism and in Sect. 6 we make improvements to it. Finally, we conclude the full
paper in Sect. 7.

2 User Account Control (UAC)

2.1 Least Privilege Principle

The User Account Control mechanism is an implementation of the “Least Privilege
Principle [24]”. It was originally proposed by Saltzer and Schroeder to protect infor-
mation in computer systems from disclosure. They point out that users and processes in
a computer system should only be given the minimum permissions needed to complete
their tasks [22]. The principle of least privilege can effectively reduce the loss caused by
security incidents, and minimize the possibility that permissions are incorrectly used. In
a Windows operating system on which the UAC mechanism is enabled, processes will
run under standard user rights by default instead of administrator privileges, thus lim-
iting the capabilities of malicious software, reducing its harmfulness.

2.2 The Implementation of UAC Mechanism

Starting with Windows Vista, the Windows operating system introduced the concept of
Integrity Level (IL) as a part of the Mandatory Access Control. The integrity level is
divided into four levels: low, medium, high and system. An attempt to access a higher
integrity level will fail. When a process attempts to access other objects, in addition to
the standard access control checks, operating system will also check the integrity level
of the process and the object to be accessed. Therefore, even if this access is granted by
the corresponding DACL (Discretionary Access Control List), it will fail if the integrity
levels of both sides do not meet the requirements.

On Windows platform, an administrator account has more privileges than a stan-
dard user account [5], such as SeSystemtimePrivilege. After the UAC mechanism is
introduced, when a user with administrator rights logs in to Windows, the operating
system generates two tokens. One of them is a token with full administrator privileges
and its integrity level is set to high. The other token is called “Filtered Token”, and all
the high level privileges, such as SeSystemtimePrivilege mentioned above, are removed
from the token. The integrity level of the filtered token is set to medium. User will use
the filtered token by default. For example, explorer.exe will be launched with this
token, which is used to show the desktop. Since all processes launched by the user will
be the child process of explorer.exe, user’s daily operations are then limited to the
medium integrity level [14].
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Users with administrator privileges can use the filtered token to complete most of
their daily tasks. When a user needs to perform a specific task which requires
administrator privileges, the operating system will use the Admin Approval Model
(AAM) for privilege escalation. A process named “consent.exe” will be launched by
the Application Information Service (AIS), showing a dialog box which display
information about the process to be elevated. User will be asked whether to approve
this elevation. If the user approves it, AIS service will use function CreatePro-
cessAsUser to create the target process with administrator privileges. The parent pro-
cess of the new process is set to the process which initiates this privilege escalation
request; therefore, the entire privilege escalation procedure is transparent. The concept
map of the privilege escalation procedure is shown in Fig. 1.

2.3 Auto Elevation Mechanism

Since the UAC mechanism in Windows Vista pops up dialog boxes far too frequently,
which seriously reduces the user experience, Microsoft introduced a mechanism similar
to “whitelisting” on Windows 7. Some trusted Windows executables can be executed
under full administrative rights without user’s confirmation, and this is called the auto
elevation mechanism.

Auto Elevation of .exe File. Some specific programs can get administrator rights
directly without popping up a confirmation box. In the paper we call these specific
programs “whitelisted programs”. A whitelisted program must meet the following
requirements:

a. The executable has a valid digital signature signed by Microsoft Windows.
b. The executable declares an auto-elevate property in its manifest.
c. The executable is located in a secure directory that a standard user cannot modify,

which includes %SystemRoot%\system32 and most of its subdirectories.

Fig. 1. Privilege escalation process of UAC
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Since a very small part of whitelisted programs cannot declare theirs auto-elevate
properties in their manifests due to compatibility reasons, they do not need to satisfy
the condition b. Instead, they are hardcoded by Windows. These programs include
Migwiz.exe, Pkgmgr.exe and Spinstall.exe [21].

Auto Elevation of COM Objects. In addition to executable programs, there are also
some COM objects that have the auto-elevate property. For a COM object to be auto
elevated, the following requirements must be met:

a. There is a key indicating the COM object’s auto-elevate property in registry.
b. The DLL where the COM object is implemented should have the signature of

Microsoft Windows and is located in secure directory.
c. The COM object is instantiated by a Windows executable. A Windows executable

is an executable which is signed by Microsoft Windows and located in secure
directory.

The auto elevation mechanism has effectively reduced the frequency of UAC prompts,
improving the user experience; however, such a design has also become a hidden
danger to UAC mechanism, and there are a large number of UAC bypass methods
which abuse the auto elevation mechanism.

2.4 UAC Levels

Starting with Windows 7, UAC can be set to four different levels. When UAC is set to
the lowest level, processes can obtain administrator rights directly without user’s
confirmation. At the second level, UAC’s confirmation dialog is not protected by the
“safe desktop” technique, which allows malwares to confirm the dialog by simulating a
mouse click [27]. At the third level the dialog is protected by safe desktop technique,
and this is the default level of UAC. When UAC is set to the highest level, the auto
elevation mechanism is disabled and UAC will prompt every time a process wants to
obtain administrator privileges.

In this paper, we assume the UAC level is set to the third level for the following
reasons:

a. When UAC level is set below the third level, the UAC mechanism can be easily
bypassed.

b. When UAC level is set to the highest level, UAC’s performance will return to
Windows Vista period, which is not widely accepted by users.

c. Most of users will not modify the UAC level, so their UAC levels are maintained at
the third.

3 Classification of UAC Bypass Methods

Since the introduction of UAC, there has been an endless stream of research on how to
break through it. The main goal of this attack is to gain administrator privileges without
user’s confirmation. There have been many ways to bypass UAC. Based on
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Ernesto Fernandez’s work on UAC bypass [7], the open source project “UACMe” [13]
and some other technical articles, we summarize 49 known UAC bypass methods and
classify them as follows.

3.1 UAC Bypass Using DLL Hijacking

When a process runs under administrator rights, the code in its DLL modules is also
executed under administrator rights. Therefore, if a malware can trick an elevated
process to load a malicious DLL, then the code within that DLL will gain administrator
rights. The DLL hijacking methods for UAC bypass can be classified into following
types.

DLL Hijacking Inside Secure Directory. As executables with auto-elevate property
can gain administrator privileges silently, it becomes a good target for DLL hijacking.
By abusing DLL search order, malwares can place a malicious DLL in a path with
higher priority so a whitelisted program will load the malicious DLL rather than the
legitimate one.

Windows’s “Side by Side (SxS)” mechanism is often abused by malwares to
achieve DLL hijacking [15]. With SxS mechanism, there are multiple versions of a
DLL with the same name storing in Windows, and they can be loaded by different
processes. By abusing the SxS mechanism, malwares can prevent its malicious DLL
from affecting other programs in the system and also avoid the possible failure caused
by the original DLL being occupied.

However, no matter which kind of hijacking methods is used, the malicious DLL
has to be placed in safe directory which a process with medium integrity level cannot
modify. To solve this challenge, many solutions have been proposed.

Abusing Wusa.exe. Wusa.exe is an executable shipped with Windows which has auto-
elevate property. Malwares can abuse it to write arbitrary files to any directories using
its /extract parameter. An attack can use wusa.exe to write a malicious DLL to safe
directory and then trigger the DLL hijacking to bypass UAC. It was introduced by Joe
Schmoe in his blog in 2016 [25]. The /extract parameter of wusa.exe has been dep-
recated since 10147 version of Windows 10, but this method is still valid in the latest
Windows 7 and 8.

Abusing IFileOperation COM Interface. It was originally proposed by Leo Davidson
[16]. By abusing the IFileOperation interface of a whitelisted COM object named
“Copy/Move/Rename/Delete/Link Object”, malwares can place a malicious DLL to
safe directory. In order to have the COM object auto elevated, malwares need to
instantiate this object in a trusted process context. Specifically, malwares can obtain the
trusted context in the following two ways.

a. Process injection. Malwares only need to inject a Windows executable and
instantiate the COM object in it. As a Windows executable is considered trusted by
the operating system, the COM object instantiated in it will be auto elevated to
administrator privileges. Then malwares can use the COM object to copy the
malicious DLL to safe directory, performing a DLL hijacking.
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b. Masquerade-PEB. Since it is easy for anti-virus software to detect process injection,
Ruben Boonen proposed a method call “Masquerade-PEB” to counterfeit a trusted
context in his blog [2]. The operating system uses Process Status API (PSAPI) to
identify which process instantiates the COM object and PSAPI will use the pro-
cess’s Process Environment Block (PEB) structure to get this information; however,
a process’s PEB structure can be modified by malwares easily. Therefore, a mal-
ware can modify its own PEB to disguise itself as a Windows executable and then
instantiate a whitelisted COM object. With this method, a process injection is not
needed to obtain a COM object with administrator privileges. Trojan Dridex, which
spreads by Word macros, adopts this method to bypass UAC [1].

Most of the current UAC bypass methods will abuse the IFileOperation COM interface
to achieve DLL hijacking, and the difference between them is that they use different
whitelisted executables and hijack different DLLs. The general flowchart of these
bypass methods is presented in Fig. 2.

DLL Hijacking Outside Secure Directory. There are some other bypass methods
which do not need to place the malicious DLL inside secure directory. The detail of
these methods are presented below.

Registry Manipulation. In Windows operating system, when a program is to use a
COM object, it will look up the registry to find the corresponding DLL and load it.
A whitelisted executable will not look for the corresponding record in HKEY_-
CURRENT_USER as it can easily be modified by malwares. Instead, it will look for
the record in HKEY_LOCAL_MACHINE; however, the runtime environment of .Net
process does not take this into account and will look up for HKCU to load certain
DLLs [4]. In this case malwares can make a whitelisted .Net process to load a malicious
DLL by controlling the value of key “CodeBase” in HKCU\Software\Classes\CLSID
\{COM_CLSID}\InprocServer32 in the registry. A malicious DLL will be loaded when
the whitelisted .Net process starts and the code in the DLL will be executed under
administrator privileges.

Fig. 2. The flowchart of bypass method abusing IFileOperation
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Environment Variable Manipulation. Some whitelisted executables will locate their
dependent DLLs by environment variables. By tempering with related environment
variablesmalwares can trick awhitelisted executable to load amaliciousDLL,making the
codewithin it executed under administrator rights silently [7]. For example, by specifying
the following three environment variables a .Net program can load any DLLs.

A malware can bypass UAC by modifying these three environment variables and
then launch a whitelisted .Net process. Then, the malicious DLL specified in envi-
ronment variable %COR_PROFILER_PATH% will be loaded and the malicious code
will be granted administrator privileges.

Race Condition. Matt Nelson and Matt Graeber discovered a schedule task named
“SilentCleanup” which could be used for UAC bypass while they were examining
Windows 10’s built-in schedule tasks [17]. This task can be started by a non-
administrator account and it will run under administrator rights. When started, an
executable and some related DLLs will be created under “AppData\Local\Temp”
folder. After creation, the executable in that folder will be launched under administrator
privileges and all these DLLs will be loaded. It is a race condition where an attacker
can replace one of the created DLLs with a malicious one right after the related DLLs
are created and before the executable runs. By a WMI event monitor, Matt Nelson and
Matt Greaber successfully completed this attack, making the newly-created executable
load a malicious DLL. It is worth mentioning that even if the UAC level is set to the
highest, this bypass method can still take effect.

3.2 UAC Bypass Methods Without DLL Hijacking

There are always processes running under administrator privileges in the operating
system. Without DLL hijacking, malwares can still control the startup and execution
procedure of high privilege processes in some other ways. Therefore, there are ways to
bypass UAC without DLL hijacking.

Registry Manipulation. This approach takes advantage of the whitelisted executables
which can be elevated to administrator privileges automatically. By manipulating the
Windows Registry, a malware can cause a certain whitelisted program to create arbi-
trary child processes. As the child process inherits the token of its parent process, it will
be granted administrator privileges without UAC prompt. For example, there is a UAC
bypass method which abuses the built-in executable “eventvwr.exe” which is a
whitelisted executable [18]. Eventvwr.exe uses shell API and will start a child process
according to a value specified in the registry. By manipulating the registry, an attacker
can control eventvwr.exe to create a malicious child process. As eventvwr.exe is a
whitelisted executable and runs under administrator rights, the malicious child process
will bypass the UAC mechanism and acquire administrator privileges silently. The
whole flowchart of this bypass method is presented in Fig. 3.
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In the first step, the malware writes the path of a malicious executable to HKCU
\Software\Classes\mscfile\shell\open\command in the registry. The malware will then
launch eventvwr.exe. After looking up in the registry, eventvwr.exe will launch the
malicious executable mentioned above. Since eventvwr.exe runs under administrator
privileges, the malicious child process will also be granted administrator rights. In
2016, the malware Fareit was found to adopt this method to bypass UAC [23].

Environment Variable Manipulation. This bypass method is primarily aimed at the
high-privilege processes launched by the operating system automatically. For example,
a schedule task might launch a high-privilege process at some point. James Forshaw
finds that, some schedule tasks will launch a process at high privileges, and the path to
the process to be launched contains environment variables [8]. In this case, an attacker
can trick the schedule task to launch any processes by modifying the related envi-
ronment variables, then the launched process will be executed at administrator privi-
leges. It is also worth mentioning that, if a suitable schedule task can be found, this
bypass method can still take effect even if the UAC level is set to the highest.

Abusing Whitelisted COM Objects. The IFileOperation interface of a whitelisted
COM object is often abused to bypass UAC by DLL hijacking; therefore, we classified
it into DLL hijacking. Apart from DLL hijacking, whitelisted COM objects can also be
abused to achieve UAC bypass in some other ways. For example, the ARP Unin-
stallString Launcher COM object is used to launched a specific uninstaller at admin-
istrator privileges. A Malware can firstly register the corresponding uninstaller in the
registry, specifying a malicious executable as the uninstaller. Then the malware
instantiates this COM object by either DLL injection or PEB forgery, and then use the
IARPUninstallStringLauncher interface to start the uninstaller, namely the malicious
process [6]. In this case the malicious process will be executed under administrator
privileges so UAC bypass is achieved. The entire flowchart of this bypass method is
presented in Fig. 4.

Other Types of UAC Bypass Methods. In addition to the types mentioned above,
there are some other types of UAC bypass methods which are hard to be classisfied.
They exploit the operating system’s design flaws and can be fixed by Windows easily.

Fig. 3. The UAC bypass method by manipulating the registry.
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Abusing AppCompact. AppCompact is a compatibility framework developed by
Microsoft to make the applications running on older version of Windows compatible
with the latest Windows. There is a database storing all the compatibility settings of
various applications in this framework and malwares can add records to this database
[20]. The AppCompact framework provides a compatibility method called “Redi-
rectExe” and applications that have this method will be replaced with another program
during startup. By specifying the RedirectExe method for a whitelisted executable, a
malicious process can be created under administrator privileges when the whitelisted
executable is launched [12].

This bypass method has been assigned CVE-2015-0002 and has been fixed in the
latest version of Windows [26].

Token Impersonation. Under the effect of UAC mechanism, different tokens are
assigned to medium integrity level processes and high integrity level ones; however, in
order for a process at medium integrity level to obtain some specific information for a
higher integrity level process, the token assigned to the process at medium integrity
level will have a special privilege, QueryLimitedInformation. As this privilege is not
well-designed, malwares can abuse this privilege to get a copy of a high integrity level
process’s token. Then malwares can use this token to create a new process with
administrator privileges. James Forshaw explained this bypass method in his blog in
2017 [9–11].

4 A Comprehensive Analysis of UAC Bypass Methods

Based on the classification of known UAC bypass methods in Sect. 3, this paper
calculates the number and proportion of UAC bypass methods for each type. The result
is shown in Table 1.

Fig. 4. The UAC bypass method abusing whitelisted COM object.
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Compared with the UAC bypass methods without DLL hijacking, the bypass
methods using DLL hijacking are more extensible: that is, a variety of bypass methods
can be derived from a single example. The reason is that there are a great number of
whitelisted executables shipped with Windows and the vast majority of them are
threatened by DLL hijacking. As can be seen from Table 1, the bypass methods using
DLL hijacking account for more than a half of all the bypass methods, so the majority
of UAC bypass methods are based on DLL hijacking technique.

After that, this paper counts the proportion of each subtype in each type of UAC
bypass methods. The result is presented in Fig. 5.

As is shown in Fig. 5, most of the DLL hijacking takes place in secure directory,
and the DLL hijacking happening outside secure directory only accounts for 15%.
Among the bypass methods without DLL hijacking, 68% of them will either abuse the
whitelisted COM objects or hijack the high privilege processes, and more bypasses of
these types may be discovered in the future. There are some bypass methods hard to be
categorized and are classified into “others”, which accounts for 32% of the bypass
methods without DLL hijacking. These bypass methods exploit operating system’s
design flaws and most of them are fixed by Windows.

Table 1. The number and proportion of various types of UAC bypass methods.

UAC bypass
methods

Number Specific methods Number Proportion

With DLL
hijacking

29 DLL hijacking inside secure
directory

23 55.1%

DLL hijacking outside secure
directory

6

Without DLL
hijacking

20 Hijacking high privilege
process

9 44.9%

Abusing whitelisted COM
objects

6

Others 5

Fig. 5. The proportion of each subtype in each type of UAC bypass methods.
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The “whitelisting” mechanism provides malwares with great opportunities to
bypass UAC. For UAC bypass methods abusing “whitelisting” mechanism, their
proportion in all the bypasses is presented in Fig. 6.

As can be seen from Fig. 6, more than three quarters of the bypasses abuse the
auto elevation mechanism of a .exe file. For the whitelisted COM objects, although
there are only eight COM objects used for UAC bypass (their related interfaces are
ISecurityEditor, IARPUninstallStringLauncher, ICMLuaUtil, IFwCplLua, IColorDa-
taProxy, ICMLuaUtil, ISPPLUAObject and IFileOperation), but as the IFileOperation
interface can be used in most DLL hijacking attacks, the methods using whitelisted
COM objects still make almost half of all the bypasses.

Although Microsoft does not consider UAC bypasses as security vulnerabilities, it
still fixes some UAC bypass issues in Windows updates. In this paper we test the
availability of all known bypass methods and the result is shown in Fig. 7.

As can be seen from Fig. 7, nearly one-third of UAC bypass methods are still
available. They pose a significant security risk to the operating system.

For the methods still available, we find that all of them abuse the system’s auto
elevation mechanism. Combining this observation with Fig. 6, we believe that the
whitelisting mechanism has become a major breakthrough for malwares to bypass
UAC.

Fig. 7. The availability of all known bypass methods.

Fig. 6. The proportion of bypasses abusing whitelisting mechanism.
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5 The Defects of UAC Mechanism

Since the introduction of Windows UAC mechanism, various ways of UAC bypass
methods have sprung up. The UAC mechanism is becoming ineffective, and some
researchers even believe that to set the UAC level to the default level equals to have it
disabled [3].

The main reason that the UAC mechanism can be easily bypasses is the
“whitelisting” mechanism introduced since Windows 7. In order to solve the problem
that UAC’s prompting was far too annoying in Windows Vista version, some Windows
executables and COM objects were granted an “auto-elevate” property to allow them to
run at administrator privileges without prompting. Although Windows has imposed
some restrictions on the whitelisting mechanism to prevent it from being abused, these
restrictions are not well considered. Therefore, when Microsoft decided to make a
compromise for convenience, the security of UAC was greatly threatened.

Based on the analysis of current UAC bypass methods, this paper highlights several
defects of UAC mechanism, and they are presented as follows.

5.1 Insufficient Validation of the Caller of a COM Object

A COM object with administrator rights does not necessarily mean a bypass of UAC,
as what a particular COM object can do is limited; however, considering the fact that
there is a variety of COM objects in Windows, they pose a great threat to the UAC
mechanism. There have already been eight COM objects known to be harmful to UAC
currently, so the operating system must prevent the whitelisted COM objects from
being abused to bypass UAC.

However, malwares can easily obtain an elevated COM object currently. By
querying the process context, the operating system limits the process which instantiates
the COM object to the programs with valid Windows signature when the auto elevation
happens, but this restriction can easily be bypassed. As COM objects rely on PEB to
identify the process they are running in, malwares can forge a trusted caller of the COM
object by modifying its own PEB. The Trojan Dridex adopts this method to obtain a
high privilege COM object and bypass UAC [1]. Even without PEB Masquerade,
malwares still have the opportunity to obtain a high privilege COM object. As there is a
great number of Windows executables running in the operating system, and their
integrity levels are mostly set to medium, malwares can instantiate a COM object
within these processes by process injection. Windows cannot identify the real process
which instantiates the COM object, and therefore the whitelisted COM objects can be
easily abused currently.

5.2 Insufficient Validation of Modules Loaded by Whitelisted Process

When Windows silently elevates a whitelisted process to administrator privileges, it
must ensure the process to be elevated is trusted. Currently, Windows only protects the
integrity of the .exe module of a process by verifying its signature and checking
whether it is located in secure directory, but there are no restrictions on the DLL
modules loaded by the process. A DLL without a valid signature can still be loaded by
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an elevated process and the code within the DLL will be granted administrator privi-
leges. For example, bypass method [25] hides its malicious code in a DLL without
signature and achieve UAC bypass through DLL hijacking.

The path of a DLL loaded by whitelisted process is not restricted either. The reason
why there are many UAC bypass methods requiring a malicious DLL stored in secure
directory is that they need to place the malicious DLL in a path with higher search
order, and the UAC mechanism does not require a DLL loaded by a whitelisted process
to be stored in secure directory. In some bypass methods a whitelisted program can
load a DLL outside secure directory, such as the malware Fareit which achieves UAC
bypass by controlling the registry.

5.3 Insufficient Validation of the Parent Process of a Whitelisted Process

When a whitelisted executable is abused to bypass UAC, the parent process of the
process will mostly be a third-party executable rather than a legitimate Windows
executable. If not being abused, a whitelisted executable will most likely be launched
through Windows UI, or started by other Windows executables, so their parent pro-
cesses will be Windows executables. Currently, Windows does not impose any
restrictions on the parent process of a whitelisted process when it is to be auto elevated.
The operating system should verify the parent process of a whitelisted process, and if
the parent process is a third-party program instead of a Windows executable, the auto
elevation procedure should be aborted.

5.4 Inappropriate Privilege Inheritance for the Whitelisted Process

An auto-elevated process only means the process itself is trusted, and does not mean
that all the child processes created by it are trusted. Currently, if a process is elevated to
administrator rights silently, all its child processes will also be granted administrator
rights without prompting. If not being abused, a whitelisted process will not create any
child processes in general, or the created process will also be a Windows executable.
However, when it is abused to bypass UAC, the whitelisted process will often create a
malicious child process without a valid Windows signature. Therefore, the operating
system should redesign the privilege inheritance of a whitelisted process: if the child
process is not a Windows executable, it should be granted standard user rights instead
of administrator privileges.

5.5 Incompatible Whitelisted Executables

Most of the whitelisted executables existed before UAC mechanism appears. When the
“whitelisting” mechanism of UAC was designed, Windows did not adapt these exe-
cutables to UAC, but added all of them directly to the whitelist. Therefore, some
functions of the whitelisted executables contradict to the UAC mechanism. For
example, the /extract parameter of a whitelisted program, wusa.exe, can be used to
write arbitrary files anywhere without triggering UAC prompts. Although the /extract
parameter of wusa.exe has been removed in the latest version of Windows 10, the
remaining whitelisted executables still pose a great threat to the UAC mechanism.
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6 UAC Improvement Proposal

Based on the analysis of the defects of UAC, we believe the UAC mechanism can be
improved in the following ways.

1. Improve the verification of COM object auto elevation procedure. The operating
system should take a more reliable way to identify the process the COM object
running in. Currently, the verification of the process which instantiates the COM
object is not reliable, and malwares can obtain high privilege COM objects easily.

2. Verify the DLL modules loaded by whitelisted programs. The operating system
should prevent the auto elevated process from loading untrusted modules by
checking the DLL’s signature and its file path. If an executable to be auto elevated
has a DLL module without Windows signature or stored outside secure directory,
the elevation should be aborted.

3. Verify the parent process of a whitelisted process. When being abused to bypass
UAC, a whitelisted process’s parent process is mostly a third-party process rather
than a Windows executable. Therefore, if the parent process of a whitelisted process
to be elevated is not a Windows executable, the auto elevation procedure should be
aborted.

4. Improve the privilege inheritance mechanism of whitelisted processes. Currently the
operating system will grant every child process of an elevated whitelisted process
administrator rights. The operating system should check if the child process created
by the whitelisted program is a Windows executable, and the child process without
a valid Windows signature should be granted standard user rights rather than
administrator privileges.

5. Make the whitelisted executables compatible with UAC. The operating system
should inspect every executable in the whitelist and adapt them to UAC. For
example, functions like the /extract parameter of wusa.exe should be removed. The
operating system should ensure that programs in the whitelist will not compromise
the UAC mechanism.

7 Conclusion

The whitelisting mechanism was introduced in Windows 7 to improve the user
experience of UAC, and it serves its purpose quiet successfully; however, it also poses
a great threat to the security of UAC. By analyzing the known bypass methods of UAC,
this paper makes a classification of all the bypass methods. Then the paper makes an
in-depth analysis of the defects of UAC, and provides some improvement proposals in
the end.
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Abstract. At present, Vehicular Ad-Hoc Networks (VANETs) has been a hot
research topic for researchers in the intelligent transportation. It can not only
provide real-time traffic information for managers, but also provide effective
safety protection for drivers. However, in practical applications, the communi-
cation between vehicles is in a real-time changing network environment, which
may be eavesdropping, locating and tracking. Therefore, it is essential to preserve
the privacy in VANETs. Based on the Chinese remainder theorem and DSA
signature algorithm, this paper proposes an efficient revocable group signature
privacy protection scheme for VANETs. It can not only protect the anonymity of
the vehicles, but also provide traceability for the Trusted Authority (TA) when
traffics escape. At the same time, it can provide revocable functions for the
vehicles when they send malicious messages or are in dispute. From the proofs of
correctness and security, we know that they can not only have the properties of
traceability and anonymity, but also can resist against framed attacks. According
to the performance verification, we obtain it can improve the efficiency of sig-
natures and meet the demand for real-time and efficient for VANETs.

Keywords: Vehicular Ad-Hoc Networks (VANETs) � Group signature
Chinese remainder theorem � DSA signature algorithm

1 Introduction

Vehicular Ad-Hoc Networks (VANETs) is a self-organizing network that integrates
various wireless communication technologies and Internet technologies [1]. Because of
much safer, more efficient, and more comfortable driving experience, VANETs have
received extensive attention. However, due to the openness and high-speed mobility of
the VANETs, vehicle nodes are facing the general network attacks and security threats
such as illegal information injection and communication information tampered. At the
same time, malicious nodes may be able to track and locate other vehicles by eaves-
dropping on communication messages, causing safety hazards to drivers.

With the expansion of VANETs scale and the traffic flow, and the openness of the
communication channel, various attacks constantly updated [2]. VANETs put higher
requirements on security protection. Therefore, researchers must combine the charac-
teristics of the VANETs to design a suitable security strategy to provide a nice safety
environment for VANETs.
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The research on VANETs security environment is mainly concentrated on the
following aspects [3]:

(1) The legality of identity. It aims to provide legal authentication and certificates
generation for users, and it stipulates that only authorized legal users can use the
system resources.

(2) Privacy protection and confidentiality. Due to the openness of the VANETs
environment, some applications may require the vehicles to send their own
identity information for authentication, which will reveal vehicles privacy.
Therefore, user identity privacy, data privacy, and location privacy in the
VANETs Environment have gradually become the focus of researchers.

(3) Traceability. Traffic management departments should be able to track down
malicious vehicles that abuse the network system and recall the OBU of the
vehicle in time to prevent the vehicle from continuing to endanger the entire
network system.

(4) Real-time performance. Due to the large scale of the VANETs and rapid infor-
mation flow, some information related to life safety must be quickly resolved.
Therefore, efficient signature algorithms must be proposed to ensure the security
of information.

2 Related Researches

In this section, we will introduce the research progress about the privacy protection of
the VANETs. There were many schemes proposed to solve the problem, such as
pseudonym authorization, ring signature, and group signature.

The pseudonym authorization was widely used early for the VANETs. In the
research of identity privacy protection, Vijayalakshmi proposed an identity-based
pseudonym authentication scheme for VANETs, which protected the privacy of the
user identity, but the authentication efficiency is low [4]. In order to improve the
authentication efficiency, Jiang proposed a batch pseudonym authentication algorithm,
which reduced the authentication overhead through the calculation of Hash-based
Message Authentication Code (HMAC) [5]. In addition, Forster proposed a complete
anonymity scheme for the honest users [6]. In the scheme, periodic n-show anonymous
certificate was used to authenticate the PCA identity to remain complete anonymity.
However, there was the restriction on the number of users requested, so it only
remained a certain number of anonymous users. In the research of location privacy
protection, Based on pseudonyms and anonymous authentication, Rabieh proposed a
privacy protection scheme against collusion attacks, which further prevented rivals
from obtaining driving routes [7]. According to the lack of infrastructure in the harsh
environment, Sucasas proposed a pseudonym authentication scheme that did not
require real-time connection to the TA (Trusted Authority) to protect the privacy
protection for VANETs in the special environment [8].
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In summary, Although the pseudonym authorization scheme protects the privacy of
vehicle location and user identity, improves the efficiency of authentication and reduces
the cost of authentication, the real-time replacement strategy of the pseudonym may
cause some schemes to be invalid, and gradually becomes the bottleneck of the
development of vehicle networking, and restricts the development of the pseudonym
authorization scheme.

Another scheme is the ring signature scheme for VANETs. Zeng proposed an
anonymous authentication scheme for VANETs, which solved the problem of over
reliance on traffic management institutions [9]. Cui adopted conditional ring signature
technology on lattice-based to achieve unconditional anonymity and conditional
traceability and anti-quantum attacks for the VANETs [10]. However, there is a
problem with all ring signatures that is the traceability of signers can not be realized.

In the past several decades, many efforts have been devoted to consider the group
signature to achieve the privacy protection for VANETs. [11–14] proposed many group
signature authentication protocols to achieve the privacy protection for VANETs.
However, in practical applications, due to the high openness of the VANETs, group
users can join or quit at any time. Therefore, there is a problem that the keys of the
users must be regenerated when a user wants to join or quit, which will increase the
computational overhead.

Peters proposed an extensible revocation scheme that solved the keys regeneration
problem, but the certificate occupied a large amount of storage space, increased the
operational burden, and reduced revocation efficiency [15]. Zhong proposed a revo-
cable group signature scheme based on the complete subtree method to reduce the
storage cost of the certificate [16]. Due to the high-speed mobility and large-scale for
VANETs, these two solutions are not suitable for VANETs. Chen firstly proposed the
application of the Chinese remainder theorem to the design group signature to achieve
efficient revocable scheme [17]. Based on the above researches, Huang proposed a
group signature scheme based on the Chinese remainder theorem and the complete
subtree method, which not only realized the non-correlation but also didn’t need to
change the private key of other users, and it could resist against framed attacks [18].

To summarize, the group signature technology based on the Chinese remainder
theorem can protect the identities privacy, can realize the efficient revocable mecha-
nism without changing the private key of other users, can resist against framed attacks
and suitable for VANETs.

With the further attention of the VANETs, some privacy protection schemes such as
elliptic curve cryptography and identity-based cryptography had been proposed. For
example, Liu proposed a blind signature scheme to protect identity privacy [19]. Guo
proposed an elliptic curve-based anonymous authentication scheme that not only pro-
tected identity privacy, but also had traceability [20]. In addition, based on the above
researches, some hybrid schemes had also been gradually proposed, such as Buttner
proposed a key agreement protocol based on elliptic curves and ring signatures to ensure
user safety while implementing privacy protection and conditionality tracking [21].
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Based on the above researches, this paper proposes an efficient revocable group
signature privacy protection scheme for VANETs which based on the Chinese
remainder theorem and DSA signature technology. While protecting the unconditional
anonymity of users, and authorities can open the group signatures to track the malicious
users and ensure the safety of the users. In the research of group users joining and
revocation, Due to the Chinese remainder theorem, the scheme don’t need to change
the keys and certificates of other users, and only need to regenerate the group public
key, which improves efficiency of joining and revocation. Furthermore, a more efficient
DSA signature algorithm is proposed to the signature and verification, which improves
the efficiency of signatures and is suitable for real-time requirements of the VANETs.

3 System Model and Preliminaries

In this section, we will review some basic knowledge related to our privacy protection
scheme, including the system model, group signature, Chinese remainder theorem,
hash function, DSA signature algorithm.

3.1 System Model

In this paper, the system model of VANETs consists of a TA (Trusted Authority), fixed
RSUs (Road Side Units) at the road side, and mobile OBUs (On-Board Units) equipped
in vehicles, as shown in Fig. 1.

Fig. 1. The system model of VANETs.
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OBUs accesses the VANETs through the roadside deployment infrastructure RSUs,
and periodically broadcasts its own vehicle information to other vehicles, including
safety information such as the location, speed, direction, acceleration, road conditions,
traffic events, and time stamps, so that other OBUs can quickly obtain useful infor-
mation on the road. RSUs can broadcast and receive some signature information in the
group, provide various services for the OBUs, broadcast the identification information
of revoked vehicles and assist the TA to reveal the real identification of some illegal
vehicles. Each RSU has its own storage space and computing capabilities [22].

3.2 Group Signature

Group signature is a special kind of digital signature technology. It allows any group
users to perform anonymous signature on behalf of the group [23].

The group manager has some responsibilities of generating and distributing keys
and protecting the identity privacy of group users. The group users can sign the
message to ensure the security of the messages, and then join or quit the group at any
time. In addition, the group manager can reveal the real identity of the signers. It is
infeasible to distinguish whether two different group signatures are from the same
signer.

A group signature scheme is composed of the following eight algorithms: initial-
ization, registration, group establishment, signature, verification, joining, revocation
and opening.

The group signature defines many of the security properties as follows:

(1) Correctness: It is the most basic security requirement, that is, signatures generated
by legitimate signers should be able to be verified.

(2) Unforgeability: Only group users can generate signatures on behalf of the group.
(3) Anonymity: Given a valid group signature, only the group administrator can

identify the real signer.
(4) Unlinkability: It is computationally infeasible to determine that two signatures are

signed by the same user.
(5) Unforgeability: No user of any group can generate signatures on behalf of other

users.
(6) Traceability: The group administrator can always open a legitimate group sig-

nature and find out the identity of the signature user.
(7) Resisting collusion attacks: Collusion of any group user cannot generate a legal

group signature.

3.3 Chinese Remainder Theorem

The Chinese remainder theorem [18] is defined as follows:
m1;m2; . . .;mk are a set of positive integers which are primes to each other, where

k� 2, set M ¼ m1;m2; . . .;mk;M ¼ Mimi. Then the value of the congruence Eq. (1) is
c � x1M1M0

1 þ x2M2M0
2 þ . . .þ xkMkM0

kðmodMÞ
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Where MiM0
i � 1ðmod miÞ; i ¼ 1; 2; . . .; k

c � x1ðmodm1Þ
c � x2ðmodm2Þ

. . .. . .
c � xiðmodmiÞ

8>><
>>:

ð1Þ

3.4 Hash Function

Hash function is defined as h : 0; 1f g�! 0; 1f gn, where 0; 1f g� denotes a bit string of
arbitrary length, 0; 1f gn indicates a string of length with n. A one-way hash function is
considered to be secure if it satisfies the following properties.

(1) Given m, it is easy to calculate H mð Þ ¼ y. While conversely, given y ¼ H mð Þ, it is
infeasible to compute m.

(2) Given m and m0, it is infeasible to compute H mð Þ ¼ H m0ð Þ.

3.5 DSA Signature Algorithm

DSA signature algorithm is a short signature algorithm based on ELGamal signature
algorithm and Schnorr signature algorithm [24]. The DSA signature algorithm is
defined as follows:

First, TA chooses randomly primes b and c, such that cj b� 1ð Þ; b� 2512; c� 2160.
If let x 2 z�c ; x

c � 1 mod bð Þ, and d 2 z�c , computing d 2 0; c� 1½ � as its private key and
D � xd mod bð Þ as the public key.

Then choose randomly one prime k 2 z�c , and compute f � xk mod b
� �

mod c;
l � k�1 h Mð Þþ dfð Þmod c.

Finally, f ; lð Þ is the signature on the massage M. The verification of the signature is
done by the following calculation:

e1 � h Mð Þl�1
� �

mod c; e2 � fl�1 mod c; l0 � xe1De2 mod bð Þmod c

If the equation l0¼l holds, the verification passes.

4 Proposed Scheme

In this section, we propose our new privacy protection scheme based on group sig-
nature for VANETs. In the scheme, TA manages the registration of OBUs and RSUs,
identity authentication, certificate issuance and revocation. We assume that the TA is
fully trusted, whereas RSUs are honest but curious. The scheme as shown in Fig. 2.
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The group signature process includes eight parts as follows:

(1) Initialization: TA chooses the system parameters and generates its own keys and
RSU keys.

(2) Registration: TA generates certificates UID of the group users.
(3) group establishment: RSU verifies the identity certificates of joining users, and

generates a users keys based on the DSA algorithm, and updates the group public
key based on the Chinese remainder theorem.

(4) signature: The group user Ui performs the signature on messages M based on the
DSA signature algorithm.

(5) verification: The group user first verifies its own public key, and then performs
signature verification to confirm that the signature is signed by the group user.

(6) joining: When one user join to the group, The new user becomes the user of the
group according to (3), generates its own keys and update the group public key.

(7) revocation: When one user quit to the group, RSU updates the user public key Di

into D0
i, so the equation D0 � Diðmod biÞ unholds and then updates the group

public key.
(8) opening: When RSU finds malicious message or there is a disputed user in the

group, the signature is opened by RSU and TA to reveal the user real identity.

Fig. 2. The system model of VANETs.
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4.1 Initialization

TA generates its own public/private key pair making use of the algorithm as follows:
TA chooses randomly primes p and q, such that p� 2512; q� 2512 and n ¼ pq. Then

choose randomly one prime Tp 2 u nð Þ as its own public key, where u nð Þ ¼ p� 1ð Þ
q� 1ð Þ, and gcd Tp;u nð Þ� � ¼ 1. Then TA computes d as its private key, which satisfies
TpTs � 1 mod u nð Þð Þ. Finally, publish public parameters Tp; n

� �
and preserve p; q; Tsð Þ

secretly.
TA generates the public/private key pair for RSUs making use of the algorithm as

follows:
TA chooses randomly primes ci and vi 1� i� Ið Þ, such that ci � 2512; vi � 2512 and

mi ¼ civi. Then choose randomly one prime si 2 u mið Þ as its own public key, where
u mið Þ ¼ ci � 1ð Þ vi � 1ð Þ, and gcd si;u mið Þð Þ ¼ 1. Then TA computes d as its private
key, which satisfies siti � 1 mod u mið Þð Þ. Finally, publish public parameters si;mi; hðÞð Þ
and preserve ci; vi; tið Þ secretly.

4.2 Registration

In this paper, vehicle users and RSUs need to register at the TA when they want to join
to the VANETs and TA generates a certificate for each user. Then TA will send all the
certificates to RSU so that it can verify the validity of the new group users. Finally,
RSU will broadcast the identity of the legal users so that other users are aware of the
new legal users. TA generates certificates for each user making use of the algorithm as
follows:

If G is a additive cyclic group of prime order q, GT is a multiplicative cyclic group
of prime order q, where R1;R2 2 G are generators of G and e : G	 G ! GT is a
computable bilinear map.

TA chooses randomly one prime l 2 z�q, and then generates user certificates, public
parameters and time stamps making use of the algorithm as follows:

U ¼ lR1 þR2 ¼ xl; yl
� �

; UID ¼ xl þ Ts
� �

h IDið Þþ lmod q:

4.3 Group Establishment

RSU establishes a group consisting of r users in their corresponding area. When RSU
receives a request from the vehicle user, it first verifies the validity and timeliness of the
vehicle user certificate. When the verification is successful, the vehicle user is allowed
to join to the group under the jurisdiction of RSU. After the Initialization is completed,
RSU will generate the group key pair and the group user key pairs to facilitate the
group users to generate the signature message.

In this paper, the Chinese remainder theorem is used to generate group public key
and the DSA algorithm is used to the group user key pairs.
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(1) User certificate concurrency verification
User Ui submits its request, IDi and time stamps T

0
to RSU. RSU verifies the

validity of the IDi with U xl; yl
� �

and makes use of the algorithm as follows:
UIDR1 þR2 ¼ xlR1 þR2 þ Tp

� �
h IDið ÞþU.

When the equation holds, and T
0 � T �DT (DT is the validity period), that is the

certificate is valid and unexpired, the verification is successful. Therefore, RSU
allows Ui to join the group and store its certificate into the database.

(2) Generation of user signature key pairs and group public key
Because of the Initialization, we know that RSU’s public key is s and the private
key is t.
a. RSU chooses randomly primes bi and ci i 2 2; r½ �ð Þ, such that cijbi � 1 and

bi � 2512; ci � 2160; where ci � g; g is the identity code of RSU. And then RSU
sends the tuple g; bi; ci; bti; c

t
i

� �
to Ui in a secure environment. The user verifies

the validity of public tuple by RSU’s public/private key pair and the Eq. (2).

bti
� �s� bi modmð Þ
cti
� �s� ci modmð Þ

�
ð2Þ

b. Ui chooses randomly one prime di 2 Z�
bi as its private key, and computes

Di � gdi mod bið Þ as its public key. Then, Ui sends Di to RSU through a secure
channel and RSU saves the public key and its certificate into the database.

c. RSU generates the group public key by the received public keys of r users.
RSU computes the group key according to the congruence Eq. (3).

C � D1ðmod b1Þ
C � D2ðmod b2Þ

. . .. . .
C � Drðmod brÞ

8>><
>>:

ð3Þ

The value to the Eq. (3) is C � x1B1B0
1 þ x2B2B0

2 þ . . .þ xkBkB0
kðmod BÞ.

Where BiB0
i � 1ðmod biÞ; i ¼ 1; 2; . . .; r. RSU chooses a secure hash function hðÞ,

and publishes g;m; s;C; hðÞð Þ.

4.4 Signature

In order to ensure the security of message propagation and the authentication efficiency,
this paper used DSA algorithm to sign messages. If Ui wants to sign a message M; Ui

will sign it making use of the algorithm as follows:
Ui chooses randomly one prime k 2 z�c , and computes f � gk mod b

� �
mod c; l � k�1 h Mð Þþ dfð Þmod c, where g is the identity code of RSU, bi; ci are the
primes chosen by RSU for Ui; di is the private key of Ui. So, f ; l; bið Þ is the signature of
Ui on M.
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4.5 Verification

In this paper, Anyone else can verify the signed message with the signature f ; l; bið Þ and
the group public key g;m; s;C; hðÞð Þ.

Anyone else can obtain the public key Di of the Ui by computing C � Diðmod biÞ.
Check whether the Di is in the database. Compute the equations e1 � h Mð Þl�1ð Þmod ci;
e2 � fl�1 mod ci; and l0 � ge1De2

i mod bið Þmod ci if it is true. If the equation l0¼l holds, it
can be confirmed that the message is signed by Ui.

4.6 Joining

In this paper, it is supported that vehicle user Urþ 1 wants to join to the group of RSU,
which includes r users. Urþ 1 joins to the group according to Sect. (4.3). When RSU
receives a request from the vehicle user, it first verifies the validity and timeliness of the
vehicle user certificate. When the verification is successful, the vehicle user is allowed
to join to the group. And then the new user generates its own signature key pairs
making use of the DSA algorithm. Finally, the public key and the user certificates are
saved into the database. RSU computes the new group key according to the congruence
Eq. (4).

Cw � D1ðmod b1Þ
. . .. . .

Cw � Drðmod brÞ
Cw � Drþ 1ðmod brþ 1Þ

8>><
>>:

ð4Þ

The value of the congruence Eq. (4) is
C � x1B1B0

1 þ x2B2B0
2 þ . . .þ xkBkB0

kðmod BÞ, where BiB0
i � 1ðmod biÞ; i ¼ 1; 2; . . .; r

and the equation C � Cw mod Bwð Þ unholds.
To summarize, the user joining strategy based on the Chinese remainder theorem

only needs to update the group public key, and does not affect the key pairs of other
users, which improves the joining efficiency.

4.7 Revocation

Assume that there are r members in the group for VANETs. When RSU receives an
quit request from the vehicle user Ui, RSU changes the public key Di to D0

i in the
database, and then computes the new group key Cnew according to the congruence
Eq. (5).

Cnew � D1ðmod b1Þ
. . .. . .

Cnew � D
0
iðmod biÞ

. . .. . .
Cnew � Drðmod brÞ

8>>>><
>>>>:

ð5Þ
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The value of the congruence Eq. (5) is Cnew � x1B1B0
1 þ x2B2B0

2 þ . . .þ
xkBkB0

kðmod BÞ
Where BiB0

i � 1ðmod biÞ; i ¼ 1; 2; . . .; r.

4.8 Opening

When RSU finds that malicious message or there is a disputed vehicle user in the group,
the signature is opened by RSU and TA, which reveal the real identity of the vehicle user.
RSU can obtain the public key of the malicious user by calculating the known group
public key C and congruence equation C � Diðmod biÞ, and then obtain the certificate of
the malicious user from the public key list. TA can obtain the identity IDi by computing
the equation UID ¼ xl þ Ts

� �
h IDið Þþ lmod q with UID hðÞ;U xl; yl

� �
, and its private

key Ts. That reveals the real identity of malicious vehicle user.

5 Security and Performance Analysis

5.1 Correctness Analysis

The correctness analysis of this paper involves the correctness of identity information,
the correctness of RSU public parameters and the correctness of signatures.

(1) Correctness of identity information
RSU receives the vehicle user Ui identity information IDi and generates time
stamps T

0
. RSU computes UIDR1 þR2 ¼ xlR1 þR2 þ Tp

� �
h IDið ÞþU with

U xl; yl
� �

and verifies the validity of the identity, the certificate is valid and
unexpired. So it proves that the identity information is correct.

(2) Correctness of RSU public parameters
When the vehicle user Ui receives the public parameter g; bi; ci; bti; c

t
i

� �
; from

RSU, where t is the private key of RSU and s is the public key of RSU. Ui

computes the equation bti
� �s� bi mod mð Þ; cti

� �s� ci mod mð Þ. When the equation
holds, and it proves that the public parameters are legal and the key pairs of the
user Ui are correct.

(3) Correctness of the signatures
RSU computes the equations e1 � h Mð Þl�1ð Þmod ci; e2 � fl�1 mod ci; l

0 �
ge1De2

i mod bið Þmod ci. When the equations holds, it proves that the signature is
correct.

5.2 Security Analysis

(1) Anonymity

Since the certificate signature technology and periodic update strategy are used in
this paper, attackers cannot deduce the real identity of OBUs from the certificate. In
addition, the key pairs of group users are not related to their real identity. So, it is
impossible for attackers to obtain the identity information of users.
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(2) Traceability

There is a disputed user in the group, RSU and TA can obtain the public key Di of
the disputed user by calculating the known group public key C and congruence
equation C � Diðmod biÞ. Then we can obtain the certificate from the public key list.
TA can decrypt the certificate to obtain the real identity of the disputed user by its own
private key.

(3) Unforgeability

Unforgeability means that no user of the group can generate signatures on behalf of
other users. In our scheme, if an attacker attends to forge a signature f

0
; l

0
; bi;M

0� �
of

the user Ui on the message M, and he will choose randomly one prime k
0 2 z�c and

compute f
0 � gk

0
mod bi

� �
mod c

0
i, l

0 � k
0�1 h Mð Þþ d

0
i f

0� �
mod c

0
i, where c

0
ijbi � 1;

d
0
i is the private key of the user Ui, and Di � gdi mod bið Þ. So, it is impossible to obtain

the private key d
0
i according to the discrete logarithm problem. Therefore, it is con-

sidered that the message signature cannot be forged and framed.
Moreover, the public key Di is unique according to the equation C � Diðmod biÞ,

and it is proved that the user of the signed message cannot deny the signature.

(4) Forward security

Forward security means that it is illegal for a new group user to use the old group
public key to sign message.

A new user Urþ 1 joins to the group, which must generate its own public/private
key pair Drþ 1; drþ 1ð Þ with the public parameters, and RSU computes the new group
key Cw according to the congruence Eq. (6).

C � D1ðmod b1Þ
C � D2ðmod b2Þ

. . .. . .
C � Drðmod brÞ

8>><
>>:

!
Cw � D1ðmod b1Þ

. . .. . .
Cw � Drðmod brÞ

Cw � Drþ 1ðmod brþ 1Þ

8>><
>>:

ð6Þ

If the messages are verified to be valid, the congruence equation C � Cw mod Bwð Þ
should hold. But C � Cw mod Bwð Þ should not be established. It is illegal for the
signature using the old public key. So, the algorithm of the joining has the forward
security.

(5) Backward security

Backward security means that it is illegal to use a new group public key for
signatures of the revoked users.

We assume that Ui is one of the revocation user in the group, we need to update the
public key Di to D

0
i, and the equation D

0 � Diðmod biÞ should not be established.
And RSU computes the new group key Cnew according to the congruence Eq. (7).
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C � D1ðmod b1Þ
C � D2ðmod b2Þ

. . .. . .
C � Drðmod brÞ

8>><
>>:

!

Cnew � D1ðmod b1Þ
. . .. . .

Cnew � D
0
iðmod biÞ

. . .. . .
Cnew � Drðmod brÞ

8>>>><
>>>>:

ð7Þ

If a revocation user Ui can sign the message with its own private key, the equations
Cnew � Diðmod biÞ and D

0 � Diðmod biÞ hold. But the algorithm of the revocation
required by D

0 � Diðmod biÞ should not be established. So it proves that a revocation
user Ui can not sign the message with its own private key and the algorithm of the
revocation has the backward security.

5.3 Performance Analysis

(1) Here, we have a function comparison between our proposed scheme and some
other schemes in VANETs is made as Table 1.

(2) Here, we have a computational cost comparison between our proposed scheme
with others. First, we have a simulate in a modern personal computer, which is
conducted with Intel i7-7700-3.6 GHz CPU and 8-GB RAM. The operation time
of the scheme is made as Table 2.

Table 1. Function comparison

Function Ours scheme Literature 14 scheme Literature 25 scheme

Member joining U U U

Member revocation U U U

Anonymity U U U

Traceability U U U

Unforgeability U U

Forward security U

Backward security U

Table 2. Operation time

Code Denotation Time (ms)

TEX An exponentiation in z�c 0.12
TADD An addition in z�c 0.001
TMUL A multiplication in z�c 0.001
TINV An inverse operation in z�c 0.003
TH A hash operation in z�c 0.0001
TP A pairing operation in z�c 12.055

298 X. Liu et al.



The computational cost of the scheme mainly includes revocation, signature and
verification. We assume that there are r users in the group. And based on the bilinear
logarithm calculations, the inverse operation is equivalent to a 10 power operation, and
the multiplication and addition calculations have minimal time.

In [14], the total computational load of this scheme is 15TADD þ 6TMUL þ 10TP. In
[25], the total computational load of this scheme is TADD r � 1ð Þþ TMUL rþ 9ð Þþ
TP rþ 7ð Þþ 28TEX . A computational cost comparison between our proposed scheme
and others is made as Table 3.

6 Conclusion

In this paper, an efficient revocable group signature privacy protection scheme for
VANETs is proposed, which includes initialization, registration, group establishment,
signature, verification, joining, revocation and opening. This not only protects the
anonymity of the group users of the VANETs, but also can track the real identity of the
group users by opening the signature when there is a disputed user in the group. when
the users join or quit, the joining and the revocation strategy based on the Chinese
remainder theorem only needs to update the group public key, and does not affect the
key pairs of other users, which improves the joining and revocation efficiency. Fur-
thermore, Efficient DSA signature algorithm has a higher message validation efficiency
and lower computing time. Therefore, this scheme is suitable for the dynamic
VANETs.
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Abstract. Wireless sensor networks (WSNs) face many security challenges in
their applications. In order to improve the security of WSNs, a trust security
algorithm based on nodes behavior analysis and cloud model is proposed.
According to the behavior characteristics of the conventional attacks, three kinds
of trust factors are defined and introduced to the trust security algorithm: the
transmission rate factor, the spatial correlation factor and the replay attack
factor. The cloud model is used to judge the security status of the nodes
according to these three trust factors. In the comprehensive calculation of the
trust value, the time attenuation factor and the strategy for excluding the
impersonation factor by historical evaluations are introduced. Moreover, the
influence of the impersonation factor is further excluded by considering the
acceptance domain of the trust distribution, and the defamatory nodes could get
punished finally. Simulation experiments show that the proposed algorithm can
detect the malicious nodes, identify the impersonation nodes, and resist on
impersonation attacks effectively.

Keywords: Wireless sensor networks � Trust security � Malicious nodes
Cloud model � Trust factors

1 Introduction

Wireless sensor networks (WSNs) have been getting more attentions in various
industry applications. Their autonomous field computing function and flexible net-
working capabilities have brought a wide application prospect in many dedicated fields.
WSNs can be widely used in industrial control system, environmental monitoring, data
acquisition, border detections, disaster preventions, national defenses, and so on [1–5].
However, WSNs are usually deployed in unattended harsh areas, and they are Ad hoc
dynamic networks, which do not rely on any network infrastructures. Since the network
node does not have a unique identification code, the nodes are easy to be captured and
are subject to various attacks by adversaries and hence the security of the network often
faces various threats. With its popularity of being used in Internet of things, industrial
internets, it becomes a great challenge to improve the safety performance of WSNs
which makes it one of the hot topics to study in this research field.

© Springer Nature Singapore Pte Ltd. 2019
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Compared with the nodes in the conventional computer networks, the WSN node is
cheaper, and has the characteristics of lower computing power, smaller storage space
and difficulty to supplement energy. Therefore, the traditional security mechanisms are
not applicable to be used in WSNs directly. The features of WSNs should be con-
sidered while designing defense attacks schemes. There are many attacks occurring in
WSNs, such as the Replay, Tampering, HELLO attacks, Impersonation attacks, and the
Denial of Service (DoS) [6–13]. However, we can find that, with these attacks, there are
often some different behavioral characteristics from the normal nodes. For example,
data tampering attacks can cause the data submitted by the node to be quite different
from the data submitted by the other nodes, the correlation between the data packages
of the Replay attacks will be higher, and the nodes of Denial of Service attack will send
fewer packets. Feature analysis of the malicious behavior of these attacks can greatly
improve the sensitivity of intrusion detection.

This paper fully analyzes the characteristics of attack behaviors, and proposes a
behavior-cloud-model based trust security algorithm (BCMT), which can effectively
resist on the conventional network attacks and the impersonation attacks in WSNs. At
first, three trust factors: the transmission rate factor, the spatial correlation factor and
the repetition factor are defined according to the network transmission rate, data spatial
consistency, and time correlation of the nodes. However, these three kinds of trust
factors are not directly used to participate in weighted calculation. Instead, the three
factors will be judged separately, and the output state of each judgment is one of the
three states: normal, pending and malicious. If the states determined by the three factors
are all normal, that node state is normal. If the state determined by any one factor is
malicious, that node is considered as a malicious node. Except to these two situations
above, the status of the node will be defined as pending. When calculating the trust
value comprehensively, the time attenuation factor and the recommended trust value
weighting factor will be taken into account synchronously, which can further improve
the sensitivity of the detection. Additionally, we introduce a strategy to exclude the
impersonation factor through historical evaluations and negative records. To treat
evaluation records in the same time period for single trust factor, the impersonation
evaluation could be excluded and the masquerade node could get punished by con-
sidering the acceptance domain of the trust distribution. Simulation experiments
indicate that the proposed algorithm can detect malicious nodes and resist on imper-
sonation attacks effectively.

2 Related Work

Most common security algorithms of WSNs are based on the secret keys or trust
mechanisms, and there are some key-based security algorithms with high recognition
[14–16]. These algorithms show excellent performance against external attacks of the
network, but they are not ideal to resist the internal attacks within the network. Also,
these algorithms have higher requirements in terms of node computing and storage
capacity. In addition, because the key-based security algorithms’ certification process is
more cumbersome, the communication energy consumption will be larger, and their
applicability to the application scenarios of WSNs is not better than the security
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algorithms with the trust-based mechanism. The trust-based mechanism caters to the
features of lower computing power and poorer storage capacities of network nodes, and
it can resist on the external and internal attacks from the network. Trust based
mechanisms have been extensively studied in recent years, and we will discuss some of
it below.

Pirzada et al. proposed a DSR routing protocol based on trust value [17]. In this
algorithm, each node evaluates the surrounding neighbor nodes, each time a node sends
a packet, and waits for a trust update interval. During this interval, it monitors whether
the node has forwarded this packet after it receives the packet. However, this model
cannot prevent the data integrity attacks from malicious nodes, and its complex trust
value exchange mechanism will cause a larger quantity of communication overhead. In
[18], a novel trust building algorithm was proposed. This algorithm is based on a novel
watchdog mechanism, which not only considers the forwarding behavior of the nodes,
but also considers the link quality between them. But this scheme requires the node’s
geographic location information dynamically. In [19], an improved TEEN_TQ (TEEN
based Trust QoS routing algorithm) based on trust value was proposed, which is a
dynamic trust management model. The algorithm determines the security status of the
nodes through a periodic data collection mechanism. Thereby, it can improve the
cluster head selection strategy and routing strategy of TEEN. However, this scheme
cannot prevent impersonation attacks. The authors in [20] studied the security threats
and energy consumption problems when deploying the WSN nodes, and proposed a
trust-based security and energy preserving routing protocol (TEPP) in multi-hop
WSNs. By monitoring the trust value of the node and maintaining the interaction
history between the nodes, it can determine a safe and reliable path of routing.
However, this method has higher requirements on nodes’ storage capacity and com-
puting power. Chen et al. proposed a TLES algorithm based on trust value [21], which
takes into account the direct trust value and the indirect trust value, and uses the
historical evaluation to calculate the comprehensive trust value, but TLES is insensitive
to on-off type attacks, it does not have the punishment mechanism, and it is not good
enough to resist on the impersonation attacks from the network.

3 Model and Definitions

3.1 Definition of the Cloud Model

The cloud model was formally presented by Professor Li in 2009 [22], and then it has
been used in a large number of applications on the need for qualitative and quantitative
conversions to deal with some uncertainty problems. The uncertainty of trust rela-
tionship is mainly manifested in the randomness and fuzziness, it is difficult to quan-
titatively give an accurate evaluation of trust, and the trust evaluation has a lot of
randomness. We would like to give a detailed definition of the cloud model in this
paper as follows.

Definition 1 (Cloud and cloud droplets): Assuming that U ¼ fxi j i ¼ 1; 2; � � � ;Ng is
a quantitative domain, the elements in U are all the exact values. T is defined as a
qualitative concept on U, and the degree of determination that T describes the concept
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is called the membership lðxÞ 2 ½0; 1�, which is a random number with stable tendency.
That can be described as lðxÞ : U ! ½0; 1�; 8x 2 U; x ! lðxÞ, the distribution of the
membership in U is called the cloud. Each xi and its corresponding membership form a
sequence as ðxi; lðxiÞÞ, which is called as the cloud droplets. If U is an n dimensional
domain, the cloud model can also be extended to n dimensions.

Cloud models have multiple distribution types, and the type with highest univer-
sality is the normal distribution, which can represent the majority of the natural science
in the field of uncertainty. The cloud model uses the three digital features of expec-
tation (Ex), entropy (En), and super entropy (He) to reflect the distribution character-
istics. As shown in Fig. 1: the expectation (Ex) can represent the overall level of the
data; entropy (En) can characterize the degree of the data discretization. According to
the triple standard deviation principle, the probability that the cloud droplets are dis-
tributed outside the interval Ex� 3En;Exþ 3En½ � is less than 3%. The super entropy
(He) can characterize the uncertainty and the change speed of the data. The distribution
type used in this paper is a one-dimensional normal distribution, and the definition of
the one-dimensional normal cloud can be made as follows:

Definition 2 (One-dimensional normal cloud): On the basis of Definition 1, if
xi �NðEx;En02

i Þ, En
0
i �NðEn;He2Þ, and the membership degree satisfies the condition:

lðxiÞ ¼ e
� ðxi�ExÞ2

2ðEn0
i
Þ2 ð1Þ

That is called as a one-dimensional normal cloud.

Fig. 1. Cloud model graph and its digital features
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3.2 Definition of the Trust Factors

Considering the characteristics of the WSN node, in order to reduce the occupied
storage and the transmission loss, the trust factors defined in this paper are non-
uniformly quantized to 16 levels, and the quantization value can be represented by a
4-bits binary number.

According to the research on nodes attack behaviors in WSNs, when the malicious
nodes perform HELLO diffusion, Denial of Service (DoS), and so on, the number of
packets sent by malicious nodes is different from that of normal nodes. In accordance
with this feature, we can make the definition as follows:

Definition 3 (Transmission rate factor):

SRðiÞ ¼
1 sni=sd� Sl
floorð 16sni

ðSh�SlÞ�sdÞ Sl\sni=sd� Sh
16 sni=sd[ Sh

8<
: ð2Þ

where sni is the total number of the packets sent by the evaluation node ni in the
time slice t, sd is the expected value in the setting time slice t, Sl is the minimum
threshold of the setting ratio of sni to sd, and Sh is the maximum threshold of the
setting ratio of sni to sd.

According to the characteristics of nodes distribution, the collected data from the
node will have higher spatial dependencies with the data from its neighboring nodes. If
the data submitted by the node is tampered, the data of this node will be very different
from that of the surrounding neighbor nodes, and it will show a lower correlation
between them. So the spatial dependencies can be defined as follows:

Definition 4 (Spatial dependency factor):

CRðiÞ ¼
1 ci=cj �Rl
floorð 16ci

ðRh�RlÞ�cjÞ Rl\ci=cj �Rh
16 ci=cj [Rh

8<
: ð3Þ

where ci is the data submitted by node i, cj is the data collected by cluster head j of
node i, Rl is the minimum threshold of the setting ratio of ci to cj, and Rh is the
maximum threshold of the setting ratio of ci to cj.

According to the correlation of the packets sent by the node before and after, it is
possible to judge whether the node is performing a Replay attack. The replay attack
factor can be defined as follows:

Definition 5 (Replay attack factor):

DRðiÞ ¼
1 di=dTi �Dl
floorð 16di

ðDh�DlÞ�dTiÞ Rl\di=dTi �Dh
16 di=dTi [Dh

8<
: ð4Þ

where dTi is the total number of packets sent by node i in time slice t; di is the
number of the same packets sent by node i in time slice t; Dl is the minimum threshold
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of the setting ratio of di to dTi; and Dh is the maximum threshold of the setting ratio of
di to dTi. The value of the node trust factor is given by the other nodes that have
interacted with the evaluated node, and it can be calculated by the formulas (1)–(3).
The calculated trust factor will be sent to the base station in a time interval after setting
up the time slice t, and will participate in the calculation of the comprehensive trust
value.

4 Security Algorithm of WSNs Based on the Trust
Mechanism

4.1 Removal of Impersonation Evaluation

The trust data set needs to be calculated before the calculation of the comprehensive
trust value, and the trust data set will include the evaluations from all the nodes that
have ever interacted with the evaluated node. Among these evaluations, there may be
malicious evaluations, so it is necessary to first exclude the malicious evaluations from
the trust data set. The process of eliminating the influence of impersonation attacks is
shown as Fig. 2.

First, the trust factor with impersonation behavior given by different evaluation
nodes at the same time slice will be excluded. The sizes of the trust factor given by each
node can be regarded as a normal distribution. Then the impersonation attack can be
distinguished by setting the appropriate acceptance domain. For example, suppose that
the evaluation set for node i is T ¼ fxi;j j ¼ 1; 2; � � � ; ng, if we want to discuss whether
the evaluation given by a node k (xi;k 2 T) is a malicious evaluation, according to the
distribution of x

0
i;j ðj ¼ 1; 2; � � � ; n ; j 6¼ kÞ, when the probability that xi;k is fallen into

the acceptance domain is greater than Pa (95.4% is set in this paper as an example), that
means this evaluation is normal, otherwise it is considered as a possible defamatory
evaluation. According to the knowledge of probability theory, we can get this accep-

tance domain as [x0
i;j � 2�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn
i¼1

ðx0
i;j � x0

i;jÞ
2

s
, x0

i;j þ 2�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Pn
i¼1

ðx0
i;j � x0

i;jÞ
2

s
]. Based on

this way, we can distinguish and exclude a defamatory evaluation from the acceptance
domain, and the trust level of node k will be reduced by one level.

This paper sets two kinds of history records for each node.

(1) The evaluation of the record: that is the history record regarding this node eval-
uating the other nodes, and the last n items of the records will be reserved all the
way.

(2) Record of the bad reviews: that is the history record that this node has got a
malicious evaluations by the other nodes, and the last n items of the records will
be reserved all the way.

When the evaluation is too low, the history evaluation records will be inquired, the
authenticity of the evaluation will be judged, and a decision should be chosen whether
to discard it. Finally, the new result set will be regarded as a new trusted data set after
removing the possible effect of the impersonation attacks.
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4.2 Introduction of the Time Attenuation Factor

For some attacks, such as the on-off attack, the malicious nodes will accumulate the
trust value of the good performance through a certain period of time. However, when
the trust value of the malicious node is accumulated and high enough, the malicious
node will launch its attack to the other nodes. Unfortunately, the other nodes will
continue to think that the malicious node is a normal node because of its good records
in the history, thus they will suffer from the attacks by this malicious node. In order to
reduce this effect, the time attenuation factor is defined in this paper. In the use of cloud
model to determine the safety status of the nodes, the historical evaluations will be
weighted, so that the latest records could have greater impacts on the judgment of the
outcome. This mechanism could improve the sensitivity of detecting malicious nodes
to a certain extent. The definition of the time attenuation factor can be made as follows:

Definition 6 (Time attenuation factor): Suppose that we need to consider the latest
n records: t1; t2; � � � ; tn, the weighting coefficient of the ith record for the trust evalu-
ation is xi, then xi needs to meet the following constraints:

Fig. 2. The process of excluding the impersonation attacks
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Pn
i¼1

xi ¼ 1

xiþ 1 [xi i ¼ 1; 2; � � � ; n� 1

8<
: ð5Þ

In the mapping of i ! xi i ¼ 1; 2; � � � ; n, the lower the xi is, the lower the
dependence on the historical evaluations will be. That means the later the record is, the
greater the impact of the record is, and the higher the detection sensitivity will be.

4.3 Generation of Cloud Droplets

After the impersonation factor is excluded, a new trusted data set is generated. In this
case, the trusted data set is inputted into the trust cloud generator to obtain the specified
number of the cloud droplets, and the expectation Ex, the entropy En, the super entropy
He as well. The process is described as follows:

Algorithm 1: The trust cloud generator algorithm:
Input: the trust data set X ¼ fxi j i ¼ 1; 2; � � � ; ng, the number of cloud droplets N.
Output: N cloud droplets, and the expectation Ex, the entropy En, the super entropy

He.
Step1: According to the input data set X ¼ fxi j i ¼ 1; 2; � � � ; ng, calculate the

expected Ex, entropy En and the super entropy He, the corresponding formulas are
defined as follows:

Ex ¼ X;X ¼ fxiji ¼ 1; 2; � � � ; ng ð6Þ

En ¼
ffiffiffi
p
2

r
� 1
n

Xn
i¼1

Xi � Exj j ð7Þ

He ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

Xn
i¼1

ðXi � ExÞ2 � E2n

s
ð8Þ

Step2: Generates a normal random number En
0
i with the expectation En and vari-

ance H2e.
Step3: Generates a normal random number xi with the expectation Ex and variance

En
02
i .

Step4: Calculate the membership lðxiÞ ¼ e
� ðxi�ExÞ2

2ðEn0
i
Þ2 , get a cloud droplet ðxi; lðxiÞÞ;

Step5: Repeat the above steps to get N cloud droplets finally.

4.4 Determine the Node Status with the Single Factor

In this paper, the trust factors will be separated to consider when the status determi-
nation of the node is made. That is because an attacking behavior of a node often
conforms to only one of the most obvious features, such as Tampering with Data
Attacks, the other factors may all be normal except the factor of data relevance, and
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only this factor is not quite normal. If we use the common weighting algorithm, the
calculated trust value may only have a small change, which may not be lower than the
judgment threshold, and it is not easily to be recognized. So here we use the trust cloud
model to judge each factor separately. The result of each output of the discriminant is
one of the three states: normal, pending, or malicious. Taking the transmission rate
factor SR as an example, the algorithm for determining the state of a node with the
single factor is as follows:

Algorithm: 2: The node state is determined by the transmission rate factor SR.
Input: The trust value data set SRðiÞ i ¼ 1; 2; � � � ; n.
Output: The state of the node: normal, to be determined, malicious.
Step 1: Preprocess the data, and exclude the impersonation evaluations from the

trust value data set (the process is shown as Fig. 2).
Step 2: Weight the trust evaluations for the data after preprocessing. Assuming that

xi;j is the trust evaluation of node j to node i, and Sj is the state of node j, which can be
one of the states: normal, to be determined, or malicious, these states are denoted by 2,
1, and 0 respectively. In addition, when the state of node j is to be determined, there is
an auxiliary value Aj 2 ½1; 2�, and the corresponding weighting factor is wj. The cal-
culation method of wj can be given by formula (9).

wj ¼
1 Sj ¼ 2
Aj

m Sj ¼ 1
0 Sj ¼ 0

8<
: ð9Þ

Step 3: Weight the preprocessed data according to the time attenuation factor in
Definition 6.

Step 4: Generate the cloud droplets by using the trust cloud generator in Algorithm
1, and get the expectation Ex, the entropy En, and the super entropy He.

Step 5: Use the cloud similarity algorithm in [23] to get the output state.

4.5 Application of the Algorithm

As a kind of trust mechanism for node security judgment, the proposed algorithm can
be added to the topology control algorithm to detect the malicious nodes and improve
the network security of WSNs. As an example of the application in the representative
SEP (Stable Election Protocol) algorithm, the cluster head node has a great influence on
the security of the network because they are the backbone of the whole WSNs.
Therefore, the security of the cluster head node has more significance. The security
state of the node can be judged by using the proposed algorithm, and the outcome can
be regarded as an important evidence to select the cluster head nodes. The nodes with
the normal state have the greatest probability to become the cluster head nodes, the
nodes to be determined have a slightly lower probability to be the cluster head than the
nodes with the normal state, and the nodes with malicious state cannot become the
cluster head nodes, and the data submitted from the malicious nodes will be ignored in
the data fusion. This process is described as follows:
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(1) The clustering stage: Each node selects its cluster head node to form the cluster
structure according to the trust value and other factors, and the initial trust value
will be set to the highest level.

(2) The stable working stage:
(i) The node monitors the communication behavior of its surrounding nodes, cal-

culates the specific values of the three trust factors, and passes them to the base
station.

(ii) For each trust factor and each node, the base station determines the state of the
node by using the method in Sect. 4.

(iii) All the state values judged out from the second step need to be multiplied each
other. If the result of the multiplication is 0, the final state of the node is 0 (that
means malicious); if the result is 8, the final state of the node is 2 (that means
normal); if the result is the others, the node state will be 1 (that means to be
determined).

(iv) The base station saves the results of the judgment and updates the trust table to
each node at the end of the current round.

In addition, considering the situation in an impersonation attack, the malicious node
can continually disguise itself as the other node, reduce the trust value of the node, and
after a while, it may disguise itself as another node. In some trusted security modes, the
trust value of a node is always considered to be a malicious node once it falls below the
threshold. So when the network encounters an impersonation attack, it may lead to
paralysis of the entire network. In order to avoid this phenomenon, the proposed
security algorithm in this paper performs the monitoring and evaluating to the mali-
cious nodes as usual. However, it permits that the nodes with malicious state can
convert to other states depending on its subsequent performances.

5 Simulation Analysis

The proposed algorithm, designed to enhance terms of security for the general topology
control of WSNs, can be applied to most of the topology control algorithms of WSNs.
The performances, such as energy consumption and life cycle of the networks, shall not
be considered in the simulation [24]. In order to test the performance of the algorithm
in trust security, the algorithm development platform MATLAB (R2010b) is used to
carry out the simulation experiments. 100 wireless sensor nodes are distributed in an
area of 100 m � 100 m randomly, and the base station is located at the coordinate
(50, 50). A topology control protocol SEP (Stable Election Protocol) is adopted in the
network. On the basis of the SEP protocol, the proposed trust security mechanism is
introduced. The specific parameters are set up as follows (Table 1):
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5.1 The Changes of the Trust Cloud Before and After the Node Is
Attacked

In order to observe the changes of the trust cloud before and after the attacks, in these
experiments, we set the node’s capture probability as 0.1. The captured node will have
the capacity to perform one of the attacks: Replay attack, HELLO attack, and Tam-
pering with data attack. The cloud images and its digital features of the three kinds of
trust factors before and after suffering from the attacks can be observed in the following
experiments.

Table 1. Simulation parameters setting table

Simulation parameters The value of the parameter

Number of nodes N 100
Distribution area 100 m * 100 m
Base station location (50 m, 50 m)
Packet length 4000 bit
Maximum communication radius 50 m
Node capture rate 10%
Attack type On-off, Replay, HELLO attack, Data tampering
Pa 95.4%
Time slice 3.6 s

Fig. 3. Changes of the transmission rate of the node before and after suffering from the HELLO
attacks
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Fig. 4. Changes of the node’s spatial correlation factor before and after suffering from the
tampering with data attacks

Table 2. Changes of the node’s digital features of the cloud model before and after suffering
from the HELLO attacks

Digital features of the cloud
model

Before
attacking

Beginning of the
attack

Continuous
attack

Expectation Ex 7.8699 0.1943 0.0673
Entropy En 8.7732 2.0128 1.5967
Super entropy He 15.7500 0.5069 0.2247

Table 3. Changes of the node’s digital features of the cloud model before and after suffering
from the tampering with data attacks

Digital features of cloud
model

Before
attacking

Beginning of the
attack

Continuous
attack

Expectation Ex 7.6912 0.9264 0.0928
Entropy En 8.8824 2.1380 1.6308
Super entropy He 15.0294 1.2880 0.1704
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As shown in Figs. 3, 4, 5 and Tables 2, 3, 4 at the beginning of the attacks, the
unconventional behavior of the nodes will cause big changes in the trust cloud image.
As shown in Fig. 4 and Table 3, although the change of expectation Ex is not obvious,
the entropy En and the super entropy He are greatly changed. At this time, the true state
of the node can be easily identified by the proposed algorithm, and it has higher
detection sensitivity. The node that suffers from the sustained attacks will have a
significant change in its expectation Ex compared with that before the attacks, which
makes it easy to set the judgment threshold to distinguish the state of the nodes.

Fig. 5. Changes of the node’s repetitive factor before and after suffering from the replay attacks

Table 4. Changes of the node’s digital features of the cloud model before and after suffering
from the replay attacks

Digital features of cloud
model

Before
attacking

Beginning of the
attack

Continuous
attack

Expectation Ex 5.3015 1.0171 0.2280
Entropy En 6.5809 2.7777 2.2369
Super entropy He 15.4412 0.9270 0.1616
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5.2 Comparison of the Trust Cloud Model with Other Intrusion
Detection Algorithms

On-Off Attacks Without Involving the Malicious Evaluation. In order to further
verify the detection sensitivity of the algorithm, in the following experiments, we set
the initial trust value of all the nodes as 1, and the node has the probability of 0.1 to
become the malicious node with On-off attack. This node has been performing well in
the initial 20 time slices. After accumulating higher trust value, it begins to launch the
attack, and randomly tamper with the collected data and send them out. In addition, we
make a specific quantification in performing the algorithms in this paper. If the state of
the node is normal, the trust value will be set as 0.9. If the status of the node is to be
determined and the auxiliary value is 2, the trust value will be set as 0.8. If the status of
the node is to be determined and the auxiliary value is 1, the trust value will be set as
0.6. If the status of the node is to be determined and the auxiliary value is 0, the trust
value will be set as 0.4. If the status of the node is malicious, the trust value will be set
as 0.2. We can make the trust values in the proposed BCMT algorithm compared with
those in the TLES algorithm in [14] and the IDS algorithm in [16] respectively, and
analyze the performances of these algorithms.

As seen from Fig. 6, the proposed BCMT algorithm can detect the malicious
behavior of the node after about two time slices, while IDS needs about 6 time slices
and TLES needs about 8 time slices. We could find that the BCMT algorithm has better
detection sensitivity than the other two algorithms, and it could detect the nodes with
malicious attacks earlier.

On-Off Attacks with Malicious Evaluation Capabilities. In the case of keeping
other conditions unchanged in last subsection, the On-off attack node has the ability to
launch the impersonation attack after 20 time slices. The node with impersonation

Fig. 6. Comparison of the trust values for the three algorithms
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attack gives the evaluation of trust factor as a rounding up normal random number with
the expectation of 2 and the variance of 0.8. At this time, we just focus on analyzing the
changes of the trust values of these two kind of nodes between the proposed BCMT
algorithm and the TLES algorithm in [14] when a node continues to maliciously
evaluate another node.

Figure 7 shows the changes of the trust values of the impersonation attack nodes
and the slandered nodes. From observing the trust value of the slandered node under
TLES algorithm, we can find that the slandered node is mistakenly regarded as the
malicious node after suffering from the attacks for about 20 time slices. Compared with
the conventional algorithm that does not consider the indirect trust values, this algo-
rithm can resist on the impersonation attacks to a certain extent. However, after many
experiments, we can find that the trust value of the slandered node has a large prob-
ability to fall below the threshold of 0.3, which could cause it to be wrongly judged as a
malicious node after several continuous recommended evaluations become less. In
addition, by observing the trust value of the malicious node in the TLES algorithm, we
can find that the TLES algorithm does not have any detection and penalty mechanisms
for the nodes which are performing the impersonation attacks. By observing the trust
value of the slandered node in the proposed algorithm, we can find that, although the
trust value of the node is affected by the impersonation attack in the beginning of
encountering the impersonation attacks, eventually it can effectively resist on the
impact of the impersonation attacks by the proposed exclusion strategy for imper-
sonation attack with the punishment mechanism. After about 9 time slices, the trust
value of the slandered node is restored to its normal level, the trust value of the node
which initiates the impersonation attack will drop to a minimum level after about 3 time
slices, and it will be judged as the malicious node. Therefore, by comparing with some
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Fig. 7. Changes of the trust values of the defamatory node and the normal node under the two
algorithms

Analysis of WSNs Behavior for Trustworthiness Evaluation 315



representative algorithms, we can find that the proposed algorithm has the abilities to
resist on the impersonation attacks and identify the defamatory nodes in the networks
more effectively.

6 Conclusions

On the basis of the characteristics of WSNs and the behavior of the malicious attacks, this
paper proposes a cloud model based security algorithm, which can effectively resist
conventional network attacks and the impersonation attacks. From the behaviors of
malicious attacks, we consider the transmission rate, data spatial consistency and the time
correlation of the nodes in conventional network attacks, and define three trust factors:
transmission rate factor, spatial correlation factor and the replay attack factor. Furthermore,
through the cloud model, we use these three trust factors to judge the nodes security. In the
states judgment, the influence of the time factor is taken into account, and the time
attenuation factor is defined, which can further improve the sensitivity of the detection. In
addition, the proposed algorithm introduces a strategy of excluding the impersonation
influence through the historical evaluations. This further excludes the influence of
impersonation factors and gives punishment to the defamatory nodes by considering the
acceptance domain of the trust distribution. Simulation experiments show that the pro-
posed algorithm could detect malicious nodes, resist on impersonation attacks, and identify
the impersonation nodes more effectively compared with conventional algorithms.
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Abstract. Security compliance auditing against standards, regulations
or requirements in cloud environments is of increasing importance to
boost trust between stakeholders. Many automatic security compliance
auditing tools have been developed to facilitate accountability and trans-
parency of a cloud provider to its tenants in a large scale and complex
cloud. User operations in clouds that may cause security compliance vio-
lations have attracted attention, including some management operations
conducted by insider attackers. System changes induced by the oper-
ations concerning security policies are captured for auditing. However,
existing cloud security compliance auditing tools mainly concentrate on
verification rather than on evidence provision. In this paper, we propose
an automatic approach to digging evidence for security compliance vio-
lations of user operations, by mining the insights of system execution
for the operations from system execution traces. Both known and poten-
tially unknown suspicious user operation re-quests that may cause secu-
rity compliance violations, or suspect system execution behavior changes,
are automatically recognized. More importantly, evidences related to the
detected suspicious requests are presented for further auditing, where the
abnormal and expected snippets are marked in the relevant extracted
execution traces. We have evaluated our method in OpenStack, a popu-
lar open source cloud operating system. The experimental results demon-
strate the capability of our approach to detecting user opera-tion requests
causing security compliance violations and presenting relevant evidences.

Keywords: Security compliance · Cloud security · Auditing · IaaS
User operations · OpenStack

1 Introduction

An IaaS cloud enables convenient on-demand access to shared cloud resources via
various user operations like VM creation. On the other hand, the multi-tenancy
and self-service nature in clouds implies significant operational complexity, which
may prepare the floor for misconfigurations and vulnerabilities leading to vio-
lations of security compliance [1]. For example, frequent concurrent operation
c© Springer Nature Singapore Pte Ltd. 2019
H. Zhang et al. (Eds.): CTCIS 2018, CCIS 960, pp. 318–337, 2019.
https://doi.org/10.1007/978-981-13-5913-2_20

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5913-2_20&domain=pdf
https://doi.org/10.1007/978-981-13-5913-2_20


Digging Evidence for Violation of Cloud Security Compliance 319

requests are issued and large numbers of VMs are created, deleted and reconfig-
ured, which leads to server sprawls and potential security breaches. The cloud
provider and customers are exposed at great risk to potential loss of reputation
and the breach of confidential data.

Security compliance, in IT systems, is the state of conformance with exter-
nal imposed functional security requirements and of providing evidence there-
from. Security compliance auditing provides proofs regarding the compliance,
and assures the accountability and transparency of a cloud provider to its ten-
ants. Security compliance auditing is demanded by both cloud providers and cus-
tomers. For cloud providers, some cloud users including cloud operators maybe
malicious. For cloud customers, cloud providers and other users maybe malicious.
To verify security compliance, recent researches have focused on analysis of the
impacts of cloud user operations on the system to tell whether com-pliance viola-
tion is caused after the operations. Although Cloud Security Alliance (CSA) [2]
has developed the framework of CloudAudit [3] and guidelines of Cloud Control
Matrix (CCM) [4] to provide high-level security compliance auditing approaches,
how to generate the low-level security compliance related information is still
under research.

To generate the low-level compliance related information for security com-
pliance auditing in clouds is challenging. Extraction of required data from cloud
system for security control verification is sophisticated. Firstly, identification of
relevant data on the right server node can be increasingly difficult as the cloud
scales up. Secondly, massive cloud user operation requests are handled in parallel.
It is difficult to filter and correlate the retrieved data for verification. Moreover,
it is not easy to determine a proper processing method on the extracted data to
automatically detect compliance violations and provide the evidences thereof.

Recently, many researchers(e.g. [1,5–7]) have been working hard to verify the
compliance of each user operation request in clouds. The user operation requests
causing compliance violations can be detected by verification of the operation
request against the desired security property. However, the existing approaches
mainly focus on verification of compliance rather than evidence provision once
the suspicious violation is detected after an operation request is issued. A case in
point is confidential data breach from violation of secure VM disposal after the
deletion operation. The customer tries to delete the VM. The cloud deletes the
resource record in the central database but does not destroy underlying relevant
resources. We seek the answer to the question of how to detect this scenario of a
cloud handling numerous various concurrent user operation requests and provide
evidence for it.

To this end, an automatic approach is proposed in this paper to recognize
the cloud operation requests that may potentially breach security properties,
and more importantly, to provide relevant evidence once the suspicious opera-
tion request is recognized. The execution traces to represent the cloud execution
behaviors related to each user request of target operation are extracted from
cloud system logs. Execution insights of user operations are mined from both
normal and abnormal cloud behaviors based on system execution traces under
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predefined and historical scenarios. The mined low-level execution patterns can
denote the high-level security properties. In this way, based on the mined knowl-
edge, suspicious user operation requests with suspect system execution behavior
changes can be recognized. Relevant evidences are presented for auditors. Addi-
tionally, there is still potential in the cloud logging mechanisms to simplify and
improve the extraction of system execution traces related to user operations,
which has not been fully exploited. We furthermore demonstrate the capability
of our approach to detect security compliance violations and present relevant
evidences with experimental evaluation results on OpenStack [8]. To be more
specific, our work helps in security compliance auditing for OpenStack in the
following way.

– Extracting source data for auditing with consideration of the underlying prin-
ciple in OpenStack, in which way traces related to each user operation request
can be identified and extracted from corresponding distributed log files auto-
matically.

– Classifying execution traces related to user operations for automated com-
pliance violation detection of user requests, with N-gram based method as
well as TF-IDF technique for feature representation and machine learning
technique for execution pattern recognition.

– Detecting potential suspicious operation requests that have not met before
where the relevant execution traces deviate from the execution patterns under
known scenarios especially known normal scenarios.

– Presenting relevant evidences of each suspicious operation request by auto-
mated marking and presentation of abnormal and expected snippets in the
extracted execution traces.

The remainder of the paper is organized as follows. Section 2 discusses related
work. Section 3 describes the preliminaries. Section 4 introduces our approach.
Section 5 presents experiment and evaluation. Finally, Sect. 6 concludes.

2 Related Work

Many tools have been designed to troubleshoot the cloud. CloudWatch [9] and
Ceilometer [10] provide metrics of cloud resources such as CPU usage of VMs.
Vitrage [11] provides root cause analysis service based on cloud metric informa-
tion. Congress [7] offers a policy framework for cloud services to enforce user
policies and then to check the cloud compliance. CloudTrail [12] enables cloud
users to track their history operations. Moreover, [13] builds the correlation
between cloud metrics and logs for operation anomaly detection in AWS cloud.
Many recent studies have focused on problems related to user operations in
OpenStack. [14] detects bugs with logs using intrusive failure injection frame-
work targeting service communications during the processing of external oper-
ation requests. [15] analyzes relevant network messages and distributed system
state for fault location and root cause analysis in OpenStack operations. [16]
diagnoses failures with tracing tools and combines failure injection with data
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analytics. [1] proposes to proactively verify security compliance for clouds by
analysis of potential operations causing violations. LeaPS [5] adopts Bayesian
Network for proactive security auditing of cloud operations. [17] verifies user-
level security properties including common access control and authentication
mechanisms for a large cloud. Furthermore, some work have targeted on incon-
stancy problems in OpenStack. CloudSight [18] allows cloud users system-wide
visibility through a transparency-as-a-service abstraction. [19] proposes network
inconsistency checking based on the comparison of metadata from cloud con-
troller and the actual state of network resources on edge nodes. Additionally,
some work target on software-defined network (SDN) environments. For exam-
ple, Sphinx [20] detects both known and potentially unknown attacks where the
actual network operations are modeled to enable incremental validation of all
network updates and constrains. Libra [21] verifies forwarding tables in very
large networks.

Compared with above work, we focus on identification of both known and
unknown potential suspicious cloud user operation requests based on OpenStack
logs for security compliance auditing. Our work provide as a complementary fine-
grained approach to present relevant low-level evidences for auditors once the
compliance violation is detected.

While many existing tools [22–24] are able to get insights into distributed sys-
tems with intrusive approaches, many log mining tools have been deployed for
problem diagnosis purely with system logs. Some [25,26] aim to detect anoma-
lies in cloud, where a model is learned from logs by correct system runs and
the model is then applied on logs in production. Many tools use system logs
for problem identification. For example, [27] provides a lightweight approach for
cloud deployment failures identification. CSight [28] mines logs of a system’s exe-
cutions to a model of that system’s behavior in the form of a finite state machine
to provide developers with more insight into concurrent systems. LogCluster [29]
proposes a log clustering based problem identification approach for online ser-
vice systems. [30,31] recognize system issues with relevant transaction logs and
produce healing suggestions by adapting the healing actions of similar historical
issues for online service systems. CAM [32] uses supervised machine learning
technique for test alarm cause analysis based on test logs. [33] makes full use of
recent Natural Language Processing (NLP) tool to process system logs to train
classifiers for system problem analysis. Moreover, some work specifically focus
on attack detection. DeepLog [34] detects system anomalies for system security
assurance using deep learning technique. [35] finds early-stage enterprise infec-
tions with logs using belief propagation. LAEPS [36] mines control flow graph
from logs and trains binary classifier for attack detection.

Our work target on detecting user operations causing compliance violations
in the cloud. We identify target user operations, obtain the insights into known
suspicious operation requests and detect unknown suspicious operation requests.
Furthermore, we present relevant execution traces as the evidence where abnor-
mal snippets are marked and relevant expected snippets are shown for auditors.
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Additionally, usually as the first step for automated log analysis, log pars-
ing is to abstract log messages to structured events. Many recent work have
concentrated on automated log parsing. [37] proposes to extract log events
from log statement in source code, while many other work focus on data-
driven approaches using data mining techniques. As a represent of data-driven
approaches, [38] provides implementations for several representative log parsers.
We provide a simplified method for log parsing in OpenStack considering the
characters of its logging mechanism, whereas the mentioned work can be applied
in our framework for situations where logging configurations are not allowed.

3 Preliminaries

3.1 Threat Model

In our work, patterns are learned from logged traces generated by execution
paths under predefined and historical scenarios for cloud security compliance
auditing. Thus, we assume (1) no unauthorized modifications of the cloud source
code or configuration to change its logging behavior, and (2) the integrity of cloud
logs can not be attacked. Existing techniques can be used to protect these data
in cloud, such as hashchain schema [39] or techniques on trusted computing to
establish a chain of trust from TPM chips embedded inside the cloud hardware
[40]. Moreover, cloud users including cloud operator may also be malicious.

Our approach can assist to detect violations of specified security properties.
Instead of detecting specific attacks and intrusions, we focus on detecting suspi-
cious cloud user operations causing security compliance violations. A comprehen-
sive list of critical user operations and several attack scenarios are assumed to be
provided. The guideline on provision of critical operations and attack scenarios
can be inferred in [1].

Motivating Examples. In addition to the insecure resource disposal example
in Sect. 1, two more examples are illustrated in the following for concrete dis-
cussions. The first one is violations of the security property of cloud resource
abuses. CCM [4] has emphasized no abuse of cloud resources since anonymous
users can be affordable to rent thousands of servers from a cloud provider. This
can lead to criminal and malicious activities such as to crack an encryption key
or to stage a DDos attack. In this case, a malicious user may issue suspicious
VM creation requests causing the abuse of VM resources. Another example is
the bypassing firewall rules. A vulnerability [41] in OpenStack can be exploited.
Once the port with no security property enabled is attached to a VM though
update port operation, no firewall rules will be attached to the VM for spoofing
protection and bypassing of firewall rules is caused.
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3.2 User Operations in OpenStack

OpenStack is an open source cloud operating system controlling large pools
of compute, storage, and network resources throughout a data center. Cloud
users can perform various operations on cloud resources in need. OpenStack
contains multiple service components managing different resources in the cloud.
For example, the core component Nova provides an interface to manage VMs,
and supports various virtualization technologies for underlying implementation.
Cloud users can submit operation requests through command line interface, e.g.,
’nova boot’ and ’nova delete’ to create and delete VMs.

The execution of a user operation often involves coordination between ser-
vice components as well as between several distributed service processes within
one service component. For example, to create a VM, Keystone for authen-
tication, Nova to prepare the VM, Glance to provide image, and Neutron to
allocate networks are typically involved. Furthermore, nova-api, nova-scheduler,
and nova-conductor as service processes of Nova on controller node collaborate
to handle user request data and to choose a target host. After RPC messages
are sent to nova-compute on the target host by Advanced Message Queuing
Protocol (AMQP), image and network resources are obtained asynchronously
from service components of Glance and Neutron. Finally, the hypervisor takes
the request from nova-compute to launch the VM. More to the point, as each
service process executes, critical events are recorded in relevant log files of each
service process. When a user operation fails, one can check theses log files for
insights into system executions of the operation.

(a) Some default configurations. (b) Modified configurations.

Fig. 1. Configurations for logging format in OpenStack.

3.3 Logging in OpenStack

As a Python-based system, OpenStack encapsulates logging functions into a
shared module based on standard logging packages in Python. What and how
to log can be configured in every component as needed. Some important default
configurations for logging format in OpenStack are shown in Fig. 1a. Typically,
a log would record timestamp, the process producing this log, logging level, the
module producing this log, context information, the related resource identifier
if exists, and the logged message. Additionally, the exception logs, which are
important for root cause analysis, contain no context information.
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Moreover, the message part in a log corresponds to the formatted string in a
log statement in the source code. Thus, logs generated by the same logging call
are formatted by a common template and share similarity in text. Log parsing
is to abstract the log event from the logs generated by the same log statement.
In other words, a log event can correspond to a log statement. We adopt the
modified configurations in Fig. 1b for log parsing. The modified part in the con-
figuration denotes the function containing the logging call. We can later leverage
this modified part to denote the log event of each log. Note that we refer log
entries to logs and log content to the message part of a log in this paper.

4 Approach

4.1 Overview

Figure 2 presents the overall working process of our approach, which consists of
two stages: training stage and production stage. At the training stage, logs are
grouped, extracted and parsed into log event sequences to represent cloud behav-
iors related to user operations. In this way, execution traces can be recovered
and labeled after monitoring a cloud which is experiencing normal and vari-
ous abnormal behaviors under predefined and historical scenarios. After that,
the recovered execution traces are vectorized for feature representation using
N-gram based method and TF-IDF (Term Frequency - Inverse Document Fre-
quency) technique. Classifiers can then be trained with the labeled vectors for
automatic recognition of suspicious operation requests. Meanwhile, traces related
to system executions of user operations under normal scenarios are collected for
further unknown failure diagnosis. At the production stage, when user operations
are to be verified, log files are collected and relevant execution traces represent-
ing relevant cloud behaviors are extracted. Each trace is then recognized by the
classifier after vectorization. Typically, if some traces are recognized as suspi-
cious operation requests, the normal, abnormal and predicted log events would
be marked in these traces as evidences of compliance violations for auditors.

Fig. 2. Overview of the approach.
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Note that the normal scenario refers to the baseline expected system exe-
cution of the user operation. Moreover, the suspicious scenarios refer to system
executions of user operations causing security compliance violations. Conversely,
non-suspicious scenarios refer to executions of user operations without violations
including normal scenarios and some failure scenarios.

4.2 Data Extraction to Separate Traces from Logs

As shown in Fig. 1a, a log entry contains context information and resource
information identified by request identifier and instance (namely VM) identifier
respectively, except that exception logs contain no context information. Logs
generated by system tasks related to user operations mostly contain either of
these identifiers. We first merge each exception log with its previous log entry.
Then we use the combination of request and instance identifiers to group logs.

Given n log entries after exception logs are handled Flog =< l1, l2, ..., ln >, we
use regulation expressions to extract identifiers in each log entry li. Specifically,
(req-[\w\-]∗) is used for request identifiers and \[instance : ([\w\-]∗)\] is used
for instance identifiers. Then Flog is transformed to a sequence of three-tuples :

Tlog =< (r(l1), v(l1), l1), (r(l2), v(l2), l2), ..., (r(ln), v(ln), ln) >

where li is the log entry, r(li) is the request identifier, v(li) is the instance identi-
fier, and either r(li) or v(li) can be None. All request and instance identifiers are
denoted as Q = {q1, q2, ..., qk, qk+1} and S = {s1, s2, ..., sm, sm+1} respectively,
where qk+1 and sm+1 are None.

Moreover, any request identifier qi is associated with the instance identifier
sj if qi appears in the same tuple with sj , and any log entry lp is associated with
the instance identifier sj if sj appears in lp. We group the three-tuples following
two rules:

1. Tuples with the same request identifier qi are grouped together.
2. If any request identifier qi is associated with multiple instance identifiers,

tuples with the same qi and having the log entry associated with the same
instance identifier sj are extracted and grouped together.

In this way, we can get a dataset extracted from Tlog:

Dlog = {((qi, sij), < lij1 , lij2 , ..., lijend
>)|1 ≤ i ≤ k, 1 ≤ j ≤ a(qi)}

where qi ∈ Q is the request identifier, sij ∈ S is the instance identifier, lijp ∈ Flog

is the log entry, qi is associated with sij and a(qi) is the number of instance
identifiers associated with qi. Any element in Dlog is identified by (qi, sij) and
the element corresponds to the trace generated by the cloud execution task.
There are some additional explanations of Dlog.



326 Y. Yuan et al.

– qi is not None. This means the context information is identified in each log
entry:

• qi is associated with multiple instances. This represents concurrent bulk
operations in one request (e.g., create multiple VMs in one user request).
In this case, log entries without instance identifiers associated can be con-
fusing, and thus are dropped. If log entries identified by qi are analyzed as
a whole in this situation, it could be intricate because different instances
may correlated with different failures.

• qi is associated with unique or no instance. This means such tasks as
network creation where instance identifier is None and VM migration
with unique instance identifier.

– qi is None. Related log entries are mostly generated by some internal sub-
tasks.

A simple data extraction example can be seen in Fig. 3. Firstly, logs are grouped
by request identifiers according to rule (1). Then, logs with the request identifier
req-d81 are further grouped by instance identifiers, and the fifth and the last
log entry is dropped, according to rule (2). The two rules are defined to gather
as more accurate and typical logs as possible for a task related to the cloud
resource.

The objective is to gain insights into the executions about a certain type of
user operations like VM creation. In a cloud operating system like OpenStack,
different types of user operation requests are related to different APIs. Since
the first log entry related to a user request records the entry point of the service
program, we can use the content of the first log entry related to each user request
to identify the operation type. The log content to identify each known operation
is also stored so that we can extract log event sequences related to any targeted
operation type. Moreover, note that although one user operation request may
trigger multiple sub-requests, we take a first step to analyze the logs related to
each original request in this paper. In the experiment, it actually proves effective.

Fig. 3. A simplified example for data extraction from logs.
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4.3 Log Parsing

Log parsing is to abstract log events from log entries. Recording event ID in logs
may greatly facilitate log parsing process [38]. To this end, for each log entry,
we use the logging level part and the modified part as shown in Fig. 1b as the
event ID to identify a log event. The modified part records the function name
containing the logging call and the module containing the function. Additionally,
the log entries with ERROR logging level are handled differently, where the log
content part are kept and the variables in the log content are eliminated. After
this step, take Dlog in Sect. 4.2 as input, we can get:

D′
log = {(Oij , < eij1 , eij2 , ...eijend

>)|Oij = (qi, sij), qi ∈ Pop}

where qi is the request identifier directly associated with user operation request,
Pop is the set of user operation requests related to a common type of operation
identified by the first log entry, j is the number of instance identifiers associated
with qi, and eijp is the log event parsed from the log entry lijp .

Note that Pop represents a type of cloud user operation such as VM creation,
and each type corresponds to a dataset of D′

log. Moreover, each element in D′
log

represents a log event sequence corresponding to an execution trace.

4.4 Classification of Execution Traces for Compliance Violation
Detection

The objective in this step is to classify the recovered execution traces like the
log event sequences in D′

log. There could be concurrently running threads and
redundant sub tasks for a cloud to accomplish a user operation, leading to uncer-
tainty in the permutation and combination of log events corresponding to one
operation. Henceforth, to automatically recognize the execution traces, or log
event sequences, we make use of standard classification algorithms to learn the
patterns of log event sequences related to the operations from limited predefined
and historical cloud issues.

Feature Representation. Any log event sequence corresponding to an execu-
tion trace identified byOij inD′

log can represent a sequence of function calls related
to an execution of the operation. We combine a N-gram based method with a term
weighting technique in information retrieval TF-IDF (Term Frequency-Inverse
Document Frequency) [42] to model a log event sequence as a natural language
sequence. Each log event sequence can be treated as a natural language sequence
and each log event in the log event sequence can be treated as a word.

An n-gram is a contiguous sequence of n items (log events in this paper) from
a given sample of text or speech (log event sequence in this paper). By converting
a sequence of log events to a set of n-grams, the sequence can be embedded in
a vector space for feature representation, thus allowing the comparison between
log event sequences. In this way, with N-gram based method, features related to
event sequences can be constructed with their sequential information maintained.
Typically, when N = 1, it becomes the BOW (bag of words) representation.
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Given D′
log, a train set consisting of log event sequences, we extract n-grams

of all sequences as features. Each feature consists of n log events, and denotes a
dimension of the vector space. Moreover, for any object Oij from either train set
or test set, its feature values represent the occurrence value of the respective fea-
ture in the corresponding event sequence of Oij . The feature value is calculated
using TF-IDF technique as follows:

TF -IDF (t, Oij) = f(t, Oij) × log
|D′

log|
c(t)

where t is an n-gram feature consisting of n log events extracted from the train
set, f(t, Oij) is the frequency of the feature t appearing in the object Oij and
c(t) is the number of objects containing t in the train set. By this means, the
log event sequence denoted by Oij is transformed to a feature vector. Then a
dataset can be constructed from D′

log:

Dfin = {(Oij ,xij)|Oij = (qi, sij), qi ∈ Pop}
where xij is the vector of feature representation of the log event sequence iden-
tified by Oij .

Classification. We attach each object in Dfin with labels of corresponding
scenarios including both normal as well as suspicious system executions of the
operation. After that, we train the labeled dataset by leveraging Multinomial
Logistic Regression model where One-vs-the-Rest (OvR) multiclass strategy is
adopted. This model is a supervised learning algorithm, and there are more than
two categories of the dependent variables (the scenarios of the operation or the
failure types in our case) in question.

For any known scenario c of the user operation, a decision function fc is
learned from Dfin where this scenario c is treated as positive and any scenario
which is not c is treated as negative:

fc(x) = sigmoid(ωTx + b)

where x is the feature vector converted from the log event sequence, and ω as
well as b are learned values. Then given a new vector converted from a newly
recovered event sequence, each function fc is evaluated on the vector. The vector,
and thus the corresponding event sequence, will be assigned to the scenario of
the function that returns the highest value pr. The normalized value pr represent
the probability that the sequence is categorized to a specific known scenario. We
set the threshold for pr to a common value 0.5 so that we can identify ‘unknown’
suspicious scenarios if the value pr is below the threshold.

The resulting classifier can be used to recognize new recovered execution
traces for suspicious scenario recognition of the operation. In this way, the sus-
picious operation requests causing security security violations can also be recog-
nized, since each execution of the operation is categorized to a expected normal
execution, or an execution under a specific abnormal scenario.
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4.5 Evidence Presentation for Compliance Auditing

If any recovered execution trace related to a user operation request is categorized
as a suspicious scenario by the trained classifier at the production stage, we present
the evidences for auditing in the execution trace by comparing the trace with the
traces labeled as the normal system executions of the operation in train set.

At the training stage, with N-gram based method, we get all subsequences
of N events from the normal traces in train set like D′

log in Sect. 4.3. At the
production stage, new extracted traces with the same event sequence are first
grouped together. Then for each trace corresponding to each group, we can tag
each event ei in the trace as normal or abnormal by comparing ei with the last
event of each normal subsequence starting with the N − 1 events previous to
ei. If an event is tagged as abnormal, we would present the predicted events
that should occur after the previous N − 1 events. To be more specific, these
predicted events are provided by collecting the last events of the normal subse-
quences starting with the N−1 events previous to the abnormal event. Moreover,
these predicted events are ordered by calculating the confidence of each pre-
dicted event. The confidence is calculated as follows: cf(eh=epr|eh−N , ..., eh−1) =
count(eh−N , ..., eh−1, eh=epr)/count(eh−N , ..., eh−1) where epr is the predicted
event, count(s) represents the frequency of sub event sequence s appearing in
the normal traces in train set.

By this means, the normal, abnormal and predicted log events are automati-
cally marked in the extracted execution trace of each suspicious user request, to
provide as the evidence of security compliance violation to auditors. In addition,
the Dlog in Sect. 4.2 can provide raw logs related to the suspicious user operation
request as additional evidences for auditing where the user identity information
as shown in Fig. 1a can also be extracted.

5 Experiment and Evaluation

5.1 Experimental Settings

We deploy OpenStack version Ocata as the test bed, including one controller node,
two networking nodes, three nodes as Ceph-cluster for storage backend, and up to
fifty compute nodes. Logging level for OpenStack is set to DEBUG and logging
format is set as shown in Fig. 1b. As a result, all service daemons of OpenStack
would generate all level logs providing rich information for cloud security auditing.
These logs from all server nodes are collected as the data source.

Concurrent user operation requests are submitted through command line
interface. Two typical VM related operations and two typical port related oper-
ations are analyzed in the experiment including VM creation, VM deletion, port
creation and port update. We inject anomalies to simulate real world scenarios.
All scenarios, or injected anomalies, are described in Table 1. For each scenario,
operation requests are submitted randomly, where the corresponding anomaly
is injected, the target operation is replayed and the requests of other operations
are also submitted as noises. In addition, multiple VM instances are created in
one request while the creation requests are submitted concurrently.
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Table 1. All scenarios for the experiment. (*: Security compliance violation)

Operation Scenario Type Security property

VM creation Quota exceeded * No abuse of cloud
resource[43]

Timeout waiting for vNIC
becoming available.

Execution failure –

Scheduling timeout Execution failure –

Ceph connection error Execution failure –

Success Normal scenario –

VM deletion Disability of
nova-compute on the host

* Secure disposal of
cloud resources[44]

Success Normal scenario –

Port creation IP resource exhaustion * No cloud resource
exhaustion[45]

Success Normal scenario –

Port update Disabled port security
property the network

* Bypassing of firewall
rules[41]

Success Normal scenario –

After log files are collected, logs related to the respective execution of the
targeted operation in each scenario are extracted as described in Sect. 4.2, and
then parsed into log event sequences to represent execution traces as described
in Sect. 4.3. The recovered execution traces are then labeled according to the
respective scenario. In this way, data sets of labeled execution traces are con-
structed. Each operation and each execution correspond to a data set and a user
request respectively.

5.2 Evaluation

In what follows, we first evaluate the trace recognition ability of our approach,
by checking the performance of the model to give accurate compliance violation
detection results for each user request related to the target operation. Then we
present the results of suspicious traces to show that evidences can be provided
for compliance violation verification.

Trace Recognition Capability for Compliance Violation Detection.
Two aspects are considered: the ability to detect unknown scenarios and the
ability to recognize known scenarios. As mentioned before, a scenario is denoted
as a system execution of the cloud to complete a user operation request, which
is described by a recovered trace related to the execution. An execution trace is
described by a log event sequence. A known scenario has execution traces labeled
as that scenario in the train set. Contrariwise, an unknown scenario does not
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have any execution traces labeled as that scenario in the train set. Moreover, an
unknown scenario is likely be a potential suspicious scenario where the security
compliance violation is caused, since the unknown deviates from the execution
patterns of known scenarios where the normal expected scenarios are included.
To evaluate the ability to detect unknown scenarios, we randomly select one
scenario in the data set, and separate related execution traces from the data set
as an unknown set and the traces are labeled as unknown.

Fig. 4. F-score of N-gram with different N and with or without TF-IDF.

5-fold cross-validation is used to evaluate the model. After unknowns are sep-
arated, the remaining data set is randomly divided into 5 equal sized portions.
Of the 5 portions, a single portion is retained with the unknown set as the test
set for validation. The cross-validation process is repeated 5 times, where each
of the 5 portions are used once. The 5 results from the folds are then averaged
to produce a estimation. We use macro-Fβ of all known scenarios and Fβ-score
for the unknown scenario to evaluate each result. Firstly, precision and recall
are calculated for each scenario: precision = #correctly recognized as this scenario

#recognized as thisscenario ,
recall = #correctly recognized as thisscenario

#this senario actually in the test set . Then, for unknown scenario, its
F -score is calculated with its precision and recall: F -score = 2×precision×recall

prescision+recall .
Moreover, the mean precision of all known scenarios macro-P and the mean
recall of all known scenarios macro-R are calculated. In this way, macro-F of
all known scenarios can be calculated: macro-F = 2×macro-P×macro-R

macro-P+macro-R .
We specifically take the popular VM creation operation as a case to evalu-

ate the trace recognition capability of our approach. Totally 500 VM creation
requests are submitted in all 4 scenarios of VM creation as described in Table 1.
We precisely recover every execution trace related to each request. After the
500 recovered traces are labeled according to each scenario, these labeled traces
form a data set of VM creation. We randomly select a scenario as an unknown
scenario.

The ‘quota exceeded’ ccan be precisely detect with perfect precision and
recall. Moreover, Fig. 4 shows the results of classifiers with different n-grams and
with or without TF-IDF technique for VM creation. The result for each classi-
fier is obtained from 5-fold cross-validations. The trace would be categorized as
an unknown scenario if the returned value of the classifier is under the thresh-
old 0.5 as described in Sect. 4.4. As mentioned before, the unknown scenario is
not included for calculation of macro-F. The higher macro-F indicates the better
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(a) VM creation. (b) Port update.

(c) VM deletion. (d) Port creation.

Fig. 5. The simplified evidence presentation results for suspicious user operation
requests where dotted boxes are predicted events, boxes with face color are unexpected
events and the rest boxes are normal events

performance of the model to recognize the known scenarios and provide accurate
auditing results for each VM creation request of users. As for unknown scenario,
the higher F-score indicates the better performance to detect the unknown sce-
nario. It can be observed that after improvement from 1-gram by 2-gram, higher
n-gram at most yields slight improvements. Furthermore, all results with TF-
IDF turn out better than those without TF-IDF except for 1-gram. Above all,
2-gram with TF-IDF works well and provides satisfactory results of our model
for trace recognition.

The above results show that our approach can recognize previously met
scenarios especially the suspicious ones where security compliance violation is
caused. Moreover, unknown scenarios where are likely to be suspicious ones can
also be detected.

Evidence Presentation for Suspicious Scenarios. For the detected suspi-
cious scenarios, we provide relevant evidence for security compliance verification.
VM creation, VM Deletion, port creation, and port update operations are ana-
lyzed in this section. The execution traces generated by system executions of user
operations under normal expected scenarios are used as the knowledge base. The
parameter n of n-gram as mentioned in Sect. 4.5 is set to 5.
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For VM creation as shown in Fig. 5a, the security property of no abuse of
cloud resources is violated. We can observe that Nova failed to provision instances
since provision instance event is absent. Accidents occur when checking instance
quota, because the user attempts to create a huge amount of VMs exceeding
the predefined quota. As for VM deletion presented in Fig. 5c, the expected
event handle one response does not occur right after event compute.api.delete
but occurs at end of the trace. We can infer from the trace that Nova does a
local delete for the VM. This insecure disposal of the VM can cause inconsistency
among cloud layers and security compliance violation.

Evidence for a suspicious port creation request is presented in Fig. 5d. It
can be observed that the event to handle security group is absent. After this
port update operation, the related VM is attached with a port of no spoofing
filtering. We can spot the abnormal event and determine that the absent of
spoofing protection is caused by the suspicious port update operation. As for port
creation shown in Fig. 5b, the IP resource of the related network is exhausted.
The expected store ip location event did not occur. Cloud resource exhaustion
is caused.

Above all, we can get insights into the system execution of each operation.
Our method provides essential evidence for compliance violation of suspicious
user operation requests.

5.3 Experiment Summary and Discussions

The experimental results demonstrate the capability of our approach to detect
security compliance violations by automatically recognize both known and
unknown potential suspicious user requests. Moreover, relevant evidences are
presented for further auditing.

Table 2. Comparison with existing most related approaches. The column title F1,
F2, F3, and F4 mean user operation oriented analysis, unknown suspicious scenario
detection, system execution level analysis and evidence provision respectively.

Proposal Objective F1 F2 F3 F4

LogCluste [29] Problem identification No No Yes No

DeepLog [34] Anomaly detection No Yes Yes Yes

Weatherman [6] Compliance auditing Yes No No No

LeaPS [5] Compliance auditing Yes No No No

Our work Compliance auditing Yes Yes Yes Yes

Table 2 shows comparison between four most related approaches and our
work. Four features are mainly considered: user operation oriented analysis (F1),
unknown suspicious scenario detection (F2), system execution level (F3) and
evidence provision (F4). In what follows, we discuss our work with consideration
of detailed comparison with the most related approaches.
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LogCluster groups logs into system execution sequences and identify cloud
problems by comparing new execution sequences with those met before. To
extract and correlate data for auditing, we group logs into execution traces simi-
lar to LogCluster. But differently, we take a step further to mine system execution
insights of user operations from the extracted traces, so that the mined low-level
execution patterns can be mapped to the high-level security properties.

DeepLog uses deep learning to model a system log from normal system exe-
cutions so that anomalies can be detected when the log patterns deviate from
the model. Once an anomaly is detected, workflows are furthermore constructed
from the log to provide evidences for further analysis. Attacks can be detected
in the complex computer systems including clouds. However, the major limit is
to handle the cloud scenario where various concurrent user operation requests
are submitted. In such cases, log patterns are extremely uncertain since how
users issue operation requests are unclear, and false anomalies can be detected.
To solve this problem, we extract and separate execution traces from logs first
to separate target user operations instead of building model directly on the raw
log sequence like DeepLog. Moreover, we build a model to automatically recog-
nize different scenarios rather than just to distinguish whether abnormal or not.
This allows us to recognize security compliance violations of user operations for
auditing.

Weatherman focuses on analysis of changes introduced by user operations
with respect to security properties in the cloud. How operations change the
infrastructure’s topology and configuration is captured using a graph-based
model. The dependency model is established through manual efforts by expertise.
We target on the underlying cloud system dynamic execution behavior changes
of user operations regarding security properties, and use an automatic log-based
approach to recognize the changes.

LeaPS detects critical operations from logs, and verify security compliance
of these operations with cloud data of event notifications and database records.
Predefined attack scenarios with respect to security compliance are detected
in clouds. We build a learning model to recognize different scenarios related
to critical operations, so that unknown potential suspicious scenarios are also
detected. Moreover, relevant evidences extracted from underlying system logs
are provided for auditors.

6 Conclusions

In this paper, we propose an automatic security compliance auditing method to
detect suspicious user operation requests causing security compliance violations
and present relevant evidence based on underlying cloud system execution logs.
Cloud behavior changes related to suspicious user operation requests violating
security properties can be automatically captured by utilizing machine learning
techniques. The extracted execution trace related to each suspicious user request
of each targeted critical operation is presented with normal, abnormal and pre-
dicted log events being tagged as the evidence. The evidence we presented can
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assist to prove whether a specific user operation request accounts for the compli-
ance violation. In addition, we can detect unknown suspicious scenarios related
to user operation requests, where the security compliance is likely to be violated.
As cloud services are going on, these unknown scenarios can in turn be used as
training data to update the learning model for future auditing. Furthermore, once
an execution of an operation is recognized to be a known abnormal scenario, a
corresponding solution can also be recommended for treating the anomaly. The
experimental results on OpenStack results demonstrate the effectiveness of our
approach to detect suspicious cloud user operation requests and present relevant
evidences. In the future, we will take a step further to clarify the accountability
so as to determine the responsibility of the compliance violations based on this
work.
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Abstract. Millionaire problem and private set intersection problem are not only
the basic issues in the secure multiparty computation, but also the building block
for privacy-preserving cooperative computation. However, so far the existing
solutions to the two problems cannot resist the quantum attack, and in the
meanwhile are inefficient enough. Aiming at these drawbacks, in this paper we
first construct two new 0–1 encoding. Subsequently, using the designed 0–1
encoding, we transform Millionaire problem into the summation problem, and
further transform the set intersection problem into the product problem. Lastly,
taking advantage of NTRU homomorphic encryption, we propose Protocol 1 for
Millionaire problem and Protocol 2 for the secure set intersection problem,
respectively. The final analyses indicate that the two protocols designed in this
paper are not only secure against the quantum attack but also more efficient
compared with the previous schemes, In addition, Protocol 1 has more fine-
grained comparing result for any two elements in total order set than the pre-
vious; Protocol 2 has a two-fold functionality in that it is not only secure against
quantum attacks but also applicable for cloud computing environment.

Keywords: Millionaire problem � Private set intersection � Cloud computing
Multi-key NTRU

1 Introduction

The concept of Secure Multiparty Computation (SMC), first introduced by Yao [1],
refers to the fact that multiple parties jointly compute a common function over their
own private inputs without the help of an untrusted third party, such as a cloud server
(CS) [2], where no information about individual inputs can be disclosed. Afterwards,
Goldreich et al. [3, 4] further systematically studied on the security of SMC and
extended the secure two-party computation to multi-party as well as. In the meanwhile,
a formal definition of security about SMC was presented. Actually, all the privacy-
preserving cooperative computation can be classified into in the research field of SMC,
such as privacy-preserving data mining [5–8], privacy-preserving electronic auction
and electronic voting [9], secure credit card payment inquiry [10], privacy-preserving
scientific computing [11], and secure cloud computing [9, 12, 13]. Among the above
problems, Millionaire problem and private set-intersection problem are two most basic
problems in the field of SMC. Millionaire problem means that two millionaires Alice
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and Bob want to know who is richer, but unwilling to disclose their wealth value to
each other. In fact, it can be viewed as the privacy-preserving comparison with two
secret numbers. Private set intersection problem means that multiple parties want to
find out the set intersection, while each participant not obtaining any information about
the others. The two problems are often encountered with by people in real world, such
as the scenarios as follows.

Scenario 1: Two countries want to compare the range of a certain missile. Since such
occasion is a strategic secret about their countries, they can not reveal the distance to
each other except obtaining which country has a longer range. This scenario can be
viewed as Millionaire problem.

Scenario 2: Different military factories want to compare the quality of a certain pre-
cision instrument with the same type. To achieve this goal, they first find out such
precision instrument from different military factories, however there is no military
factory which is willing to expose their own private data to others. This scenario can be
viewed as privacy-preserving set intersection problem.

Since the construction of many SMC protocols heavily depends on the two above
problems, the study on these two problems has an important significance in theory and
practice.

1.1 Related Work

Aiming at Millionaire problem, Yao [14] first proposed the general approach known as
the garbled circuit, which has exponential time complexity with regard to inputs.
Taking advantage of the oblivious transfer and the conversion table of output,
Goldreich et al. [3, 4] also provided a garbled circuit method, which required to encrypt
twice for both parties’ inputs, respectively. Since these general approaches are ineffi-
cient and impractical, for the sake of efficiency, Goldreich [3] declared that the specific
and efficient protocols should be constructed. Motivated by Goldreich declaration,
therefore, many researchers have contributed specific protocols on particular problems
about SMC to improve the performance. Among them, Tuyls et al. [15] designed a
threshold scheme for Millionaire problem through threshold homomorphic encryption,
in which there are 2m intermediate calculation results generated and each requires 6
modulus exponential operations, i.e., the total cost of modulus exponential operations
is 12m (where m is the size of the integer held by the participants). The computational
cost increases linearly with m. Ioannidis and Grama et al. [16] solved Millionaire
problem by utilizing the oblivious transfer protocol as a sub-protocol. Nonetheless,
both computational and communication complexity are still Oðm2Þ. Tzeng et al. [17]
transformed Millionaire problem into the set intersection problem using the technique
of 0–1 coding. Likewise, Li et al. [18] also encoded a private data into a vector using
the technique of 0–1 encoding to handle this problem. Despite the non-trivial encoding
technique in the literature [17, 18], they have a common limitation that they can only
handle whether x� y or x� y, but not further distinguish x ¼ y from x� y or x� y. In
order to solve this problem, Zuo et al. [19] employed Paillier homomorphic encryption
and constructed a protocol for Millionaire problem, which can distinguish three cases:
x[ y; x ¼ y or x\y. In their scheme, the protocol requires m encryption operations,
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1 decryption operation, and lþ 3 homomorphic operations (where m is the elements
number of the total order set, and l is the rank of data held by Bob in the set). However,
Paillier encryption is less efficient than NTRU encryption (showed in Fig. 1). Thus,
their scheme is not efficient enough.

Aiming another problem, private set intersection (PIS) [20–23], many researchers
provide some solutions. Nevertheless, the cost of users in these schemes is considerably
high. In order to save the cost of users, most of the computing tasks can be outsourced
to the cloud through the pay-on-demand pattern. Dong et al. [24] proposed the protocol
for private set intersection with the help of the cloud computing. They make full use of
the properties of polynomial and transform the set intersection problem into the greatest
common factor problem of two polynomials. The transformation technique in this
scheme is very ingenious, and the authors further extend two parties situation to
multiple parties. The solution does save the cost for users by virtue of cloud out-
sourcing technology. Despite this advantage, since it requires 2ðNmþ 1Þ log nðmod n2Þ
modular multiplication operation (where N is the number of participants, m is the
number of elements in the total order set, and n is the public key of Paillier encryption),
the computational cost of users is still high. In addition, the scheme can not resist the
collusion between the cloud server and the participant who owns the private key.
Recently Zhou [25] combined the encoding method with ElGamal homomorphic
encryption and then solved the private set intersection problem in cloud environment.
However, the protocol requires ð2Nþ 1Þm log pðmod pÞ modular multiplication
operations (where N is the number of participants, and p is the public key of the
ElGamal encryption), which makes the computational cost expensive. In addition, the
protocol is the same as Dong’s protocol, which can not fully resist collusion attack.
That is, if the private key holder PN colludes with any other N � 2 participants, they
will learn the encoding of the rest’s secret set, and further obtain all information about
other participants by decoding.

More generally, the common drawback in both schemes mentioned above is not
secure against quantum attack since their security is based on the assumptions of
mathematical hard problems, such as large integer factorization and discrete logarithm
problem, which will be solved in the future with the development of quantum com-
puters although these solutions are secure currently. Thus, these protocols relied on
such mathematical hard assumptions will become insecure. In 1996, Hoffstein et al.
[26] proposed an NTRU (Number Theory Research Unit) encryption, which is a
public-key cryptosystem based on polynomial rings. Essentially, its security depends
on the shortest vector problem (SVP) in the lattice and its security is equivalent to
solving the hard problem at lattice in the worst-case. Thus it is considered to be secure
against quantum attacks. For the shortest vector problem in lattice, the Shor’s attack
algorithm is invalid, and there is no other fast algorithm to solve it in quantum com-
puter, therefore, NTRU can resist the Shor’s attack under quantum computing. This
public key cryptosystem about NTRU has the characteristics of being fast to generate
public and private keys, and easy to execute with parallel computation [27–29].

In addition to the above works, Xia et al. [30] make use of the improved LWE
(Learning With Error) encryption version proposed by Gentry et al. [31] to construct a
protocol for set intersection problem which can resist quantum attack. However, the
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protocol is only suitable for two parties, which is unable to be extend to multiple
parties. Moreover, since this scheme does not deploy in cloud environment and thus the
capability of cloud computing will be useless for users, the cost of users are higher than
that in other schemes [24, 25].

1.2 Our Contributions

In order to overcome the drawbacks above, in this paper we design two protocols
employing encoding method and multi-key NTRU fully homomorphic encryption
(NTRU FHE). The main contributions are listed as follows.

(1) Two new 0–1 encoding method were proposed: Millionaire problem and private
set intersection problem were resolved by combining this 0–1 encoding and the
NTRU FHE, respectively.

(2) It is the first time that a new anti-quantum attack solution to Millionaire problem
were presented: Protocol 1 designed in this paper not only can resist quantum
attacks but also is more efficient than the existing protocols as well as the com-
parison results in Protocol 1 is more fine-grained than that in others.

(3) It is the first time that a new anti-quantum attack solution suitable for the cloud
computing environment to the private set intersection problem: Protocol 2 in
cloud computing environment designed in this paper not only can resist quantum
attack but also is more efficient than the existing protocols.

1.3 Organization

For clarity, we present a roadmap about this paper. The preliminaries is introduced in
Sect. 2, The concreted protocols are described in Sect. 4. While in Sect. 5, we provide
the security analysis about our protocols in detail. In Sect. 6, we make a performance
analysis and an comparison of ours and the existing Finally, we conclude this paper and
point out the open issues and the future research in Sect. 7.

2 Preliminaries

2.1 Multi-key NTRU FHE [32]

The concept of homomorphic encryption was introduced in [33], which allows us to
directly operate on ciphertext to achieve the purpose of plaintext calculating. Initially,
only the semi-homomorphic encryption (SME) is presented, such as ElGamal
encryption and Paillier encryption, all of which merely have one type of homomorphic
operation. Subsequently, FHE has emerged gradually, which can carry out two types of
operations simultaneously. The NTRU FHE is the famous one of all FHE, which is
described as follows.
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(1) Single-key NTRU FHE [32]

Setup: Given a security parameter j, a large prime q ¼ qðjÞ, and a B-bounded error
distribution v (discrete Gaussian distribution) over the ring R � z½x�=hxn þ 1i, the
parameters ðj; n; qÞ are published, The operations in each of the following algorithms
are performed on the ring R � R=ðqRÞ.

KeyGen.: Given a bounded polynomial f 0; g 2 v, suppose f ¼ 2f 0 þ 1 such that
f � 1ðmod2Þ. Let the public key h ¼ 2gf�1 2 Rq and f as the private key (where if the
inverse of f in the ring does not exist, resample f 0).

Enc.: Sample bounded polynomials s; e 2 v m 2 M ¼ f0; 1g (i.e., the plaintext
message m is encoded as a polynomial whose coefficients are set 0 or 1). Output
ciphertext c ¼ hsþ 2eþm 2 Rq.

Dec.: Calculate u ¼ fc 2 Rq, outputting uðmod2Þ as the message m, where the
coefficients of u is required in the range � q=2b c; � � � ; q=2b cgf , and the necessary
condition to decrypt correctly is subject to q[ 72nB2 according to [32].

Eval.: Suppose that there are t ciphertexts c1; � � � ; ct generated by one public key pk.
Given a Boolean circuit C, a new ciphertext, denoted by c� ¼ EvalðC; c1; � � � ; ctÞ, was
generated by homomorphic operation with t ciphertext.

Based on the above, the multi-key NTRU FHE is improved as follows [32], which
consists of four algorithms for all circuit families C.

(2) Multi-key NTRU FHE [32]

KeyGen.: Given a security parameter j, the algorithm generates ðpki; ski; ekÞ
i 2 ½t�ð Þ, where ðpki; skiÞ is a public/private key pair for each user, and ek is a public
evaluation key.

Enc.: Given the public key pki and the message mi, the algorithm generates a
ciphertext ci ¼ ðpki;miÞ i 2 ½t�ð Þ.

Dec.: Given t private keys ski from different users and a ciphertext c��, where the
ciphertext c�� results from homomorphic operations of multi-key FHE, the algorithm
generates the corresponding plaintext by virtue of Decðsk1; � � � ; skt; c��Þ ¼
Cðm1;m2; � � � ;mtÞ.

Eval.: For Boolean circuit C, outputs the result of t ciphertext homomorphic
operation as the following: c�� ¼ EvalðC; ðc1; pk1; ek1Þ; � � � ; ðct; pkt; ektÞÞ.

Actually, the fully homomorphic operation in the above algorithm Eval. can be
considered as the sum or product of two new ciphertexts c01 and c02, where c01 results
from some of t ciphertexts, and c02 from the others. In the meanwhile, each new
ciphertext corresponds to a set of public keys, denoted by K1 and K2, respectively.
Now, we specify the Eval. operation in the following.

(1) Additive homomorphism: directly calculates cadd ¼ c�� ¼ c01 þ c02;
(2) Multiplicative homomorphism: if K1 \K2 ¼ /, then cmult ¼ c�� ¼ c01 	 c02;

otherwise, let K1 \K2 ¼ fpki1 ; � � � ; pkirg, and outputs cnult ¼ c��r by means of the
following method.
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Taking as input ss; es 2 v for all s 2 f0; 1; � � � ; log qb cg, outputs cs ¼ hss þ 2es þ
2sf . Let ek ¼ ðc0; � � � ; c log qb cÞ 2 R log qb c

q . The equation c��j�1 ¼
Plog qb c

s¼0
c��j�1;s2

s can be

represented as a binary format for j 2 ½r�, where r is the cardinality of the intersection

for K1 and K2. Let c��j ¼ Plog qb c

s¼0
c��j�1;scj;s.c

��
j iterate to the end, and there must be cnult ¼

c��r being outputted.
Generally speaking, the above t ciphertexts are encrypted by K1 [K2j j public keys.

Then, the corresponding decryption key for cadd and cnult are from private keys:
ðfK1 fK2Þð

Q
j2ðK1 \K1Þ

fjÞ�1, where fKi denotes the private keys in Ki for i ¼ 1; 2: For more

detail, please refer to the literature [32].
To clarify the decryption process of multi-key NTRU FHE, we present a practical

example for N ¼ 2. Then the decryption process can be simplified as follows.

(I) the decryption process of additive homomorphism:

f1f2ðcaddÞ ¼ f1f2ðc1 þ c2Þ ¼ 2ðf1f2ðe1 þ e2Þþ f2g1s1 þ f1g2s2Þþ f1f2ðm1 þm2Þðmod2Þ
¼ m1 þm2ðmod2Þ

(II) the decryption process of multiplicative homomorphism:

f1f2ðcmultÞ ¼ f1f2ðc1c2Þ ¼ 2ð2g1g2s1s2 þ g1s1f2ð2e2 þm2Þþ g2s2f1ð2e1 þm1Þ
þ f1f2ðe1m2 þ e2m1 þ 2e1e2ÞÞþ f1f2ðm1m2Þ

¼ m1m2ðmod2Þ

For N � 3, the decryption process is similar to that for N ¼ 2.

2.2 Security Model

Goldreich [3] proved that, given a protocol that privately computes functionality f in a
semi-honest model, a protocol that can privately compute functionality f in a malicious
model can be constructed by introducing bit commitment and zero-knowledge proof
that forces each party to either behave in a semi-honest manner or to be detected. The
semi-honest model is not merely an important methodological tool but may also pro-
vide a good model in many settings. It suffices to prove that a protocol is secure in a
semi-honest setting. Therefore, our work focuses on solutions in semi-honest settings
and assumes that all parties are semi-honest.

(1) Semi-honest participants

We assume that all parties are semi-honest. Roughly speaking, a semi-honest party
is one who follows the protocol properly with the exception that it keeps a record of all
its intermediate computations and might derive the other parties’ inputs from the
record.

Two Anti-quantum Attack Protocols for Secure Multiparty Computation 343



(2) Security model in a semi-honest setting

Assuming f ðf1; f2Þ is a probabilistic polynomial time functionality, and p is a two-
party protocol computing f , Alice and Bob hold secret data x and y, respectively. Alice
and Bob compute f ðf1; f2Þ collaboratively where fi ¼ f ðx; yÞ; i ¼ 1; 2 in such way that
Alice and Bob can obtain f1ðx; yÞ and f2ðx; yÞ without disclosing any information about
x; y, respectively. The intermediate view during the execution of p Alice obtained
denoted by view1ðx; yÞ. Similarly, the intermediate view Bob obtained denoted by
view2ðx; yÞ, and the output obtained by Alice and by Bob denoted by output1ðx; yÞ, and,
output2ðx; yÞ, respectively,
Definition 1 [4]. For a functionality f , we say the protocol p securely computes
f ðx1; � � � ; xNÞ in the presence of semi-honest participants, if there exist polynomial-time
algorithms (simulators) S1 and S2 such that

fðS1ðx; f1ðx; yÞÞ; f2ðx; yÞÞg cfðview1ðx; yÞ; output2ðx; yÞÞg; ð1Þ

fðf1ðx; yÞ; S2ðy; f2ðx; yÞÞÞg cfðoutput1ðx; yÞ; view2ðx; yÞÞg: ð2Þ

where c denotes computational indistinguishability. Thus, to prove that a multi-party
computation protocol is secure, we must show the simulator S1 and S2 subject to
Eqs. (1) and (2) hold, respectively.

(3) Security model in a cloud computing environment

SMC in a cloud computing environment is different from that in a traditional
environment since there exists an additional participant as a semi-honest cloud sever
(CS) besides original participants. Therefore, the security simulation paradigm in a
cloud computing environment is more complicated than that in the traditional. Here, we
assume that all parties including CS are honest-but-curious.

Suppose each participant Pi holds secret data xi for i ¼ 1; 2; � � � ;N: f ðx1; � � � ; xNÞ ¼
ðf1ðx1; � � � ; xNÞ; � � � ; fNðx1; � � � ; xNÞÞ is a probabilistic polynomial time function. The
total Nþ 1 parties including CS jointly compute f ðx1; � � � ; xNÞ in such way that each
participant Pi obtains fiðx1; x2; � � � ; xNÞ without revealing any information about data xi.
During the process, we must ensure that no information about secret input xi is dis-
closed to others, even in the presence of collusion.

Similarly, the view obtained by each participant Pi denoted by viewiðx1; � � � ; xNÞ
and the view by CS denoted by view0ðx1; � � � ; xNÞ during the execution of the protocol
p. There exist two types of collusion in this setting. One is that at most N � 1 par-
ticipants collude to compromise the privacy of the others; the other is that the CS
collude with some participants for the same sake and in the worst case, the CS will
conspire with at most N � 1 participants. We denoted the view in the former by
viewIðx1; � � � ; xNÞ where I
 ½N�, 2� jIj �N � 1 and the view in the latter by
viewI 0 ðx1; � � � ; xNÞ where I 0 
 ½N� [ fCSg, 2� jI 0j �N. Each user Pi sends his
encrypted data EðxiÞ to CS. Eðx1; � � � ; xNÞ is defined as the intermediate result com-
puted by CS, who forwards them to each participant (i.e., the output generated by CS).
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Definition 2. In a cloud computing environment, we say the protocol p computes
f ðx1; � � � ; xNÞ securely, if there exist polynomial-time algorithms (simulators) Si, S0, SI
and SI 0 such that all the equalities in the following Table 1 hold simultaneously.

3 Millionaire Problem

3.1 Description of the Problem

Alice has the secret data x, and Bob has the secret data y. Both of them want to decide
whether x\y; x ¼ y or x[ y without disclosing the privacy of each other’s data.

3.2 Transformation of the Problem

In this paper, we first encode the secret data of either party into a 0–1 vector according
to 0–1 encoding method, and then solve Millionaire problem with the single-key
NTRU FHE. Now, we describe the 0–1 encoding as follows.

Table 1. Security model in cloud computing environment

Secure acquirement Simulator

Non-
collusion

Privacy of each
participant Pjðj 2 ½N�Þ
(for Pi, i 6¼ j)

Siðxi; fiðx1; � � � ; xNÞÞ
c viewiðx1; � � � ; xNÞ

Privacy of N
participants
P1;P2; . . .;PN (for
CS)

S0ðEðx1Þ; � � � ;EðxNÞ;Eðx1; � � � ; xNÞÞ
c view0ðx1; � � � ; xNÞ

Collusion Privacy of each Pj (for
the collusion among I
participants
P1;P2; . . .;P Ij j, where
j 62 I, jIj �N � 1

SIðfxigI ; ffiðx1; � � � ; xNÞgIÞ
c viewIðx1; � � � ; xNÞ

Privacy of Pjðj 2 ½N�Þ
for the collusion
between CS and I 0

participants
P1;P2; . . .;P I 0j j,
where, j 62 I 0jI 0j �N

SI0 ðfxigI
0
; fEðxiÞgI

0
; ffiðx1; � � � ; xNÞgI

0
;Eðx1; � � � ; xNÞÞ

c viewI 0 ðx1; � � � ; xNÞ

Note: The notation c represents that the calculation is computational indistinguishability.

Notation ffiðx1; � � � ; xNÞgI and fxigI present ffiðx1; � � � ; xNÞgI ¼ ffiðx1; � � � ; xNÞj
fiðx1; � � � ; xNÞ2 ff1ðx1; � � � ; xNÞ; . . .; fN�1ðx1; . . .; xNÞg and fxijxi 2 fx1; x2; � � � ; xN�1g; i 2 Ig,
respectively. others similarly. When the four formulas hold simultaneously in the Table 1 above,
we can guarantee that any participants do learn nothing about the private information of any other
participants in the entire process of running the protocol p, regardless of there exist collusion or
not. Therefore, to prove that in the cloud computing environment MPC is secure, we must
construct a simulator that makes all the equations in Table 1 hold simultaneously.
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0–1 Encoding: Define a total order set U ¼ fv1; v2; � � � ; vmg, where the elements are
satisfied with v1\v2\ � � �\vm. Assume x ¼ vk; y ¼ vl. Alice encodes the secret data
x ¼ vk into an m dimensional 0–1 vector a ¼ ða1; a2; � � � ; a6Þ where each component ai
is set 1 or 0 according to the following rule:

ai ¼ 1; i ¼ k; kþ 1
0; others

:

�
ð3Þ

Furthermore, Bob calculates the sum
Pl
i¼1

ai ¼ w according to the position of y ¼ vl

in the set U. The resulting value w can be divided into three cases: if w ¼ 0, then k[ l,
i.e., x[ y; if w ¼ 1, then k ¼ l, i.e., x ¼ y; otherwise k\l, i.e., x\y.

Using the above encoding method, Millionaire problem is transformed into a
summation problem. To clarify our encoding method, the specific Example 1 is given
as follows.

Example 1. Define a total order set U ¼ f1; 2; 3; 4; 5; 6g. Alice holds the secret integer
x ¼ 3, and Bob holds three different integers y ¼ 2; 3; 4 which will be ready to compare
with Alice’s data. The process of comparison between both is shown in Table 2.

3.3 Concreted Protocol

Protocol 1. Efficient solution to Millionaire problem.
Input: Define a total order set U ¼ fv1; v2; � � � ; vmg. Alice’ s input is the secret data

x, and Bob’s input is the secret data y, such that x; y 2 U, and x ¼ vk; y ¼ vl.
Output: Alice and both want to decide whether x[ y, x ¼ y, or x\y without

learning any other information.

(1) Alice encodes her own secret data x into an m-dim. 0–1 vector a ¼ ða1; � � � ; amÞ
according to Eq. (3).

(2) Taking as input a security parameter j. The KeyGen. algorithm of single-key
NTRU FHE generates a pair of public and private keys for Alice and publishes the
public key. Subsequently, Alice encrypts each component of vector a with the
public key, and sends the encrypted vector to Bob.

Table 2. Comparison of two integers

Alice’s data 0–1 encoding Bob’s data Summation Comparison result

3 a ¼ ða1; a2; a3; a4; a5; a6Þ
¼ ð0; 0; 1; 1; 0; 0Þ

2
w ¼ P2

i¼1
ai ¼ 0

x[ y

3
w ¼ P3

i¼1
ai ¼ 1

x ¼ y

4
w ¼ P4

i¼1
ai ¼ 2

x\y
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(3) Upon receiving the encrypted vector EðaÞ ¼ ðEða1Þ; � � � ;EðamÞÞ, Bob randomly

chooses two polynomials r1; r2 2 v, and computes
Pl
i¼1

EðaiÞþ hr1 þ 2r2 ¼

EðPl
i¼1

aiÞ ¼ EðwÞ by using the property of NTRU additive homomorphism. Later,

Bob returns EðwÞ to Alice.

(4) Upon receiving EðwÞ, Alice obtains w ¼ Pl
i¼1

ai with his own private key. Then

Alice can determine whether x[ y; x ¼ y, or x\y according to the value w.
(5) Alice tells Bob the result.

Sketch. On one hand, the encrypted vector a are not able to disclose the privacy of
data x since only Alice holds the private key. Therefore, this guarantees on the privacy
of the data x. On the other hand, upon receiving EðaÞ from Alice, Bob chooses two

random polynomials r1; r2 2 v to mask EðaÞ and calculates EðwÞ ¼ Pl
i¼1

EðaiÞþ

ðhr1 þ 2r2Þ ¼ EðPl
i¼1

aiÞ by using the property of additive homomorphism. Here, the

random polynomial hr1 þ 2r2 plays a crucial role in protecting the privacy of data y
while not affecting the result of decryption due to the self-blind property of

NTRU FHE. In contrast, if Bob calculates the value Eðw0Þ ¼ Pl0
i¼1

EðaiÞ ¼
Pl
i¼1

EðaiÞ
directly without blinding, then Alice will obtain l0 through a brute force attack, and
further learn l ¼ l0. This will reveal the privacy of data y. Therefore, there is no way to
obtain the privacy of each other’s data in our protocol. For more detail, we will give the
informal version of security analysis in Sect. 5.

4 Private Set Intersection in Cloud Environment

4.1 Description of the Problem

We say the private set intersection (PSI) that N clients want to find out the intersection
of their sets with the help of cloud sever and also want to prevent the other parties
including the cloud sever from finding out anything more about their own set than the
elements of the intersection.

4.2 Transformation of the Problem

As mentioned in the introduction, our contribution focuses on resisting quantum attacks
and save the cost of clients. For the sake, we first present another new 0–1 encoding
method to encode each set into an m-dimensional 0–1 vector, and further solve PSI
problem with the help of CS by using the multi-key NTRU. Significantly, it is the first
time in cloud environment that we design a protocol for PSI resisting quantum attack.
Now, we present another 0–1 encoding as follows.
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0–1 Encoding: Given N clients P1; � � � ;PN , each has a private set, respectively,
S1; � � � ; SN 
U¼fv1; v2; � � � ; vmg, where U is defined a total order set and its elements
are satisfied with v1\v2\ � � �\vm. Each client Pi encodes his own private set Si into
an m-dim. 0–1 vector ai ¼ ðai1; ai2; � � � ; aimÞ for i ¼ 1; 2; � � � ;N, where each compo-
nent aij is set 1 or 0 for j ¼ 1; 2; � � � ;m according to the following rule:

aij ¼
1; vj 2 Si
0; vj 62 Si

(
; i ¼ 1; 2; � � � ;N; j ¼ 1; 2; � � � ;mð Þ: ð4Þ

Next, the product of the j-th component in all vector can be calculated and finally
result in an m-dim. vector, each component of which denoted by wj, i.e.,

wj¼
QN
i¼1

aij; j ¼ 1; 2; � � � ;m. The resulting value wj can be divided into two cases: if

wj ¼ 1, it means that there is a common element vj will be appeared in the intersection
S; otherwise, the element vj will not be appeared.

From the above encoding method, PSI problem is transformed into a product
problem. To clarify our new encoding method, the specific Example 2 is given as
follows.

Example 2. Define a total order set U ¼ f1; 2; 3; 4; 5; 6; 7g. Given clients P1, P2, P3,
each has a private set, respectively, S1 ¼ f1; 3; 6; 7g; S2 ¼ f2; 3; 6; 7g; S2 ¼ f3; 4; 6g.
The process of computation on the intersection about S1; S2; S3 is shown in Table 3.

4.3 Concreted Protocol

Protocol 2. PSI in cloud computing environment.
Input: Define a total order set U ¼ fv1; v2; � � � ; vmg. Given number of N clients

P1; � � � ;PN , each has a private set, S1; � � � ; SN 
 U, respectively.
Output: With the help of CS, each client wants to find out the intersection S ¼

S1 \ S2 \ � � � \ SN without learning any other information.

Table 3. Computation on intersection

Participants Secret sets Corresponding 0–1 encoding Calculate product Non-zero
elements

Set
intersection

P1 S1 ¼ f1; 3; 6; 7g a1 ¼ ða11; a12; a13; a14; a15; a16; a17Þ
¼ ð1; 0; 1; 0; 0; 1; 1Þ wj ¼

Y3
i¼1

aij

¼ ð0; 0; 1; 0; 0; 1; 0Þ
j ¼ 1; 2; � � � ; 7

w3 ¼ 1;

w6 ¼ 1

S ¼ f3; 6g

P2 S2 ¼ f2; 3; 6; 7g a2 ¼ ða21; a22; a23; a24; a25; a26; a27Þ
¼ ð0; 1; 1; 0; 0; 1; 1Þ

P3 S3 ¼ f3; 4; 6g a3 ¼ ða31; a32; a33; a34; a35; a36; a37Þ
¼ ð0; 0; 1; 1; 0; 1; 0Þ
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(1) Each client Pi encodes their own secret sets Si into an m-dim. 0–1 vector ai ¼
ðai1; ai2; � � � ; aimÞ according to Eq. (4).

(2) Taking as input a secure parameter j, the KenGen. algorithm of multi-key
NTRU FHE generates a public/private key pair ðpki ¼ hi; ski ¼ fiÞ for each client
Pi. Next, each client encrypts vector ai with his own public key pki ¼ hi and
further obtains EðaiÞ ¼ ðEðai1Þ; Eðai2Þ; � � � ;EðaimÞÞ. Lastly, all encrypted vectors
are sent to CS.

(3) Upon receiving encrypted vectors, CS computes the product of the j-th component
in all vector by using the homomorphic property of the multi-key NTRU FHE,

i.e., EðwjÞ ¼
QN
i¼1

EðaijÞ, j ¼ 1; 2; � � � ;m: Lastly, CS returns EðwÞ ¼
ðEðw1Þ; � � � ;EðwmÞÞ to any client. For simplicity, here we assume EðwÞ will be
sent to the first client P1.

(4) After receiving EðwÞ, client P1 calculates u1 ¼ f1EðwÞ ¼ ðf1Eðw1Þ; � � � ; f1EðwmÞÞ
with his private key f1. Then client P1 sends u1 to client P2.

(5) For i ¼ 1; 2; � � �N, each client Pi in turn calculates ui ¼ fiui�1 ¼
Qi
i¼1

fiEðwÞ upon

receiving ui�1 from client Pi�1. Eventually, the last client PN obtains w ¼ uN ¼

fNuN�1 ¼
QN
i¼1

fiEðwÞ and finds out the intersection S ¼ S1 \ S2 \ � � � \ SN

according to the value w.
(6) PN publishes the result S to other clients.

Sketch: In the non-collusive setting, any client can not learn any information except
the encrypted vectors since each client encrypts the private data with his own public
key. In the collusive setting, the collusion is divided into two types: one is that at most
N − 1 clients conspire to compromise the privacy of the rest; the other is at most N − 1
clients collude with CS to compromise the privacy of the rest. First, we analyze the
latter. Without loss of generality, assume that clients P1; � � � ;PN�1 collude with CS to
compromise the privacy of client PN . On one hand, any party directly learns nothing
about the privacy of client PN from the encrypted vector EðaNÞ ¼
ðEðaN1Þ; � � � ;EðaNmÞÞ without the private key of client PN when receiving the
encrypted vectors EðaiÞ ¼ ðEðai1Þ;Eðai2Þ; � � � ;EðaimÞÞ from each participant. On the
other hand, CS computes EðwÞ ¼ ðEðw1Þ; � � � ;EðwmÞÞ by the homomorphic operation,
and N � 1 clients obtain directly the intersection S by their sets. The intersection S is
the subset of the result from the N � 1 collusive participants. In such case, they still
learn nothing information about non-intersection elements for PN . Next, we analyze the
former. When CS does not participate in collusion, the worst case is that there are at
most N � 1 participants to collude. In general, suppose that N � 1 participants
P1; � � � ;PN�1 conspire to obtain the privacy of participant PN . The analysis of this case
is similar to that without CS participating. For more detail, we will give the informal
version of security analysis in Sect. 5.
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5 Security Analysis

Theorem 1. Protocol 1 securely computes Millionaires problem in the semi-honest
setting.

Proof: We will prove this theorem by showing two simulators, S1, S2, such that
Eqs. (1) and (2) hold simultaneously. We will first show the simulators S1. Assume
f1ðx; yÞ ¼ f2ðx; yÞ ¼ w. Randomly choosing y0 ¼ vl 2 U so that f1ðx; y0Þ ¼ f1ðx; yÞ and
taking ðx; y0Þ as input, S1 proceeds as follows.

(1) Constructs a vector a ¼ ða1; a2; � � � ; amÞ according to protocol 1.
(2) Encrypts the vector a by using the single-key NTRU FHE, and obtains the

encrypted vector EðaÞ ¼ ðEða1Þ;Eða2Þ; � � � ;EðamÞÞ.
(3) Chooses two random polynomials r01; r

0
2 2 v, and further calculates

Eðw0Þ ¼
Xl

i¼1

EðaiÞþ 2gf�1r01 þ 2r01 ¼ Eð
Xl

i¼1

aiÞ:

(4) Decrypts Eðw0Þ, and obtain w0.

In Protocol 1, S1ðx; f1ðx; yÞÞ ¼ fa;EðaÞ;Eðw0Þ; f1ðx; y0Þg, view1ðx; yÞ ¼ fa;EðaÞ;EðwÞ;
f1ðx; yÞg. Obviously, the equality w0 ¼ w holds since f1ðx; yÞ ¼ f1ðx; y0Þ. Therefore, the
equality Eðw0ÞcEðwÞ holds. Consequently, we have

fS1ðx; f1ðx; yÞÞ; f2ðx; yÞgcfview1ðx; yÞ; output2ðx; yÞg:

Likewise, we can further show the other simulator S2 in a same way such that

ff1ðx; yÞ; S2ðy; f2ðx; yÞÞgcfoutput1ðx; yÞ; view2ðx; yÞg:

For simplicity, we have omitted the detailed process of constructing simulator S2.
Combining the above, we conclude Protocol 1 is secure and complete our proof.

Theorem 2. In cloud computing environment, Protocol 2 securely computes the
intersection of multiple sets in the semi-honest setting.

Proof: To prove Theorem 2, we must construct simulates Si; S0; SI ; SI 0 so that all
equalities in Table 1 hold simultaneously. For simplicity, here we only give the con-
struction method about Si; SI 0 . The construction process for S0; SI is omitted.

Case 1. Construct the simulator Si.
On this occasion, there is no collusion between participants and CS. In Protocol 2,

fiða1; � � � ; aNÞ ¼ fjða1; � � � ; aNÞ ¼ wði 6¼ jÞ, or fiða1; � � � ; aNÞ ¼ fjða1; � � � ; aNÞ 6¼
wði 6¼ jÞ, suppose fiða1; � � � ; aNÞ ¼ fjða1; � � � ; aNÞ ¼ wði 6¼ jÞ, and we construct the
simulator Si. Si randomly chooses a01; � � � ; a0i�1; a

0
iþ 1; � � � ; a0N so that

fiða01; � � � ; a0i�1; ai; a
0
iþ 1; � � � ; a0NÞ ¼ fiða1; � � � ; ai; � � � ; aNÞ, and takes ai and

fiða1; � � � ; ai; � � � ; aNÞ as input to proceed the following steps.
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(1) Constructs N � 1 vectors as the following according to Protocol 2:

a01 ¼ ða011; � � � ; a01mÞ; � � � ; a0i�1 ¼ ða0i�1;1; � � � ; a0i�1;mÞ;
a0iþ 1 ¼ ða0iþ 1;1; � � � ; a0iþ 1;mÞ; � � � ; a0N ¼ ða0N1; � � � ; a0NmÞ:

(2) Encrypts a01; � � � ; a0i�1; ai; a
0
iþ 1; � � � ; a0N by using the multi-key NTRU FHE, and

obtains Eða01Þ; � � � ;Eða0i�1Þ;EðaiÞ;Eða0iþ 1Þ; � � � ;Eða0NÞ.
(3) After receiving Eða01Þ; � � � ;Eða0i�1Þ;EðaiÞ;Eða0iþ 1Þ; � � � ;Eða0NÞ; SI 0 calculate

Eðw�Þ ¼ QN
k¼1;k 6¼i

Eða0kÞEðaiÞ.
(4) Decrypts Eðw�Þ, and obtain w�.

In Protocol 2,

Siðxi; fiðx1; � � � xNÞÞ ¼ fai; fiða01; � � � a0i�1; ai; a
0
iþ 1; � � � ; a0NÞ;Eðw�Þ;w�g;

viewiðx1; � � � ; xNÞ ¼ fai;fjða1; � � � ; aNÞ;EðwÞ;wgðj 2 ½N�; j 6¼ iÞ:

Since w� ¼ fiða01; � � � ; a0i�1; ai; a
0
iþ 1; � � � ; a0NÞ, and fiða01; � � � ; a0i�1; ai; a

0
iþ 1; � � � ;

a0NÞ ¼ fiða1; � � � ; aNÞ ¼ w, equality w� ¼ w holds, further, Eðw�ÞcEðwÞ holds as well.
Therefore, we have

Siðxi; fiðx1; � � � ; xÞÞ c viewiðx1; � � � ; xNÞ:

Likewise, we can construct anther simulator S0 such that

S0ðEðx1Þ; � � � ;EðxNÞ;Eðx1; � � � ; xNÞÞ c view0ðx1; � � � ; xNÞ:

Case 2. Construct the simulator SI 0 .
Without loss of generality, suppose CS colludes with N � 1 participants

P1; � � � ;PN�1, they want to obtain the information about the non-intersection elements
of PN . In Protocol 2, fiða1; � � � ; aNÞ ¼ fjða1; � � � ; aNÞ ¼ wði 6¼ jÞ, or fiða1; � � � ; aNÞ ¼
fjða1; � � � ; aNÞ 6¼ wði 6¼ jÞ, suppose fiða1; � � � ; aNÞ ¼ fjða1; � � � ; aNÞ ¼ wði 6¼ jÞ, and

construct the simulator SI 0 I 0 ¼ fP1; � � � ;PN�1;CSgð Þ. Let fEðaiÞg½N� and EðwÞ ¼
QN
i¼1

EðaiÞ as the input and output generated by CS, respectively. Let faig½N�1� and

ffiða1; � � � ; aNÞg½N�1� as the input and the output of participants P1; � � � ;PN�1. Simu-

lator SI 0 takes faigI
0
; fEðaiÞg½N�; ffiða1; � � � ; aNÞgI

0
as input, and proceeds the following

steps.
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(1) Randomly chooses a vector a0N ¼ ða0N1; � � � ; a0NmÞ, so that

fiða1; � � � ; aN�1; aNÞ ¼ fiða1; � � � ; aN�1; a
0
NÞ i 2 ½N � 1�ð Þ:

(2) Encrypts the vectors a1; � � � ; aN�1; a0N by using the multi-key NRTU FHE, and
obtains Eða1Þ; � � � ;EðaN�1Þ;Eða0NÞ.

(3) After receiving Eða1Þ; � � � ;EðaN�1Þ;Eða0NÞ; SI 0 calculate Eðw00Þ ¼ QN�1

i¼1
EðaiÞEða0NÞ.

(4) Decrypt Eðw00Þ, and obtain w00.

In Protocol 2,

SI 0 ðfxigI
0
; fEðxiÞg½N�; ffiðx1; � � � ; xNÞgI

0
;Eðx1; � � � ; xNÞÞ

¼ ffaig½N�1�; fEðaiÞg½N�;Eðw00Þ;w00g;

viewI 0 ðx1; � � � ; xNÞ ¼ ffaig½N�1�; fEðaiÞg½N�;EðwÞ;wg:

Since w00 ¼ fiða1; � � � ; aN�1; a0NÞ and fiða1; � � � ; aN�1; aNÞ ¼ fiða1; � � � ; aN�1; a0NÞ;
w ¼ w00 holds, and further EðwÞcEðw00Þ holds. Therefore, we have

SI 0 ðfxigI
0
; fEðxiÞg½N�; ffiðx1; � � � ; xNÞgI

0
;Eðx1; � � � ; xNÞÞ c viewI 0 ðx1; � � � ; xNÞ:

The above process proves that privacy of participant PN can be protected even if CS
and P1; � � � ;PN�1 are collusive. The reason is that viewI 0 ðx1; � � � ; xNÞ is derived only

from fEðaiÞg½N�,faig½N�1�, ffiða1; � � � ; aNÞg½N�1�, and EðwÞ, which contains nothing

information about participant PN where fEðaiÞg½N�, and faig½N�1� are the input about
the CS and P1; � � � ;PN�1.

In contrast, if CS does not participate in collusion, i.e., there are just some par-
ticipants P1; � � � ;PN collude, we can also construct another simulator SI in a similar
way as simulator SI 0 such that

SIðfxigI ; ffiðx1; � � � ; xNÞgIÞ c viewIðx1; � � � ; xNÞ:

6 Performance Analysis

6.1 Analysis of Protocol 1

(1) Theoretical analysis

For Millionaire problem, the technique in the literature [17–19] mentioned in
Introduction is similar to ours. Therefore, we make a performance comparison between
the literature [17–19] and our protocol 1 in this section. The operation mainly included
in the literature [17–19] and ours is encryption and decryption operations. For the
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computational cost, we only consider the “costly computation”. As the computational
overhead of modular multiplication operation dominate those of the others, we evaluate
the computational overhead of each protocol by counting the number of encryption,
decryption, and modular multiplication operations included in all phases except the
preparing phase. For comparison, we assume that the encoding size m in all protocols is
identical.

Computational Cost: Let U be the total order set, and jUj ¼ m. There are m
encryption operations and 1 decryption operations required in Protocol 1, and m
encryption operations, m decryption operations, and 2m log pþ 4m� 6 modular
multiplication operations required in [17]. While in [18], there are m encryption, 1
decryption, and 3l modular multiplication operations required, and in [19], m
encryption operations, 1 decryption operation, and lþ 3 modular multiplication oper-
ations required where l represents the position of Bob’s data in the set U.

Communication Overhead: There are two types of measurements to evaluate the
communication overhead: one is the number of exchanged bits in the protocol; the
other is the number of communication rounds. Generally, in SMC field the latter is used
to measure the communication overhead. There is a three-round communication
required in [17–19] and our protocol 1, respectively.

Properties: Here, we refer the more fine-grained result and the better resistance to
quantum attack as a measurement evaluating the properties in [17–19] and our protocol
1, where 	 means no this property, otherwise √. The detailed comparison of our
protocol 1 and those in [17–19] in terms of computational cost and communication
overhead are shown in Table 4, and the properties comparison of our protocol 1 and
[17–19] is shown in Table 5, where E and D denote encryption and decryption,
respectively.

Table 4. Efficiency Comparison of Protocol 1 and Those in [17–19]

Computational cost Communication
overheadEncryption and decryption

time
Module
multiplication

Protocol 1 mEþD 3
Literature [17] mEþmD 2m log pþ 4m� 6 3
Literature [18] mEþD 3l 3
Literature [19] mEþD lþ 3 3

Table 5. Properties Comparison of Protocol 1 and Those in [17–19]

Anti-quantum attack Fine-grained

Protocol 1 √ √
Literature [17] 	 	
Literature [18] 	 	
Literature [19] 	 √
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From Table 4, we can observe that though the communication overhead in the
literature [17–19] is the same as our protocol 1, the computational cost in them is
higher than that in ours. In addition, as shown in Table 5, our protocol 1 can obtain the
more fine-grained result than others because our protocol 1 can determine two numbers
equal or not whereas the others not even though all protocols can determine which
number is larger. More importantly, None of protocols in [17–19] can resist quantum
attack except ours. Therefore, our solution to the Millionaire problem is not only
resistant to quantum attacks but also more efficient than the existing protocols, as well
as the comparison results is more fine-grained than others as well.

(2) Experiment simulation

From the theoretical analysis, we can observe the efficiency of the protocols in [17,
18] is lower than that in [19]. Therefore, here we can merely compare the efficiency
between our protocol 1 and that in [19]. For clarity, we provide experiment simulation
to evaluate the consuming time of Paillier encryption in [19] and NTRU encryption in
our protocol 1, The whole experimental setting is implemented in JAVA on a PC with
the following configurations: Intel(R), Windows 7 Ultimate, CPU AMD A6-3240M
1.5 GHz, 4.00 GB memory.

During the experiment, the public key n used by Paillier encryption in [19] has the
same size as the module n in modular polynomial uðxÞ ¼ xn þ 1 used by NTRU
encryption in protocol 1. Fix q equal to 1024 bits in the equality uðxÞ ¼ xn þ 1. Let n
equal to 128 bits, 192 bits, 256 bits, 384 bits, and 512 bits, respectively. We can obtain
the sum of the consuming time of encryption and decryption operations corresponding
to different n in Paillier encryption and NTRU encryption, respectively. Further, the
average time is evaluated by seven experimental data chosen randomly from the results
Finally, A comparison of the average time consumed by NTRU encryption and Paillier
encryption is showed as Fig. 1.

Fig. 1. Comparison of average time consumed between two algorithm
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According to Fig. 1, we observe that the consuming time of NTRU encryption is
fewer than Paillier encryption. Especially with n increasing, this advantage is more
prominent than before. Therefore, the efficiency of protocol 1 is higher than that in
[19], and obviously, it is higher than that in [17, 18].

6.2 Analysis of Protocol 2

(1) Theoretical analysis

For PSI problem, we make a performance comparison between the literature [24,
25] and our protocol 2 in this section. These three schemes are all based on homo-
morphic encryption. As the modular multiplication operation dominates those of the
others, we evaluate the computational overhead of each protocol by counting the
number of modular multiplication operation. In [24] and [25], Paillier and ElGamal
encryption systems are employed and the corresponding modulus n2 and p denoted by
Mn2 and Mp, respectively. q and 2 are the modulus of our protocol 2, denoted byMu;q;2.
For comparison, we assume that the encoding size m in all protocols is identical and N
denotes the number of participants.

Computational Cost: Let each client Pi holds a set Si 
U for i ¼ 1; 2; . . .;N,
respectively. Each parties Pi in Protocol 2 requires 2m modular multiplication opera-
tions, and all clients require a total of 2Nm modular multiplication operations. In [24],
all the participants require Nmþ 1 modular exponentiation operations, each of which
can account for 2 log n multiplication operations in [17]. Therefore, 2ðNmþ 1Þ log n
modular multiplications are required in [24]. In [25], there are mN encryption opera-
tions and m decryption operations required. Each encryption requires 2 log p(modp)
modular multiplications and each decryption requires log p modular multiplication
operations. Thus, the protocol in [25] requires a total of ð2Nþ 1Þm log p modular
multiplication operations.

Communication Overhead: There are 4N � 2 and ð2þ kÞN � k � 2 communication
rounds required in the literature [24, 25], respectively (where k is the number of share
about segmentation ciphertext for each participant, 2� k�N). The protocol 2 requires
3N � 1 rounds communication.

Properties: Here, we refer whether the protocol is suitable for a cloud computing
environment, whether can resist quantum attack, and whether can resist collusion attack
as a measurement evaluating the properties in [24, 25] and our protocol 2. where 	
means no this property, and ¥ means having part of property, otherwise √.

The comparison of our protocol 2 and those in [24, 25] in terms of computational
cost and communication overhead are shown in Table 6, and the properties comparison
is shown in Table 7.
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From Table 6, we can observe that the efficiency in Protocol 2 in this paper is
higher than those in [24, 25]. From Table 7, though Protocol 2 and those in [24, 25] all
make use of cloud computing technology, Protocol 2 can not only resist quantum
attacks but also fully resist collusive attack, while [24] cannot resist collusion, and [25]
can not fully resist collusion. Therefore, Protocol 2 designed in this paper achieves a
better performance than others.

(2) Experiment simulation

For clarity, we provide experiment simulation to evaluate the consuming time of
log nðMn2Þ in [24], log pðMpÞ in [25] and Mu;q;2 in our protocol 1, respectively. The
whole experimental setting is the same to the Subsect. 6.1.

During the experiment, the public key n used by Paillier encryption in [24] and
public key p used by ElGamal encryption have the same size as the module n in
modular polynomial uðxÞ ¼ xn þ 1 used by NTRU encryption in protocol 2. Fix q
equal to 1024 bits. Let n equal to 128 bits, 256 bits, 380 bits, and 512 bits respectively,
We calculate the time consumed by the modular multiplication operation Mn2Mp and
Mu;q;2, respectively. For each group of parameters, we randomly take 7 experimental
results from the total to come up with each modular multiplication operation. Then the
average time consumed by each modular multiplication is obtained eventually, a total
of time consumed by log nðMn2Þ; log pðMpÞ, and Mu;q;2 are further calculated,
respectively. As showed in Table 8.

Table 6. Efficiency Comparison of Protocol 2 and Those in [24, 25]

Computational cost Communication overhead

Literature [24] 2ðNmþ 1Þ log nMn2 4N � 2
Literature [25] ð2Nþ 1Þm log pMp ð2þ kÞN � k � 2 (2� k�N)
Our protocol 2 2NmMu;q;2 3N � 1

Table 7. Performance Comparison of Protocol 2 and Those in [24, 25]

Cloud computing environment Anti-quantum attack Anti-collusion attack

Literature [24] √ 	 	
Literature [25] √ 	 ¥

Our protocol 2 √ √ √

Table 8. Average time consumed by one modular multiplication under different modulus

n (p) (bits) log nMn2 log pMp Mu;q;2

128 2.179 1.741 0.456
256 7.910 6.424 0.561
380 14.027 12.545 0.713
512 25.424 19.581 1.035
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From Table 8, the trend graphs about them are plotted as shown in following Fig. 2.

According to Fig. 2, the average time consumed of log nðMn2Þ in Paillier encryption
and that of log pðMpÞ in ElGamal encryption are more than that of Mu;q;2 in NTRU
encryption. That is, log nðMn2Þ[Mu;q;2 and log pðMpÞ[Mu;q;2, and the gap of con-
suming time among them become larger as the modulus increasing. Thus, from the
theoretical analysis and the experiment simulation, we can conclude the efficiency of
protocol 2 in this paper is higher than that in [24, 25].

7 Conclusion and Open Problems

Millionaire problem and private set intersection problem are two basic problems in
SMC, which have can be applied to many scenarios. To our knowledge, however, the
security of the most existing solutions guaranteed by traditionally hard problem will be
collapsed if the quantum computers are built. To deal with it, in this paper we design
two new protocols, combining 0–1 encoding with NTRU FHE, to solve Millionaire
problem and private set intersection problem. It is the first time that both our protocols
can resist quantum attack. Especially, our protocol 2 can be conducted in cloud
environment, and our protocol 1 can obtain the fine-grained result. The final perfor-
mance analysis indicate that the two protocols in this paper can achieve a higher
efficiency than others.

With the rapid development of cloud computing, outsourced computing is
becoming indispensable technology. In the meanwhile, it is desirable that to solve real-
time online problems will become increasing by virtue of cloud computing. Therefore,
we will explore the real-time online solution to SMC problems in the cloud environ-
ment in the future work.

Fig. 2. Comparison of average time consumed among the three algorithms
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Abstract. In order to solve the data security problem in cloud storage system, an
access control scheme which supports for a finer attribute expression for cloud
storage data based on CP-ASBE (Ciphertext-Policy Attribute-Sets Based
Encryption) is proposed in this paper, which can solve the problem of attribute
confusion based on attribute encryption algorithm. Amulti-authorization center is
used to address single-point security issues. The digest of plaintext is used to
encrypt the plaintext, and then theCP-ASBE encryption key is used to improve the
efficiency and save the storage space of the cloud storage. In terms of attribute
revocation, access control lists are used to handle coarse-grained privilege revo-
cation. For fine-grained attribute revocation, proxy re-encryption is used and the
complex calculations are delegated to the computationally powerful DataNode
node. The confidentiality, integrity, non-repudiation, availability and security of
the scheme are analyzed and proved. The results show that the cloud storage data
access control scheme based on CP-ASBE can effectively improve the security of
user data in HDFS (Hadoop Distributed File System) cloud storage system.

Keywords: Access control protocol � Cloud storage
Attribute set based encryption scheme

1 Introduction

With the rapid development of science and technology, the amount of data needed to be
processed in the application of the industry is increasing rapidly. At the same time, the
amount of data generated by the applications of the industry is also increasing
explosively [1]. Traditional data processing technology has been unable to handle data
with terabytes [2] or even petabytes [3, 4] magnitude order, the big data technology has
solved this problem preferably, but the security problem of big data technology has also
caused huge losses to some users. As a part of cloud storage, access control plays a
very important role in the whole cloud storage system. With the conditions of access
control become more and more, the fine-grained degree of access control becomes finer
and finer, the time cost in the access control process increases dramatically, which has
gradually become a performance bottleneck of cloud storage system [5].

© Springer Nature Singapore Pte Ltd. 2019
H. Zhang et al. (Eds.): CTCIS 2018, CCIS 960, pp. 360–371, 2019.
https://doi.org/10.1007/978-981-13-5913-2_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5913-2_22&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5913-2_22&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-5913-2_22&amp;domain=pdf
https://doi.org/10.1007/978-981-13-5913-2_22


HDFS (Hadoop Distributed File System) cloud storage system is a cloud storage
platform studied by many scholars. The existing Kerberos-based access control
mechanism in HDFS has some shortcomings, such as load problems, single-point
security issues, fine-grained access control, data transported in plaintext and data
encryption. Li and Ma et al. proposed an access control scheme on HDFS based on PKI
(public key infrastructure) [6, 7], while Yin et al. proposed an access control scheme
based on PKI and ECC [8], using ECC to reduce computing and transmission costs.
However, all these solutions have some drawbacks, and each user is assigned a pair of
public and private keys, which means the key management is difficult and the flexibility
and scalability of the system are poor.

Due to the shortcomings of the PKI security scheme, many scholars have begun to
study the use of IBE scheme [9, 10] which is based on identity-based cryptosystem to
achieve access control. Liu et al. [11] realized the access control of cloud data through
IBE, and some symmetrical encryption methods such as 3DES, AES are used to
encrypt the data in transit to ensure that files are not snooped. Liu et al. [12] proposed
another scheme to achieve access control using IBE. However, in the IBE scheme, the
same file may be encrypted into multiple files due to using different keys, which will
seriously waste the storage space of the cloud storage cluster.

In order to solve the problem based on the IBE security mechanism, Sahai and
Waters proposed an attribute-based security system ABE [13], Chase [14], Ruj [15] and
others proposed a distributed ABE scheme, an improved ABE scheme for distributed
authorization centers is proposed by Chase et al. [16]. Kim [17] and Muller [18] et al.
have developed an ABE system with multiple authorization centers based on shamir
threshold sharing mechanism. However, all of the above schemes are based on the
study of simple attribute set, which can not achieve the precise definition of users with
complex attributes, can not support the cloud storage environment with complex
ciphertext rules well, and can not resist the attack of user confusing attributes. The CP-
ASBE-based scheme was first proposed by Bobba et al. [19]. The key structure in this
algorithm is a set of attributes based on a recursive set. The elements in the set can be
either a set of attributes or a single attribute. In this way, the algorithm can not only
support complex attribute representation, but also avoid user confusing attribute attack
by placing associated attributes in a set of attributes and limiting the way that users can
only associate attribute elements in the same subset when decrypting ciphertext. Firstly,
this paper analyzes the shortcomings of the security mechanism of HDFS cloud storage
system, and then discusses the advantages and disadvantages of various schemes for
improving cloud storage access control at home and abroad. Then, based on the
shortcomings of the above schemes, a cloud storage data access control scheme based
on attribute set encryption algorithm is proposed.

In the first section, the modeling of the scheme is given, and the framework of the
scheme is introduced. The second section describes the specific process of the scheme.
The third section evaluates the confidentiality, integrity, non-repudiation and avail-
ability of the scheme. Finally, the security proof of the scheme is given in the fourth
section.
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2 Scheme Modeling

2.1 Safety Hypothesis

(1) The cloud storage server is honest and curious. While processing the data
according to the protocol, there is the possibility of snooping through the user
data.

(2) The central authorization center is trusted, while the general authorization center
is semi-trusted.

(3) Communication between authorized centers or between authorization centers and
users is performed in full accordance with secure communication protocols.

2.2 Overall Framework

The scheme is made up of three main entities: cloud storage server HDFS, autho-
rization center AA and users. HDFS includes a NameNode and several Data Nodes; the
authorization center consists of a central authorization center and several general
authorization centers; Each general authorization center has a set of attributes that are
not intersected. The user is divided into file uploader Owner and general user. The
system frame diagram is shown in Fig. 1.

Where attribute authorization center is mainly composed of central authorization
center and general authorization center, which mainly provides user attribute authoriza-
tion service.When a user makes a request for attribute validation to the system, the central

Fig. 1. System frame diagram
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authorization center validates the attributes submitted by the user first, and then the
corresponding set of attributes will be generated. After that, several other general
authorization centers generate their own private keys for the attributes according to the set
of attributes and distribute the private keys to the users through a secure way.

The file owner is the uploader of the file. He can set the access policy for the file he
uploaded. Only the user who satisfies the access policy can decrypt the file. At the same
time, for the file that is not uploaded by him, he is just a normal user.

The general user has the attribute private key obtained from the authorization center
and can obtain the ciphertext from the cloud storage server. However, the ciphertext
can be decrypted only if the attribute private key in his hand satisfies the access policy
of the ciphertext.

NameNode is the commander in HDFS. It maintains the file system tree and all
directories and files in the tree for the entire cloud storage system. It is also responsible
for managing and maintaining the file system namespace, and records the corre-
sponding information of each file block to the DataNode. In addition, it needs to direct
all the DataNode.

DataNode is the working node of the cloud storage server and the actual data
storage medium. All the data is stored on several DataNodes, which obey the
instructions of NameNode. When users request files, they are responsible for trans-
mitting files to users.

3 Specific Process

3.1 System Initialization

(1) The central authorization center (CA) initializes the system using the CP-ASBE
scheme proposed in Ref. [19] to generate the system master key MK and the
public key PK, where the MK is kept by CA.

(2) The CA verifies the general authorization center AA, and after the verification is
passed, it is authorized and assigned the corresponding master key.

(3) The CA responds to the request of the user and verifies its attributes, and the
corresponding attribute set is generated after the verification is passed.

(4) The general authorization center AA generates a corresponding attribute private
key SK and an attribute certificate for the user according to the attribute set of the
user and the attribute possessed by itself, and distributes it to the user. The user’s
attribute certificate is similar to the PKI’s public key certificate, except that it
binds the user’s identity information to the user’s attribute information.

3.2 Writing Files

(1) Before uploading a file to a cloud storage server, a user with write authority needs
to establish an access policy P for the file to allow a particular user to access the
file first.

(2) The user generates the private keys Kv and public keys Ks, which are used for
signing and verifying the file, respectively.
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(3) The user generates digest ‘a’ for files to be uploaded.
(4) The user uses Ks to sign ‘a’ and generates Signa.
(5) The user encrypts files with ‘a’ and generates ciphertext CP.
(6) Users use CP-ASBE algorithm and P policy to encrypt ‘a’, Signa, Ks and Kv to

generate ciphertext CK.

The flow chart of user writing files is shown in Fig. 2.

3.3 Reading Files

(1) After the user obtains the file from the cloud server, the user decrypts the CK
using the attribute private key. If the attribute private key cannot satisfy the access
policy set by the file owner, the file cannot be decrypted.

(2) If the user’s attribute private key meets the read access policy set by the file
owner, the user can get Signa, a, and Kv from the CK. When the read/write access
policy set by the file owner is satisfied, the user can obtain Signa, a, Kv and Ks
from CK, where Ks is used for writing file operations.

(3) The user uses a to decrypt the CP and get the plaintext M from it.
(4) The user calculates a digest a0 of M, compares a with a0 to confirm whether they

are the same, and verifies the integrity of M.
(5) The user uses Kv to decrypt the Signa and compares a0 with a* obtained from

Signa to verify the legitimacy of the data source.

The flow chart of the user reading files is shown in Fig. 3.

Start

Making access 
policy

Generating Ks and 
Kv

Calculate the digest a 
of plaintext M

Signing a with Ks

Encrypt M with a

U sin g   CP-ASBE 
algorithm to encrypt a, 
Signa, Ks and Kv .

End

Fig. 2. Flow chart of user writing files
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3.4 Attribute Revocation

Attribute revocation is also an important issue affecting the efficiency of the whole
scheme. Attribute revocation means that some attributes of the user in the system are
invalid or the user is no longer authorized at all.

The access control rights in this scheme are determined by the access control list in
NameNode and the attribute private key in the user’s hand. In the attribute-based
encryption scheme, the steps of attribute revocation are cumbersome and the compu-
tational overhead is relatively large. Therefore, for the control of some coarse-grained
access rights, we can use the access control list in the NameNode to complete. For
example, if you want to revoke a user’s authority to read a file, we just need to add
control rules to the file’s own access control list. The user’s attribute private key does
not need to be updated through cumbersome operations. The specific steps for revoking
the user’s authority to read files are shown in Fig. 4.

To revoke an attribute, you need to update the corresponding components in the
system public key PK and the system master key MK associated with the attribute, then
update the private key for each user who owns the attribute and has not revoked it yet,
and finally update all the ciphertext in the cloud whose access policies are related to the
attribute.

Fig. 3. Flow chart of user reading files
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Fig. 4. Flow chart of revoking user’s authority

Fig. 5. Diagram of attribute revocation
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When ciphertext needs to be re-encrypted, the traditional way is to decrypt the
ciphertext first and then re-encrypt it with the new key. If the data is decrypted and then
encrypted in the cloud, there is a risk of privacy leakage. Therefore, the scheme uses
proxy re-encryption to complete the operation of updating the user private key and
updating the ciphertext. The authorization center can delegate to the DataNode for
proxy re-encryption to lighten the burden on the authorization center. A diagram of
attribute revocation is shown in Fig. 5.

4 Security Analysis

(1) Confidentiality

In this scheme, the encryption of data is based on attribute set. Each ciphertext
needs the user to satisfy the access control policy set by the file owner to be decrypted
into plaintext. Compared with the schemes [6–8], this scheme does not need to manage
a large number of keys. In addition, the encryption of data is based on the end-to-end
encryption mode. Because the scheme is designed in an environment where the cloud
storage server is not entirely trusted, the encryption of plaintext by the file owner and
the decryption of data ciphertext by the user are carried out on the client side. In this
way, even if the ciphertext is stolen by a malicious user by a special means during the
transmission process or when stored in the cloud storage server, the malicious user does
not have the attribute key required to decrypt the ciphertext, so it is impossible to
decrypt the ciphertext to snoop on the plaintext.

(2) Integrity

Compared with the schemes [14] and [15], this scheme can verify the integrity of
the file after downloading the file. In the stage of reading files, the user downloads the
ciphertext together with the digest information from the cloud storage server. The user
can verify the integrity of the ciphertext by calculating the digest of the plaintext and
then comparing it with the decrypted digest information.

(3) Non-repudiation

In many attribute-based encryption schemes, such as scheme [14–18], non-
repudiation is not involved, in this scheme, at the stage of writing a file, by signing the
digest of a document, evidence can be left for the modification of the document. Only
when a file’s signature is verified can its data source be guaranteed to be legitimate.

(4) Availability

The integrity of the data directly affects the availability of the data. In this scheme,
the integrity of the data can be detected as early as possible by verifying the digest. In
order to prevent the loss of data when the legitimate user uses the data, in HDFS, each
piece of data is kept in at least three copies and stored in different places, when a place
fails to provide data to the user for some reason, HDFS will send a copy of the data
from other places to the user.
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(5) Data redundant

Compared with the scheme [9–12], this scheme improves the utilization of cloud
storage space. In this scheme, the digest of plaintext is used to encrypt the plaintext.
Because the plaintext is the same, the digest should be the same, so the ciphertext
encrypted with the digest is the same, finally the same plaintext will generate the same
ciphertext. In this way, the cloud storage server can appropriately discard the same
ciphertext to save the storage space of the cloud storage server.

(6) Hybrid encryption mechanism

Hybrid encryption mechanisms are used in many CP-ABE based access control
schemes, such as scheme [15], using a generated symmetric key to encrypt attribute
ciphertext. This scheme uses the digest of plaintext to encrypt the plaintext, and then
uses the scheme based on attribute set encryption to encrypt the digest, which not only
avoids the inefficiency of directly using the scheme based on attribute set encryption to
encrypt the plaintext, but also can verify the integrity of the data.

(7) Anti-attribute confusion

In many access control schemes based on CP-ABE, such as [14–18], it is possible
for users to use the method of attribute confusion to form attributes that they should not
hold. The CP-ASBE algorithm used in this scheme prevents the possibility of attribute
confusion by setting the concept of attribute set.

5 Proof of Safety

Definition (Decisional Bilinear Diffle-Hellsman (DBDH) problem): Let G1, G2 be two
groups, g be generator of G1, e be bilinear mapping. Make a random selection in
a; b; c 2 Zq, distinguish tuple between ðg; ga; gb; gc; eðg; gÞabcÞ and ðg; ga; gb; gc;
eðg; gÞZÞ.

Hypothesis (DBDH Hypothesis): There is no algorithm that can solve DBDH
problems with non-negligible advantages in any polynomial time.

(1) Initialization: The attacker picks an access policy T to be attacked.
(2) System establishment phase: The challenger obtains PK and MK through the

initialization algorithm and the key generation algorithm, and sends the PK to the
attacker.

PK ¼ fG0; g; h1 ¼ gb1 ; f1 ¼ g
1
b1 ; h2 ¼ gb2 ; f2 ¼ g

1
b2 ; eðA;BÞ ¼ eðg; gÞabg

MK ¼ fb1; b2; gabg

(3) Query phase 1: The attacker asks to generate the attribute private keys of attribute
A1*An, where A1*An cannot satisfy T. The challenger generates the attribute
private keys SK1*SKn which are corresponding to the attributes A1*An and
sends them to the attacker.
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(4) Challenge phase: The attacker sends two plaintexts M1 and M2 of equal length to
the challenger. The challenger then randomly selects one of them, then encrypts
Mb with T to get the CT, and sends the CT to the attacker.

CT ¼ fT; eC ¼ Mb � eðg; gÞabc; fCðwÞ ¼ hhw;1;C
ðwÞ ¼ hhw;2;

8yðwÞ 2 Y ðwÞ : CðwÞ
y ¼ gqyð0Þ;C0ðwÞ

y ¼ HðattrðyðwÞÞÞqyð0Þ;

8xðwÞ 2 XðwÞ : eC ðwÞ
x ¼ hqxð0Þw;2 gWw¼1g

(5) Query phase 2: Repeat the operation of query phase 1.
(6) Output phase: The attacker outputs a guess b0 of b. If b0 ¼ b, the challenger

outputs b0 ¼ 0. Otherwise, the challenger outputs b0 ¼ 1.

When b0 ¼ 1, the attacker did not get information related to Mb, so

Pr½b0 ¼ bjb ¼ 1� ¼ 1
2

When b0 ¼ 0, it means that the attacker got a Mb, and the attacker has a non-
negligible advantage to attack the scheme. And

Pr ¼ ½b0 ¼ bjb ¼ 0� ¼ 1
2
þ e

The advantage of the challenger in guessing right about b0 ¼ b:

Advc ¼ Pr½b0 ¼ b� � 1
2
¼ 1

2
Pr½b0 ¼ bjb ¼ 0� � 1

2
¼ e

2

If the attacker can break the scheme with a non-negligible advantage e, then there is
a polynomial time algorithm that can solve the DBDH problem with a non-negligible
advantage. According to the assumption that the DBDH problem is difficult to solve, it
means that there is no polynomial time algorithm that can solve the problem with a
non-negligible advantage. Therefore the scheme is safe for CPA (Chosen-Plaintext
Attack).

6 Conclusion

In this paper, an access control scheme for cloud storage is proposed based on attribute
set encryption algorithm of ciphertext strategy to solve the problems of single point
security, waste of storage space and complex key management in existing access
control schemes for cloud storage. The scheme can achieve a flexible, fine-grained
access control, as well as data source authentication and data integrity verification. At
the same time, the multi-authorization center is used to solve the security problem of
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single-point mode, and the encryption of plaintext by using the digest of plaintext
solves the problem of waste of storage space. The algorithm of attribute set encryption
based on ciphertext strategy avoids the loophole of CPABE attribute confusion and
supports more detailed attribute expression, which makes the proposed scheme more
suitable for complex cloud storage environment than the scheme based on CPABE.
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Abstract. As the source of spamming, phishing, malware and many more such
attacks, malicious URL is a chronic and complicated problem on the Internet.
Machine learning approaches have taken effect and obtained high accuracy in
detecting malicious URL. But the tedious process of extracting features from
URL and the high dimension of feature vector makes the implementing time
consuming. This paper presents a deep learning method using Stacked denoising
autoencoders model to learn and detect intrinsic malicious features. We employ
an SdA network to analyze URLs and extract features automatically. Then a
logistic regression is implemented to detect malicious and benign URLs, which
can generate detection models without a manually feature engineering. We have
implemented our network model using Keras, a high-level neural networks API
with a Tensor-flow backend, an open source deep learning library. 5 datasets
were used and 4 other method were compared with our model. In the result, our
architecture achieves an accuracy of 98.25% and a micro-averaged F1 score of
0.98, tested on a mixed dataset containing around 2 million samples.

Keywords: Network security � Malicious URL detection � Deep learning
Stacked denoising autoencoder

1 Introduction

Typing an URL is the first and foremost step for a user to surf the Internet, and this
simple move could lead to a variety of attacks such as drive-by download, watering
hole, phishing and malicious exploiting attempts. The URLs used to implement the
attacks are so-called malicious URLs.

To solve these notorious attacks, an efficient way is determining whether an URL is
malicious and stifle the attack in the cradle. Several researchers have proposed machine
learning techniques, which can learn features from URL samples and distinguish them
from benign URLs. Including support vector machines [1], decision trees [1, 2], logistic
regression [3] and ensembles learning [4]. These machine learning approaches bring
well-known advantages: freedom from collecting blacklist and artificially crafting filter
rule, more efficiency by introducing automatic detection, and result in higher accuracy
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rate. Although previous work has a good detection rate, malicious URLs detection
based on feature engineering and machine learning still suffered a number of short-
comings: up to 800 billion new websites a year make it harder to extract features, and it
could not deal with the higher and higher dimension of feature vector and acquire a
acceptable training time, and the shortage of malicious training dataset limit the
accuracy. Also, classifier based on feature engineering could be circumvented and
evaded [6, 7] through hidden feature created by confusion and encoding [1], one case is
using short URL to implement attack [8].

To resolve the problems mentioned above, we make the following contributions in
our research:

• Freedom from manually crafting features. Compared with static URL analysis, we
introduce the deep learning technique to implement an auto feature extraction
module, which can generate detection models without a manually feature engi-
neering. Unlike most existing approaches, the deep learning method can learn high
level features by deconstructing and reconstructing URL samples.

• Detecting unknown attacks and fighting against URL evade technology. Since the
model did not use artificial features, it breaks the wall of human’s fixed cognition to
shallow malicious features. The generated model is able to extract implicative
correlation between features, which could indicate more intrinsic property of
malicious URLs. Therefore, our approach has the capability of identifying new
malicious URL sample format that previously unknown.

• Experiment and Evaluation. We have implemented our network model using Keras
[10], a high-level neural networks API with a Tensorflow [11] backend, an open
source deep learning library. 5 datasets were used and 4 other method were com-
pared with our model. The experiment results in a 98.52% accuracy rate with 1.96%
false positive rate.

In a word, our approach offers a qualitative promotion in online malicious URL
detection and automate the process of feature extracting, similar with teaching the
model to learn features themselves. And we also acquire a good detection rate when
meet new samples that never show in test data-set. We present the background in
Sect. 2. Then Sect. 3 introduces the main idea of our approach and deep learning
framework. Section 4 shows the experiment detail and results. Section 5 reviews a
great deal of related work. Finally, Sect. 6 provides the conclusions and discussions.

2 Background

Throughout this paper we focus on how to identify whether an URL is malicious or
benign on the Internet. This section provides a background on URL resolution, mali-
cious detection and deep learning, the detection method we use in this paper.

2.1 Uniform Resource Locator Resolution

As people locate a building using a real address on a map, uniform resource locators
are the global address of individual resources on the Internet. As specified in the
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RFC 1738 [27], URL is a human-readable text string which can be parsed by
common browser and translated into multi-step process to locate the server and
resource. The following is the syntax format of a standard URL:

<protocol>://<hostname>:<port>/<path>?<query>#<fragment>

2.2 Malicious URL Detection

Malicious URL detection is usually treated as a binary classification problem. Previous
approaches to detect malicious URL could be broken down into three categories:

(1) Reactive (Black-list): Services like IE SmartScreen and Google Safe Browsing is
using black-list, and they have a low overhead and low false-positive rate. But due
to the huge amount of newly generated malicious URLs everyday, maintaining an
exhaustive increasing list of malicious URLs is impossible. Also, black-list
method can never detect a new sample that appeared before.

(2) Retrospective: Retrospective means classifying URLs offline based on the sta-
tistical properties such as lexical features and character-level features to learn a
prediction function. Lately, machine learning techniques are applied in proactive
methods and gained good effects [7, 12, 18, 19]. However, as mentioned in
Sect. 1, these methods relied on feature engineering and training data-set the
model used. More related work about classification methods using machine
learning is surveyed and presented in Sect. 6.

(3) Proactive and online learning (real-time): proactive method usually analyzes URL
in real time and render the web-page to extract more contextual features from html
content [9, 20]. To make detection method more scalable and efficient, several
researchers employ online learning by updating classify model from sequentially
newly learned features in real time [21, 25]. Proactive method need more eval-
uation time because of the rendering and model updating process.

2.3 Classification of URLs Using Machine Learning

Recently, machine learning techniques have been explored with increasing attention
and wildly used in classifying malicious URLs [19]. Ma et al. should be the earlier one
who apply machine learning in URL classification [18]. They use a number of sta-
tistical methods like naive Bayes, support vector machine (SVM) and logistic regres-
sion to classify websites. They use lexical and hosted based information to construct
the feature vector.

Pao et al. use SVM and adopt a conditional Kolmogorov measure as a single
significant feature for detection [22]. As a compression method for its approximation,
Kolmogorov measure can also work with other features and achieve good accuracy and
efficiency in predicting million URLs.

Thomas et al. present a real-time spam URL filtering service named Monarch [21].
They design a distributed logistic regression with L1-regularization and use stochastic
gradient descent to update weight vector within each single shard. In particular,
Monarch has a high scalability to handle a could handle the amount of 15 million URLs
per day on Twitter.
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For URL confusion detection, Wang et al. analyze the click traffic on twitter and
extract short URLs’ character level features, then use random tree algorithm to achieve
a accuracy of 90.81% in detecting short URL spam on twitter [20].

Mohammad et al. propose an intelligent model using artificial neural network
(ANN) to predict phishing attacks [12]. They particularly use self-structure cope with
the feature significant changing which can determining the type of webpages. The
model can automate the process of structuring the network, and achieve a high pre-
diction accuracy of 92.18% and high acceptance for noisy data and high fault tolerance.

2.4 Deep Learning in Related Context

For other malicious detection, Woodbridge et al. leverage character-level Long Short-
Term-Memory (LSTM) networks to classify domains generated by domain generation
algorithms (DGA) [13]. Their classifier achieve featureless classification and can
perform multiclass classification to specific the malware family. Yu et al. further
improve the work of Woodbirge et al. by introducing Convolutional Neural Network
(CNN) to classifier and deploy a live stream to detect DGA domains [14]. Wang et al.
presents stacked denoising auto-encoders to extract high layer features then use logistic
regression to classify malicious javascript code [15, 16]. Their work shows that
depending on huge training data, deep models can achieve more accurate results. By
sparse random projection, Wang et al. reduce vector dimension from 20,000 features to
480 features. Mahmood et al. research the application of autoencoder in cyber security
area [23], they show the AE’s capability of automatically learning a reasonable notion
of semantic similarity among input features, and evaluate their methods in network
based anomaly intrusion detection and Malware classification experiments.

3 Detection Approach

We are now ready to describe the key ideas of our detection approach. We employ an
SdA network to analyze URLs and extract features automatically. Then a logistic
regression is implemented to detect malicious and benign URLs. The whole process of
our method is illustrated in Fig. 1.

In our work, URL samples are preprocessed and converted into vectors. A stacked
denoising Autoencoders model is built using dA units and receives training data and
extract high level features. There are two training stages in our model: unsupervised
pre-training stage and supervised fine-tuning and classification stage. Finally, the
classification is performed using logistic regression to detect malicious URLs.

The model has the following advantages:

(1) The model can extract features from preprocessed URL samples directly and
require no cumbersome feature engineering;

(2) The model is trained in an unsupervised fashion and can provide high level and
more discriminative features in contrast to other feature engineering approaches;

(3) The model is capable of automatically learning a reasonable correlation among
automatically extracted features;

(4) Deep models have the potential to extract better representations from the raw data
to create much better models.
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3.1 Data Preprocessing

As mentioned in Sect. 2.1, many URLs contain URL-Encoded Unicode strings that are
not human-readable. And there also exist various meaningless strings. So URL samples
cannot be treated as normal text samples and are not suitable for being represented in
the form of word vectors, which is usually implemented in many natural language
processing models.

Therefore, in data preprocessing stage, we first deal with the URL-Encode encoding
and convert Unicode characters into Unicode value. Then we convert other letters into
ASCII values. Combined with these two values, a vector represent the URL is gen-
erated. To keep all vectors are the same length, a zero padding to the is implemented to
extend vector length. An example of data preprocessing is shown in Fig. 2.

3.2 Stacked Denoising Autoencoders

Autoencoders [32] is a feed-forward network, it is unsupervised trained to learn fea-
tures automatically from unlabeled data and learn a compressed representation of the
input.

As Fig. 3 shows, Autoencoders contains input layer, hidden layer and output layer.
Input layer firstly deconstruct original feature space vector x into features H using a set
of generative weights and activation function f.

URL Samples

preprocessing

Stack Denoising Autoencoders
1.unsupervised pretraining

2.supervised fine-tuning

logistic regression classification

Classification result

Fig. 1. The whole process of method to classify URL
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H ¼ f ðWxþ bÞ ð1Þ

Then, in output layer, the features H is reconstructed into x̂, an approximate for-
mation of x, using another set of generative weights and same activation function
normally

W0 ¼ WT:

x̂ ¼ f ðW 0Hþ b0Þ ð2Þ

Fig. 3. Model of autoencoders

Fig. 2. An example of data preprocessing
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In training process, back propagation algorithm is used to calculate and adjust
weights to minimize the difference between the original input and the reconstructed
output, solving the problem formed below:

minw;b;w0;b0 f W 0f Wxþ bð Þþ b0ð Þ � xj jj j ð3Þ

While since autoencoders are highly non-linear, it is not robust to small input
perturbations. Denoising autoencoder is proposed by adding noise in input layer and
improve the reconstruction ability of Autoencoders.

As Fig. 4 illustrated, x is processed by distribution qD �x xjð Þ and generate ~x, a
corrupted version of x. Like Autoencoders described above, denoising autoencoders
deconstruct x into H

H ¼ f W ~xþ bð Þ ð4Þ

where H 2 Rh ,then in decoding process reconstruct H into z where z 2 Rdz 2 Rd.

z ¼ f W 0Hþ b0ð Þ ð5Þ

Denoising autoencoders can be stacked into Stacked denoising Autoencoders as
shown in Fig. 5.

In this deep structure, input features will be first encoded layer by layer and then
correspondingly be decoded back to the original input. Features will become a better
abstract representation after each hierarchical encoder and finally achieve a high level
representation of the original features. The noise in each layer introduce better per-
formance and faster training.

Since Autoencoder is suitable in cyber security area [23] for providing more dis-
criminative features and significantly minimizing the dimensionality of features to
improve detecting speed, we consider using SdA to extract malicious features from
URLs.

Fig. 4. Structure of dA units.
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3.3 SdA Model Pre-training

In model training process, our target is to form an effective neural network by adjusting
parameters and functions in Autoencoders. For each dA unit in encoding and decoding
processes, the activation function f is set to be the sigmoid function as follows:

f ðxÞ ¼ 1
1þ e�x

ð6Þ

The parameters of each neural units will be calculated using the first-order
derivative of sigmoid function, which takes the form below:

f 0ðxÞ ¼ f ðxÞð1� f ðxÞÞ ð7Þ

We use Gaussian-noise as the denoising method to corrupt the data. The loss take
the form below since the loss function is set to be mean squared error function and
mini-batch rule updating strategy is taken for a large-scale dataset.

L x; zð Þ ¼ � 1
mn

Xm

b¼1

Xn

i¼1
zbi � xbið Þ2 ð8Þ

where n is the input size and m is the mini-batch size. xbi represents the input value of
element i in the b-th minibatch. In a similar way, zbi denotes the reconstruction value of
element i in the b-th mini-batch.

Finally, the network is trained by backpropagation using a root mean square
propagation optimizer for it’s efficiently learning in multi-layer neural networks.

Fig. 5. Structure of stacked denoising autoencoders
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3.4 Supervised Fine-Tuning and Classification

After the pre-training process, a supervised training is operated to tune the parameters
and a logistic regression classifier is deployed at the end of the network to finally
accomplish the classification task.

Softmax function is used as the output activation function to calculate the proba-
bility of each class. Then a supervise mini-batch with optimization of binary cross
entropy to achieve fine-tuning stage and adjust the entire network’s parameters.

The loss function of binary cross entropy takes the form below:

L x; zð Þ ¼ � 1
m

Xm

b¼1

Xd

n¼1
xbnlog zbnð Þþ l� xbnð Þlog 1� zbnð Þð Þ ð9Þ

Finally, our SdA-LR model is illustrated in Fig. 6.
The SdA part is like a feature extractor to obtain high-level and comprised abstract

features and the logistic regression part is a normal classifier.
The layers number of our SdA model is 4 and dA unit number of each layer are

250, 200, 150 and 100. The corruption level is 0.1. The batch size is 128. Pre-training
epochs is 50 and fine-tuning epochs is 25.

4 Experiment

4.1 Dataset Description

A data-set of 2 million benign URL samples and 2 million malicious URL samples was
constructed from multiple data source. The legitimate URL samples came from the
following data source:

(1) 1 million URLs crawled from Alexa top 1 million domain websites. Since the
dataset only contains domains, a crawler was used to crawl URLs from the main
page of these websites to fetch path and query information.

(https://support.alexa.com/hc/en-us/articles/200449834-Does-Alexa-have-a-list-of-
its-top-ranked-websites-).

(2) 1 million URLs came from Common Crawl, a public corpus of raw web page
data. (http://commoncrawl.org/).

And the malicious URL samples came from three data sources as follows:

(1) 1 million phishing URLs came from Phishtank, a collaborative community site
collecting and tracking phishing URLs. (https://www.phishtank.com/).

(2) 0.5 million malicious URLs came from Anti Network-Virus Alliance of china, a
organization aiming at virus prevention and safeguarding the Internet security in
China. (https://www.anva.org.cn/index).

(3) 0.5 million malicious URLs came from hpHosts, a community maintained various
hosts file including a malware sites lists. (https://www.hosts-file.net/).
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4.2 Experiment Design

The following experimental design is used to evaluate the proposed technique. A bi-
nary classification experiment was designed to test our SdA-LR model’s ability of
detecting malicious URLs.

To evaluate our featureless SdA-LR model with classifiers based on feature engi-
neering, we compare our model to the following method:

• A native Bayes classifier
• A SVM classifier
• A LSTM network with logistic regression

The first and second model used manually-crafted features of URL proposed in
[18]. We also compare our model with a SdA-SVM for strict verification.

Our SdA-LR model is implemented using Keras [10] with Tensorflow [11] back-
end. And the SVM, random forest and tri-gram model use the implementation of the
Scikit-Learn library [31]. All code was deployed and run on a Intel Xeon E5-2686 v4
16 cores computer with a NVIDIA Tesla M60 GPU of 8 GB RAM.

To avoid variance, in training process, this paper used a n-fold cross-validation
strategy with 10 folds to run experiment. The data-set was split into 2 parts of a 4:1
partition randomly, which means that four-fifth of the data-set are training and vali-
dation set for cross-validation, and one-fifth are testing set.

Fig. 6. The SdA-LR model presented in this paper
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4.3 Evaluation Metrics

For each experiment, performance evaluation is accomplished with Accuracy, Preci-
sion, recall (TP rate), FP rate and F1 Score as defined below:

Accuracy ¼ TPþTN
TPþTNþFPþFN

Precision ¼ TP
TPþFP

TPrate ¼ TP
TPþFN

FPrate ¼ FP
FPþTN

F1Score ¼ 2 � Precision � TPrate
PrecisionþTPrate

In these evaluation metrics, TP represents that a malicious sample is correctly
identified as malicious. TN means a malicious sample is incorrectly identified as
benign. FN indicates a benign URL is correctly labeled as benign and FP denotes a
benign sample is incorrectly labeled as malicious.

Receiver Operating Characteristic (ROC) curve is used to evaluate diagnostic
ability of the classifier and illustrates Area under the curve (AUC) statistic. Learning
curve is illustrated to show the accuracy on the validation set grows with the number of
training epochs.

5 Results

5.1 Performance of SdA-LR Model

Results of the experiments are presented in this section.
We tested the accuracy and of our SdA-LR model using the 4 million URLs

described above. A confusion matrix is illustrated in Table 1 to show the performance
of our SdA-LR model.

Table 1. Confusion matrix result of the best performance fold in 10-fold experiment

Predicted as malicious Predicted as benign Total

Malicious 392408 3936 396344
Benign 7929 395727 403656
Total 400337 399663 800000
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In our experiments, the average accuracy of SdA-LR model stands at 98.52%, with
a recall of 99.02% and precision of 98.03%. And among different folds, all accuracy
results are consistent, having a standard deviation of just 0.06%, indicating a stable
performance of our model.

We also evaluated the AUC of our model. The ROC curves are shown in Fig. 8. In
average, the models show an AUC statistic of 99.72%.

In Fig. 7 the learning curve of SdA-LR’s training process is shown. It is observed
that in just 25 epochs, the validation accuracy converges, increasing to over 98% from
epoch 20 onward.

5.2 Comparison of the Method

The breakdown of Precision, accuracy, Recall, false positive rate and F1 Score for each
model is given in Table 2.

As can be seen, the SdA-LR model significantly outperforms the other models,
especially the retrospective SVM model.

Fig. 7. Learning curve of SdA-LR

Table 2. Precision, Recall and F1 Score of all models in experiment

Model Precision Recall Accuracy Fp rate F1 Score

SdA-LR 0.9803 0.9901 0.9852 0.0198 0.9852
SdA-SVM 0.8416 0.9345 0. 8792 0.1762 0.8856
SVM 0.8359 0.9986 0. 9009 0.1975 0.9099
LSTM 0.9010 0.9960 0.94 0.1093 0.9462
Bayes 0.8271 0.6010 0.7379 0.1255 0.6961
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We compared the accuracy and F1 Score of all models. In average, the SdA-LR
model has an accuracy of 98.52%, much higher than the other deep learning model and
feature-engineer model. Similar results were found for the F1 Score and precision.

By comparing the recall rate and false positive rate, we can figure out that our
model has the lowest false positive and the third-place recall rate, but the recall rate of
99.01% is higher enough. In comprehensive ways, the SdA-LR model would be the
optimal one.

The ROC curves for the SdA-LR, SdA-SVM, LSTM, SVM with manually-crafted
features and native Bayes with manually-crafted features are presented in Fig. 8. SdA-
LR provides the best performance with an AUC of 0.9972. The second and the third
place of AUC are SdA-SVM with 0.9943 and then LSTM with 0.9930.

Considering deep learning method, the deep learning method of SdA-LR, SdA-
SVM and LSTM outperform the feature-engineering method in Table 2. Comparing
the LSTM and SdA-LR, they both have high recall rate and accuracy. The difference
between the LSTM and SVM algorithms may seem small, but in a production system
the LSTM could lead more error, since the false positive rate of LSTM is 5 times as
much as SdA-LR.

For strict verification, we compared SdA-LR with the SVM and the SdA-SVM
models to verify whether and why the SdA-LR is better.

From the results in Table 2, we can see that the classification accuracy of the SdA-
SVM exceeds the SVM a little. But in Fig. 8, the AUC of SdA-SVM is much higher
then SVM. Consequently, we can draw the conclusion that the SdA helps to improve
the accuracy of classification. While SdA-LR outperforms SdA-SVM and SVM, which
means that among SdA and SVM, SdA has more advantages in the classification.

Fig. 8. ROC curve comparison of all experimented method
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As Figs. 9 and 10 shows, due to the limitation of SVM on large dataset [34], in the
process of fine-tuning, the SdA-LR is much smooth then SdA-SVM.

One thing to notice is that the SVM model perform with the best recall rate, which
means that the methods using manually-engineered features are able to detect malicious
URL samples with the considered features. But the false positive rate of SVM is high,
which in other way indicates that it can’t detect new sample with new malicious
features.

Table 3 displays the training time and testing time for all models in experiment.
The deep learning model requires significantly more time to train. Even a large dataset
was used, the Native Bayes was trained in an average time of less than 10 min. On the
other hand, SdA-LR requires 85 min. But the deep model had higher efficient on
testing. Comparing the testing time of SVM with 0.27 s per URL, the SdA-LR had a
testing time with 0.083 s per URL.

Fig. 9. Loss curve of SdA-SVM

Fig. 10. Loss curve of SdA-LR
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6 Conclusion and Discussion

We explored how deep features extracted by SdA model can provide a good support
for classifier to detect Malicious URLs. Experimental results demonstrated that the
performance of SdA model exceed SVM, native bayers and logistic regression based
on tri-gram. Our model is able to classify 98.52% URLs with a false positive of 1.96%,
and has an F1 Score of 0.98. When compared with other deep learning method such
LSTM and SdA-SVM, the SdA has the highest classification accuracy.

In our analysis of the results, we found one limitation of the SdA model is the long
training time, but the less training time and high-speed rate of detection makes up for
the long period. Another one potential drawbacks is even if our method is featureless
and can automatically extract high-level features, SdA model required time for
tweaking parameters of neural network like size of inner layers, number of epochs, loss
function and so on. And the SVM model shows the method using manually-engineered
features were able to detect samples with these features, but it can’t detect samples with
new malicious features.

In future work there are still potential open problems to be carried for further
research. One direction is building a robust prediction system using closed-loop
architecture for gathering labeled data and training model. This architecture relies on an
efficient real-time online learning design to acquire labeled data and user feedback. To
achieve a totally non-artificial label operation, unsupervised learning or reinforcement
learning should be considered. The other direction is using cluster analysis algorithm to
acquire label tags from unlabeled data to solve the problem of obtaining rare label
malicious URL data-set.
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Abstract. Software vulnerabilities are weakness, flaws or errors introduced
during the life cycle of a software system. Although, previous studies have
demonstrated the practical significance of using software metrics to predict
vulnerable software components, empirical evidence shows that these metrics
are plagued with issues pertaining to their effectiveness and robustness. This
paper investigates the feasibility of using Bellwethers (i.e., exemplary data) for
predicting and classifying software vulnerabilities. We introduced a Bellwether
method using the following operators, PARTITION, SAMPLE + TRAIN and
APPLY. The Bellwethers sampled by the three operators are used to train a
learner (i.e., deep neural networks) with the aim of predicting essential or non-
essential vulnerabilities. We evaluate the proposed Bellwether method using
vulnerability reports extracted from three popular web browsers offered by CVE.
Again, the mean absolute error (MAE), Welch’s t-test and Cliff’s d effect size
are used to further evaluate the prediction performance and practical statistical
significant difference between the Bellwethers and the growing portfolio. We
found that there exist subsets of vulnerability records (Bellwethers) in the
studied datasets that can yield improved accuracy for software vulnerability
prediction. The result shows that recall and precision measures from the text
mining process were in a range of 73.9%–85.3% and 67.9%–81.8% respectively
across the three studied datasets. The findings further show that the use of the
Bellwethers for predictive modelling is a promising research direction for
assisting software engineers and practitioners when seeking to predict instances
of vulnerability records that demand much attention prior to software release.

Keywords: Software vulnerability � Bellwethers � Software metrics
Growing portfolio � Web browsers

1 Introduction

Software vulnerabilities are weakness, flaws, faults or errors introduced during the life
cycle of a software system [1]. These vulnerabilities normally cause data breaches and
have serious security implications when exploited. For example, the National Institute
of Standards and Technology estimates that the economic damage of software
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vulnerabilities is around $60 billion per year [2]. To better protect systems and ame-
liorate vulnerabilities, several software vulnerability prediction (SVP) models have
recently emerged [3–7]. These models are used in predicting vulnerable modules, files
in software systems to enable the use of constrained resources for effective detection of
vulnerabilities in software systems [8]. Additionally, security managers can prioritize
their components and files in order to assess software components that are highly
vulnerable [9]. Although many prediction models have been proposed, challenges still
exist in obtaining robust and accurate models. For instance, according to Zimmermann
et al. [10] and Stuckman et al. [4] sparse vulnerability datasets and vagueness within
these datasets account for the low prediction performance. In addition, most prediction
models are established and evaluated based on various software code metrics such as
code churn, code complexity, vulnerability location, component dependency graphs
and SQL hotspot or a combination of code metrics with static code [11]. However,
studies by Jiang et al. [12], Graves et al. [13] and Yang et al. [8] suggest that these code
metrics exhibit low prediction performance and unable to fully reflect the essential
characteristics of software vulnerability sufficiently. Furthermore, Jinkun and Ping [14]
raised two main issues in their work to validate the aforementioned claim that the
source code metrics are less effective for SVP. According to the authors [14], the rapid
change in software application and its source code in the process of release, use, update
and repairs makes it difficult for researchers and practitioners to predict vulnerable
software systems or the future of software based on just the source code. Lastly, access
to source code (i.e. availability of the source code) especially commercial software
makes the code-based models less applicable and effective. Aside the code metrics,
design metrics are also applied in building effective prediction models [15–17]. Time
series-based models such as Rescorla’s exponential model [18], Alhazmi’s AML model
[19] and Poisson Logarithmic [20] have also been considered for predicting the total
number of vulnerabilities in software systems. For example, Roumani et al. [21]
employed the Autoregressive Integrated Moving Average (ARIMA) and exponential
smoothing in their vulnerability prediction model. The evaluated the effectiveness of
their model using software vulnerability reports in five open source web browsers
namely, Chrome, Mozilla Firefox, Opera and Safari. Per recent research trends, there
are other generic vulnerability predictions models based on text mining techniques [9,
22, 23]. Herein, tokens are extracted from a given source code and used as features for
their prediction model. Their findings show that the text mining based models have
higher recall than the metrics based vulnerability prediction models.

Unfortunately, despite the attempts by the aforementioned studies to improve SVP
using these metrics, there are some pitfalls (i.e., poor prediction accuracy and low cost
effectiveness) [8] between the various models, thus making it difficult for researchers
and practitioners in the software engineering community to adopt. One of the key
pitfalls is noted by Jinkun and Ping [14]. Thus, it is problematic to use only the
aforementioned metrics (i.e., code churn, code complexity, vulnerability location,
component dependency graphs) to predict vulnerable modules as they do not accurately
define the level of security in software systems. For this reason, Jinkun and Ping [14]
proposed a new vulnerability prediction metric named vulnerability loss” (VL) based
on probit regression.
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Their model measures the seriousness of vulnerability by the loss it causes and
predicts the accumulative vulnerability loss rather than the number of vulnerabilities.
Additionally, the authors [14] argued that it is more plausible to use the accumulative
loss caused by vulnerabilities rather than the number of vulnerabilities to reflect the
security of a software system. Motivated by the effectiveness of the new techniques
presented by Jinkun and Ping [14], Stuckman et al. [4], Pang et al. [24] and Alves et al.
[25], we argue that a potential way of improving SVP is to use Bellwethers which has
been proven reliable by Krishna et al. [26] and Mensah et al. [27, 28] in the domain of
software defect prediction and software effort prediction respectively. Bellwethers are
exemplary data which are obtained based on certain heuristic characteristics referred to
as the Bellwether analysis [29, 30] or Bellwether method. In a study by Mensah et al.
[27], a theoretical foundation based on proven postulations has been established that,
there exists a set of exemplary project cases from a given dataset that yields improved
prediction accuracy against the growing portfolio benchmark (i.e., the entire collection
of available project cases). Thus, in this paper, we employ the Bellwether concept to
select a subset of vulnerable records from the textual description of vulnerability
reports to yield improved prediction accuracy against the growing portfolio benchmark.
It is important to reiterate here that the Bellwether concept issue raised in this study is
in consistent with the assertion made by Stuckman et al. [4], and Pang et al. [9, 24] that
the performance of a prediction model heavily depends on how well the features are
selected and used in the model setup. For this purpose, we introduce a new approach
that substitute the traditional ways of building SVP models using Bellwethers to
investigate if it will yield improved prediction and classification accuracy in setting up
SVP models. Additionally, we trained a deep neural networks (DNN) using the sam-
pled Bellwethers (benchmarked against the growing portfolio) to enable us classify the
extracted vulnerability reports into essential or non-essential. Note here that, we chose
the DNN because it has achieved a state-of-the-art performance in the study of Pang
et al. [24]. These exemplary characteristics (i.e. essential vulnerabilities) defined as the
Bellwether in this paper refer to vulnerabilities with high security exploitation or impact
[31, 32] in a software system. In other words, they represent a vulnerability instance in
a given software system whose security risk or severity is relatively high as compared
to other vulnerability instances. For example, Wang et al. [33] showed in their study
that vulnerabilities vary in relation to the impact on the quality and security properties
of the software product such as confidentiality, integrity, availability, accountability,
authorization and non-repudiation. Again, Morrison et al. [34], Munaiah et al. [35] and
Jinkun and Ping [14] affirmed this notion that some vulnerabilities may be of a higher
value to attackers than others. For instance, according to Munaiah et al. [35], “a
vulnerability that allows unauthorized access to the content of a memory may be more
valuable to an attacker than a vulnerability that causes a software system to crash when
a particular kind of file is opened”. The aforementioned cases clearly demonstrate that
vulnerabilities are of different threat types (i.e. unequal amount of loss) and the
threshold of software quality activity will vary between threat types. Hence, the goal of
this study is to develop a SVP model that predicts the essential vulnerability charac-
teristics (i.e. vulnerabilities with high impact or exploitation) based on the Bellwether
concept to: (1) Create a better understanding of their exploiting strategies, (2) Assist
software engineers to expend more effort on detecting and mitigating the essential
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vulnerabilities (3) Enable users to design and implement appropriate security policies to
mitigate future exploitation (4) Assist security managers to prioritize testing strategies
for vulnerabilities with higher risk [36] and lastly (5) Help security managers to pri-
oritize their vulnerability responses, since most security managers are constrained with
limited budget and resources for vulnerability management [37]. We therefore for-
mulate the predicting of essential vulnerabilities or non-essential vulnerabilities as a
classification problem as done in previous studies [4, 9, 24].

Using the proposed Bellwether concept, we introduce a Bellwether method com-
prising mainly of PARTITION, SAMPLE + TRAIN and APPLY to help build an
effective model that classifies software vulnerability reports as essential vulnerabilities
or non-essential vulnerabilities) to improve the level of security in software systems.
We empirically evaluate the implemented Bellwether method using software vulnera-
bility reports obtained from three publicly available vulnerability dataset namely
Google Chrome, Internet Explorer and Mozilla Firefox.

The study makes the following contributions:

i. We investigate the existence of Bellwethers in the domain of software vulnerability
prediction.

ii. We classify software vulnerabilities into essential or non-essential vulnerabilities
based on Bellwether analysis.

The remaining sections of the paper are as follows. Section 2 presents the background
of the study. Section 3 presents the problem formulation and feasible solution. Sec-
tion 4 presents the methodology of the study. Section 5 details the experimental results
and discussion from the analysis of the study. Section 6 gives a summary of related
works in relation to software vulnerability prediction. Section 7 presents the threats to
validity. Section 8 summarizes the study and provides future research directions.

2 Background

In this section, we introduce the basic concepts that are vital for understanding this
paper.

2.1 Software Vulnerability Prediction

Software vulnerability prediction is an active area of research in the software engi-
neering domain. In most vulnerability prediction models, one is interested in predicting
whether a software component or file is vulnerable or non-vulnerable (i.e., binary
classification). According to Stuckman et al. [4], a software component is vulnerable if
it contains one or more vulnerabilities. The non-vulnerable or neutral components are
software systems without vulnerabilities. The most widely employed learning algo-
rithms are Deep neural network [24], Logistic regression [25], Random forest [4, 25],
Naïve Bayes [25], Support Vector Machine [38] and Bayesian network [25]. Pang et al.
[24] outline the procedures for setting up these prediction models as fellows (1) Data
collection (2) Feature selection (3) training and (4) evaluating the accuracy of the
learning algorithm with a given test data. Thus, in this study, we first mined
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vulnerability reports from three open source web browsers, namely Google Chrome,
Mozilla Firefox and Internet Explorer offered by the Common Vulnerabilities and
Exposures (CVE). Secondly, we used the Bellwether method to find a feasible subset of
vulnerable records (i.e. feature selection) using the textual vulnerability descriptions.
Thirdly, we apply a DDN to train and classify the extracted vulnerability reports as
essential and non-essential. Finally, we evaluate the performance of the learning
algorithm via performance indicators such as recall, precision, Cliff’s delta effect size
as done in previous studies [4, 22, 24, 25].

2.2 The Bellwether Concept

The Bellwether concept was first considered by Chen et al. [30, 39] in the context of
Online Analytical Processing (OLAP) queries. It uses two main approaches namely the
Bellwether effect and the Bellwether method. The Bellwether effect defines the existence
of exemplary projects within a historical dataset used to build an accurate prediction
model [26]. The Bellwether method defines the search process used in obtaining the
exemplary projects (Bellwether) [26, 27]. Krishna et al. [26] used the Bellwether
concept to find exemplary projects from a set of non-chronological projects to make
predictions on the remaining projects. Each project was considered as a potential
Bellwether in each iteration on the prediction of the remaining projects until the project
data with the best prediction accuracy was obtained. In another study, Mensah et al.
[27] investigated the existence of Bellwether in chronological datasets and defined the
notion as a Bellwether moving window. In this study, we apply the Bellwether concept
to find a feasible subset of vulnerable records to yield improved prediction accuracy
against the growing portfolio benchmark. The growing portfolio in this case refers to a
set of available vulnerable records that is used to setup SVP models. Thus, the growing
portfolio has been the state-of-the-art utilized by researchers [6, 7, 40, 41] in training
SVP models.

3 Problem Formulation and Feasible Solution

3.1 Problem Formulation

Given a set of N project cases (considered as the growing portfolio) from a particular
dataset (D), (i.e. security vulnerability reports extracted from the various open source
repositories) we seek to obtain a subset of n cases that can be considered as the
Bellwether to yield improved prediction accuracy against the growing portfolio
benchmark. Assume each of the cases is labelled with the respective labels or targets
(i.e., the essential or non-essential vulnerability [42]), then the task is to find such
exemplary cases to be considered as the Bellwether. As done in previous studies by
Mensah et al. [27] and Krishna et al. [26], such exemplary cases (or Bellwether) must
first exist in D prior to setting up the predictive model. If the Bellwether (n) exists in
D (i.e., n � D), then n can yield improved prediction accuracy else, use the growing
portfolio (N) to set up the prediction model.
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3.2 Feasible Solution: The Bellwether Method

Based on insights from previous studies [26, 27, 30] we introduce a Bellwether method
for software Vulnerability (BellVul) comprising of three operators, namely PARTI-
TION, SAMPLE + TRAIN and APPLY to investigate the existence of Bellwethers in the
studied datasets. In order to support possible replication of this study and possible
future work in this domain, we describe the three operators utilized in the Bellwether
method as follows:

PARTITION
Given a set of N historical vulnerability reports filter out irrelevant cases via data pre-
processing and partition remaining reports into q partitions.

1. Preprocess a set of vulnerability reports from D to obtain N cases.
2. Apply X-means algorithm [43] to partition N into q partitions.

SAMPLE + TRAIN
For each of the q partitions sampled, consider it as the training set and the remaining
q-1 partitions as the validation set.

3. For each sampled partition, use it as the training set.
4. Train a learner with the sampled partition and validate with q-1 partitions.
5. Evaluate the prediction performance for each iteration.
6. Select the partition with the best performance as the Bellwether.

APPLY
Apply the Bellwether to the hold-out or new vulnerability report whose target or label
is to be predicted.

7. The Bellwether need to have the same feature set as the hold-out or new vulnera-
bility report.

8. Predict the target (i.e., essential or non-essential label) of the hold-out vulnerability
report.

In order to effectively build the BellVul model in this study, we first subjected the
pre-processed datasets to X-means algorithm [43] to obtain q partitions. In other words,
the extracted vulnerability reports obtained from Chrome, Internet Explorer and
Mozilla Firefox were stratified into q partitions whereby vulnerability reports with
similar characteristics are categorized in the same partition. The X-means algorithm
automatically estimate the number of partitions based on the Bayesian Information
Criterion or the Akaike Information Criterion [43]. In each iteration, we sample each
partition as the training set and the remaining q-1 partitions as the validation set.
A deep learning approach, namely the deep neural network (DNN) is considered for the
training of the sampled partition and validation done with the remaining q-1 partitions.
This iteration process is done until each partition is considered as the training set. Note
that this Bellwether method is different from the k-fold cross validation approach
whereby each partition is considered as the validation set and the q-1 partitions as the
training set in each iteration. Evaluation performance of the DNN is assessed with the
mean absolute error (MAE) and the best partition with the minimum evaluation
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measure considered as the Bellwether. The Bellwether is used to make prediction of the
hold-out vulnerability reports in each of the studied datasets. Thus, in each dataset, we
considered a subset as a hold-out which was not considered for the training and
validation needs in setting up the DNN model. Note that all subsets of vulnerability
reports from each dataset (i.e., the Bellwether and the hold-out) had the same feature
sets.

4 Methodology

In attempt to deal with the prediction problem in this study, we introduced a Bellwether
method in order to build an effective model to detect and predict the essential char-
acteristics of software systems. The first stage defines the various open source vul-
nerability repositories. The second stage involves data extraction and preprocessing as
done in previous studies by Zhang et al. [6] and Movahedi et al. [44]. In stage 3, we
mined N-gram patterns of vulnerabilities [3]. The extracted N-gram patterns of vul-
nerabilities were classified into essential and non-essential vulnerabilities in stage 4.
The resulting subset of the classification output is considered as the growing portfolio
(GP) (stage 5). We then sample the Bellwether from the growing portfolio in stage 6.
Furthermore, we train the learning algorithm (DNN) using the Bellwether, and the
growing portfolio in stage 7. After the training phase, we evaluate the resulting output
from the Bellwether and the growing portfolio (stage 8). If the Bellwether shows
improved accuracy, we use the Bellwether to classify the test set, else we use the
growing portfolio to classify the test set into essential and non-essential vulnerabilities
(stage 9). The overall processes are separated into four major steps. Hereafter, we
explain these major steps.

4.1 Proposed Framework

Step 1: Data Acquisition (Datasets Description)
In this study, we used software vulnerability reports in three popular open source web
browsers (i.e. Google Chrome, Internet Explorer and Firefox) available on the Com-
mon Vulnerability and Exposures (CVE) and offered by the National Vulnerability
Database (NVD)1. CVE is a dictionary of vulnerability reports rather than a vulnera-
bility database; they provide the CVE list to NVD. NVD on the other hand provides
more advanced search functions such CVE ID, vendor name, product name, version
number, vulnerability type, severity, exploit range and impact level to make the vul-
nerability records meaningful and useful to researchers and security expert. As indi-
cated earlier, the studied datasets are Google Chrome, Internet Explorer and Firefox.
For each of the studied dataset, we first extract (download) vulnerability reports and
store the data in our developed database following a similar procedure by Movahedi
et al. [44]. The aggregated vulnerability report from the three databases is 2,408. Note
here that, the Common Vulnerabilities and Exposures with its agents provides different

1 https://nvd.nist.gov/, www.cvedetails.com.
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types of vulnerability feeds such as JSON vulnerability feeds, XML vulnerability feeds,
RSS vulnerability feeds, vulnerability translation feeds, etc. However, for the purpose
of this study, we extracted the XML format of the stored vulnerability reports. Further
details of the aggregated vulnerability reports are presented in Table 1.

Step 2: Data Preprocessing
We performed data pre-processing prior to the X-means algorithm [43] to obtain q par-
titions. We removed all the irrelevant elements such as Punctuations characters in the
form of (] [|\* ! @,.-#$%^*{}? <>) and stop words such as this, about, above, among,
behind, being, but, by, beside, came, certain, come, did, differ, during, were all removed
in the corpus following a similar procedure by Zhang et al. [6] and Sui et al. [45].

Step 3: N-gram Pattern Extraction
In step 3, we mine N-grams patterns of vulnerabilities that occur in the studied datasets
following a similar procedure by Murtaza et al. [3] and Pang et al. [9, 24]. Thus,
patterns of a given length of vulnerabilities are extracted from a sequence of vulner-
abilities by sliding a window over vulnerabilities one by one [3]. Thus we use the N-
gram pattern extraction algorithm [46, 47] to mine length 2, 3, 4 and 5 N-grams (i.e., 2-
grams, 3-grams, 4-grams and 5-grams) vulnerability patterns for each of the studied
datasets (i.e. Google Chrome, Mozilla Firefox and Internet Explorer). We limited the
extraction of N-gram patterns of vulnerability to 5-grams because, according to Mur-
taza et al. [3], extracting higher values of N requires exponentially large datasets to
identify sequences of vulnerabilities as the number of permutations increases expo-
nentially with N.

Step 3: Grounded Theory Principles
After the N-gram pattern extraction, we used Grounded theory principles as reported by
Corbin and Strauss [48] to read through all instances in the studied datasets to detect
vulnerabilities forming instances of essential vulnerability characteristics. Vulnerabil-
ities not forming instances of essential vulnerabilities were recorded as non-essential
vulnerabilities. Note that a similar procedure was used by Bavota and Russo [49] and
Mensah et al. [50] in the domain of Self-Admitted Technical debt. For example, Bavota
and Russo [49] manually analyzed 366 comments reporting SATD to identify the
various types of SATD using the Grounded theory principles. Note that, the authors
made reference to the vulnerability exploit-database [32] and other annual security
reports such as the Cisco ASR or Verizon DBIR to determine instances of security
vulnerability forming instances of essential vulnerability characteristics.

Table 1. Description of Open Source Datasets

Metric Open Source Datasets
Google Chrome Mozilla Firefox Internet Explorer

No. of Vul. 333 335 1740
Range of years 2014-2017 2004–2017 2008–2017
Operating Systems Windows and Unix Windows and Unix Windows

396 P. K. Kudjo et al.



Step 4: Sample Bellwether
In step 4, we sample a subset of exemplary vulnerability records (Bellwether) using the
proposed BellVul algorithm (Sect. 3) from the growing portfolio. We then train the
learners (i.e. DNN) using the sampled Bellwether, and the growing portfolio. Addi-
tionally, we evaluate the resulting output between the Bellwether and the growing
portfolio during the training and validation of the constructed SVP models. If the
Bellwether shows improved prediction accuracy, it is used to classify the test set (or the
hold-out vulnerability records); else we used the growing portfolio to classify the test
set into essential or non-essential vulnerability classes.

4.2 Research Questions

We design three research questions (RQ) for the empirical investigation of this study

RQ1: How can security expert and software engineers distinguish between essential
vulnerabilities and non-essential vulnerabilities?
RQ2: How much data is required to find the Bellwether in the studied datasets?
RQ3: Are there significant differences in using Bellwether and growing portfolio for
predictive modelling for software vulnerabilities?

4.3 Experimental Setup

In this paper, we introduce a Bellwether method, namely BellVul for improving soft-
ware vulnerability prediction. We conducted an empirical analysis on three studied
datasets (i.e., Google Chrome, Mozilla Firefox and Internet Explorer) using the step-
by-step procedures detailed in Sect. 4. We manually categorized the vulnerability
records in each dataset into essential and non-essential vulnerabilities. These labelling
was done for each vulnerability record in each studied dataset. This manual labelling
process was evaluated using precision and recall evaluation measures. After sampling
the Bellwether from each dataset using BellVul, we benchmarked it against the growing
portfolio and evaluated the prediction performances based on MAE, Welch’s t-test and
Cliff’s d effect size.

4.4 Learning Algorithm

In this study, we used deep neural networks on our problem. Deep learning models
have been considered in previous studies [24], it is a neural network with multiple
hidden layers of units between the input and output layers [51]. Thus, we setup a DNN,
which makes use of multiple hidden layers and an output layer with their respective
neurons to automatically learn the extracted vulnerability reports (i.e. vulnerability
description) to classify them into essential and non-essential vulnerabilities. The
Levenberg-Marquardt backpropagation optimization [52] training function is employed
to update the weights of the neurons in the hidden and output layers respectively. As
indicated earlier, we chose the DNN learning algorithm because it has resulted in the a
state-of-the-art performance in the study of Pang et al. [24].
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4.5 Performance Measure

We used precision, recall, mean absolute error (MAE), Welch’s t-test and Cliff’s d
effect size to evaluate the performance of the classification and the predictive model.
First, we constructed the confusion matrix and computed the precision and recall
measures. That is, we provide evidence of the true positives, false negatives, true
negatives and false positives with respect to the classification model and manual
exploration process for the three studied datasets. We express the formula for precision
and recall in (1) and (2) respectively. Secondly, we used the MAE to measure how
close the predictions or forecasts (XV) are to the actual outcome (XA) [53]. The formula
for the MAE is also presented in (3) where n is the number of vulnerability records
under consideration.

Precision ¼ True Positive
True Positiveþ False Positive

ð1Þ

Recall ¼ True Positive
True Positiveþ False Negative

ð2Þ

MAE ¼ 1
n

Xn
i¼1

Xvi � XAij j ð3Þ

We further performed statistical significant tests between the manual and text mining
classification approaches employed for obtaining the essential/non-essential vulnera-
bilities prior to setting up the predictive models. For this purpose we used the Welch t-
test and Cliff’s d effect size as recommended by Kitchenham et al. [54]. The Welch t-
test [54] is used to test the null hypothesis that the mean of two groups of observations
are equal irrespective of the sample size and variances. In our case, the hypothesis for
interpreting the statistical differences is considered to be supported when the result
from the Welch t-test is statistically significant at p-value less than 5% asymptotic
significance level. We used the Cliff’s d effect size on the other hand to estimate the
magnitude of the differences between the manual and text-mining classification
approaches. Cliff’s d effect size [55] is a non-parametric effect size measure that makes
no assumption of a particular distribution. The rationale behind the use of the Cliff’s d
effect size is to determine the overlap between two groups [56]. We adopt the mag-
nitude thresholds proposed by Kampenes et al. [55] and recommended by Kitchenham
et al. [54] for interpreting the effect size in this study. We choose an effect size
threshold of medium to large since results are misleading when the effect size is
relatively small or negligible [57].

5 Results and Discussion

We report our findings to address the study’s postulated research questions.

RQ1: How can security expert and software engineers distinguish between essential
vulnerabilities and non-essential vulnerabilities?
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We initialized this study with a manual exploration of the three studied datasets to
obtain the textual indicators needed for extracting the essential/non-essential charac-
teristics of software vulnerabilities. The statistics of the exemplary characteristics
forming instances of essential and non-essential vulnerabilities are presented in
Table 3. We found five textual indicators forming 13.2% of the total (38) textual
indicators for extracting essential vulnerabilities in the Google chrome dataset. Simi-
larly, eight textual indicators (28.6%) and five textual indicators (25.0%) were obtained
for extracting essential vulnerabilities in the Firefox and Explorer datasets respectively.
In all cases, we found that the textual indicators for obtaining non-essential vulnera-
bilities were higher than that of the essential vulnerabilities. We present samples of
textual indicator forming instances of essential and non-essential for the three studied
datasets in Table 2.

Results from the manual exploration process were used as a benchmark against the
text mining process as depicted in Table 5. Thus, after subjecting the textual indicators
to the implemented text mining algorithm [42], we provide statistics of the extracted
vulnerabilities forming instances of essential vulnerabilities in the three studied data-
sets. That is, the textual indicators were used as a query in the text mining algorithm
[42] and subjected to each corpus of dataset to search for all vulnerability records
forming instances of essential vulnerabilities. Note that, we only provided analysis of
the essential vulnerabilities in Table 5 since they are of key interests to software
engineers, which need to be addressed in order to ameliorate bugs within the systems.
On average, we found that vulnerability records forming instances of Buffer overflow,
Denial of service and Execute arbitrary code were prominent across the various ver-
sions of Chrome, Firefox and Explorer datasets respectively. Additionally, we observed
that memory corruption was also prominent across the studied datasets, for example

Table 2. Textual indicators forming instances of essential and non-essential vulnerabilities

Essential textual indicators Non-essential textual indicators

Google Chrome Dataset
Buffer overflow, Execute Arbitrary Code,
Memory Corruption, XSS, Race Condition

Insufficient Policy Enforcement, Inappropriate
Implementation of Modal, Insufficient
Validation Of Untrusted Input, Lack Of
Verification On Extension’s Locale Folder

Mozilla Firefox Dataset
Denial of Service Buffer Error, Execute
Arbitrary Code, XSS, Memory Corruption,
Cryptographic Issues, Directory Traversal,
Race Condition

Insufficient Style-SRC Restrictions, Bad
Casting In Bitmap, Incorrect Write Operations,
Out-Of-Bounds Array Access, Man-In-The-
Middle Attacks, Remote Attacks

Internet Explorer
Execute Arbitrary Code, Denial of Service,
Memory Corruption, Buffer overflow, XSS

Information Disclosure, Bypass, Privileges,
CSRF, Http Response Splitting, Spoofing, File
Inclusion Improperly Handling Objects In
Memory, Scripting Engine Memory
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recorded 13.68%, 15.45% and 27.76% in Google Chrome, Mozilla Firefox and Internet
Explorer respectively. We further provide the precision and recall measures for the
vulnerabilities instances in the three studied datasets in Table 4. On average, we found
that the recall and precision measures from the text mining process are in a range of
73.9%–85.3% and 67.9%–81.8% respectively across the three datasets.

RQ2: How much data is required to find the Bellwether in the studied datasets?

We report the results from the empirical analyses after subjecting each of the
datasets to BellVul as elaborated in Sect. 3. Thus, each version in a given dataset was
considered as the growing portfolio in which a feasible subset regarded as the Bell-
wether can be sampled. Results in VI denote the respective sizes for the Bellwethers;
they exist in the various versions across the three studied datasets. On average, we
observe that there exist Bellwether vulnerability records that can be considered as the
training set to yield improved prediction accuracy against the growing portfolio
benchmark. With regard to the Chrome dataset, we found that Bellwethers exist in all
versions with the exception of version 4 (i.e. V4). Thus, the size range of vulnerability
records that can be considered as the Bellwether is 27–41 instances. Results for the
Firefox and Explorer datasets are presented in Table 6. On average, we found that the
minimum and maximum sizes of the Bellwether across all versioning are 27 and 102
respectively.

RQ3: Are there significant differences in using Bellwether and growing portfolio for
predictive modelling for software vulnerabilities?

We subjected the sampled Bellwethers in each version to the deep neural network
(DNN) model and benchmarked the prediction results against the growing portfolio.
Note that each version is considered as the growing portfolio and the leave-one-out
cross validation was used for the training and validation needs of the predictive model.
With regard to the Bellwether modelling, each sampled Bellwether was considered as

Table 3. Statistics of essential and non-essential textual indicators

Project Essential textual
indicators

Non-essential
textual indicators

Frequency Percent Frequency Percent

Google Chrome 5 13.16 33 86.84
Mozilla Firefox 8 28.57 20 71.43
Internet Explorer 5 25.0 15 75.0

Table 4. Recall and precision of the extracted vulnerabilities from the text mining process

Dataset Recall Precision

Google Chrome 0.853 0.792
Mozilla Firefox 0.815 0.818
Internet Explorer 0.739 0.679

400 P. K. Kudjo et al.



the training set and the remaining instances that were not sampled considered as the
validation set. We used the MAE to evaluate the accuracy in using the Bellwether and
growing portfolio for predictive modelling. We then made use of the Welch’s t-test and
the Cliff’s d effect size to examine the statistical and practical significant differences
between the use of the Bellwether and growing portfolio for predictive modelling.
Results are presented in Table 7. As stated earlier, effect size provides a more reliable
experimental result irrespective of the p-value yielding statistical significance. On
average, we found that there exist statistical significant differences between the use of
the Bellwether and growing portfolio for predictive modelling in each of the versions
across the studied datasets. Note that V4 and V5 in the Chrome and Firefox datasets
respectively were null because there was no instance of Bellwethers as shown in
Table 7. We therefore recommend the use of Bellwethers for software vulnerability
prediction since it resulted in improved prediction accuracy in the studied datasets.

Table 5. Statistics of extracted vulnerability records forming instances of essential
vulnerabilities

Textual Indicator Manual Process Text Mining
Process

Frequency Percent Frequency Percent

Google Chrome
Buffer Overflow 53 42.4 49 41.88
Execute Arbitrary Code 27 21.6 25 21.37
Memory Corruption 17 13.6 16 13.68
XSS 18 14.4 19 16.24
Race Condition 10 8.0 8 6.84
Mozilla Firefox
Denial of Service 157 33.26 161 34.55
Buffer Overflow 69 14.62 64 13.73
Execute Arbitrary Code 140 29.66 138 29.61
XSS 13 2.75 17 3.65
Memory Corruption 80 16.95 72 15.45
Cryptographic Issues 4 0.85 4 0.86
Directory Traversal 5 1.06 6 1.29
Race Condition 4 0.85 4 0.86
Internet Explorer
Execute Arbitrary Code 1236 29.71 1245 30.0
Denial of Service 913 21.95 901 21.71
Memory Corruption 1161 27.91 1152 27.76
Buffer Overflow 819 19.69 825 19.88
XSS 31 0.75 27 0.65
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Table 6. Existence of Bellwethers within versions of studies datasets

Dataset Version Existence
of Bellwether

Size (# of instances/
training set)
Bellwether Growing portfolio

Google Chrome V1 Y 27 71
V2 Y 41 79
V3 Y 38 57
V4 N – 55
V5 Y 28 67

Mozilla Firefox V1 Y 34 78
V2 Y 29 79
V3 Y 31 78
V4 Y 42 65
V5 N – 51

Internet Explorer V1 Y 44 132
V2 Y 89 524
V3 Y 102 482
V4 Y 95 330
V5 Y 86 263

Note: ‘Y’ denotes the existence of Bellwether in a given version (‘V’) of a
dataset and ‘N’ denotes the absence of Bellwether in a given ‘V’

Table 7. Significant differences between Bellwethers and growing portfolios within versions of
datasets

Dataset Version Welch’s t-test Cliff’s d
effect sizet-value p-value

Google Chrome V1 −2.2995 0.0229 0.7898*
V2 −3.1470 0.0020 0.2534
V3 −3.2309 0.0016 0.3264*
V4 – – –

V5 −3.3354 0.0011 0.3233*
Mozilla Firefox V1 −2.3917 0.0190 0.1809

V2 −3.1838 0.0019 0.3228*
V3 −3.3254 0.0013 0.5018*
V4 −3.3434 0.0012 0.5390*
V5 – – –

Internet Explorer V1 −9.8528 1.23E-17 0.1142
V2 −8.5403 2.87E-14 0.3018*
V3 −8.7479 8.38E-15 0.6354*
V4 −7.4441 9.15E-12 0.0236
V5 −7.6353 3.52E-12 0.2264

Statistical significance: p < 0.05; Practical significance:
*d � 0.276
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6 Related Work

Shin and Williams [5] performed an exploratory study using Mozilla Firefox as the
case study project. The objective of the study was to determine whether a fault pre-
diction models can be used for vulnerability prediction or a specialized vulnerability
prediction model should be develop when using code metrics such as complexity, code
churn and fault history. Their model predicted vulnerability with a high recall of over
90% and handful precision of 9%. Han et al. [58] proposed a vulnerability prediction
model using deep learning approach, they formulate the prediction problem as multi-
class text classification problem based on deep learning approach to predict the severity
level of security vulnerabilities using only vulnerability description, which they termed
as the surface level information. Results showed that the CNN model is effective and
can capture the short-term vulnerability description and phrases. Dobrovoljc et al. [31]
developed a vulnerability prediction model to evaluate the effectiveness of vulnerability
prioritization policies. The proposed model is based on the Common Vulnerability
Scoring System vectors and attacker characteristics.

7 Threats to Validity

Threat to construct validity evaluates the relation between the theory and the obser-
vation. In this study, this threat can be attributed to the three vulnerability datasets used
for the analysis. Some errors may have occurred in the selection of the vulnerabilities.
However, we mitigated this by selecting datasets from three popular web browsers,
namely Chrome, Internet Explorer and Mozilla Firefox to investigate how software
vulnerability prediction can be improved. These datasets have been validated and
applied in the work of Han et al. [58]. The threat to External validity, this threat relate
to the datasets used in this study. This study is constraint of a large number of open
source datasets for generalization of results obtained. The three selected open source
vulnerability datasets might not be a general representative of the sample populations
of all open source vulnerability datasets. Additionally, the results from the study of the
three datasets to detect essential and non-essential cannot be generalized to other
systems due partly to the fact that different systems will identify different vulnerabilities
that are essential (or non-essential) due to different security requirements. Threat to
Internal validity examines the factors that may impact the result of our study. In our
study, we used the manual process in extracting the textual indicators before subjecting
it to the text mining process. This might result in biasness, which can affect the result of
our study. Nevertheless, the manual process has done following the Grounded theory
principles and validated using the card sorting and labeling technique. The threat to
reliability validity concerns the possibility of replicating this study. To mitigate this we
used open source vulnerability databases that are publicly available to researchers and
provided detailed steps of the mining process to assist researchers for possible repli-
cation. Again, we introduced a Bellwether method for software vulnerability com-
prising of three operators to investigate the existence of Bellwethers in the studied
datasets. Lastly, we have made the introduced textual indicators forming instances of
the exemplary characteristics publicly available for possible utilization.
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8 Conclusion and Future Work

In this study, we investigated the feasibility of using Bellwethers for improving the
prediction accuracy in the domain of software vulnerability. The goal of using Bell-
wethers in this study is to ameliorate the challenges presented in previous studies [10,
14]. That is, using software metrics which exhibit low prediction performance and
unable to fully indicate the essential characteristics of security vulnerability sufficiently.
The use of Bellwethers in addressing software vulnerabilities will assist software
engineers and practitioners to prioritize essential vulnerabilities, which require much
attention when seeking to improve on the quality of software systems. This study was
initialized by first extracting software vulnerability reports from three open source web
browsers, namely Google Chrome, Internet Explorer and Mozilla Firefox.

We developed a Bellwether method comprising of PARTITION, SAMPLE + TRAIN
and APPLY operators to sample and train a learner (deep neural networks) with the aim
of predicting essential/non-essential vulnerabilities. Results from the study show that,
vulnerability records forming instances of Buffer overflow, Denial of service and
Execute arbitrary code were prominent across the various versions of the studied
datasets suggesting that more effort should be expended by software developers in
mitigating and fixing these vulnerabilities.

In addition, recall and precision measures from the text mining process were in a
range of 73.9%–85.3% and 67.9%–81.8% respectively across the three studied data-
sets. To further, validate the results of our study, we used the mean absolute error
(MAE) to evaluate the accuracy of the prediction model. We also found that there
exists an exemplary subset of vulnerability records (Bellwether) that can be considered
as the training set to yield improved prediction accuracy against the growing portfolio
benchmark (i.e., using all available vulnerability records as training set). In future, we
plan to extend the scope of the study by investigating the existence of Bellwethers in
the context of software vulnerability prediction on other open source software projects.
We also intend to extend our investigation study on closed systems by conducting
industrial case studies to ensure the practicality of our approach.
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