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Abstract. Special compilers are often used to solve multivariate tasks with time
constraints. However, in this case, the cost of solving the problem is signifi-
cantly increased and the time required to organize access to such a computing
environment is required. At present, the use of distributed computing organized
in a computer network is one of the most accessible and widespread tech-
nologies for reducing the time for solving large-scale tasks. Many different
approaches for organization of distributed computing in a computer network are
grid technology, metacomputing (BOINC, PVM and others). The purpose of
most of the existing approaches for creating centralized systems of distributed
computing is their main disadvantage.
We propose to organize solutions to such a problem as multivariate modeling

by creating distributed computing in a computer network based on a decen-
tralized multi-agent system. A typical computer network is selected as a com-
puting environment. A self-organizing distributed computing system based on a
decentralized multi-agent system is proposed as a computer system. A system is
a set of agents performing the same algorithm. We propose an agent algorithm
for a decentralized multi-agent system. Agents working on this algorithm create
a self-organizing distributed computing system and protect the results of cal-
culations from such a thunderstorm as “denial of service”.
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1 Introduction

Nowadays special computers are often used to solve multivariant tasks with time
constraints. However, this significantly increases the cost of solving the problem and
requires time to organize access to such a computing environment.

Distributed computing is one of the most accessible and common technologies for
reducing the time for solving complex multivariant problems [1–6].

Different computing environments are used to implement such calculations. The
multiprocessor computer, cluster computing system, multi-computer system, or an
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ordinary computer network can be used as a computing environment. The most
accessible computing environment on which distributed computing is possible is a
computer network that has a sufficient or excessive number of data centers (local, wide
area networks). Most available computing environment where it is possible to perform
distributed computing is a computer network having a sufficient or excessive number of
data centers (LAN/WAN).

Currently, there are many different approaches for organization of the distributed
calculations in computer network technology grid, metacomputing (BOINC, PVM and
others). Most existing approaches are designed to create centralized distributed com-
puting systems. This is their main drawback. In the global network there is a real threat
to the operability of the distributed computational processes due to the extreme
instability of the computing environment and the actions of intruders. We propose to
use self-organizing distributed computing system based on a decentralized multi-agent
system for the solution of large-task and to reducing the threats to the existence of
distributed computing and the security of the obtained results [7–10] (see Fig. 1).

Multiagent system is a set of agents, each of which represents a software module
and placed on a separate computer. The agent performs the office only of its computer
and therefore its work is independent. It organizes the decision of tasks on your
computer initiates the communication with the computers of other agents, performs
processing of information provided by them and based on it make decisions.
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Fig. 1. Structure of the agent program of the multi-agent system
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Decentralized multi-agent system is a set of networked computers. Each computer
is under the control of his agent. All agents execute the same algorithm. The result is a
peer-to-peer computing system. Each agent works independently from the other agents,
the exchange between agents is done using broadcast messages. It allows in the process
of implementing distributed computing scaling a multi-agent system without affecting
functionality of processes computing.

We the developed the multi-agent system algorithm for the realization and
protection of distributed computations in computer networks. The algorithm
allows organizing the distributed computing system based on the nodes of computer
network [11–20].

2 Implementing a Multi-agent System

The system should be decentralized—each agent should have equal rights and be able
to exchange messages with other agents.

Let’s formulate requirements to the algorithm of the agent:

• the agent should monitor the computing processes running on managed computer;
• agents must share the computational load for the organization of distributed

computing;
• agents must redistribute its processing load depending on the performance of their

computers;
• each agent needs to store all the results of the execution of a large task;
• multi-agent system must ensure the protection of distributed computing against

threats from intruders.

The algorithm was developed containing a set of rules that each agent must perform
to organize distributed computing in a computer network and implement requirements.

A multi-agent system is a set of agents M in the form of the same program modules
of agents m1; m2; . . .; mnf g 2 M. The set M is superimposed on the set of network
computers p1; p2; . . .; pj

� � 2 P (P > M) so that the agent mi is located on the corre-
sponding computer pi of the network. Each agent module (agent) controls the resources
of the pi computer and monitors the load on the Wi. All multi-agent system M,
managing computers p1; p2; . . .; pj

� � 2 P, organizes a system of distributed computing
to solve the whole set of tasks w1;w2; . . .;wnf g 2 W . The set M is a peer-to-peer set of
agents working on the same program.

At the beginning of the organization of distributed computing, the agents
m1; m2; . . .; mnf g 2 M are operating in the computer network p1; p2; . . .; pnf g 2 P on

M. At the first stage, the mi 2 M agent receives the basic information for the organi-
zation of distributed computations in the set M. It includes the computational load W of
the M system and indicating which part of wi of the total volume W the agent must
perform. To monitor the execution of the computational load, each agent has two tables
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for work. The first Wnrez table includes all outstanding tasks. The second Wrez table
includes the completed tasks with the results of the execution Wnrez;Wrezf g 2 W .

At the initial stage of organizing distributed computing in a computer
network wi �W .

After the agent receives the load mi 2 M and general information about the system,
he initiates on his computer p1 a computational process to perform wi1, performing the
actions in accordance with the rule of computational load.

3 Algorithm of the Agent for Organizing Distributed
Computing and Ensuring the Safety of the Results
of Computing Processes

Each agent of a multi-agent system is located on its network computer. Each computer
is an autonomous computing system, the work of which does not depend on other
computers on the network.

The agent mi monitors the state of the pi computer and manages its operation in
accordance with the “computational load” rule. If pi does not perform calculations, then
the agent mi selects from the list of its computational load Wi the next order in the order
and passes it for execution to the computing block of the computer pi. The choice is
made by sequentially viewing the list of computing load Wi 2 Wnrez by the agent.

The algorithm of actions of the agent mi by the rule “computational load
execution”.

1°. The agent mi 2 M checks whether the next task wj 2 Wi is completed? If not
then to point 7°.
2°. Agent mi receives the result of the task wj 2 Wi.
3°. The mi agent looks at the list of uncompleted Winrez jobs.
4°. Load Wi completely fulfilled Winrez = 0? If yes, go to item 7°.
5°. Selection by agent mi of the next job wj + 1 from the list of uncompleted
computing load Winrez.
6°. Transfer the selected job wj + 1 to the computer pi 2 Pz.
7°. Go to another rule.

Due to the “computational load” rule, each computation node pi continuously
performs computational load Wi. The process is performed completely under the
control of the agent mi. This allows you to optimally use the computing resources of
each computer.

To implement the interaction between the agents m1; m2; . . .; mnf g 2 M, during
the execution of distributed calculations, agents exchange messages with results among
themselves. Exchange between agents occurs against the background of computational
load carrying out by computers controlled by the agents m1; m2; . . .; mnf g 2 M. The
agent mi, having received the result from the other agent, writes wj 2 W into its table of
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the results of the general computing load. At the end of the work, each agent stores all
the results of the solutions to tasks W.

The algorithm of actions of mi agent according to the rule “transfer the obtained
results to the other agents”.

1°. Verification is not passed to their computational load wj 2 Wi? If Yes, go to item
2°, if not then to paragraph 5°.
2°. To form a package for transmitting information agents m1; m2; . . .; mnf g 2 M.
3°. Free medium? If Yes, go to item 4°, if not to the point 5°.
4°. To send a package with information about the result of the calculation wj 2 Wi
from all agents m1; m2; . . .; mnf g 2 M.
5°. Go to the selection rules of behavior.

The execution time of the entire computing load W by the multi-agent system M is
equal to the time for executing the average load Wi by the agent mi 2 M.

Incomplete or slow execution of computational load by agents of the distributed
computing system can be caused not only by the low speed of individual computers,
but also by the consequence of the implementation of a denial-of-service threat.
A denial-of-service attack can lead to a disruption in the performance of some compute
nodes and, as a consequence, the termination of the operation of the distributed
computing system itself. To ensure the protection of distributed computing from this
threat, each agent performs actions according to the rule of monitoring the complete-
ness of the execution of the total computing load W.

The agent mi performs the tracking of the completeness of the execution of W with
each obtaining of results from both agents mj 2 M and from the computer pi and
recording of the results obtained in the list. Wrez. If the entire Wi load is performed in
full, then the agent scans and selects from Wnrez. The job and and passes it on to
execution pi.

The algorithm of actions of the agent mi according to the rule of monitoring the
completeness of execution of the general computing load.

1o. The agent mi 2 M checks whether all tasks included in its computational load
are executed Winrez = 0? If yes then go to item 5o, if not to item 2o.
2o. The agent mi selects from the table of the general computing load Wnrez the job
wj by which the result is not obtained.
3o. Does the agent mi check that he performed wj before? If yes then go to item 5o, if
not then go to item 4o.
4o. The agent mi transmits the selected task to its computer pi 2 Pz.
5o. Go to the next rule.

A graphical representation of the algorithm in Fig. 2
Due to the implementation of the rule for monitoring the completeness of the

overall computing load, there is a redistribution of the load between the agents of the
multi-agent system. When you attack “denial of service” and the failure of one or more
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of the agents, the load is redistributed among the remaining healthy compute nodes of
the multi-agent system. This ensures high resiliency of the distributed computing
system created on the basis of a multi-agent system in a computer network.

Based on the developed algorithm was written in Python and streamlined program
of work agent multi-agent system. The program structure is shown in Fig. 3.

The execution agent mg next
load and get results

The agent reports its wi mg
pg on the decision

In Wg there is a 
failed job?

Job selection
wi∈Wnrez

Yes

No

mg agent executes the rule,
the exchange of information 

between agents.

mg agent performs the 
selection of the next load

in Wg and pg reports on the 
decision

There are in Wnrez
failed job?

Yes

No

Shut down

Fig. 2. Structure of the agent program of the multi-agent system
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4 Estimating the Detection of a False Result in a Centralized
Multi-agent System

Each agent of a multi-agent system fulfilling the developed algorithm of distributed
computing allows expanding the system by including free computers in it. For this
purpose, the agent module and its computational load are transferred to the free
computer. Scaling a multi-agent system reduces the computational burden on each
agent and reduces the execution time of a larger volume task. The agent module can be
located on any network computer, including on the computers of the global Internet.
This increases the degree of threat to the security of processes and the results of
distributed computing. The management agents verify the correctness of the results
obtained from the agents of a multi-child system for protecting distributed computing
from the threat of receiving a false result.

Fig. 3. Structure of the agent program of the multi-agent system
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Let’s calculate on a concrete example the probability of finding a false result for a
centralized multi-agent system. The calculation is feasible for a multi-agent system
consisting of thousands of agents performing calculations and one managing agent.
Assume that among the many agents that make up the multi-agent system, there are
intruders, each of which transmits false results of calculations. The controlling agent
from the results obtained from the agents selects some and checks their correctness by
repeating the calculations. The results to be checked are randomly selected, since the
managing agent, having limited computing resources, does not know exactly which
agent is the attacker.

The probability of Polr detecting one false result in a centralized multi-agent sys-
tem, which is constantly formed by an attacker, is determined by the Bernoulli formula.
The Bernoulli formula makes it possible to determine the probability of occurrence of a
certain event under independent conditions. This suggests that the occurrence of an
event in an experiment does not depend on the appearance or non-appearance of the
same event in earlier or subsequent tests.

PnðmÞ ¼ n!
m! � ðn� mÞ! � p

m � ð1� pÞn�m ð1Þ

where m is the number of times the event occurred;
p - probability that the event will occur;
n is the number of repetitions of the experiment.
For our case, the number of repetitions of the experiment n is the average com-

putational load kr for each agent. It depends on the total amount of computational load
W and the number of agents N in the multi-agent system M. Load kr is calculated by
formula

n ¼ kr ¼ W
N

ð2Þ

where N is the number of agents in the multi-agent system M;
W is the total amount of computational load.
The probability of occurrence of an event in one experiment is determined by the

number of agents of the multi-agent system:

p ¼ 1
N
; ð3Þ

To calculate the probability of finding a false result, we substitute in our formula (1)
our data from formulas (2) and (3).

Polr ¼
W
N

� �
!

m! � W
N � m

� �
!
� 1

N

� �m

� 1� 1
N

� �W
N�m

ð4Þ

where m is the number of false results found.
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Since an attacker can generate false results for his entire computing load, the
probability of generating a false result is ko = 1. If the probability of forming a false
result is ko = 0.5, this means that it produces false results for only half of its com-
putational load.

In accordance with the structure of the multi-agent system, formula (5) is used to
calculate the probability of detecting a false result, reflecting the dependence of the
probability on the number of control agents and the probability of creating false results
by the attacker:

p ¼ b
N
�ko; ð5Þ

ko - probability of false results creation by an intruder;
b is the number of control agents.
Substituting in formula (4) instead of probability p, calculated from formula (3), the

value of p calculated by formula (5), we will form the probability of detection of at
least one false result (m = 1) from the attacker by the controlling agent (b = 1).
Probabilities of detecting at least one false result in a centralized multi-agent system
that are generated by an attacker with probabilities ko = 1, ko = 0.8 and ko = 0.6 (see
Fig. 4).

Fig. 4. The probability of detection of at least one false result when the probability of the
formation of a “false result” (1) ko = 1 (2) ko = 0.8 and (3) ko = 0.6.

300 S. Khovanskov et al.



The calculation is performed for a centralized multi-agent system with one
managing agent. The number of tasks for a large-volume problem W = 10000 for a
different number of agents N of a multi-agent system from 100 to 1000. When ana-
lyzing the obtained graphs, it is seen that the probability of detecting at least one false
result by the managing agent decreases with the increase in the number of system
agents. With the number of agents N = 1000, the probability of detecting at least one
false result is Polr = 0.005. When N ! 1 the probability Polr ! 0. The reason for this
is when scaling the multi-agent system the number of results you get a managing agent,
increases. Managing agent is unable to verify all the results transferred to him by the
agents of multi-agent system M.

Reducing the likelihood of false results is also affected by a decrease in the
probability of false results from the attacker, since in this case the total number of false
results in the multi-agent system decreases, which reduces the probability of detection
of false results by the managing agent.

Similarly, the probability of detection by the managing agent of at least 2 false
results for one intruder is calculated, similarly to 3 and 4 (Polr2, Polr3, Polr4). In the
formula (4) we substitute m = 2, 3, 4.

The probabilities Polr2, Polr3, Polr4 of the detection agent of false results are cal-
culated with one attacker. Probabilities of detection of 2, 3 and 4 false results in a
centralized multi-agent system of those that are formed by an attacker with probabilities
ko = 1. are shown in Fig. 5.

Fig. 5. Probability of detection with ko = 1 (1) 2x, (2) 3x and (3) 4 false results.

Organization and Protection on the Basis of a Multi-agent System 301



Comparing the graphs in Figs. 3 and 4, we can conclude that in the centralized
multi-agent system the probability of finding false results decreases with the increase in
the number of false results that the controlling agent should detect.

5 Conclusion

The algorithm was developed for the organization and protection of distributed com-
putations in computer networks based on multi-agent system with the aim of reducing
the solution time of large-scale problems. We developed the algorithm for decentral-
ized multi-agent agent system, which allows securing distributed computing based on
multi-agent systems in computer networks and reducing the solution time of large-scale
problems. Decentralized computer system provides higher protection efficiency of the
processes of distributed computing than centralized in an unstable computing envi-
ronment of a computer network. Agents, working on information in the article, algo-
rithm, perform their own distribution between a given computational load for the
organization of distributed computing. In the process of implementing distributed
computing, the agents communicate with multicast messages pass each other the results
of the calculations and redistribute among themselves the given computational load
depending on the performance of computers. It allows you to provide in addition to
reducing the solution time of large-scale problems, the protection efficiency of com-
putational processes and computing results from the substitution. It increases the degree
of protection for distributed computing from the threat of “denial of service” and safety
results of the decision from the threat of a “false” result compared to a centralized
computing system. Implementation of the algorithm for decentralized multi-agent
system program was written in Python. The agent program was installed on 3 com-
puters. The results of multi-agent system in the network showed that an organized
system of distributed computing works. The system performs integrity monitoring of
the results of the solutions of a large problem. At the organization of the distributed
computing system decreases the computational load on computers with low produc-
tivity through the redistribution of computational load among the agents.
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