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Preface

The International Conference on Futuristic Trends in Network and Communication
Technologies (FTNCT 2018) targeted researchers from different domains of network
and communication technologies with a single platform to showcase their research
ideas. The main four technical tracks of conference were: Network Technologies,
Wireless Networks, IoT, and Communication Technologies. The conference aims to be
an annual ongoing event inviting researchers to exchange their ideas and thoughts. We
hope that it will continue evolving and contributing to the field. The International
Conference on Futuristic Trends in Network and Communication Technologies
(FTNCT 2018) was hosted by Jaypee University of Information Technology, Wak-
naghat, Solan, India, during February 9–10, 2018, in association with the Southern
Federal University, Russia, Sciences and Technologies of Image and Telecommuni-
cations (SETIT) of Sfax University, Tunisia, and technically sponsored by the CSI
Chandigarh Chapter, India. We are thankful to our valuable authors for their contri-
bution and our Technical Program Committee for their immense support and moti-
vation toward making the first FTNCT a grand success. We are also grateful to our
keynote speakers: Prof. Timothy A. Gonsalves, Director, IIT Mandi, India, Dr. Sanjay
Sood, Jt. Director, CDAC Mohali, India, Dr. Pljonkin Anton, Southern Federal
University, Russia, Dr. Jitender Kumar Chhabra, Professor, NIT Kurukshetra, India,
and Dr. Mohd Helmy Abd Wahab, Faculty of Electrical and Electronic Engineering,
Universiti Tun Hussein Onn, Malaysia, for sharing their technical talks and enlight-
ening the delegates of the conference. We express our sincere gratitude to our publi-
cation partner, Springer, for believing in us.

February 2018 Pradeep Kumar Singh
Marcin Paprzycki
Bharat Bhargava

Jitender Kumar Chhabra
Narottam Chand Kaushal

Yugal Kumar
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Abstract. The growth in communication technology has connected billions of
people all over the globe. The frequent sharing of data among individuals, orga-
nizations and even countries has raised concerns over the security and privacy of
the communication process. A successful solution to this problem is Encryption,
which converts the data to an unintelligible form. The keys for encrypting and
decrypting the data are known only to authorised users. Thus, encryption can
efficiently secure the communication process. The technique presented here is a
modified form of Advanced Encryption Standard (AES) with multiple cipher keys
of length 128 bits. AES uses symmetric cryptographywhichmeans that same keys
are used for encryption and decryption. AES is known to be resistant against any
known cryptanalytic attacks. Although it is known to be secure, various
improvements have been suggested previously to further enhance the security of
AES. The proposed technique enhances the security by using three cipher keys. By
increasing the no. of keys, the encryption and decryption times are increased.
Trading off with the increase in encryption time, advantage is gained because the
attempt to hack the data will require drastic efforts and thus security is increased.

Keywords: Encryption � Decryption � Cipher � Security � Ciphertext
AES

1 Introduction

Cryptography is the science of imparting security to the means of communication. It
helps to save critical information or communicate across channels so that contents can’t
be known by anybody except the desired receiver [1]. Cryptanalysis is the technique
which aims to defeat the efforts of cryptography. The goal of cryptanalysis is to find
some weakness or vulnerabilities in the cryptographic algorithm so that security can be
breached. Ethically used, cryptanalysis helps to find certain vulnerabilities in the
scheme which can be overcome to make the system secure without any underlying
weakness in algorithmic implementation.

With the exponential growth in internet usage, people are sharing data more often
than ever before. The data exchanged ranges from textual documents to images, audio
and video. Huge amounts of data sets are collected, analyzed and shared by various
governmental agencies and private sector organizations. There are always groups or
individuals present who try to illegally access the secret communication between
multiple parties, and may cause harm to both, in the form of information loss, financial
loss, leakage of secret information etc. This raises security concerns all over the world.
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Thus, researchers are devoted to develop new techniques to cope up with these attacks.
New techniques are being devised which are highly secured, reliable and computa-
tionally efficient. Existing communication techniques are being updated to minimise
their vulnerability to attacks [1].

2 Advanced Encryption Standard (AES)

In 1997, US National Institute of Standards and Technology (NIST) called for pro-
posals for Advanced Encryption Standard [2]. Fifteen proposals were submitted, out of
which five were finalised for further analysis in 1999. In 2000, Rijndael algorithm was
selected by NIST as AES. On 26 November 2001, AES was adopted as a formal US
standard. It was published as Federal Information Processing Standard 197 (FIPS 197)
in the Federal Register in 2001 [3]. AES is derived from Rijndael Algorithm, which
was designed by two cryptographers - Jon Daemen and Vincent Rijmen. Rijndael has
many sub-parts with different data block length and key lengths [4].

2.1 Description of Cipher

AES is a symmetric block cipher i.e. it uses same cipher key both for encrypting and
decrypting. It encrypts a data block of 16 bytes in single iteration. It uses keys having
different key lengths- 128, 192 or 256 bits. Therefore, depending upon key length used,
different versions of AES are referred to as AES-128, AES-192, AES-256. Depending
on the key size, the no. of round functions are 10, 12 and 14 respectively [2]. Figure 1
describes the basic input and output parameters for AES encryption.

2.2 Byte

The main entity of data which is manipulated in AES is a byte, i.e. a group of 8 bits is
considered as a basic single unit. Plaintext, Cipher key and Ciphertext are dealt with as
collection of bytes [5].

Block length = 128 bits (128/8 = 16 bytes) Key Length = 128 bits (128/8 = 16 bytes)
Key Length = 192 bits (192/8 = 24 bytes)
Key Length = 256 bits (256/8 = 32 bytes)

128

128

128
Plaintext AES

Key

Ciphertext

Fig. 1. Various parameters in AES-128
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Here, the discussion is limited to AES-128 only as the proposed technique attempts
at modifying it by increasing the no. of keys.

2.3 State of the Algorithm

The various operations in AES algorithm are operated upon a 4 � 4 array where each
element represents a byte. This 4x4 array is called state of the algorithm. Initially, all
the data bytes are input into the state array as shown:

B0 B4 B8 B12
B1 B5 B9 B13
B2 B6 B10 B14
B3 B7 B11 B15

Constituent bytes in each column of the array form 32 bit words. Therefore, state is
signified as 1 � 4 matrix of four 32-bit words [5].

2.4 Galois Field Arithmetic

Galois field refers to a set with finite number of elements. The operations like addition,
subtraction, multiplication and inversion are applicable to the elements of Galois fields.
Smallest Galois field is a field with only two elements 0 and 1. This field is referred to
as GF(2). The operations of addition and multiplication in GF(2) are equivalent to
logical XOR and logical AND. For the purpose of encryption in AES, a Galois field
with 256 elements i.e. GF(28) was selected. This was done so because each element in
this field is represented by 8 bits and 8 bits together constitute one byte. Since this field
is derived from the basic Galois field with two elements, therefore all the operations in
AES follow the basic rules of GF(2) [5].

2.5 Internal Structure of AES

AES consists of layers which manipulate the 128-bit block of data. These layers are
briefly described as follows. Figure 2 describes the basic block diagram for AES-128
encryption.

• Key Addition layer: A cipher key or subkey of length 128 bits, that is sequentially
extracted from the original key in the key schedule, is logically XORed with state
matrix.

• Byte Substitution layer: Every element of the state matrix is transformed in a non-
linear fashion with the help of tables called substitution boxes or S-Boxes [2].

• Diffusion layer: This layer helps in diffusing the information of one bit on all other
bits. It comprises of two sublayers. ShiftRows sublayer operates upon the data in
byte form. The MixColumn sublayer helps to mix the columns in state matrix each
of which has four bytes [2].

The manipulation performed on individual bytes in AES is described in detail as
follows.

Implementation of AES-128 Using Multiple Cipher Keys 5



Byte Substitution Layer. The initial layer of every round is byte substitution layer.
This is a byte substitution that operates in a non-linear fashion independently on every
element of the State matrix using a Substitution-box. Each element from the state
matrix is substituted by a byte from the substitution-box [2].

ShiftRows Sublayer. This operation performs shifting on the second row in state
matrix cyclically by one position in left, the third row by two positions in the left and
the fourth row by three positions to the left. No change is done to the first row. The
main motive behind the operation of ShiftRows is to diffuse each element over the

Round  
1 

Byte Substitution layer

Key Addition layer

ShiftRows Sublayer

MixColumn Sublayer

Plaintext  

Key Addition layer

Byte Substitution layer

Key Addition layer

ShiftRows Sublayer

MixColumn Sublayer

Byte Substitution layer

ShiftRows Sublayer

Key Addition layer

Ciphertext

Round  
9 

Round 
10

Diffusion Layer

Cipherkey k Key Expansion

Subkey 1

Subkey 2

Subkey 10

Subkey 11

Fig. 2. Block diagram for AES-128 encryption
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whole matrix [2]. Let us assume that the input for this operation is state matrix E = (E0,
E1,…, E15):

E0 E4 E8 E12

E1 E5 E9 E13

E2 E6 E10 E14

E3 E7 E11 E15

The result of the operation as a new state matrix is shown below:

E0 E4 E8 E12

E5 E9 E13 E1

E10 E14 E2 E6

E15 E3 E7 E11

Elements not shifted

Cyclic left Shift by 1 byte

Cyclic left shift by 2 bytes

Cyclic left shift by 3 bytes

MixColumn Sublayer. This operation is a linear operation which operates by mixing
every column in the state matrix. MixColumn operation affects the AES in such a way
that every input element changes the properties of four other bytes, therefore, most of
the diffusion in AES occurs by this step. A column of state matrix is considered as a
vector which has four bytes. Multiplication is performed on this vector using a static 4-
by-4 matrix. GF(28) influences the rules followed in every subsequent operation [2].
For example, we can consider the calculation of first four output bytes as follows:

C0
C1
C2
C3

2
664

3
775 ¼

02 03 01 01
01 02 03 01
01 01 02 03
03 01 01 02

2
664

3
775

B0
B5
B10
B15

2
664

3
775

The next four bytes for the next column can be calculated by multiplication of the
input bytes (B4, B9, B14, B3) by the same matrix given above.

Key Addition Layer. This layer in AES has two inputs – the state matrix which has
16 elements or 16 bytes, and the cipher key which also has byte length of 16 bytes. The
inputs are added, which is equal to a logical XOR in Galois field having two elements.
The subkeys for subsequent rounds are extracted by iterating the same operations in
key schedule.

Key Schedule. Key Schedule extracts the subkeys from cipher key, which are subse-
quently used in further rounds of AES. The no. of subkeys required is equal to one
more than the total no. of rounds. Therefore, in case of AES-128, the required no. of are
11 since there are total 10 rounds, as discussed previously. The subkeys are derived
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recursively in AES i.e. in order to extract 2nd key, 1st key must be known and for 3rd

subkey, 2nd subkey must be known and so on [2].

2.6 AES Decryption

For the purpose of decryption in AES, all the rounds of encryption should be inverted.
An inverse substitution box is used to perform inverse substitution. Inverse Shift Rows
and Inverse Mix Columns are the other two constituent operations to remove the
diffusion from AES. The constituent operations follow a similar order from encryption,
just in a reverse fashion as shown in Fig. 5. The number of rounds in AES decryption
remain the same as in encryption, i.e. 10 rounds.

For 10 rounds, 11 subkeys are needed in a recursion fashion. First round should
have the last subkey, second round should have the second-to-last subkey. It is done by
calculating the all subkeys initially and then storing them and retrieving as and when
required. This aspect leads to a small delay in performing the decryption [2].

Since, the last encryption round does not perform the MixColumn operation, the
first decryption round also does not contain the corresponding inverse layer. All other
decryption rounds, however, contain all AES layers as described previously.

3 Literature Review

Tankard [6] discussed that in a big data set, it is impossible to find every piece of
confidential information and tracking the users which have the access to sensitive data.
Confidential data is to be encrypted which can include information in data bases, spread
sheets, word documents and archives etc. Garfinkel [7] referenced the problem of
securing financial transactions and other critical applications through the use of cryp-
tography. Tomhave [8] introduced the main facets in key management. For coping up
with key loss, it seemed befitting to establish an extra key that could be used in
retrieving data for an emergent scenario. Parker [9] stressed upon the judicious usage of
cryptography in various applications. The dangers and vulnerabilities posed to the
system by cryptography were highlighted. Transmission errors, lost keys etc. can lead
to critical information loss and harm an organisation greatly. Yang et al. [10] described
the general theoretical ideas, algorithms, and standards for encryption of data, images
and MPEG video. Comparisons were drawn between the various cryptographic algo-
rithms based on various parameters like complexity, speed, memory requirement, key
length etc. Patil et al. [11] discussed the basic standards for symmetric and asymmetric
cryptography like DES, 3DES, AES, RSA and Blowfish. Nadeem et al. [12] high-
lighted the performance degradation of encryption algorithms when implemented in
hardware across various applications. DES, TDES, AES and Blowfish were the
algorithms which were used to encrypt same data files across various hardware plat-
forms and performance was compared. Buchanan et al. [13] researched about the
varying servers used across various industry sectors in today’s scenario. In TLS Pro-
tocol, ECDHE-RSA-AES256-GCM-SHA384 is described to be the most popular
cipher suite, which uses AES-256 for data encryption along with other schemes for key
sharing and authentication. Rachh et al. [14] described the efficient implementation of
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AES encryption and decryption in FPGA and ASIC using fully pipelined structures.
Integrated circuits were designed by implementing block architectures of different
layers in AES which minimized the delay in implementation. Osvik et al. [15]
implemented AES-128 encryption technique in software targeting both low speed
microcontrollers and microprocessors, and the high-speed Cell broadband engine and
NVIDIA graphics processing units (GPUs). Jingmei et al. [16] discussed that the
simple S-box of AES with only 9 terms can pose a vulnerability. A new S-box with 255
terms was presented which increase the security against attacks like linear and differ-
ential cryptanalysis. Gong et al. [17] discussed the AES Encryption Algorithm based
on multiple look up tables. The main advantage was to reduce the encryption time. The
mathematical preliminaries for generating the look-up tables were discussed. Dara et al.
[18] discussed that the S-box used in standard AES algorithm is static. Generating the
S-Box dynamically presents an important advantage of increasing the security of AES
cipher system. Kumar et al. [19] suggested modification in AES by using a key of 320
bits from Polybius square and increasing the no. of rounds to 16 from 10, for
encryption and decryption of data. Wahaballa et al. [20] discussed providing multiple
layers of security to data communication by employing encryption and steganography,
which is the technique to hide confidential data in a cover file so that data commu-
nication becomes undetectable to an intruder.

4 Proposed Methodology

From literature review, it was observed that the research done in field of AES was to
improve performance and enhance the security by modifying the parameters and basic
algorithm for AES. The changes were done either in by increasing the length of keys or
improving S-Box implementation etc.

The proposed technique does not change the basic nature of AES-128 algorithm.
The basic parameters are kept same as listed below.

• Data Block (Plaintext) Length: 128 bits (16 bytes)
• Cipher Key Length: 128 bits (16 bytes)
• Number of Rounds: 10
• State matrix: 4 � 4
• S-Box: Same as prescribed in the standard FIPS-197

In the proposed technique, an attempt is made to increase the security of the
algorithm threefold by increasing the number of keys, which are used in encryption of
the data or plaintext. A basic approach for a GUI is programmed in which user is
prompted to enter the data or plaintext and three keys which are to be used for the
purpose of encryption. The same keys shall be used for decrypting the ciphertext
otherwise the result will not be the true plaintext. The increase in number of keys
increases the effective key space. This drastically increases the number of permutations
and combinations which will be required by the intruder to breach the security.
Therefore, this approach enhances the security of algorithm in terms of encryption time
as compared to security model proposed by Kakkar et al. [21].

Implementation of AES-128 Using Multiple Cipher Keys 9



Flowchart for encryption

1

Add first subkey to the plaintext

Set Round = 1

Implement Byte Substitution

Implement ShiftRows

Implement MixColumn

Add next subkey to the plaintext

Set Round=Round+1

Round = 9 
?

Implement Byte Substitution

Implement ShiftRows

Add last subkey to the Plaintext

Encryption complete. Result is the 
Ciphertext 

Input the Plaintext
From the user

Input three keys
From the user

Initialize the Substitution Box and 
Polynomial Matrices

Use the First key. Generate Subkeys 
using key schedule.

1

Use the Second key. Generate 
Subkeys using key schedule.

1

Use the Third key. Generate Subkeys 
using key schedule.

1

Result is the desired Ciphertext.

Start

End

Set Plaintext = Ciphertext

Set Plaintext = Ciphertext

No

Yes

Fig. 3. Flowchart for encryption
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Flowchart for Decryption

Input the ciphertext
From the user

Input three keys
From the user

Initialize the Inverse Substitution Box 
and Inverse Polynomial Matrices

Use the Third key. Generate Subkeys 
using key schedule.

2

Use the Second key. Generate 
Subkeys using key schedule.

2

Use the First key. Generate Subkeys 
using key schedule.

2

Result is the desired Plaintext.

Start

End

Set Ciphertext=Plaintext

Set Ciphertext= Plaintext

No

Yes

Implement Inverse ShiftRows

Add second subkey to the ciphertext

2

Implement Inverse ShiftRows

Implement Inverse Byte Substitution

Set Round=9, i=1

Add last-i subkey to the ciphertext

Implement Inverse MixColumn

Set Round= Round-1, i=i+1

Add last subkey to the ciphertext

Round = 1 
?

Implement Inverse Byte Substitution

Implement Inverse MixColumn

Implement Inverse ShiftRows

Implement Inverse Byte Substitution

Add first subkey to the ciphertext

Decryption Complete. Result is Plaintext.

Fig. 4. Flowchart for decryption
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It is to be kept in mind that increasing the number of keys also increases the
corresponding execution time. A trade-off exists between number of keys which a user
desires and the maximum allowable execution time which an application permits.

The basic algorithms and flowcharts which are followed for encryption and
decryption of text are described in Figs. 3 and 4 respectively.

Algorithm for Encryption

Step 1: Input the Plaintext from user.
Step 2: Input the three cipher keys k1, k2 and k3 from the user.
Step 3: Initialize the S-box and polynomial matrices.
Step 4: Use k1 and generate subkeys using key schedule.
Step 5: Add first subkey to the plaintext.
Step 6: Set Round = 1.
Step 7: Perform Byte Substitution.
Step 8: Perform ShiftRows.
Step 9: Perform Mixcolumn.
Step 10: Add the next subkey.
Step 11: Set Round = Round + 1.
Step 12: Check if Round = 9.
Step 13: If Round! = 9, Go to Step 7.
Step 14: If Round == 9, repeat steps 7, 8 and 10. Result is Ciphertext.
Step 15: Set Plaintext = Ciphertext.
Step 16: Use k2 and generate subkeys from key schedule.
Step 17: Repeat steps 5 to 15.
Step 18: Use k3 and generate subkeys from key schedule.
Step 19: Repeat steps 5 to 14.
Step 20: Result obtained is the desired Ciphertext.
Step 21: End.

Algorithm for Decryption

Step 1: Input the Ciphertext from user.
Step 2: Input the three cipher keys k1, k2 and k3 from the user.
Step 3: Initialize the Inverse S-box and Inverse polynomial matrices.
Step 4: Use k1 and generate subkeys using key schedule.
Step 5: Add last subkey to the ciphertext.
Step 6: Perform Inverse ShiftRows.
Step 7: Perform Inverse Byte Substitution.
Step 8: Set Round = 9, i = 1.
Step 9: Add last-i subkey to the ciphertext.
Step 10: Perform Inverse MixColumn.
Step 11: Perform Inverse ShiftRows.
Step 12: Perform Inverse Byte Substitution.
Step 13: Set Round = Round-1, i = i+1
Step 14: If Round! = 1, Go to Step 9.
Step 15: If Round == 1, repeat steps 9 to 12.
Step 16: Add first subkey to the ciphertext. Result is plaintext.
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Step 17: Set Ciphertext = Plaintext.
Step 18: Use k2 and generate subkeys from key schedule.
Step 19: Repeat steps 5 to 17.
Step 20: Use k3 and generate subkeys from key schedule.
Step 21: Repeat steps 5 to 16.
Step 22: Result obtained is the desired plaintext.
Step 23: End.

5 Results

The program code is implemented in MATLAB R2017a. The steps followed in
implementing the code for AES-128 are explained as follows:

5.1 Encryption

User is required to input the data which has to be encrypted. As the code is imple-
mented for AES-128, therefore, keys with only 16 letters are allowed. User has to input
three cipher keys in order to securely encrypt the data. The necessary initializations of
that of S-box and Polynomial Matrices has been done. The initial encryption on
plaintext is performed using the 1st cipher key. The resulting ciphertext from the first
round acts as the input plaintext for second round. Another round of encryption is
implemented using the second cipher key. The ciphertext from the second round is
made as final plaintext for the third and the final round. The output of the third round is
final ciphertext. The screenshot of the whole encryption process is depicted in Fig. 5.

The process of encryption provides security to the data. A further enhancement in
the security is provided by employing multiple cipher keys. Proposed scheme aims to
enhance the security threefold by employing three keys. Some minor changes in the
program code can provide with more or less keys, as required according to the

Fig. 5. Screenshot depicting outcome of encryption process
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application. The program can be used for personal applications in encrypting the data
for some small level applications. Some further improvements in the code can be done
by modifying the algorithm to decrease execution time.

5.2 Decryption

The process of decrypting the data is exact inverse of the process of encryption as
shown in Fig. 6. User is required to enter the decimal equivalents of the ciphertext. The
exact keys which are used for encryption must be known for the successful decryption
of the data. The necessary initializations for inverse S-box and inverse polynomial
matrices is done. The cipher keys are expanded. The addition of keys is done in a
reverse order. Firstly, the third cipher key is utilized. The process of decryption is
followed to generate the plaintext which will act as ciphertext for the next round. This
ciphertext is input to the next round which also has second cipher key as the input.
Following this the final round is performed in a similar way with the first cipher key as
the input. The proposed model outperforms well in terms of execution time as com-
pared to [22].

5.3 Encryption and Decryption Time

As stated previously, increasing the number of keys increases the effective execution
times for Encryption and Decryption. Tests conducted to measure the encryption and
decryption time using different number of keys gave following results.

Fig. 6. Screenshot depicting outcome of decryption process
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As it is clear from Table 1, increasing the number of keys increases the effective
execution time for encryption. This increase is due to increase in number of iterations
and rounds with each additional key.

Table 2 indicates that increase in no. of keys increases the time for decryption. The
reason being the same as in case of encryption. This execution time only exists when
correct keys are input. If any intruder wants to attack the security system even by trying
all the possible permutation and combination of keys, the effective key space (in case of
multiple keys) makes it hugely complex and almost impossible to decrypt the data at an
ordinary machine.

Thus, it is made clear that an increase in number of keys makes the system more
secure by increasing the effective key space which makes it impossible for an intruder to
guess the correct combination even by a brute-force attack. The encryption and
decryption time increase only nominally, which will not be a big issue in case
authenticated and intended parties with knowledge about keys, are accessing the system.

6 Conclusion and Future Scope

The advent of information technology and millions of bytes of data shared among the
users all over the globe has made security and confidentiality a necessity in today’s life.
Cryptography is a really effective media to secure the data from the potential attacks by
eaves-droppers. It fulfils the necessary goals of information security and hence is an
indispensible tool in today’s scenario. Keeping in mind the developments in the field of
cryptography and that of AES-128, literature review has been carried out. The proposed
scheme for AES-128 is designed using multiple cipher keys to enhance the security.
The scheme increases the key space so that it becomes impossible for an eaves-dropper
to guess the correct keys. Increase in execution times are only nominal. Results are
presented in Sect. 5. Some improvisations in the code can be carried out in order to
optimize the performance and increase the speed in execution.

Table 1. Execution time for encryption using different number of keys

No. of keys Execution time (seconds)

1 13.88
2 22.31
3 32.55

Table 2. Execution time for decryption using different number of keys

No. of keys Execution time (seconds)

1 93.21
2 105.67
3 117.93
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Abstract. Substitution-Box (S-BOX) is the most critical block in the Advanced
Encryption Standard (AES) algorithm, consumes 75% of total power during
encryption. The primary idea to implement S-BOX is to have a unique byte
substitution. In this paper 4 different architecture of SBOX discussed; (a) look-
up table or ROM based S-BOX contains a pre-computed value stored at defined
address (b) modified look-up table based approach which uses decoders and
multiplexer makes overall substitution faster (c) computational method has
composite field architecture to compute the substitution byte (d) blend of
computational method and look up table method where pre-computed multi-
plicative inverse values are stored in lookup table to reduce power consumption.
Look up table based method requires a fetching circuit from a certain location,
suffers from area overhead; to overcome that to be substituted values are divided
into groups and using decoders and multiplexer that values will be fetched. The
computational method requires complex computation result in high power
consumption. To overcome that one particular module is pre-computed and
stored in a look-up table in the last method. The overall objective of this paper is
to implement S-box using different methods and to come up with method which
is optimum as far as the area, power, delay parameters are concerned and
security wise robust. In this work a comparative study of all these methods has
been explored with CMOS 180 nm, 90 nm, and 45 nm technology node.

Keywords: S-BOX � Look up table � GF � RTL compiler � AES

1 Introduction

Modern day communication involves many kinds of security threat, though commu-
nications have increased significantly and also become sophisticated security issues are
always present. Over the time, many techniques were developed to address this grey
area; a technique devised to solve any issue, of communication must confirm three
norms confidentiality, integrity, and availability. Confidentiality of communication said
to be maintained when data which was to be communicated reaches to the desired
recipient only and no one except that end user is able to gain any substantial infor-
mation devising any illicit method. For any communication to take place it is must that
end users get access to available medium which has been devised to establish the
communication. Integrity presents only authorized parties should able to access to the
medium, it should be taken care that recipient should get exactly what was desired to be
communicated and not anything else.
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AES is adopted as the standard for cryptography by NSIT in the year 2001.
Encryption is a method to include security while communication, plain text scrambled
with a secret key generated from key generation center into ciphertext. Encryption is
iterative process contains 4 steps AddRoundkey, SubByte, ShiftRow, and MixColumn
[1], AES is iterative process it repeats substitution byte, shift row, mix column multiple
time in the loop. AES-128, AES-192, and AES-256 execute in loop 10, 12 and 16
respectively. To get back original text from cipher similar key required; decryption is a
reverse method of encryption contains AddRoundKey, InverseShiftRow, Inverse-
SubByte, and InverseMixColumn. Substitution byte is a most complex bock and
consumes 75% of the computation power of complete process; a byte is substituted for
the output of add round key stage. Substitution is the implementation of Shannon’s
confusion-diffusion principles [1, 7–10].

Confusion: Creating confusion is one of the basic requirements of any cryptographic
algorithm, Relationship between plain text and cipher-text with respect to the key.
A strong confusion property is required to maintain the text secured in the ciphertext.
Diffusion: Diffusion is an element of randomness required to be present in substitution,
for change in one bit of input, the substituted output should be changed by at least half of
bits. This makes it unpredictable and the key gets difficult to predict in this case. It limits
overall range available for substitution though or makes it difficult to make the table.

Substitution Box (S-Box) in AES takes care of confusion and diffusion; 256 different
bytes are arranged as 16 * 16matrix presented in Fig. 1. To read S-BOX output stages of
add round key is grouped as first nibble select row (x) and the second nibble selects a
column (y); respective -value fetched for substitution. In thiswork4different architectures
of S-Box has been analyzed, SBOX with a lookup table (LUT), a modified lookup table
with decoder and multiplexer, SBOX using goalies filed (GF) computation and modified
GF based S-box using a look-up table. Section 2 contains the principle of mentioned 4
architectures implementwithCadenceNCSIMusingVerilogHDLand the result has been
analyzed RTL compiler based CMOS 180 nm, 90 nm and 45 nm slow & fast library.
Section 3 insights comparative analysis of SBOX in term of area, power and delay.

Fig. 1. S-BOX
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2 Implementation Method of S-BOX

2.1 Look-Up-Table

Look up table (LUT) based realization of S-BOX it requires vast space of memory
implemented with ROM or EPROM [1, 5]. Memory will be used to hold the values and
scanning will be done across rows and columns to fetch the desired value shown in
Fig. 2. 8 bits data which is to be substituted will be used to get the appropriate “to be
substituted” value from the table. For this, 8 bits data as a combination of two nibbles.
First of which, will give the number of the row from where data is to be fetched and
second of which will give the number of the column from where data is to be fetched.
The intersection point of these two entries will give the data to be substituted. [2] On
the receiver side, the similar table will be there and the same method will be used there
as well to get the desired outcome. LUT based S-BOX implementation is simple
requires bulk memory. TheLUT S-BOX has rigid structure and suffers from
unavoidable delay since LUT have predefined access time. Figure 2 presents a method
to access a byte from LUT with multiplexing circuit; 8-bit input acts as address select a
particular byte to be substituted from LUT. Simulation result of this architecture pre-
sents in Fig. 3, Table 1 shows the implementation with gpdk 180 nm, 90 nm, and
45 nm; slow library requires large number of cells and large delay compare to fast
library while fast library results in more power consumption.

It can be seen here from Table 1, for same technology node, faster library cells,
gives improved delay but higher power consumption against slow library cells. Reason
for this is power supply difference in faster and slower library. In the faster library,
redundant cells also get removed result in a reduction in a total number of cell.

2.2 Modified Look-Up Table Using Decoders and Multiplexer

A unique method to read a byte from SBOX have been implemented using decoder and
multiplexer, to make the ROM based implementation faster by reducing the number of

Fig. 2. Lookup table-based SBOX
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LUT. An S-BOX is decomposed into 4 group of 64-byte further divided into 2 � 2
byte, Here 8 bits data which was divided in nibbles get further divided into a group of
2-bit which is explained below. Based on first two MSB bits in a byte, group of the “to
be substituted data” will be decided, next two bit select a row in a selected row, next
two-bit select column from selected group and last two LSB bit select the particular
byte to be substituted. Figure 4 shows the method to fetch a byte from a 2 � 2 lookup
table. Selection of group and selecting row and column within the group has been
simplified with 2:4 decoders while selecting a byte has been facilitated through 4:1
multiplexer. The advantage of this method is SBOX is decomposed into a smaller size
of 2 � 2 lookup table, reduce the critical path delay. Figure 4 illustrate a method to
fetch a byte to be substituted with help of decoder and multiplexer. Table 2 presents
implementation result with the gpdk library, slow library results in more delay while
fast library results in high power consumption.

Table 2 presents modified LUT based S-BOX, gives less delay and hence faster
design compare to earlier conventional Look-Up table based S-box. Area too gets
somewhat reduced but at the cost of power. These two methods though suffer from
cache memory attack where just observing access of cache key can be extracted except
pre-fetching for each and every access is made a rule.

2.3 Galois Field

S-BOX can implement with composite field algorithm, contains two sub-module
multiplicative inversions and the affine transformation. Byte substitution starts with
mapping the field of input into composite filed by using isomorphic mapping, iso-
morphic mapped output applied to multiplicative inverse in Galois field followed

Fig. 3. Shows the simulation result of LUT based SBOX

Table 1. Implementation result of LUT based SBOX

LUT Based SBOX

Technology 180 nm 90 nm 45 nm
Library Fast Slow Fast Slow Fast Slow
Cell 414 415 409 441 443 460
Power (nw) Static 54.747 124.588 14124.729 5670 135.414 37.608

Dynamic 220603.21 131495.25 56032.9 39308.083 40715.29 22312.514
Total 220658 131619.8 70157.63 44978.08 40850.7 22350.12

Delay (ps) 1702 4477 809 3070 1035 3320
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finally re-map the result by inverse isomorphic function followed by an affine trans-
form. Multiplicative inverse is a most expensive module, here number of hardware
block greatly reduce by GF filed arithmetic shown in Fig. 5. Complete architecture has
implemented with XOR and AND gate.

Fig. 4. Addressing decoding method for modified look-up table [4]

Table 2. Implementation result of modified LUT based SBOX

Modified LUT SBOX

Technology 180 nm 90 nm 45 nm
Library Fast Slow Fast Slow Fast Slow
No. of Cell 411 410 405 405 428 437
Power (nw) Static 43.161 111.212 12384.882 4955.267 91.277 27.477

Dynamic 367766.08 208492.91 73248.256 49448.729 43059.273 28590.554
Total 367809.2 208604.1 85633.14 54404 43150.55 28618.03

Delay (ps) 1757 3961 728 2301 625 1845
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To find the substitution byte multiplicative inverse of GF (28) followed by affine
transformation is calculated. The multiplicative inverse of GF (28) is the most
expensive block in computation; here complexity of GF (28) is reduced by decom-
posing into GF (24) and GF (22). Any arbitrary polynomial in GF (28) can be repre-
sented as bx + c using an irreducible polynomial x2 + Ax + B. From the fact that any
binary value can be represented in polynomial form and any polynomial can be con-
verted into lesser power using bx + c we can find a multiplicative inverse for the given
input. Here ‘b’ and ‘c’ are most significant and least significant nibbles respectively.
The multiplicative inverse for bx + c can be found using the following equation [5]

ðbxþ cÞ�1 ¼ bðb2Bþ bcAþ c2Þ�1xþðcþ bAÞðb2Bþ bcAþ c2Þ�1 ð1Þ

¼ bðb2kþ cðbþ cÞÞ�1xþðcþ bÞðb2kþ cðbþ cÞÞ�1 ð2Þ

Figure 6 presents the different block in architecture of Eq. (1) where B = lamda
(constant = 1100 in binary) and A is taken as 1; A presents isomorphic mapping, which
maps the data of GF (28) to GF (24), B is squarer in GF (24) [first term in the Eq. (1)
inside bracket], C is sum in GF (24) [which gives b + c of equation], D is multiplication

Fig. 5. SBOX architecture with GF mathematics

Fig. 6. Multiplication inversion and affine transformation in SBOX [3]
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in GF (24) [which gives multiplication of b + c with c], E is multiplication with
constant in GF (24) [gives multiplication with constant lamda], F is inverse operation in
GF (24) and A − 1 is inverse isomorphic mapping. Where, A = 1, B = k, as the
irreducible polynomial used is x2 + x + k. The mapping structure in different fields
along with the irreducible polynomials is as follows (2). Table 3 presents a composite
method of SBOX implementation with CMOS90 nm require maximum cell, slow
library based delay is thrice than fast library [6].

GFð22Þ ! GFð2Þ : x2þ xþ 1 ð3Þ

GFðð22Þ2Þ ! GFð22Þ : x2þ xþu ð4Þ

GFððð22Þ2Þ2Þ ! GFðð22Þ2Þ : x2þ xþ k ð5Þ

Table 3 present GF based S-BOX, compare to earlier methods area reduction here
is significant so hardware becomes less bulky only to cause higher power consumption.
Here higher power consumption is mainly because of computation required in the
multiplicative inverse module. To address that, in next method, we have used the pre-
computed multiplicative inverse module.

2.4 Modified GF Using Look-Up Table

Blend of look-up table method and GF method. It can be concluded that, In GF
method, almost all the power is consumed by MI module. The 4th architecture includes
multiplicative inverse implemented with a lookup table and affine transformation with a
computational method. The multiplicative inverse of an individual byte is calculated
and stored into a lookup table, computational complexity replaced by static block,
While affine transformation implements with matrix multiplication. the matrix version
of the transformation b0i ¼ bi � b iþ 4ð Þmod 8 � b iþ 5ð Þmod 8 � b iþ 6ð Þmod 8 � b iþ 7ð Þmod 8 �
ci for 05 i5 8; where bi is the ith bit of the byte and ci is the ith bit of a byte c. The
affine transformation is calculated by multiple rotations of multiplicative inverse
(MI) output where sum are implemented with XOR gate [8]. Figure 7 shows that affine
transformation is computed by series of XOR applied with MI output. If MI output is

Table 3. Implementation result of GF (28) based SBOX

GF(28) based SBOX

Technology 180 nm 90 nm 45 nm

Library Fast Slow Fast Slow Fast Slow
No. of Cell 170 170 182 182 165 170

Power (nw) Static 119.49 138.42 13600.86 7169.91 77.817 28.832
Dynamic 517036.99 312859.51 119434.17 75096.6 85664.846 55749.182
Total 517156.5 312997.9 133035 82266.51 85742.66 55778.01

Delay (ps) 3656.6 9205.1 1567.8 5787.6 1440 4710
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{01100011} of the XOR gate circuits produce the affine transformation outputs 00, 01,
06 and 06. Table 4 present CMOS library based result implementation; power con-
sumption of slow library is thrice than the fast library and high power consumption.

Table 4 presents the RTL compiler based implementation result based on slow and
fast library, power consumption is less compared to earlier method but again at cost of
the area which is tradition trade-off in CMOS.

3 Result and Discussion

In this work, 4 different architecture of SBOX is implemented with Verilog HDL and
their result has been analyzed with Cadence RTL compiler at technology node on
180 nm, 90 nm, and 45 nm with the slow and fast library. Figure 8 show that presence
of lookup table greatly increases the cell count while GF architecture cells are below
half of the others irrespective of technology node, GF calculation reduces area sig-
nificantly. It will take a quarter of area from the LUT or Modified LUT for GF. SBOX
implementation with LUT at 45 nm technology requires large area while minimum
with GF calculation. GF architecture has possessed complex computation result in high
power consumption shown in Fig. 9. Modified LUT gives faster substitution than LUT
but the cost for that is a power which can be seen here. Modified GF method improves
GF method and makes it in line with Modified LUT and LUT method which is

Table 4. Implementation result of modified GF (28) based SBOX

Modified GF based SBOX

Technology 180 nm 90 nm 45 nm
Library Fast Slow Fast Slow Fast Slow
No. of Cell 515 515 526 526 509 508
Power (nw) Static 56.913 150.884 17721.43 7188.96 172.198 52.56

Dynamic 373557.54 224814.83 83858.05 56383.37 54428.21 32373.08
373614.5 224965.7 101579.5 63572.33 54600.41 32425.64

Delay (ps) 1840 4462 883 3312 1426 4468

Fig. 7. Affine transformation of 63H
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boosting result. Figure 10 presents that Modified LUT method is fastest possible at
45 nm fast library followed by LUT then comes Modified GF and slowest is GF
method. Reason being computation is slower than scanning. It is important to point out
that Modified GF method’s delay is very much close to LUT’s and Modified LUT’s
delay. From Tables 1, 2, 3 and 4 it is analyzed that implementation with faster library
consume high power with low delay while slow library low power and more delay.
Primary reason for it; faster library power supply 1.98 V is higher than slower library
1.62 V causing less critical delay result in higher power consumption. Second is a
reduction in a number of cells and reduction in redundant cells count.

SBOX implementation presents

Area requirement ➜ Modified GF ! LUT ! Modified LUT ! GF
Power dissipation ➜ GF ! Modified GF ! Modified LUT ! LUT
Speed requirement ➜ Modified LUT ! LUT ! Modified GF ! GF

Fig. 8. Area analysis

Fig. 9. Power comparison analysis
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4 Conclusion

In this paper 4 different architecture of substitution box has been discussed. Look up
table architecture contains memory to store byte, GF architecture computes each byte to
be substituted, modified LUT architecture implement with a unique method to fetch a
byte from memory and modified GF architecture store multiplicative inverse output
into memory space and compute affine transformation. Presence of LUT not only
increases the area but also add the static delay in accessing the byte where GF based
composite architecture dissipates high power with low leakage value. It opens eye for
side channel resistant architecture. LUT based architectures are bulky and not feasible
hardware wise. While GF based method takes higher power consumption. Modified
methods improve this method and as per application one of these methods can be
devised.
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Abstract. Fiber optic communications provides an enormous bandwidth for
high speed data transmission. Optical fiber is an excellent transmission medium
due to its robustness and low losses. However, the dispersive and nonlinear effects
of an optical fiber may lead to signal distortions. In long haul communication
systems, transmission impairments accumulate over the fiber distance and utterly
distort the signal. By compensating for dispersive and nonlinear impairments the
transmission performance can be significantly improved. In the present work, a
theoretical analysis of various kinds of optical fiber nonlinearities, their thresholds
and managements is carried out. Also, it focusses on various digital and optical
methods to compensate for dispersive and nonlinear distortions, which signifi-
cantly enhance transmission performance and system capacity. All over the paper,
current applications dealing with these effects have been referred. The present
paper will help the researchers in this field to find the aggregate material on the
subject and further narrowing the topic selection for research work.

Keywords: Wavelength Division Multiplexing (WDM)
Erbium Doped Fiber Amplifier (EDFA)
Amplified Spontaneous Emission (ASE) � Conservation of Energy (COE)
Mach Zehender Modulator (MZM) � Optical Phase Modulator (OPM)
Refractive Index (RI) � Phase Modulation (PM) � Higher Order Terms (HOD)
Fiber Bragg Grating (FBG)

1 Introduction

An optical signal during propagation through an optical fiber gets distorted due to
losses, dispersion and non-linearity. The transmission losses as low as 0.2 dB/km can
be achieved. But for long distance transmissions, signal attenuation is of great
importance which needs to be compensated in order to recover high quality signal.
EDFA’s can be used to compensate for fiber losses by adding ASE noise.

Optical fiber is a dispersive medium, the RI of which depends on frequency. As a
result, dissimilar frequency components of an optical pulse disseminate at different
speeds leading to pulse broadening and inter-symbol interference (ISI). Dispersion in
fiber is a linear effect and is well-characterized by the dispersion coefficient and the
transfer function. Another origin of signal impairments is fiber nonlinear effects [1].
Figure 1 shows the categorization of Non-linear Impairments in fiber optic commu-
nication systems.
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The main fiber nonlinear effect in fiber-optic communication systems is the Kerr
effect in which RI depends on the optical pulse intensity. For the case of single channel
fiber-optic link, the Kerr effect results in Intra-channel Cross-Phase Modulation (IXPM),
Self-Phase Modulation (SPM) and Intra-channel Four Wave Mixing (IFWM) [1].

SPM and IXPM are the addition of intensity reliant phase shifts to an optical pulse
due to the existence of the same pulse and a neighboring pulse, respectively. When a
nonlinear interaction occurs among signal pulses centered at 1Ts, m Ts and n Ts, it
leads to a ghost pulse which is positioned at 1þm� nð ÞTs. Figure 2 shows the intra-
channel effects due to the nonlinear interactions of optical pulses of Channel 3.

In a WDM system, the Kerr effect results in SPM, Cross-Phase Modulation (XPM),
and Four Wave Mixing (FWM) [1]. As shown in Fig. 2, SPM, XPM and FWM
correspond to the nonlinear interactions of one, two and three WDM channels,
respectively. SPM brings a phase shift to the optical pulse itself due to power variation.
This phase change also changes the pulse frequency spectrum. When multiple signal
channels co-propagate in a single fiber, the power fluctuating in one signal channel
produces a phase shift in another channel, which is the XPM effect [2, 3]. Due to the
scattering of the incident photons, nonlinear interaction among channels centered at

Fig. 1. Categorization of nonlinear impairments

Fig. 2. Nonlinear interactions in a WDM fiber optic communication system
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frequencies f1; f2 and f3 gives rise to a fourth frequency f1 þ f2 � f3ð Þ which is known
as FWM effect [4, 5].

The paper is designed as follows. In the present work, a comprehensive review
regarding Non-linearities occurring in fiber optic communications is presented. In
Sect. 2, various Non-linear impairments, their causes of occurrence and their thresholds
are explained in detail. Section 3 describes various methods used for their mitigation.
Finally, the paper is concluded in Sect. 4.

2 Nonlinear Impairments

The occurrence of Nonlinearities is due to the simultaneous interaction among
numerous optical fields of the fiber. They may also include molecular vibrations or
acoustic waves. There are two classes of nonlinearities [6, 7]:

• Stimulated Brillouin Scattering (SBS) and Stimulated Raman Scattering
(SRS) which occur due to rigid scattering phenomena;

• The nonlinearities occurring due to RI changes that are brought up optically thereby
resulting in two different outcomes: SPM and XPM belonging to Phase Modulation
or Modulation Instability (MI) and FWM caused by wave mixing and generation of
new frequencies.

Enormous optical field modifies the material response for both these forms of
nonlinearities. Expansion of Polarization P represents the material response as given in
equation below [8]:

P ¼ e0X 1ð ÞEþ e0X 2ð ÞE2þ e0X 3ð ÞE3þ . . . ð1Þ

Here e0 denote vacuum permittivity and X kð Þ is kth order of susceptibility for k ¼
1; 2; 3; . . .ð Þ at optical frequencies. First order Susceptibility is the dominant contributor
in polarization. Also, due to optical isotropy in glasses, X 2ð Þ is zero. Thus, from Eq. (1)
nonlinearities can be stated in real and imaginary measures of any of the nonlinear
susceptibilities X kð Þ. RI is related to real part and imaginary part is associated with a
phase or time delay in the material response, thereby causing loss or gain to increase.

These impairments deliver gains to channels at the cost of diminishing power
originating from other channels except SPM and XPM which distress merely the phase
of signals and leads to spectral broadening called dispersion. For SRS and SBS,
contribution is stated in measures of imaginary part of third order susceptibility [9, 10]
while FWM subsidizes to the real part of the same [11].

For an optical fiber, Polarization vector P is always in direction of Electric field
vector E. Accordingly, scalar notations may be used as an alternative of vector nota-
tions. For E given in Eq. (2)

E ¼ E0 cos xt � kzð Þ ð2Þ
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P is written as

P ¼ e0X 1ð ÞE0 cos xt � kzð Þþ e0X 2ð ÞE2
0 cos

2 xt � kzð Þþ e0X 3ð ÞE3
0 cos

3 xt � kzð Þþ . . .

ð3Þ

By using trigonometric relations, the above equation is expanded as

P ¼ 1
2
e0X 2ð ÞE2

0 þ e0X 1ð Þ þ 3
4
e0X 3ð ÞE2

0E0 cos xt � kzð Þþ 1
2
e0X 2ð ÞE2

0 cos 2 xt � kzð Þ

þ 1
4
e0X 3ð ÞE3

0 cos 3 xt � kzð Þþ . . .

ð4Þ

X 2ð Þ Vanishes for the case of optical fibers and the Eq. (4) becomes

P ¼ e0X 1ð Þ þ 1
4
e0X 3ð ÞE3

0 cos 3 xt � kzð Þþ 3
4
e0X 3ð ÞE2

0E0 cos xt � kzð Þ ð5Þ

As the contribution of higher order terms is negligible, they are neglected. Because
of RI variations, there is a phase lacking between x and 3x frequencies. The second
term of Eq. (5) can thus be neglected due to phase mismatch and P can be written as

P ¼ e0X 1ð Þ þ 3
4
e0X 3ð ÞE3

0 cos xt � kzð Þ ð6Þ

In above equation, first term is the linear polarization and second term is the
nonlinear polarization. For Eq. (2) representing plane wave, the Intensity can defined as

I ¼ 1
2
ce0n0E

2
0 ð7Þ

Here c and n0 denote the velocity of light and the linear RI of the medium at low
fields respectively. Hence, P in terms of I can be written as

P ¼ e0X 1ð Þ þ 3
2
X 3ð Þ

cn0
IE0 cos xt � kzð Þ ð8Þ

2.1 Scattering Nonlinearities

SBS and SRS involve the lattice or molecular vibrations of the glass. They must satisfy
the two laws: Conservation of momentum of the light and COE.

X ¼ xL � xS � � �~q ¼~kL �~kS ð9Þ

Here symbol L stands for laser and S for stokes, x is the frequency and k represents
the wave vector of light. q, X denote lattice phonon.
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For SBS, the acoustic phonon having an approximate frequency (*10 GHz)
downshifts the scattered light, while for SRS the action is done by optic phonon
frequency. The SRS gain has a maximum value at X ¼ 13:2 THz in silica [12]. SBS
happens at low power levels. In backward direction, it is maximum while in forward
direction, it reduces to zero. This makes SBS destructive in optic networks and
therefore commonly eluded by taking the individual channel power beneath threshold.
And phase modulation of the laser is used when powers greater than threshold are
needed.

In SRS for glass being an isotropic medium, the cross-section unveils a smaller
angular dependency. In both the directions, scattering can be perceived but more
proficiently in forward direction [13]. For stimulated processes, the threshold is the
input power at which phonons are generated at a higher rate than their annihilating rate
expressed as given below [14].

Pth ¼ {Aeff

gLeff
ð10Þ

Here Aeff; is effective modal area, Leff is effective length, g signifies the gain
coefficient and { denote that constant that is process-dependent. The variations of core
size of fiber along with inhomogeneities likely increases the SBS threshold ranging 5–
10 dBm for powers ranging 3–10 mW and 28–32 dBm for 0.7–1.17 W for SRS.

2.1.1 SBS
SBS occurs due to thermal molecular vibrations within the fiber. Due to these vibra-
tions, the modulation of light takes place. Scattered light seems as two sidebands that
are alienated from incident light by modulation frequency. The Stokes wave is scattered
backward and the photo generated acoustic wave is transmitted collinearly with the
pump beam that is incident [15]. The frequency of sound wave varies with acoustic
wavelength. Due to higher gain coefficient, the SBS threshold is predominantly low
when compared with SRS. The gain coefficient for SBS is given below.

egB ¼ DvB
DvB þDvs

gB vBð Þ ð11Þ

For a perfect monotone signal, the maximum Brillouin gain i.e. gB vBð Þ is
*5 � 10–11 m/W. DvB andDvs Denote the Brillouin and signal spectral width.

2.1.2 SRS
In case of SRS, an optical phenon is generated while the acoustic scattering process.
SRS is different from SBS in three means. Firstly, the Raman-gain coefficient gR for
SRS is *1 � 10–13 m/W, which is lower. Thus SRS occurs at considerably high
power than SBS [16]. Secondly, the Raman shift is larger than SBS shift. Thirdly, SRS
produces a beam in both directions, however in forward direction more efficiently.

For designing fiber amplifiers, the SRS gain can be harmful for WDM systems
because of the fact that part of the pulse energy is transferred to neighboring channels
when high frequency channel acts a pump for low frequency channels. This results in
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Raman induced crosstalk among channels. It highly affects the high frequency chan-
nels. Vanholsbeeck et al. [17] explained that Raman phenomena tilts the spectral power
distribution of several channels thereby inducing inter-channel crosstalk. MZM erad-
icates problem of frequency chirp but suffers from DC bias drift. Chi and Yao [18]
investigated OPM as the problem’s solution. Thus it endows with superior performance
as compared to DE-MZM. Performance of WDM systems have been evaluated using
different modulators to investigate the impact of Raman crosstalk [19]. By selecting
least value of Raman crosstalk, system performance can be optimized at a given
transmission distance and modulation frequency. The characteristics of scattering Non-
linearities (SBS and SRS) are compared in Table 1. The merits and demerits are
compared using characteristics such as source, direction of occurrence, shift, gain
bandwidth, power threshold and strength.

2.2 Third Order (X 3ð Þ) Nonlinearities

These impairments occur due to changes induced in the RI by means of light thus
resulting in Kerr effect or parametric collaborations. The expression for RI is given
below.

n ¼ n0 þ n2I ð12Þ

Here n0 denote linear index, n2 signifies nonlinear coefficient, and I denote light
Intensity. The magnitude of non-linear effects is governed by the coefficient given
below.

c ¼ 2p
k

n2
Aeff

ð13Þ

Table 1. Characteristics comparison of scattering non-linearities

Characteristic
comparison

Scattering non-linearities
SBS SRS

Source Due to thermal molecular agitations
within the fiber

It is the consequence of individual
molecular motion

Direction of
occurrence

It takes place in backward direction
only

Occurs in both forward as well as
backward directions

Shift The Brillouin shift is due to
interaction of photon-acoustic
phonon

The reason for Raman shift is
interaction of photon-optical
phonon

Gain
bandwidth

Narrow when compared to Raman
gain bandwidth

Large gain bandwidth

Power
threshold

Quite low About three times greater threshold
than SBS

Strength Depends on material disorder Independent of material disorder
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Here Aeff is the effective core area and k is the free-space wavelength. The phase
shift introduced by non-linearities is given below.

uNLðzÞ ¼ cP0z ð14Þ

P0 Represents the peak input power. The nonlinear phase change in nonlinear
length measure LNL = (cP0)

−1 can be written as

uNL ¼ z
LNL

ð15Þ

This demonstrates the significance of impairments in optical signal transmission
[20]. In case of numerous channels, when power incorporated over channels extend up
to 15 dBm or further (*30 mW) at a point, the influence can be primarily significant
[21, 22]. Due to spatial and time dependency of the optical power, third order
impairments contribute to numerous variations in time as well as in frequency domain
and alter the mode-field distribution.

2.2.1 SPM
When an optical pulse travels through a fiber, a high refractive index is encountered
over higher intensity portions as compared with portions of lower intensity. Variation
of signal intensity in time domain yields in the intensity-dependent RI medium, a time
varying RI. Figure 3 shows the phenomenon of pulse broadening due to SPM.
A positive RI gradient (+dn/dt) is experienced by the leading edge and a negative RI
gradient (−dn/dt) by the trailing edge. The second pulse demonstrates a change in
phase due to change in index. This non-linear PM is called as SPM.

Fig. 3. Pulse broadening due to SPM
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From the figure, different phase shifts are encountered by both the rising as well as
the trailing edge as the phase fluctuations are intensity dependent. This results in
Frequency Chirping (FC) [23]. As chirping is proportional to signal power, the SPM
effects are more prominent in high-power systems. The phase that the field E induces
over L fiber length is shown below.

u ¼ 2p
k
nL ð16Þ

Here nL signifies the path length and k signifies the optical wavelength of pulse in
fiber having RI n. FC causes penalty in dispersion. These consequences would be
minor if input power is smaller than the threshold one. SPM effects can also be reduced
by proper chirping of the pulses by using Chirped RZ modulation. The impact of SPM
depends on the power of nonlinear phase constant [24]. The necessary condition for
reducing this impact is to have unl � 1. The expression for unl is given below.

unl ¼ knlPinLeff ð17Þ

Where nonlinear propagation constant is given as

knl ¼ 2p
k

nnl
Aeff

ð18Þ

So; with Leff � 1
a
; Pin � a

knl
ð19Þ

Therefore, to have unl � 1 is equivalent to Pin � a
knl
.

The chirp that SPM produces depends on the shape of input pulse as well as on the
prompt level of power within the pulse thereby causing broadening. The chirp is
different for different pulse shapes i.e. even and gradual for Gaussian and the amount of
chirp is greater for a square pulse that includes a sudden change in the power level.
Therefore, an appropriate pulse shape must be chosen that can moderate the chirp and
hence broadening. SPM is used for formation of optical solitons and used for fast
optical switching and passive mode locking. However, it also degrades system per-
formance by inducing spectral broadening.

Nain et al. [25] investigated and compared MZM and OPM together with the SPM
effects for a single channel RoF system and analyzed the same for different dispersion
and input channel power ranges. Results conclude that pulse broadening is increased as
the dispersion modulus and channel input power increase. As the channel power
increases from 10–17.5 dBm, SPM effects are better suppressed by OPM rather than
MZM.

2.2.2 XPM
In a single channel system, SPM is a major nonlinear limitation. The intensity
dependent RI causes another nonlinear phenomena called XPM. For simultaneous
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propagation of optical pulses, XPM accompanies SPM. It occurs due to nonlinearities
in RI because of interference caused by adjacent beams.

Random modulation of the signal phase is done by the neighboring channels and
then Group Velocity Dispersion (GVD) of the fiber converts it into Intensity Noise
(IN) [26]. Subramaniam et al. [27] studied the performance of XPM crosstalk and its
variation with transmission distance. Kumar et al. [28] investigated the XPM crosstalk
due to dispersion. Arya and Sharma [29] studied XPM crosstalk because of Walk-Off
Parameters (WOP). Yang et al. [30] examined the combination of XPM crosstalk and
GVD and recommended a countermeasure for reducing crosstalk. Nain et al. [31]
assessed XPM-induced crosstalk due to spreading using HOD and WOP.

XPM transforms the power fluctuations in one channel to phase fluctuations in co-
propagating channels. It may result in irregular spectral broadening and pulse shaping.
For a nonlinear medium, RI in input power and effective core area measures is given
below.

neff ¼ nl þ nnl
P
Aeff

ð20Þ

The nonlinear effects are governed by the ratio of power to the fiber cross-sectional
area. XPM hampers the performance of system greater than SPM through FC and
chromatic Dispersion (CD). The impact of XPM can be minimized by increasing the
channel spacing. Due to dispersion, the channel propagation constants become fully
different causing pulses to move away from each other. Owing to this phenomena, the
temporally coincident pulses stop to be the same after propagating some distance and
no further interaction takes place thereby reducing the effect of XPM.

2.2.3 FWM
The nonlinearities in the movement of bound electrons creates the phenomenon of
FWM. The magnitudes of linear and non-linear terms is governed by the X kð Þ. Two or
additional light waves on interacting result in a kind of X 3ð Þ nonlinearities which
involve not only the index modulation but also the transfer of energy between waves
[32]. These interactions are called parametric.

Simultaneous propagation of three optical fields having x1, x2 and x3 frequencies
creates a fourth field having x4 frequency expressed as

x4 ¼ x1 � x2 � x3

SPM and XPM are substantial mainly for systems with high bit rate, while the
FWM effect is free of the bit rate and depends on the dispersion and channel spacing.
FWM effect is increased by decreasing the channel spacing and so does decreasing the
dispersion. Mixing two waves at x1 and x2 generate two sidebands as shown in Fig. 4.
Equation (21) shows the optical side bands with three co-propagating waves.

xpqr ¼ xp þxq � xr With p; q 6¼ r ð21Þ

36 Payal and S. Kumar



Using dispersion-shifted fibers (DSF), FWM presents a severe problem in WDM
systems. If slight CD is present, the waves propagate with dissimilar group velocities,
thereby minimizing the FWM impact. This reduces the FWM efficiency and its penalty
as well. If the created wavelengths overlap the wavelength of original signal, it causes
interference thereby degrading SNR which can be improved by using unevenly spaced
channels [33].

The major applications of FWM such as parametric amplification in WDM systems
are explored [34, 35]. FWM has been used for optical regeneration of pulses [36]. The
authors have presented an innovative dispersion monitoring mechanism based on FWM
[37]. Dispersion has an important role in FWM than in other impairments due to the
phase-matching condition. The fluctuations in dispersion reduces the FWM efficiency
because of kZDW fluctuations [38]. In [39], authors have confined the power in order to
increase the efficiency of FWM using Dispersion-Decreasing Fibers (DDF). Course idea
of parametric amplification and polarization effects on FWM is explored [40].

2.2.4 MI
When a continuos light wave undergoes small perturbation with frequency X and wave
vector k, MI arises. It divides a continuous wave into a narrow pulse train [41]. From
the Non-linear Schrödinger Equation (NLSE) covering SPM term, for perturbation
frequencies X \ Xc the wave vector becomes imaginary and b2 is the GVD. GVD
effect introduces a periodic chirp and self-phase shift which leads to the breakup of
CW. Maximum MI gain happens for Xmax ¼ Xcffiffi

2
p

X2
c ¼

4cP0

b2j j ¼ 4
b2j jLNL ð22Þ

MI gain is modified by different dispersion profiles considerably. Gain spectrum of
MI is shown much broader in DDF than conventional fibers [42]. MI can be originated
by noise likewise SBS and SRS. Modulation instability often enhances system noise.
Although MI can produce ultra-short pulses at high repetition rates yet enhances system
noise.

Fig. 4. Mixing of two waves
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For the case, noise component at frequency Xmax grows favorably. In Optical
communication systems with ASE noise, MI generated due to noise damage the system
performance in the presence of improper dispersion compensation [43]. Apart from b2,
MI is influenced by the even order dispersions [44] and odd order dispersions as well in
the presence of wavelength dependent loss [45]. The Third-order Non-linearities
explained above are compared in Table 2 given below.

3 Compensation Methods for Fiber Dispersive and Nonlinear
Effects

The transmission capacity of fiber-optic communication systems is mainly restricted by
the Kerr nonlinear effect [46]. Transmission performance is narrowed by ASE noise at
low signal power. At high signal power, however, fiber nonlinear effects dominate and
make it impossible to enhance transmission performance by simply increasing signal
power. Various optical and digital compensation techniques have been investigated to
partially or fully compensate for fiber nonlinear effects, or the combined effect of fiber
dispersion and nonlinearities.

3.1 Optical Dispersion Compensation

A dispersion compensating fiber (DCF) with a large negative waveguide dispersion has
been designed and fabricated for compensating dispersion [47]. The length of the DCF
is chosen such that the net pulse broadening is zero. Hill et al. [48] employed FBG for
compensating dispersion. FBGs reveal large dispersion in reflection mode and the sign
of dispersion is easily controlled. A comparatively short Bragg grating is used to
compensate dispersion of an optical fiber that is 10 km long.

Table 2. Characteristics comparison of third-order nonlinearities

Characteristic
comparison

Third order non-linearities
SPM XPM FWM MI

Cause Third-order
susceptibility
X 3ð Þ

Third-order
susceptibility
X 3ð Þ

Third-order
susceptibility
X 3ð Þ

Originated by noise likewise
SBS and SRS

Bit-rate
dependency

Dependent Dependent Independent Independent

Effect Phase shift
due to pulse
itself only

Phase shift is
alone due to
co-propagating
signals

New waves
are generated

Divides a continuous wave
into a narrow pulse train

Channel
spacing

No effect Increases on
decreasing the
spacing

Increases on
decreasing
the spacing

FWM and MI interaction
results in modulation of
channel power due to
channel spacing
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3.2 Mid-point Optical Phase Conjugation (OPC)

The interaction of dispersion and nonlinearity lead to signal distortions in an optical
fiber. Signal propagation distortions can be compensated by the use of a phase con-
jugation mirror [49]. Watanabe and Chikama [50] validated the FWM compensation
using mid-point OPC in WDM systems. Martelli et al. [51] demonstrated OPC for
polarization multiplexed signals. Mid-point OPC can undo the distortions using sym-
metric dispersion and power profiles. For EDFA which is a system with lumped
amplification, with respect to OPC the power profile is not symmetric. This limits the
compensation performance of OPC. In fiber-optic systems, better symmetry of power
profile is offered by Raman amplification. Martelli et al. [52] presented that in a WDM
system mid-point OPC brings about a substantial improvement in performance using
dispersion-flattened Non-Zero Dispersion-Shifted Fibers (NZDSFs) and bidirectional
Raman pumping amplification.

3.3 Optical Back Propagation (OBP)

Kumar et al. [53–55] has proposed OBP for compensating fiber dispersive and Non-
linear impairments. An OBP module consisting of DCFs and nonlinearity compen-
sators undo the distortions by reversing propagation of signal and is positioned at the
receiver end [53]. Although OBP offers a better transmission performance, but network
complexity increases due to use of various pumping sources. An improved OBP
scheme without pump is obtainable, in which the module comprises of HNLFs and
High-Dispersion Fibers (HDFs) preceded by an OPC. OBP scheme is better when
compared with mid-point OPC in case of lumped amplifiers [54]. The scheme is further
improved by optimizing various parameters of FBGs and HNLFs. Minimal Area
Mismatch (MAM) procedure leads to substantial improvement up to some extent
compared to uniform spacing for a given step size [55].

3.4 Digital Dispersion Compensation

The fiber nonlinearities can be compensated by using Digital signal processing
(DSP) techniques. These techniques are generally complex and are capable in dealing
with inter-channel and intra-channel non-linearities. They include perturbation solu-
tions to the Coupled NLSE, Digital Back Propagation (DBP), Pulse shaping, Volterra
Series Non-linear Equalizers and Advanced Modulation Formats [56]. Recent pro-
gresses in DSP have enabled the digital compensation of signal impairments [57]. CD
is minimized using coherent detection, Finite Impulse Response (FIR) filter and Infinite
Impulse Response (IIR) filter without Optical Phase Locked Loop (OPLL) [58–60]. IIR
filters are more efficient as compared to FIR filters but requires buffering. The use of
fast Fourier transforms (FFTs) minimizes the large accumulated dispersion. Ip and
Kahn [61] explored a digital equalizer for CD compensation and PMD for polarization
multiplexed coherent fiber-optic systems.
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3.5 DBP

This method of compensation consists in processing the received signals after being
launched with opposite-sign values into a virtual fiber [62]. Among all non-linear
compensation techniques, Multi-Channel DBP (MC-DBP) is hopeful for compensating
inter-channel and intra-channel fiber nonlinearities in WDM systems [63]. DBP miti-
gates non-linearities in multi-channel systems [64]. The propagating electric field E
using NLSE is given below.

@E z; tð Þ
@z

þ j
b2
2
@2E z; tð Þ

@t2
þ a

2
E z; tð Þ ¼ jc E z; tð Þj j2E z; tð Þ ð23Þ

The DBP and Kerr nonlinearity can be mitigated using inverse of Eq. (23)

a ¼ �a
b2 ¼ �b2
c ¼ �c

8<
:

@E z; tð Þ
@z

� j
b2
2
@2E z; tð Þ

@t2
� a
2
E z; tð Þ ¼ �jc E z; tð Þj j2E z; tð Þ ð24Þ

The transmitted signal can be recovered using DBP either by applying it at the
transmitter or at the receiver. The authors in [65–67] discussed the various constraints
such as ASE noise and PMD in reconstruction of entire signal. The authors in [68, 69]
have discussed the impact of amplifier noise in transmitter that reduces the gain using
DBP.

A Tabular comparison of Kerr nonlinearities and Scattering nonlinearities is
explained in Table 3 given below.

4 Conclusion

This paper presents a comprehensive review of non-linear impairments occurring in
fiber optic communications and the techniques used for their mitigation. Also, it
focusses on the origination of these nonlinearities, their advantages and disadvantages.
These Non-linearities produces Spontaneous Raman Noise, SPM, XPM, MI, SBS,
XPM and FWM. These non-linearities are widely used in designing Amplifiers,

Table 3. Comparison of Kerr nonlinearities and scattering nonlinearities

Characteristics
comparison

Nonlinear impairments
Kerr nonlinearities Scattering nonlinearities

Cause Due to intensity
dependence of RI

Due to the simultaneous interaction among
numerous optical fields of the fiber

Sense Elastic in nature Inelastic in nature
Energy
transference

They involve no
energy transference

They involve energy transfer between pump
wave and Stokes wave

Population
inversion

No population
inversion is needed

Requires population inversion
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Wavelength Converters and de-multiplexers. From the tabular comparison, it is evident
that SRS is better in all aspects in terms of Gain bandwidth and power threshold while
SBS on the other hand restricts the amount of optical power that can be transmitted.
The nature of Kerr Nonlinearities is elastic requiring no energy transference. These
impairments will be of great importance in Future Generation networks with enhanced
Capacity. This paper will provide a base for the researchers to carry out their research
in the field of evaluation and mitigating non-linearities in an effective and efficient
manner.
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Abstract. Speckle noise weakens the visual quality of the image thereby
limiting the accuracy of Computer aided diagnostic techniques for ultrasound
image. An improved method for reduction of multiplicative speckle noise based
on Wavelet Shrinkage Guided filter has been proposed in this paper. The
Daubechies20 wavelet transformation has been used for the decomposition of
the ultrasound images and then an improved wavelet shrinkage algorithm has
been utilized for filtering the high-frequency component. The improved quan-
titative results show the effectiveness of the technique.

Keywords: Speckle noise � Ultrasound images � Guided filter
Edge preservation factor (EPF) � Wavelet transform

1 Introduction

Multiplicative Speckle noise reduction has been proposed in the paper using Wavelet
Shrinkage Guided Filter. Input image has been corrupted with speckle noise from level
1 to 7 Wavelet has been used for the decomposition of input image into different spatial
bands. and then Daubechies20 wavelet transformation has been used for the decom-
position of the ultrasound images for the present study. After decomposition the
Guided filters have been applied on different spatial bands for noise removal. In this
way the noise is removed and important information like edges are preserved exactly.

1.1 Speckle Noise

Speckle is a multiplicative noise which is the prime factor that bounds the contrast
resolution while diagnosing the ultrasound images restricting the detectability of low-
contrast, small wounds andmaking the ultrasound images difficult to understand [1, 2, 6].
The actual implementation of image processing and the analysis algorithms have also
been limited by the speckle noise. Therefore, the speckle is the main source of noise in
ultrasound imaging and should be removed without disturbing essential characteristics of
the image.
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1.2 Filters for De-speckling

Although various speckle reduction techniques and filters have been introduced,
enhanced and studied by the researchers, but till now there is no perfect method that
can consider all the constraints such as smoothing, details and edge preservation. The
lee filter [3, 4] has been used based on minimum mean square error (MMSE) that
produces a speckle free image. The kuanfilter based on minimum mean square error has
also been introduced for speckle reduction [16]. Frost filter has been proposed by Frost
et al. [5] which is an adaptive filter designed to de-speckle images based on local
statistics similarly to Lee filter. The gf4d filter [9] has been introduced which has used a
non-linear noise reduction method. The median filter [8, 15] is a simple nonlinear
operator that replaces the central pixel of the window with the median-value of the
neighborhood pixels. The hybrid median filter increases the optical perception and also
preserves the edges. This filter is therefore utilized to maintain as well as enhance the
edges in ultrasound images [19]. Wiener filter which uses the first order statistics such
as the mean and the variance of the neighborhood has also been used for speckle noise
reduction [11, 14]. Bilateral filter which is a non-linear filter that depends on spatial
weighted middling has also been utilized for the reduction of speckle noise [10, 17].
Kuwahara filter considers the most homogenous neighborhood around every pixel [7]
and has been widely used. The Kuwahara filter is able to smooth the image as well as it
preserves the edges [20]. Speckle Reducing Anisotropic Diffusion filter (SRAD) is
based on diffusion based technique for speckle reduction is introduced by Yu and
Acton [12]. Buades [13] proposed Nonlocal means (NLM) filter. In the NLM filter the
intensity values of the pixels can be related to the pixel intensity of the entire image.
A comparative study is definitely needed to compare filters in terms of conserving the
edges, features and the efficiency of different filters.

2 Performance Evaluation Metrics

There are many performance evaluation metrics found in literature. We will use some
from the following to evaluate performance of the proposed algorithm.

2.1 Figure of Merit (FoM)

This parameter measures the performance of filter to preserve the edges of the image.

FoM Ifilt; Iref
� � ¼ 1

max Efilt;Eref
� �XN

i¼1

1
1þ d2i a

ð1Þ
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Here Efilt and Eref represents the number of the edge pixels in edge maps of the
images Ifilt and Iref . a is 1

9, di denotes the Euclidean distance between the detected ith
edge pixel and the nearest ideal edge pixel of the reference image. The value of FoM
lies between 0 and 1 where 1 represents perfect edge preservation of image.

2.2 Structural Similarity (SSIM) Index

SSIM is used to compare structure, contrast and luminance between the original and
filtered image.

SSIM ¼ 1
M

2lXlY þC1ð Þ 2r12 þC2ð Þ
l2X þ l2Y þC1ð Þ r21 þ r22 þC2

� � ð2Þ

Here lX , lY and r1; r2 are the means and standard deviations of the images that are
compared. r12 is the covariance between the images. C1;C2 � 1 Indicate stability. The
values of SSIM lie between 0 and 1.

2.3 Peak Signal to Noise Ratio (PSNR)

This parameter provides the quality of image in terms of powers of the original and
filtered images.

PSNR ¼ 10log10
ð2n � 1Þn
MSE

¼ 10log10
2552

MSE

� �
ð3Þ

Here MSE is mean square error value.

3 Proposed Method

An efficient algorithm has been proposed for speckle noise reduction using wavelet
transform and improved guided filter which gives better results when compared with
existing methods. As wavelet transform can decompose the input images up to several
levels, there is different value of noise reduction when we use different levels of
wavelet decomposition, their fore approximation coefficients need to be filtered out
depending upon the level of Wavelet decomposition level. In this work the de-noising
step has been made level dependent which has improved the performance and hence
can be selected for de-noising purposes. The steps in proposed algorithm have been
shown in Fig. 1.

From the previously stated, an enhanced noise de-speckling strategy in view of
wavelet and guided filter has been suggested and explained as under:

(1) The multiplicative noise model is converted into additive noise model by com-
pressing the ultrasonic envelope signal with logarithmic transformation.
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(2) The 2-D discrete wavelet change (DWT) is connected for the log-transforming
images, and acquires four frequency domains (LL1; LH1; HL1 and HH1). To
proceed with the procedure of wavelet decomposition for the low frequency space
LL1, four frequency areas (LL2; LH2; HL2 and HH2) are gotten.

(3) According to the factual properties of speckle noise and noise free sign in step 1,
an enhanced wavelet threshold shrinkage calculation (WT) is outlined (Eq. (8)),
which is utilized to handle the wavelet coefficients of the high frequency subbands
in every layer (LHj; HLj and HHj; j = 1; 2;…; J).

WT WT WT

Apply wavelet decomposition

Input Ultrasound image

Add speckle noise

Inverse wavelet transforms 

Implementation

HH…. …LHJ- HHJ HLJ LHJ LLJ

Performance evaluation metrics

Comparison

WT WT Level 

based 

Guided 

filter

Fig. 1. Flowchart of the proposed algorithm
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(4) Considering the way that the low frequency sub-band of the last layer (LLj) still
exists a great deal of huge spackle noise, therefore the guided filter is utilized to
filter LLj in which its wpsilon parameter has been used.

(5) Inverse wavelet transformation (IDWT) is utilized to prepare the de-noised
wavelet coefficients and get the de-noised medicinal ultrasonic images.

4 Results and Discussions

Medical ultrasound images used for the purpose of experimentation have been acquired
from www.ultrasoundcases.info. This site contains large number of general ultrasound
images obtained from the GelderseVallei Hospital in Ede, the Netherlands. MATLAB
has been used for the experimentation.

The experiments have been conducted on the ultrasound images taken from the
above mentioned data set. These noise free images are corrupted with speckle noise
with noise level of 1 to 7. Figures 2, 3, 4, 5, 6, 7 and 8 shows the image 1 after adding
speckle noise of level 1 to 7 and comparison of the visual quality of an ultrasound
image resulting from previous and proposed techniques.

(a) Noise at Level 1 (b) Figure of previous technique (c) Figure of proposed algorithm

Fig. 2. Noise filtering using previous technique and proposed algorithm at noise level 1

(d)         Noise at Level 2             (e) Figure of previous technique (f) Figure of proposed algorithm

Fig. 3. Noise filtering using previous technique and proposed algorithm at noise level 2
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(g)       Noise at Level 3                   (h) Figure of previous technique (i) Figure of proposed algorithm

Fig. 4. Noise filtering using previous technique and proposed algorithm at noise level 3

(j)       Noise at Level 4                  (k) Figure of previous technique (l) Figure of proposed algorithm

Fig. 5. Noise filtering using previous technique and proposed algorithm at noise level 4

(m)       Noise at Level 5                 (n) Figure of previous technique (o) Figure of proposed algorithm

Fig. 6. Noise filtering using previous technique and proposed algorithm at noise level 5
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Table 1 shows the comparison of the performance of the proposed system and
existing method. The input image 1 has been added with noise starting from noise level
1 to noise level 7 and performance measures obtained i.e. FOM, SSIM and PSNR for the
proposed method has been compared with the existing method (Figs. 9, 10, 11 and 12).

Table 1. Quantitative results of simulated ultrasound image experiment for image 1

Noise level = 1 Noise level = 2
FOM SSIM PSNR FOM SSIM PSNR

Base 0.5937 0.4509 19.1684 0.6884 0.6308 19.5549
Proposed 0.5876 0.4125 18.9964 0.6707 0.6331 19.5658

Noise level = 3 Noise level = 4
FOM SSIM PSNR FOM SSIM PSNR

Base 0.5218 0.6032 19.2679 0.2241 0.5348 18.6371
Proposed 0.5244 0.6027 19.2988 0.2179 0.5330 18.6475

Noise level = 5 Noise level = 6
FOM SSIM PSNR FOM SSIM PSNR

Base 0.1189 0.5027 17.8334 0.1701 0.4829 16.8922
Proposed 0.1327 0.5017 17.8803 0.2561 0.4803 16.7904

Noise level = 7
FOM SSIM PSNR

Base 0.3271 0.4609 16.0620
Proposed 0.3099 0.4616 16.1066

(p)       Noise at Level 6                (q) Figure of previous technique (r) Figure of proposed algorithm

Fig. 7. Noise filtering using previous technique and proposed algorithm at noise level 6
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(s)       Noise at Level 7              (t) Figure of previous technique (u) Figure of proposed algorithm

Fig. 8. Noise filtering using previous technique and proposed algorithm at noise level 7

Table 2. Quantitative results of simulated ultrasound image experiment for image 2

Noise level = 1 Noise level = 2
FOM SSIM PSNR FOM SSIM PSNR

Base 0.7680 0.5218 19.0816 0.8099 0.5894 19.3834
Proposed 0.7470 0.4973 18.9340 0.8198 0.5988 19.4045

Noise level = 3 Noise level = 4
FOM SSIM PSNR FOM SSIM PSNR

Base 0.4366 0.5045 19.1846 0.1762 0.4496 18.8997
Proposed 0.4117 0.5068 19.2167 0.1641 0.4485 18.9065

Noise level = 5 Noise level = 6
FOM SSIM PSNR FOM SSIM PSNR

Base 0.1641 0.4485 18.9065 0.1491 0.4185 18.1195
Proposed 0.1141 0.4279 18.5583 0.1715 0.4178 18.0797

Noise level = 7
FOM SSIM PSNR

Base 0.2746 0.4101 17.5819
Proposed 0.2480 0.4102 17.6962

Fig. 9. Input Image-2
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As seen from above tables the output of previous and proposed method output has
been shown. In the above tables distinguish the filtering of FOM, SSIM, and PSNR
values of a selected image after the adding a specific noise in the image. As seen in the
table we add some level of noises in the image. The noise level added to image has
been shown like value which is 1, 2, 3, 4, 5, 6, and 7 respectively. By adding this noise
level into the image then we filter the selected image using both previous and proposed
techniques. As shown in the table at all level of noise our proposed algorithm is

Table 3. Quantitative results of simulated ultrasound image experiment for image 3

Noise level = 1 Noise level = 2
FOM SSIM PSNR FOM SSIM PSNR

Base 0.7977 0.4505 19.0589 0.8124 0.4574 19.2318
Proposed 0.7848 0.4376 18.9147 0.8067 0.4646 19.2589

Noise level = 3 Noise level = 4
FOM SSIM PSNR FOM SSIM PSNR

Base 0.3860 0.3575 18.9920 0.1568 0.3116 18.6344
Proposed 0.3958 0.3605 19.0283 0.1661 0.3128 18.6945

Noise level = 5 Noise level = 6
FOM SSIM PSNR FOM SSIM PSNR

Base 0.0808 0.2912 18.1634 0.1423 0.2757 17.2135
Proposed 0.0954 0.2913 18.1813 0.1514 0.2763 17.3148

Noise level = 7
FOM SSIM PSNR

Base 0.2841 0.2622 16.4907
Proposed 0.3550 0.2637 16.5661

Fig. 10. Input image-3
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obtaining the better results of noise filtering. At each level FOM, SSIM, and PSNR
values of the proposed method have been improved as compared to previous method
which in turn shows the capability of the proposed method to filter the images from the
speckle noise effectively (Tables 2, 3, 4 and 5).

Table 4. Quantitative results of simulated ultrasound image experiment for image 4

Noise level = 1 Noise level = 2

FOM SSIM PSNR FOM SSIM PSNR

Base 0.7791 0.4340 18.9940 0.7893 0.4609 19.0388

Proposed 0.6866 0.4179 18.8506 0.8089 0.4677 19.0682
Noise level = 3 Noise level = 4
FOM SSIM PSNR FOM SSIM PSNR

Base 0.3964 0.3641 18.6130 0.1923 0.3088 18.0581
Proposed 0.4215 0.3637 18.6505 0.1800 0.3082 18.1014

Noise level = 5 Noise level = 6
FOM SSIM PSNR FOM SSIM PSNR

Base 0.1135 0.2883 17.4808 0.1238 0.2786 16.9554

Proposed 0.1135 0.2883 17.4808 0.1682 0.2774 16.9549
Noise level = 7

FOM SSIM PSNR
Base 0.2970 0.2719 16.1098
Proposed 0.2334 0.2702 16.0474

Fig. 11. Input image-4
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5 Conclusion

Medical ultrasound images are usually corrupted with different kinds of noises in its
attainment and transmission. The medical ultrasound images are corrupted by a type of
locally interrelated multiplicative noise Speckle, therefore making visual observation
challenging. In our proposed work we use different level for speckle noise filtering. For
noise filtering wavelet and Guided filters are used. First of all we select an ultrasound
image to filter. Then converted to gray scale and noise is added in the selected image.
The noise filtering levels are used from 1 to 7 and then apply the filters to de-speckling
the selected image. For evaluation of the results we perform our algorithm on various
ultrasound images and calculate the FOM, PSNR, and SSIM values of the images. The
proposed algorithm has shown the better results as compared to previous work. More

Table 5. Quantitative results of simulated ultrasound image experiment for image 5

Noise level = 1 Noise level = 2
FOM SSIM PSNR FOM SSIM PSNR

Base 0.7178 0.4436 19.0912 0.7370 0.5271 19.3180
Proposed 0.6723 0.4176 18.9024 0.7533 0.5347 19.3804

Noise level = 3 Noise level = 4
FOM SSIM PSNR FOM SSIM PSNR

Base 0.3946 0.4709 19.2345 0.1674 0.4305 18.9188
Proposed 0.4023 0.4703 19.1987 0.1644 0.4318 18.9426

Noise level = 5 Noise level = 6
FOM SSIM PSNR FOM SSIM PSNR

Base 0.1041 0.4162 18.6040 0.1487 0.3998 17.5548
Proposed 0.1041 0.4162 18.6040 0.1941 0.3983 17.5518

Noise level = 7
FOM SSIM PSNR

Base 0.1779 0.3923 16.9211
Proposed 0.2248 0.3919 16.7383

Fig. 12. Input image-5
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performance evaluation criterion can be used to compare the de-speckling performance
and new filters can be applied to de-speckle the ultrasound images as a scope of future
extension.
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Abstract. Sudden cardiac death (SCD) is defined as sudden natural death
occurring within few minutes to an hour from the onset of symptoms due to
known or unknown cardiac cause. An early stage prediction or identification of
SCD has become a major challenge among the medical fraternity to save the life
of SCD affected person. For prediction of sudden cardiac death, three distinct
kinds of markers viz. markers of structural heart disease, markers of electrical
instability and markers of abnormal autonomic balance have been devised.
Based on these markers, many signal processing techniques like signal averaged
electrocardiography, extraction of longer QRS duration, identification of QT-
dispersion, and feature extraction from T-wave alternans, heart rate variability
(HRV), and heart rate turbulence (HRT) with data mining, statistical and
machine learning algorithms are fused together to validate the SCD prediction
accuracy. But despite significant advances in the engineering research and
medical science, there is no standard technique adopted to identify the SCD at
an early stage which limits the fusion of any method into a medical product due
to its own limitations. This paper is therefore, designed to discuss different
signal processing methods based on these three markers in order to predict
sudden cardiac death at an early and alarming stage. The contents embodied in
this paper would benefit the community of the research groups designing signal
processing algorithms for early prediction of SCD which will help the clinicians
to save the precious life of the SCD affected patients.

Keywords: SCD � Signal processing � Structural heart disease
Electrical instability � Autonomic system

1 Introduction

Death is that certainty in everyone’s life which can only be postponed, not denied. As
per the estimates of World Health Organization (WHO), among all causes of death
non- communicable diseases (NCD) are the number 1 killers contributing to 40 million
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of the 56 million global deaths in 2015 where 17.7 million lives a year are lost due to
cardiac causes only. Table 1 shows annual NCD death estimates by WHO for the year
of 2015 in different countries. Khor GL [1] in 2001 projected that in the year 2020,
deaths due to non-communicable diseases including cardiac diseases would be
accounting for 7 out of 10 deaths in India and other developing countries. Sudden
cardiac death (SCD), a growing concern among the non-communicable cardiovascular
diseases particularly put a large burden because it cuts short the potential years of
contribution of the affected persons to their family and the society [2]. SCD is defined
by W.H.O criteria as the natural sudden death due to cardiac causes occurring within
24 h. But of witnessed deaths nearly 80% occurred within 2 h of the symptoms onset
[3]. In the context of time, sudden is defined for most clinical purposes as 1 h between
a change in clinical status announcing the onset of the life threatening cardiac arrest [4].
Prevention of SCD from this life threatening cardiac arrest, Implantable cardioverter
defibrillator (ICD) presents the main primary solution [5]. But despite significant
advances in the engineering research and medical science, evaluation of a patient at the
high risk of SCD who would benefit from ICD still remains a daunting problem [6].
This issue is of particular importance from the view point of device cost in ICD
therapy. The device cost lies between USD $ 25300 to USD $ 50700 per life year [7].

Therefore, ICD therapy will be more cost-effective when patients at high risk of
SCD are screened out using additional non-invasive markers of sudden cardiac death.
There are three different markers for the prediction of SCD. It includes markers of
structural heart disease, markers of electrical instability and markers of autonomic
balance. This paper will describe the available signal processing methods for identi-
fication of sudden cardiac death based on these markers.

Table 1. Annual NCD death rates (both sexes)

Country NCD death rates per 100,000 population per year

Japan 248
Australia 289
Canada 292
United Kingdom 351
United States of America 395
Thailand 442
Sri Lanka 511
China 550
India 600
Pakistan 710

58 R. Devi et al.



2 Materials and Methods

2.1 Dataset

To make easy understanding of different kinds of markers, we simulated the ECG
signals of SCD affected patients. The ECG signals were downloaded from MIT/BIH
database for normal control subjects (Normal Sinus Rhythm Database) and sudden
cardiac death patients (Sudden Cardiac Death Holter Database) [8]. The dataset consists
of 2 lead ECG signals of about 24 h duration for each of 23 SCD patients. Similarly, for
each of 15 normal control subjects, it consists of 2 lead ECG signals of approximately
2 h duration. To describe the different kinds of markers, ECG waveform of lead MLII
were preprocessed and plotted here. The preprocessing steps are outlined as follows.

2.2 Preprocessing of ECG Signals

The sampling frequency used for the ECG signals under study was 250 Hz for SCD
patients and 128 Hz for normal control subjects. Both kinds of signals were subjected
to filtering process as suggested by Wu et al. [9] for the removal of baseline wandering
noise and power line interference. To remove the baseline wandering noise we have
chosen two-stage moving average filter. The first and second stage averaging window
lengths are set to 1/3 and 2/3 of the number of samples in the input signal. To remove
the power-line interference, an IIR comb notch filter with the impulse response function
as generated by FDATool in MATLAB 8.1 is given below in Eq. (1) was chosen:

H zð Þ ¼ 0:9230
1� Z�8

1þ Z�1 � 0:8451Z�8 ð1Þ

A plot of magnitude response and phase response of the selected comb notch filter are
shown in Figs. 1 and 2 respectively. A filtered labeled plot of ECG signal of a normal
control subject is shown in Fig. 3. This way preprocessed ECG signals of the SCD
patients associated with different markers were simulated and plotted here to explain
the various signal processing methods for identification of sudden cardiac death at an
early and alarming stage.

3 Markers of Structural Heart Disease

Among different kinds of markers for identification of sudden cardiac death, markers of
structural heart disease are placed at the first position. The heart disease acquired
through wear and tear or heart diseases that people are born with are referred to
structural heart diseases [10]. An example of structural heart disease acquired through
wear and tear would be a tight or leaky heart valve. A hole within the chambers of the
heart is an example of structural heart disease people are born with. To predict or
identify SCD, markers of structural heart disease are categorized into 4 categories i.e.
depressed left ventricular ejection fraction, non sustained ventricular tachycardia, fre-
quent ventricular ectopy and QRS duration [11, 12].
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3.1 Depressed Left Ventricular Ejection Fraction (Depressed LVEF)

With each heart beat, the fraction of blood ejected from a ventricle of the heart is
termed as ejection fraction (EF). It therefore, measures the pumping efficiency of the
heart. The efficiency of the heart pumping blood into the systematic circulation of the
body is called Left Ventricular ejection fraction (LVEF) [12]. The LVEF affected
subjects can be diagnosed with certain markers on standard 12-lead ECG. These
markers include presence of prolonged QRS duration, bundle branch block and QT
dispersion etc. indicating LVEF and may act as the significant markers of SCD.
A depressed value of LVEF � 30% screens out the SCD patient for implantation of
cardioverter defibrillator to save the precious life [12]. If LVEF is only moderately
depressed (30% � LVEF � 40%), the electro-physiologic testing can screen out the
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patients with non-sustained ventricular- tachycardia and inducible ventricular
arrhythmia who would be benefitting from an ICD [13].

3.2 Non Sustained Ventricular Tachycardia

The regular and fast heart rate as shown in Fig. 4 arising from inappropriate electrical
activity in ventricles of the heart is termed as Ventricular Tachycardia (VT) [13].
Although, changes in heart rate for a shorter period may not result into problems, but
heart rate changing for a longer period may turn into ventricular fibrillation or cardiac
arrest causing SCD. According to Baldzizhar et al. [14] about 7% people in cardiac
arrest are found suffering from ventricular techicardia.
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3.3 Frequent Ventricular Ectopy

As shown in Fig. 5, premature ventricular contractions (PVC) also known as ven-
tricular ectopics or ectopic heart beats are a very common problem [15]. Patients may
suffer with skipped or missed beats but they may also have symptoms of shortness of
breath, dizziness or poor exercise capacity [16]. Sometimes the ectopic beat is an
incidental finding in a patient with no symptoms. Patients with ectopic beats may often
be very anxious and concerned that there heart is going to stop or that they are going to
have a heart attack. In people with frequent PVCs (>10,000–20,000 per 24 h or >10%
of the QRS complexes) or if the PVCs originate from an epicardial source then the risk
of SCD caused by the abnormal activation is increased [16].

3.4 Longer QRS Duration

Normal QRS duration in healthy subjects is 70–100 ms. This duration is utilized to
determine the origin of QRS complexes. For example narrow complexes with
QRS ˂ 100 ms originate from superaventicular origin. On the other hand, longer
complexes with QRS ˃ 100 ms have been found originating from ventricles in the
heart [17].

Longer QRS duration as shown in Fig. 6 has been demonstrated as a risk stratifi-
cation tool for SCD. Kurl et al. [17] has shown that 27% increased risk for SCD results
with an increase of 10-ms in each QRS duration. A 2.50-fold risk for sudden cardiac
death had been shown in subjects with QRS duration of >110 ms comparing those with
QRS duration of <96 ms [17].
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4 Markers of Electrical Instability

4.1 Electrical Alternans of the T-waveform

On the standard 12-lead ECG recording, alternating amplitude of the T wave from beat
to beat as shown in Fig. 7 is referred to as T-wave alternans [18]. It appears due to
repolarization dispersion and has been demonstrated as a strong predictor of SCD [19,
20]. Microvolt T-wave electrical alternans (MTWA) may be measured by spectral
methods or using Holter-based recordings with modified moving average analysis [18].

4.1.1 Spectral Method
The spectral method to assess the TWA is based on fast fourier transform (FFT) [20].
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In this method as presented by Richard et al. in [18], the sequential ECG cycles are
made to align with their QRS complex. After then 128 predefined points t are marked
and at each t, the ST-segments and T-waves amplitude as shown in Fig. 1 is measured.
Fast fourier transform (FFT) is then computed to obtain the spectra for amplitude
fluctuations of each measured beat-to beat series. Thus a separate spectrum using FFT
is generated for each point t. All the spectra of different time points t are averaged to
form a composite spectrum. The alternans power in microvolt at 0.5 cycles/beat is
computed as:

¼ the overall lv�lv of even or odd beatsð Þ2 ð2Þ

Where lv denotes the mean voltage.
The alternans ratio known as K score expresses the significance of TWA and is

calculated as:

alternans power at 0:5 cycles per beat
standard deviation of the spectral noise

ð3Þ

4.1.2 Modified Moving Average Method (MMA)
The modified moving average method works on principle of recursive averaging
algorithm for noise rejection [18]. The methodology presented here is described by the
authors in reference number [18]. This algorithm keeps streaming the even and odd
beats into different bins. The median of even and odd beats are then created as the
median complexes and superimposed for each bin. Every 10 to 15 s the TWA value is
reported. It is computed at any point between the junction T segments by taking the
average of the largest difference in the two even and odd median complexes. With an
adjustable update factor, this method controls the effect of incoming new beats on the
computed median templates. To detect the transients with greater sensitivity, an update
factor of 1/8th is recommended. TWA values for verification purpose should be over-
read down to 20 lV. TWA � 60 lV with the recommended update factor of 1/8th

during routine exercise and ambulatory ECG recording indicates strongly the risk
factor for SCD [18]. For example, Sten et al. [21] in their Cardiovascular Health Study
showed that SCD was strongly associated with increased T-wave alternans in the
Holter signal analysis of 49 patients.

4.2 Electrophysiology Studies

Electrophysiology studies are the invasive procedure for detection and treatment of
cardiac arrhythmias. Hilfiker et al. [22] reported the electrophysiologic studies as a risk
stratification tool for sudden cardiac death.

4.3 Signal Averaged Electrocardiography

The simplest and fastest method to evaluate the heart is getting done an electrocar-
diogram (ECG). ECG acquires the electrical activity of the heart through some
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electrodes placed at well designed sites of the body. A signal averaged electrocar-
diography (SAECG) is a detailed version of ECG. In this technique, a number of ECG
signals are acquired usually over a period of approximately 20 min from different sites
on the heart and then averaged to remove interference and analyze the small variations
in the QRS complexes. These small variations in QRS complexes are called late
potentials which are not visible in a simple and single ECG signal. Late potentials are
an indicator of the fragmented or delayed depolarization of ventricular myocardium
which may act as the substrate of fibrosis or a scar. These late potentials if not identified
and treated in time may develop into dangerous ventricular techyarrhythmias. The
presence of this type of ventricular late potentials in signal averaged electrocardiogram
along with T wave alternans have been demonstrated as strong predictors of SCD [21].

4.4 QT-Dispersion

The term QT-dispersion stands for the difference between longest and shortest QT-
interval on the standard 12-lead electrocardiography [23]. Research studies examining
the possible relation between QT-dispersion (considering particularly QTc: corrected
heart rate QT interval) and all cause sudden death published results contradicting with
each other due to variation in the measurement methods for QT-interval [23, 24]. The
potential trend between QT interval and sudden cardiac death is yet to be explored
more taking into consideration the other factors like genetics, age, sex, certain medi-
cations and race etc.

5 Markers of Abnormal Autonomic Balance

5.1 Abnormalities in Resting Heart Rate

SCD in resting hearts indicate towards the genetic factors. For example risk stratifi-
cation for SCD in young athletes having healthy, normal and resting heart is always
associated with personal and family health history of the athlete with particular focus
on blood pressure levels, chest pain and early sudden death of any family member [25].

5.2 Heart Rate Variability

A plot of consecutive RR intervals is called Heart rate variability (HRV) signal. It can
be derived from short period of 2–30 min or longer period of 24 h ECG recordings.
There are different features of HRV that are derived and analysed for specific purpose.
The mathematical descriptions of some important features are given as under:

Time domain features:

Mean RR:
1
N

X
RR ið Þ ð4Þ
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Median:
Nþ 1
2

� �th
term; if N is odd

N
2

� �th
term; if N is even

(
ð5Þ

SDRR:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

X
RR ið Þ �Mean RRð Þ2

r
ð6Þ

SDRRi :
1
N

XN�1

i¼1
SDRRind ð7Þ

pNN50:
RR iþ 1ð Þ � RR ið Þð Þ[ 50ms½ �

total RR diffð Þð Þ½ � ð8Þ

Frequency domain features:

aVLFðms2Þ ¼ Absolute power in very low frequency region i:e: 0:003
� 0:04Hz of HRV ð9Þ

aLFðms2Þ ¼ Absolute power in low frequency region i:e: 0:04�0:15Hz of HRV

ð10Þ

aHFðms2Þ ¼ Absolute power in high frequency region i:e: 0:15�0:4Hz of HRV

ð11Þ

aTotalðms2Þ ¼ aVLFðms2Þþ aLFðms2Þþ aHFðms2Þ ð12Þ

pVLF(%Þ ¼ aVLF/aTotal ð13Þ
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pLF(%Þ ¼ aLF/aTotal ð14Þ

pHF(%Þ ¼ aHF/aTotal ð15Þ

nLF(%Þ ¼ aLF/aTotal � aVLF ð16Þ

nHF(%Þ ¼ aHF/aTotal� aVLF ð17Þ

LF/HF Ratio ¼ nLF/nHF: ð18Þ

Plots of HRV for normal control subject and SCD patient at the moment of SCD
and few minutes earlier are plotted in Figs. 8 and 9 respectively. Decreased values of
the various statistical features of HRV described in Eqs. 4–18 have been associated
with SCD by various research groups [26–34] and the results obtained were validated
with different machine learning algorithms. Patil et al. [35] and Jilani et al. [36]
developed data mining methods based on HRV parameters considering certain factors
like effects of age, gender, race, smoking habits and illness level of the subject for
modeling of an SCD pattern so that future prediction of SCD can be related to that
particular pattern. From the other hand, Lammert et al. [37] developed methods based
on feature extraction techniques from a patient’s HRV signal.
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5.3 Baro-Receptor Sensitivity

Varying blood pressure has a significant effect on sinus rhythm. The blood pressure is
regulated by regulating the heart rate with the baro-reflex mechanism of the body.
A negative feedback loop provided by this mechanism decreases the heart rate
reflexively by an elevated blood pressure. The decreased heart rate causes the blood
pressure to decrease which further decreases the baro-reflex activation and hence the
heart rate increases restoring the level of blood pressure. The action of baro-reflex can
begin to act in small fractions of time in seconds which may be smaller than a cardiac
cycle. Thus the mechanism of baro-reflex adjusting levels of blood pressure via heart
rate and vice-versa is considered an important factor in studies on SCD based on blood
pressure and HRV as the baro-reflex mechanism of the body generates the low fre-
quency component of the HRV which is a key indicator of the sympathetic activities of
the nervous system [38]. Baro-receptors remain active at regular blood pressures as
well so that any change in the level of blood pressure would be immediately informed
to the brain.

5.4 Heart Rate Turbulence

Heart rate turbulence (HRT) provides information on activities of the autonomic ner-
vous system of the human body [39]. This phenomenon was captured and explained by
George Schmidt in 1990. Schmidt explained that HRT reflects the heart rate return to
its equilibrium at a decreased speed after a premature ventricular contraction
(VPC) [39]. After a VPC heart rate increases for 1–2 beats and then decreases slowly.
To assess HRT, Holter recordings of 24-h duration are acquired. From these record-
ings, only those sinus rhythm R-R interval sequences are selected which surrounds the
isolated VPCs [39]. A satisfactory number of pre and post sinus rhythm R-R interval
sequences surrounding VPC must be selected. This includes two R-R intervals prior to
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VPC, the in-between interval coupling R-R and VPC and 15 post VPC R-R intervals
including the compensatory pause. These sequences are aligned and averaged together
to construct the VPCs techogram. The VPCs techogram includes a sufficient and
reliable number of VPCs > 5. The quantification of HRT is based on two clinical
relevant features i.e. turbulence onset (increase in heart rate), and turbulence slope
(slow decay of heart rate to its equilibrium). Turbulence Onset [39] is defined and
measured as given in Eq. 19:

TO ¼ RR1 þRR2ð Þ � RR�2 þRR�1ð Þ
RR�2 þRR�1ð Þ � 100 %½ � ð19Þ

Where RR�2 and RR�1 are the two pre-VPC R-R intervals and RR1 and RR2 are two
post R-R intervals. The turbulence slope (TS) is defined as the maximum positive
regression slope computed over any 5 normal R-R intervals from the first 15 post VPC
R-R intervals [39]. For clinical applications of HRT the mean values reported for
normal healthy subjects of TO and TS are −2.7% to −2.3% and 11.0 to 19.0 ms per R-
R interval [39] respectively. Research studies have demonstrated the practical use of
HRT as a powerful and independent marker of sudden cardiac death [40–42].

6 Conclusion

Sudden cardiac death can’t be identified with a single factor or a single test. Rather the
prediction mechanism may include a variety of factors from three described markers
viz. markers of structural heart disease, markers of electrical in-stability and markers of
autonomic balance. Therefore, it would be unlikely that a single test would be able to
screen out the patients at high risk of SCD and warrant the ICD implantation. For more
accurate early identification of SCD, an integration of two or more than two methods as
described above should be used as they are directly or indirectly related to each other.
The signal processing methods discussed in this paper provide useful information on
the kind of non-invasive markers of sudden cardiac death and the associated techniques
to identify the SCD at an early and alarming stage. However, the current clinical use of
many of these non-invasive techniques is still questioned due to their doubtful ability
for risk identification and screening of patients for ICD therapy, especially if used
alone. Therefore, fusion of a combination of some selected markers into a medical
device would be possible only which would help the clinicians attending the SCD
patient to take necessary actions at an early stage to save the precious life. Moreover,
these tests are of much information to researchers searching for SCD risk stratification
techniques to develop more accurate SCD identification algorithms based on these
markers.
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Abstract. Orthogonal Frequency Division Multiplexing (OFDM) is typically a
system used in encoding digital data. It has huge benefits among which primary
are high spectral efficiency upon Inter Symbol Interference (ISI) and robustness.
It also has some drawbacks, the main hitch in OFDM system is High Peak to
Average Power Ratio (PAPR). In order to minimize PAPR, many techniques are
available among which some common and efficient are Partial Transmit
Sequence (PTS), Selected Mapping (SLM), Coding, Interleaving, Companding,
Peak windowing, Peak reduction, Envelope Scaling. Every method has both
edge and snag. The simplest is clipping. There are also some complex tech-
niques like PTS, SLM. In this paper the proposed method is a hybrid combi-
nation of Repeated Frequency Domain Filtering and Clipping (RFDFC) and
Absolute Exponential Companding (AEC). This method not only bring PAPR to
3.5 dB as compared to 10.5 dB in original, but is also easy to implement.

Keywords: Domain filtering � Clipping � OFDM � PAPR � Bit error rate
Companding

1 Introduction

In last few years there is a huge rise in field of wireless communication. This is due to
use of internet browsing, social networking, online shopping, online banking, music,
videos especially on YouTube and that too without buffering especially in video
calling. Moreover in field of mobile communication this demand arises to unique level
due to the increasing number of users day by day.

As advance technology especially in field of electronics makes it possible for
almost everyone to own mobile handset. Hence there arises an immediate need of new
standards which are capable of handling large number of users with high data rates.

In nutshell there is a need of a flexible system with huge coverage and potential
which is simple by nature, has ability to carry huge data with less requirement of power
at a reasonable price and that too with proper safety [1, 2].

The standard or the system which meets most of the above mentioned demands is
Orthogonal Frequency Division Multiplexing system, commonly known as OFDM
system as it not only meets present requirements but is efficient for long term use in
future. But as one system does not carry whole lead with it, it also has some snags.

The OFDM system also has it in the form of Peak to Average Power Ratio, i.e.
OFDM system has high PAPR [3]. This is so because in order to enlarge the efficiency
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of amplifier which is high powered in this case there is need to shift the focus on PAPR
also, as both of these are interlinked. Due to this the condition become deteriorated in
case of OFDM due to its multicarrier nature [4, 5]. There is a necessity to reduce high
PAPR because generally OFDM is used as a 3GPP, LTE A. Which means one is using
this system for our handsets, now as handsets have constrained battery life due to the
size and bulkiness of batteries, these ranges to about 2000 mAh to 4000 mAh in most
cases, and high PAPR consumes much battery. Hence it requires to be brought down to
minimal level [6].

For reducing PAPR lot of techniques are available and work is under process to
reduce PAPR to minimal level by developing more simple and efficient techniques
which meets most of the requirements and which helps to implement the system easily
and rapidly. The block diagram in Fig. 1 shows the basic techniques and their cate-
gories in which they are divided into.

PAPR reduction techniques

Signal Scrambling Signal Distortion Coding

Selected Mapping

Partial Transmit 
Sequence

Tone Reservation

Tone Injection

Active Constellation

Clipping and 
Filtering

Companding

Peak Windowing

Peak cancellation

Turbo Coding

Linear Block 
Coding

Golay Sequences

Interleaved OFDM

Fig. 1. Block Diagram of PAPR reduction techniques
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1.1 Orthogonal Frequency Division Multiplexing (OFDM)

Orthogonal Frequency Division Multiplexing is a system which is an advancement of
Frequency Division Multiplexing (FDM), i.e. the basic difference between OFDM and
FDM is the orthogonality of subcarriers in OFDM which prevents ISI.

The basic concept of OFDM is dissection of streams with huge data rate into
streams with shorter data rate. Further these strings are dispatched in parallel form. The
basic idea behind this parallel dispatch is to enlarge the symbol duration, thus reducing
dispersion [7].

In nutshell two signals are called orthogonal when they do not depend upon each
other under any circumstances. This very property paves a way for many signals to be
transferred in a single go without any inconvenience, it also makes process at receiver
end during detection and correction which is prime requirement for getting correct
message [8].

When coming to gaps in subcarriers they are implemented in such way, although
they imbricate in frequency but are independent in time. This is done by making
coexistence of peak of every signal with null of another, as an output is desirable and
well gapped for preventing any merge [9].

The advantageous aspect of using OFDM system is that it do not rely upon extension
in number of symbol rates which was basically done before, in order to gain extended
data rates. This process defines the reason how ISI is kept at an optimum level [10].

1.2 Applications of OFDM

OFDM is considered to be a pilot technology of next-generation. Its applications
includes HDSL, ADSL, VHDSL, HIPERLAN/2, HDTV, BWAS, DAB, DVB,
WLAN, WiMAX, MBWA, 3GPP, IMT-A, LTE A etc. [11–16].

1.3 Peak to Average Power Ratio (PAPR)

The paramount concern in using OFDM system is high PAPR. It arises when large
number of discrete data symbols of an OFDM signal are being modulated on large
number of subcarriers which are orthogonal in nature, these signals are summed up
while the phase remains alike. This process results in amplitude with peaks greater than
average peak, thus giving rise to a term known as high PAPR.

If a signal is continuous time baseband signal, then Peak to Average Power Ratio is
defined as the ratio of extreme power present at a given time of a signal to mean power.

On taking x(t) as baseband signal PAPR is

PAPR x tð Þ½ � ¼ 0� t� Tmax
s x tð Þj j½ �2
Pavg

ð1Þ

Here Pavg is average power and TS is needful duration of symbol [17].
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When discrete signal is taken then

PAPR x nð Þ½ � ¼ 0� n�NLmax x nð Þj j½ �2
E x nð Þj j½ �2 ð2Þ

Here PAPR is determined from L time signal which is oversampled by nature, E []
represents desired operator, and N denotes number of subcarriers. Further when value
of PAPR is taken in decibels (dB), then it is expressed as [17].

PAPR x nð Þ½ � ¼ 10 log10
0� n�NLmax x nð Þj j2

h i
E x nð Þj j2
h i ð3Þ

2 Repeated Frequency Domain Filtering and Clipping
(RFDFC)

Repeated FrequencyDomain Filtering and Clipping is a kind ofmodification of Repeated
Clipping and Frequency Domain filtering technique. The basic difference is imple-
menting filtering before clipping. It is done for a special purpose as in RFDFC the filtering
improves the BER of OFDM system followed by clipping which improves PAPR.

If one go in detail then clipping is basically used to limits the amplitude of a given
signal (OFDM in this case) to any specific or it can be said to a predefined level which
is a threshold level as per the requirement i.e. in clipping the signal is usually clipped
having high peak.

Clipping is performed on transmitting end, hence there arises need on the receiving
end for at least having an approximation of the clipping performed at the transmitter in
order to compensate the losses. As when the signal travels from one side to another it
does not remains same due to added disturbances during its journey.

For this two parameters are taken into account at the receiving end, these are size
and location of the clip. This process seems to be easy but is a tough task to perform, as
a result In band as well as Out band distortions arises [18–20].

Here comes the filtering which minimizes out of band distortions thus increasing
the system’s performance in case of BER as well as spectral efficiency which gets
degraded by clipping. This is the basic reason for using filtering in the beginning
followed by the clipping.

Hence interchanging clipping and filtering makes a reliable and efficient technique
which can be used to reduce high PAPR.

3 Absolute Exponential Companding (AEC)

Companding is composed of two different words Compress and Expand. The operation
of the technique lies in these words i.e. compressing on transmitting end followed by
expanding on receiving end. Companding is a special case of clipping, here the

76 H. Singh et al.



increasing function is strictly monotonic in nature with the help of which signal is
recovered easily. It is due to the fact that modification of signal in companding is done
by taking the help of firm monotone function which is increasing by nature.

Hence decompanding makes the task easy. In addition, this technique is lesser
complex and gives better BER performance with no bandwidth expansion.

Then comes exponential companding in which calibration of both small and large
signals is carried out in order to maintain the mean power on equal level.

AEC is a special case of Exponential companding. As in Exponential Companding
signals of larger as well as shorter lengths are adjusted in a way which maintains the
average power at equal level. Further transforming these signals into uniformly dis-
tributed form, the value of PAPR was considerably reduced.

Thus one get companding function.

H xð Þ ¼ sgn xð Þd
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a 1� exp � xj j2

r2

 !" #vuut ð4Þ

Here H(x) represents Companding function, Sgn(x) represents Sign function, r2 is
input signal variance, exp denotes exponential and d is Companding degree.

Here a is a constant which is positive in nature and is known as degree of com-
panding (Exponential). It basically helps to know the mean power of output signal and
maintains mean power level of both input as well as output signal. It is kept as [21].

a ¼
E xj j2
n o

E

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� exp � xj j2

r2

� �h i2d

r( )
2
66664

3
77775

d
2

ð5Þ

Now as in Eq. 5 the square root portion will be either complex number or imag-
inary in nature, this is due to the fact that the received signal will be distorted in nature.

Hence in order to eliminate this possibility and for gaining a proper value, absolute
value of the above mentioned part is taken. This modification will cancel possibility of
potential phase distortions [22, 23]. This modification further will form a technique
known as Absolute Exponential Companding technique known by a common name,
AEC technique.

This technique is better than both Companding and Exponential Companding
technique as not only it helps to reduce PAPR value to minimum possible level but is
also simple as absolute value is taken in this case.

4 Proposed Technique

The proposed technique is a hybrid combination of Repeated Frequency Domain
Filtering and Clipping (RFDFC) technique with Absolute Exponential Companding
(AEC) technique. Here two different techniques are used together as a single technique
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i.e. two different techniques works in a combination for attaining a single or common
goal.

The benefit of using hybrid technique is to use the advantageous aspects of both the
techniques to get desired result. Although it slightly increases the complexity of the
system as implementing two techniques instead of a single is always a difficult task to
perform but this complexity is acceptable in a way of obtaining desirable result. Overall
the benefits overrule its demerits.

Hybrid technique is explained using block diagram in Fig. 2, in which input is
given to Signal mapper as shown by a downward arrow.

The signal mapper portrays the message bits. This results into a sequence of QAM,
PSK, QPSK, etc. These are different modulation techniques used during carrying data
from source to destination, followed by serial to parallel converter which converts the
output of signal mapper from serial to parallel form, in other words De-multiplexing of
data takes place here, followed by joining of pilot symbol block.

IDFT, IIFT is done for implementation of orthogonal signal in an effective manner
at the transmitting part. Both IDFT and IIFT are inverse in nature.

Then comes implementation of first technique known as RFDFC, in which fre-
quency domain filtering of the signal is performed followed by clipping which is set to
be performed at a threshold level, i.e. here the high peak is clipped in accordance with
threshold value, which is further followed by parallel to serial conversion i.e. the data is
converted into serial form for next operation to be successful.

Finally, AEC comes into play whose main aim is to make signal efficient for
transporting to destination and also to work on demerits of first technique i.e. it adjusts
symbols to keep the average power at fixed or same level. After which Cyclic prefix is
attached which meliorate the inter symbol interference (ISI) across the space separating
OFDM symbols.

Cyclic prefix is actually a method for implementing guard band or simply it can be
said as a method for inserting guard band at the starting and ending of a symbol. The
Cyclic prefix inserted at the beginning is an exact copy of the cyclic prefix which is
inserted at the ending of a symbol or vice versa.

At last digital to analog converter is added for conversion of digital signal into analog
form for transmission, the channel through which signal has to be transmitted adds noise
to the signal along with other disturbances and also multipath fading takes place.

Then coming on the receiver side, the incoming signal is converted back to digital
form in order to recover or decode original information or data efficiently, after which
the cyclic prefix which was added at the receiver is removed.

Further AEC decompanding is done which is further followed by conversion of
serial data to parallel form. Then DFT or FFT operation is performed. This operation is
performed to cancel the effect of IDFT or IFFT which were performed during trans-
mission as it works opposite to IDFT/IFFT.

After the above operation pilot symbol which was added at receiver is finally
removed to recover only required or original data. This operation is further led by
process of one tap equalizer, which is further followed by conversion into serial form
again and at last demapping of the signal is done which is actually a demodulation used
to recover the original signal. Finally output is obtained from signal demapper which is
shown by an upward arrow in Fig. 2.
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5 Simulation and Results

Taking a target of reducing PAPR to maximum possible level, keeping certain
parameters in mind like Bit Error rate and maintaining simplicity in implementation of
the technique, first OFDM signal or original signal is taken and with the help of

INPUT OUTPUT

Signal Mapper

S/P

Add Pilot Symbol

IDFT/IFFT

RFDFC

P/S

AEC

Signal Demapper

P/S

One Tap Equalizer

Remove Pilot Symbol

DFT/FFT

S/P

AED

Add Cyclic Prefix

D/A

Remove Cyclic Prefix

A/D

Multipath 
Fading and Noise

Fig. 2. Block Diagram of proposed technique
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Complementary Cumulative Distribution Function also known as CCDF curve the
value of PAPR in dB is shown.

The benefit of using CCDF over CDF is that one clearly able to notice the original
value of PAPR in curve diagram and change in values of PAPR after applying various
techniques.

For this same specifications or parameters for each technique is taken like QPSK is
used with data point of 128 in number and spacing in frequency is been kept at 15000.
Then using MATLAB simulation the value of Original OFDM signal obtained out to
be 10.5 dB which is clearly shown in the Fig. 3.

Next Repeated Frequency Domain Filtering and Clipping (RFDFC) technique was
taken in which frequency domain filtering of the signal is done followed by clipping of
the peaks by taking threshold value and CCDF curve is used to know the reduction in
PAPR value. For this technique also specifications are kept same as were in case of
original OFDM signal.

This time the value comes out to be about 4.3 dB which means this technique
reduces value of PAPR to about 6.2 dB as shown in Fig. 4.

Fig. 3. CCDF curve of OFDM technique
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Then taking Absolute Exponential Companding (AEC) technique. The value of
PAPR is taken using CCDF curve. This time also the specifications were same as for
OFDM. This technique reduces the value of PAPR to 4.2 dB as shown in Fig. 5.

Fig. 4. CCDF curve of RFDFC technique

Fig. 5. CCDF curve of AEC technique

Hybrid Technique to Reduce PAPR in OFDM 81



At last proposed hybrid technique is taken which is a combination of RFDFC
technique with AEC technique i.e. here the advantageous aspects of both techniques is
taken to achieve desired result. For this first RFDFC is taken which is followed by
AEC.

The purpose of this technique was to achieve result to our satisfaction i.e. it has to
be less than 4 dB. As both techniques were capable enough to reduce PAPR value to
about 4.2 dB.

When they are used in combination their simultaneous work works wonder. As
growth in spectral again takes place after clipping, and filtering causes growth of peak
again [24–26]. Hence the necessity of AEC arises after the previous repeated operation.
In AEC the function used is strict and is monotonic in nature, hence by using this
technique the problem of expansion of bandwidth after implementation of RFDFC
technique is solved.

Another advantage of AEC after RFDFC technique is that the extraction of the real
signal becomes easy simply by applying the process of Decompanding at reciever.

For simulation once again help of CCDF is taken. This technique brings the value
of PAPR to 3.5 dB for same specifications as were used for original OFDM, for
RFDFC, and for AEC technique.

The result is shown in Fig. 6 in which the value of PAPR is reduced from 10.5 dB
in original to 3.5 dB with hybrid technique.

The results also confirms that hybrid whether a combination of two or greater is
more edged than single technique.

Fig. 6. CCDF curve of proposed technique
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Table 1 is a comparison table of all techniques used along with their values
obtained in decibels using CCDF curves, it also includes the reduction in values of
PAPR after implementing respective techniques.

Here OFDM is original signal, hence reduction in PAPR value is not applicable in
this case.

6 Conclusion

Our main aim in this work was to reduce PAPR to maximum possible level keeping the
intricacy to minimum possible level. For this we begin with using simple techniques.

We perform operation on many techniques and compare their outputs using CCDF
graphs and ultimately we end up on Repeated Frequency Domain Filtering and Clip-
ping (RFDFC) technique which gives us value of reduced PAPR to about 4.3 dB as
compared to 10.5 dB in original OFDM, and Absolute Exponential Companding
(AEC) technique which gives us reduced value of PAPR about 4.2 dB.

We choose these two techniques because both techniques were simple and their
implementation was easier as compared to another techniques. As results of both
techniques were good but not to our satisfaction, now as each technique has its snag
with it, but we found that they were perfect enough to work in a hybrid combination as
one technique was fulfilling the snags created by another technique.

So ultimately we make hybrid combination of both these techniques and finally we
implement the hybrid technique using MATLAB R2015a, and are able to bring the
value of PAPR to 3.5 dB from 10.5 dB as in original OFDM system.
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Abstract. A detection algorithm and a detector structure based on the time-
frequency contrast method are proposed. The analysis of the detection charac-
teristics for the case of a linear detector and distribution of the signal- inter-
ference mixture according to the Rayleigh-Rice law is carried out. It is shown
that the detector ensures a constant false alarm rate when the interference dis-
persion is changed. A block diagram of the detector that implements the pro-
posed algorithm is presented. The carried out research shows the expediency of
using the method when detecting single radio pulses with an inaccurately known
carrier frequency. It is shown that the use of an increased reference sample of
interference with N = 1 to N = 5 makes it possible to reduce (at L = 1) the
probability of false alarm with PF ¼ 0:166 to PF ¼ 0:015.

Keywords: Detector � Contrast � Algorithm � Reference sample of interference
Frequency and time separation of the process
Probabilistic detection characteristics

1 Introduction

When constructing optimal detectors, it is necessary to know the statistical character-
istics of signals and interference. In practice, these characteristics are only partially
known. In this case, non-optimal detectors that are invariant to unknown interference
characteristics are often used. It is often assumed that the interference distribution law
is known to within one or more parameters. When the unknown parameter is the
dispersion of the interference, the detectors constructed using the contrast method
found wide application.

The most frequently studied detectors using methods of time [1] or frequency
contrast [2]. Moreover, the detectors have better detection characteristics with an
increase in the volume of the reference interference sample. Therefore, it seems
advisable to analyze the contrast detector, in which both the time separation of pro-
cesses and the frequency one are used simultaneously to form the reference interference
sample.

The article presents the results of the investigation of the proposed algorithm for
detecting pulsed signals with a known minimum duration and an unknown repetition
period.
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2 Overview of Known Works

The contrast detection algorithm was first proposed in [1] in 1965. A number of other
papers [10–15], etc., are also devoted to the contrast method. This method can be
attributed to the class which is invariant with respect to the unknown interference. At
present, works devoted to spatial contrast [10, 18], frequency contrast [2], time contrast
[1] are known. The detector, based on the contrast method, maintains a constant false
alarm probability with a change in the dispersion of the interference and a constant
distribution of the interference. The algorithm of operation of the contrast detector in
the time domain has the form:

QN
i¼1

U x0 � Lxi½ � ¼ 1 under the hypothesis H1

QN
i¼1

U x0 � Lxi½ � ¼ 0 under the hypothesis H0

8>><
>>:

9>>=
>>; ð1Þ

here N – size of noise sampling;
xi – independently identically distributed elements of the interference sample
U – Step function;
L – the ratio of the gain of the reference channel to the gain of the signal channel;
x0 – signal sampling element;
I – element number of the interference sample.

In (1), the function U(x) represents a step (asymmetric unit) function

U xð Þ ¼ 1; x� 0;
0; x\0:

�

The functional scheme of the detector that implements the algorithm (1) is shown in
Fig. 1.

Fig. 1. Block diagram of the detector in time domain
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The analysis of the algorithm (1) was carried out in numerous papers, for example,
in [10, 15].

The method of contrast in the frequency domain assumes simultaneous reception of
three statistically independent values of the envelopes of the process under study at the
output of three frequency-adjacent channels n1; n2; n3.

The decisive rule for checking statistical hypotheses about the absence or presence
of a signal in the central filter of the detector is [2]

H0 :
n2?Ln1ð Þ ^ ðn2\Ln3Þ
n2\Ln1ð Þ ^ ðn2 [ Ln3Þ

� �

H1 : n2 � Ln1ð Þ ^ n2 � Ln3ð Þf g:

ð2Þ

Here K - the sign of logical multiplication;
L - the ratio of the gain of the side channel to the gain of the central channel by

voltage.
The functional scheme of the detector that implements the algorithm (2) is shown in

Fig. 2. The spacing of the central frequencies of the bandpass filters should ensure that
the envelope values on their outputs are independent. The bandwidths of the bandpass
filters are the same. The bandwidth of video filters is also equal.

Fig. 2. Block diagram of the detector in frequency domain
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3 The Detecting Signals Algorithm

Samples are used at different time points in three channels, differing in frequency
setting, for generate a reference sample of the interference.

In the proposed detection algorithm, the decision to receive an impulse signal is
taken when there is the condition

YN
i¼1

U xs � Ln1x1nið Þ � U xs � Ln2xn2ið Þ ¼ 1: ð3Þ

Here xn1i; i ¼ 1;N - a sample of the output voltage at the i-th time in the 1st
reference interference channel with a bandpass filter (BPF1);

xs - a sample of the output voltage in the signal channel with a bandpass filter
(BPF2), tuned to the frequency of the signal fs;

xn2i; i ¼ 1;N - a sample of the output voltage at the i-th time moment in the 2nd
reference interference channel with a bandpass filter (BPF3);

Ln1; Ln2 - the ratio of the gain of the voltage of the reference interference channels
to the signal channel gain.

We note that if condition

YN
i¼1

U xs � Ln1x1nið Þ � U xs � Ln2xn2ið Þ ¼ 0

a decision is made on the absence of an impulse signal.
The use of algorithm (3) is advisable in multi-channel frequency systems.

4 Structure of the Signal Detector by the Time-Frequency
Contrast Method

The block diagram of the detector that implements the algorithm (3) is shown in Fig. 3.
The first bandpass filter BPF1, the linear detector D1, and the low-pass filter LPF1

form the first channel for generating the reference interference sample at the i-th
moments of time.

The second bandpass filter BPF2 tuned to the carrier signal frequency fs, the linear
detector D2, and the low-pass filter LPF2 form a channel for generating the sample to
be analyzed.

Finally, the third bandpass filterB PF3, the linear detector D3, and the low-pass
filter LPF3 form the second channel for generating the reference sample of the inter-
ference at the i-th moments of time.

The diagram in Fig. 1 shows the delay lines for N outputs of DL1 and DL2, 2N
comparators and an AND element with 2N inputs.

The difference of the central frequencies of the bandpass filters BPF1-BPF3 ensures
the independence of the processes at their outputs. It is assumed that the bandwidth of
the filters BPF1-BPF3 in all channels are equal to each other. A similar condition is
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superimposed on the passband of low-pass filters. The delay interval between the
branching points DL is selected more than the noise correlation interval, to obtain
independent samples of the voltage xs и xn1i; xn2i; i ¼ 1;N.

5 Detector Efficiency

Suppose that at the input of the frequency-time contrast method detector, there is the
process g tð Þ, representing a mixture of g tð Þ of a harmonic radio signal S tð Þ ¼
A � cos x0tð Þ with constant amplitude A with center frequency x0 and normal stationary
interference n(t) with zero mathematical expectation and unknown dispersion r2 [3]:

g tð Þ ¼ C � S tð Þþ n tð Þ: ð4Þ

The coefficient C takes values 0 in the absence and 1 if there is a signal in the
analyzed input process.

It is shown in [3, 4] that in the analyzed case the distributions of the samples at the
output of the reference interference channels obey the Rayleigh law

BPF1 D1 LPF1

C

BPF2 D2 LPF2

BPF3 D3 LPF3

C

C C

DL1

AND

DL2

Fig. 3. Block diagram of the detector that implements the algorithm (3)
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W1 xð Þ ¼ x
L2n1r

2
exp � x2

2L2n1r
2

� �
;

W3 xð Þ ¼ x
L2n2r

2
exp � x2

2L2n2r2

� �
:

ð5Þ

At the output of the signal channel, the sample distribution is subject to the gen-
eralized Rayleigh law (Rayleigh-Rice)

W2 xð Þ ¼ x
r2

exp � x2 þA2ð Þ
2r2

� �
I0

xA
r2

� �
; ð6Þ

Here I0(z) - the Bessel function of order zero from the imaginary argument.
In this case, the integral distribution laws at the outputs of the reference channels

take the form

P1 xð Þ ¼ 1� exp � x2

2L2n1r2

� �
;

P3 xð Þ ¼ 1� exp � x2

2L2n2r2

� �
:

ð7Þ

In accordance with the detection algorithm (3), the probability of correct detection
can be calculated by the formula

PD ¼ Z1

0

W2 xð ÞPN
1 xð ÞPN

3 xð Þdx ð8Þ

Substituting (6) and (7) into (8), we obtain

PD ¼ Z1

0

x
r2

� exp � x2 þA2ð Þ
2r2

� �
� I0 xA

r2

� �
�

� 1� exp � x2

2L2n1r2

� �� �N

1� exp � x2

2L2n2r2

� �� �N
dx:

ð9Þ

Using the expansion of the binomial in a series [5], we find

PD ¼ R1
0

x
r2 � exp � x2 þA2ð Þ

2r2

� �
� I0 xA

r2
� 	�

�PN
r¼0

PN
k¼0

Ck
N � Cr

N � �1ð Þkþ r�exp � kx2

2L2n1r
2 þ rx2

2L2n2r
2


 �h i
dx;

ð10Þ

Here Ci
N- number of combinations from N to i.
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Changing the order of summation and integration, we transform (10) to the form

PD ¼ 1
r2
XN
r¼0

XN
k¼0

Ck
N � Cr

N � �1ð Þkþ r�

� Z1

0

x � exp � kx2

2L2n1r
2
� rx2

2L2n2r
2
� x2

2r2
� A2

2r2

� �
� I0 xA

r2

� �
� dx:

ð11Þ

Expanding the Bessel function in a series [5] and using the tabular integral [6]

Z1

0

x2aþ 1e�b2x2dx ¼ a
2b2aþ 2 ;

after simple transformations we obtain

PD ¼ exp �qð Þ
XN
r¼0

XN
k¼0

Ck
N � Cr

N � �1ð Þkþ r

k
L2n1

þ r
L2n2

þ 1
exp � q

k
L2n1

þ r
L2n2

þ 1

 !
; ð12Þ

Here q ¼ A2

2r2 - signal-to-interference ratio.
The probability of a false alarm can be determined from (12), with q = 0:

PF ¼
XN
r¼0

XN
k¼0

Ck
N � Cr

N � �1ð Þkþ r

k
L2n1

þ r
L2n2

þ 1
: ð13Þ

It is seen that the probability of a false alarm depends only on the size of the
reference sample and the relative gain factors of the reference channels, but does not
depend on the a priori unknown dispersion of the interference.

Table 1 shows the results of the calculation of the detection characteristics for the
signal-to-noise ratio q from 0 to 6.4 and the sample size of the interference from 1 to 5.
Table 2 shows the results of calculating the probability of false alarms from the L
coefficient for the sample size of the interference from 1 to 5.

Table 1. Detection characteristics

N q
6.4 3.2 1.6 0.8 0.4 0

1 0.86 0.64 0.44 0.31 0.24 0.17
2 0.78 0.49 0.29 0.17 0.12 0.067
3 0.71 0.41 0.21 0.12 0.073 0.036
4 0.67 0.35 0.16 0.085 0.051 0.022
5 0.63 0.30 0.13 0.066 0.038 0.015
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Figure 4 shows the detection curves for a different number of samples N (sample
size) and Ln1 ¼ Ln2 ¼ 1. Note that the curve N = 1 corresponds to the probability of
false alarms PF ¼ 1:67 � 10�2;N ¼ 2� PF ¼ 6:67 � 10�2,N ¼ 3� PF ¼ 3:57 � 10�2,
N ¼ 4� PF ¼ 2:22 � 10�2; N ¼ 5� PF ¼ 1:51 � 10�2.

The analysis of the curves in Fig. 4 shows that the proposed detector for N[ 1 is
useful when it is necessary to obtain lower values of the false alarm probability in
comparison with the probability of false alarm obtained using the frequency contrast
detector (N = 1).

It is seen that to ensure the probability of a correct detection of at least 0.5 it is
required to provide a signal-to-noise ratio of at least 2.4 with a sample size N� 1. The
threshold signal q is in the range of 2 to 5 for PD ¼ 0:5; L ¼ L3 ¼ 1:

Table 2. Dependence of the probability of false alarm on the coefficient L1 = L3 = L

N L
0.85 0.90 0.95 1.00 1.05 1.10 1.15

1 2.3744�10−1 2.1087�10−1 1.8738�10−1 1.6666�10−1 1.484�10−1 1.323�10−1 1.181�10−1
0.624 0.676 0.727 0.778 0.829 0.878 0.928

2 1.17�10−1 9.746�10−2 8.062�10−2 6.607�10−2 5.514�10−2 4.563�10−2 3.779�10−2
0.929 1.011 1.094 1.176 1.259 1.341 1.423

3 7.361�10−2 5.796�10−2 4.553�10−2 3.572�10−2 2.798�10−2 2.191�10−2 1.715�10−2
1.133 1.237 1.342 1.447 1.553 1.959 1.766

4 5.168�10−2 3.915�10−2 2.953�10−2 2.223�10−2 1.668�10−2 1.25�10−2 9.355�10−3
1.287 1.407 1.530 1.653 1.778 1.903 2.029

5 3.891�10−2 2.856�10−2 2.081�10−2 1.513�10−2 1.095�10−2 7.927�10−3 5.737�10−3
1.410 1.544 1.682 1.820 1.961 2.101 2.241

Fig. 4. Detection characteristics for different sample sizes N
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6 Evaluation of the Effect of Channel Identity
on the Parameters of the Detector

By changing the values of the parameters Ln1 and Ln2, it is possible to estimate the
effect of channel identity on stabilizing the probability of false alarm.

Figure 5 shows a plot of the probability of false alarm PF from the ratio of the gains
of the voltage of the reference interference channels to the signaling channel gain under
the condition L ¼ Ln1 ¼ Ln2.

7 Conclusions

A detection algorithm and a detector structure are proposed in which both time and
frequency separation of processes is used to generate a reference sample of interfer-
ence. Here, a sample of interference from two side frequency channels is used. The
algorithm is resistant to external influences (change in interference power), keeping the
required level of false triggering. A block diagram of the detector that implements the
proposed algorithm is presented.

Analytic expressions are derived for calculating probabilistic characteristics of the
detector based on the frequency-time contrast method. The relationships allow us to
formulate the requirements for the identity of the reference and analyzed channels. The
carried out research shows the expediency of using the method when detecting single
radio pulses with an inaccurately known carrier frequency. It is shown that the use of an
increased reference sample of interference with N = 1 to N = 5 makes it possible to
reduce (at L = 1) the probability of false alarm with PF ¼ 0:166 to PF ¼ 0:015.

Fig. 5. Dependence of the probability of false alarm on the coefficient L
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When writing the article, works in the field of signal detection [7–11], as well as the
results of author’s studies [12–17] were used.
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Abstract. A new spatiotemporal search for pulsed radiation with a single-
channel processing of the photon flux is proposed. The algorithm allows up to
two device activations during the observation of the decomposition element.
Reasons for activation of the amplitude discriminator (AD) during the analysis
of the time frame are analyzed at repeated survey in the next time frame. The
search algorithm provides an extension of the permissible range of changes in
the intensity of background radiation on 25…50%. Thus the probability of the
signal skip decreases more than in 4 times in comparison with an analog that
allows only one activation of the search equipment. For the correct detection of
the useful radiation with probability more than 90% the median number of
signal photoelectrons in pulse shall be more than three. Implementation of an
algorithm allows to reduce emissive power of the transmitter by 5 times.

Keywords: Spatiotemporal search � Single photon pulse � Channel registration
Scanning � Single-photon photoemissive device

1 Introduction

Laser communication can significantly increase the speed of information transfer,
increase the noise immunity of transmitted messages. This is especially important for
applied and scientific tasks with the spacecraft use.

The creation of optical communication systems with spacecrafts demands the
solution of complex problems. It is especially important to provide spatial search,
acquisition and alignment of the correspondent [1]. Indeed, the high directivity of laser
radiation requires mutual targeting of the complexes antennas.

Space optical communication systems (COSS) are known, which include equip-
ment for the spatial search of a correspondent.

The actuality of establishing two-way optical communication between remote
transceivers is noted in patents 3566126 [2] and 3511998 [3] US. In patent 3566126
US, one of the terminals is proposed to be equipped with an angle reflector, by which
the optical antenna is aimed at the correspondent. In patent 3511998 proposes using a
separate set of frequencies to distinguish between the surveillance mode and the call
mode.

In patent 3504182 [4] suggests a method for targeting radiation patterns of two
spaced transceivers. Here, the laser beam of the transceiver of the first AES is fixed in a
predetermined direction for a certain period of time. The laser beam of the transmitter

© Springer Nature Singapore Pte Ltd. 2019
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of the second satellite scans the space. When the laser beams are mutually directed
towards each other, the targeting stops. It is proposed to use the radiation of trans-
ceivers with different optical wavelengths. Similarly, in patent 4867560 [5], each
satellite transceiver transmits beams having a different length of the optical wave.

In patent 3658426 [6], it is proposed to use a reflector in the opposite direction to
target the directional patterns of the separated transceivers.

The method of targeting in patents 5060304 US [7] and 5142400 US [8] is based on
the use of a ray reflection. In contrast to the patent 3504182 the US proposes to use a
set of modulation frequencies, rather than radiation with different optical wavelengths.

In patents 3504979 US [9] and US 3942894 [10] use reflectors in the opposite
direction.

The targeting method, in which the beamwidth of the radiation pattern changes
during the targeting process, is proposed in patents 5282073 [11] and 5475520 US [12].

The described cosmic optical systems do not provide a continuous connection
between objects in the case of their rotation. In patents 2106749 RU [13], 2275743 RU
[14] and 2276836 RU [15], technical solutions for providing continuous optical
communication between rotating objects are proposed.

The most promising in laser communication systems is the use of sources of optical
pulsed radiation. In the mode of entering into communication, the moment of
appearance of the impulse signal at the receiving end is considered unknown. The
organization of space-time search for the purpose of detecting and isolating the moment
of appearance of an optical pulse is a necessary condition for entering into the com-
munication (synchronism) of the receiving-transmitting complex [16].

The limiting parameters of the photodetector equipment are realized with the use of
single-photon photodetectors (single-photon dissector), which allow recording the acts
of photon conversion into a photoelectron (FE), the primary electron. This is especially
actual for secure communication systems, in space communications systems with
interplanetary ships, in analyzing the retrieval of information from quantum channels in
quantum key distribution systems [16, 17].

At present, there is an apparatus for spatial search and detection of optical radiation
sources. However, the question of the specifications optimizing to equipment based on
scanning single-photon photoemissive device (SPD) for long-distance space commu-
nication systems is still topical.

In [16] the methods for processing information in the search equipment with the
SPD are described, algorithms for a pulse radiation searching are synthesised,
parameters are optimised and the procedure of equipment designing is given.

In the [18], an algorithm for spatially-temporal search of pulsed signals is described
in the single-channel registration mode of single-photon pulses (SPP). In [19, 20],
formulas were obtained for calculating the temporal and probabilistic parameters of a
complex for searching pulsed optical sources using a scanning device SPD with a
limited bandwidth.

Application area of the described algorithm is limited to the search for radiation
sources for a background radiation with a weak intensity on the photodetector. Indeed,
for a reliable detection of the signal, the pulse recurrence frequency must be com-
mensurate with the maximum realized for the exchange of information between
moving correspondents (units is megahertz). In addition, if there is no excess of the
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level of discrimination in the repeated analysis, the equipment stops viewing the
decomposition element. Therefore, in order to increase the probability of correct
detection, it is necessary to continue the survey until a multiple of the optical pulses
recurrence period.

The research purpose is directional on expansion of the successful search range
and detection of pulse signals by one-photon equipment under the influence of
intensive background radiation at the expense of magnifying of the observation time
of the decomposition element.

2 Research Objective

An algorithm for the search for pulsed radiation is proposed, which presupposes up to
two activations of the equipment during the observation of the decomposition element.
Spatio-temporal search with the determination of the arrival time of optical signals is
based on the fact that in the receiver are known the duration ss and the optical pulses
repetition period Ts. In the interval [0, Ts], the instant tAD1 of the first exceeding of the
threshold level UAD of the amplitude discriminator is fixed, the cause of which is
analyzed in the subsequent interval [Ts, 2Ts]. The received optical radiation is con-
verted by a photocathode into a flux of photoelectrons (PE). The use of an electronic
multiplier system with Nd dynodes allows one to obtain a response in the form of a
single-photon pulse (SPP) on each photoelectron. The SPP amplitude significantly
exceeds the thermal noises level of load. To limit the supply of dark current pulses
(DCP) from the collector, amplitude discrimination is applied.

0

u(t)

u(t)

strobτ0,5-sT2

u(t)

t

the amplitude discrimination level

the amplitude discrimination level

strobe pulse

strobe pulse

terminate the observation
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tAD1

tAD2tstrob11 tstrob12 2Ts

strobτ0,5-sT Ts

3Tststrob22tstrob212Ts
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the amplitude discrimination level

Fig. 1. Single photon search of a pulse radiation source
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Let the equipment has registered a photoelectron (or DCP) at the moment of at the
review of the spatial decomposition element (Fig. 1). At the same time, the equipment
becomes insensitive to receiving photoelectrons and DCPs in the interval tAD1; tstrob11½ �.
Here

tstrob11 ¼ tAD1 � s1 þTs � 0:5 � sstrob
corresponds to the moment when the gating pulse starts to act upon at repeated survey.

The delay time between the moment of operation of the discriminator and the
instant of generation of the first photoelectron is

s1 ¼ 7 � sd þ 5:8 � sd � UAD:n:

The delay depends on propagation time of electron between two neighboring
dynodes sd and standardized of respect to the SPP amplitude of level of the amplitude
discrimination UAD:n.

Repeated polling is performed in the interval tstrob11; tstrob12½ �. Here

tstrob12 ¼ tAD1 � s1 þTs þ 0:5 � sstrob
is a moment of the termination of action of strobe pulse.

If discrimination level at the repeated analysis is not exceeded, the equipment
continues time interval inspection. If in the range of tstrob12; 2Ts½ � the discrimination
threshold is exceeded, the equipment transfers in an expectation regime. Repeated
polling is made during action of the second gating pulse. If the discrimination threshold
is again exceeded, that the signal is received. Otherwise, the examination of the element
of decomposition ceases.

Suppose that during the continuation of the examination of the spatial decompo-
sition element, the discriminator once again worked at the time tAD2 2 tstrob12; 2Ts½ �.
The equipment goes into a standby regime, in which it is insensitive to receiving
photoelectrons and DCP in the interval tAD2; tstrob21½ �. Here

tstrob21 ¼ tAD2 � s1 þTs � 0:5 � sstrob
is the start of the gating.

Repeated polling is performed during the gating pulse action tstrob21; tstrob22½ � during
the second gating, where

tstrob22 ¼ tAD2 � s1 þTs þ 0:5 � sstrob:

If the AD discriminator is triggered, then a decision is made to receive the signal.
Otherwise, the element examination of decomposition ceases.
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3 Calculation of Probability of False Alarm

For the description of statistical properties of a flow of photons the Poisson law is used.
At the same time the probability of reception of the given number of photons depends
only on observation time.

False operations of an equipment of search of a pulse radiation in the mode of
registration of background photoelectrons and DCP are possible in two situations. We
will consider these situations applicable in case of the known arrival rates of back-
ground photoelectrons nb and DCP nDCP.

Situation 1. For false operation of an equipment of search of a pulse radiation there
shall be sequentially two events.

The conditional probability of registration of one and more background FE and/or
ITT on an interval [0, Ts] will be (the first event).

PFA11 ¼ 1� exp �nnTsð Þ;

where nn ¼ nb þ nDCP − frequency of appearance of noise pulses.
It is necessary for false operation to accept noise pulse in an interval [tstrob11,

tstrob12]. The conditional probability of an event is equal:

PFA12 ¼ 1� exp �nnsstrobð Þ:

We will mark that the conditional probability of false alarm for the first situation
does not depend on the accidental moment of detection of the first background pho-
toelectron or DCP on an interval [0, Ts]:

PFA1 ¼ PFA11 � PFA12 ¼ 1� exp �nnTsð Þ½ � � 1� exp �nnsstrobð Þ½ �:

Situation 2. Here for false operation of an equipment there shall be sequentially four
events.

Firstly, it is necessary to accept at least one background photoelectron and/or DCP
in an interval [0, Ts]. The conditional probability of this first event is equal:

PFA21 ¼ 1� exp �nnTsð Þ:

At strobing of an equipment there shall not be noise pulses. The probability of this
second event is equal

PFA22 ¼ exp �nnsstrobð Þ:

From the moment of the termination of a strobe-pulse tstrob12 the equipment con-
tinues viewing of time slot ½tstrob12; 2Ts�. The moment of tstrob12 is defined by the
accidental moment of tAD1 of reception of the first noise pulse on an interval [0, Ts].
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The search equipment shall accept noise pulse in the range of time again [tstrob12,
2Ts]. The probability of the third event is equal

PFA23 tAD1f g ¼ 1� exp �nnTs þ 0:5nnssrob � nns1 þ nntAD1ð Þ:

For false operation it is necessary to accept noise pulse on an interval
tstrob21; tstrob22½ �. The conditional probability of this 4th event is equal:

PFS24 ¼ 1� exp �nnsstrobð Þ:

It is necessary to mark that probability PFA54 does not depend on the moment of
reception of noise pulse on an interval [tstrob12; 2Ts].

The conditional probability of false alarm in case of a situation 2:

PFA2 tAD1f g ¼ PFA21 � PFA22 � PFA23 tAD1f g � PFA24
¼ 1� exp �nnTsð Þ½ � � exp �nnsstrobð Þ� !

1� exp �nnTs þ 0:5nnsstrob � nns1 þ nntAD1ð Þ½ � � 1� exp �nnsstorbð Þ½ �:

Unlike the conditional probability of PFA1 the probability of PFA2 tAD1f g depends on
the accidental moment of reception of the first noise pulse of tAD1. It will demand the
subsequent averaging according to the distribution law of a random variable tAD1.

The conditional probability of false alarm in case of the given moment of actuating
AD tAD1 can be determined by a formula

PFA tAD1f g ¼ PFA1 þ PFA2 tAD1f g:

The absolute probability of false alarm PFA (further − probability of false alarm) is
averaging of probability PFA tAD1f g on distribution of a random variable tAD1.

Let the generation frequency of noise pulses nn (background photoelectrons and
DCP) be known. Then the average number of noise pulses generated during the
recurrence period of the optical pulses is nn:T ¼ nn � Ts, and during of the gating pulse –
nn:strob ¼ nn � sstrob.

The probability of false activation during gating is

Pstrob ¼ 1� exp �nn:strobð Þ; ð1Þ

and the probability of AD activation in the interval 0; Ts½ �

PT ¼ 1� exp �nn:Tð Þ: ð2Þ

The probability of false alarm can be calculated by the formula

PFA ¼ aFA � bFA
nn:T

� PT
1� PT

¼ aFA � cFA; ð3Þ
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where

aFA ¼ PTPstrob 2� Pstrobð Þ; ð4Þ

bFA ¼ PTPstrob
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Pstrob

p
1� PTð Þexp �nns1ð Þ: ð5Þ

Evident that for reduction of probability of false alarm it is necessary to generate
duration optical pulses of nanosecond and picosecond with high frequency stability of
following.

Follows from formulas (1)–(5) that the probability of false alarm depends on the
period of following and duration of optical pulse, the OPPI parameters (number of
dynodes, bandpass range), instability of the period of optical pulses, level of amplitude
discrimination, frequency of generation of noise pulses.

Figure 2 shows the dependence of the probability of false alarm on the generating
frequency of noise pulses at Nd ¼ 14; UAD:n ¼ 0:5; ss ¼ 10 ns; sd ¼ 0:36 ns.

As expected, with increasing generating frequency of noise pulses, the probability of
false alarm increases. And the nonlinear law of this change is obvious. For example, at a
period of Ts ¼ 200 ns, an increase in the generating frequency of noise pulses from 500 to
1000 kHz (by a factor of 2) leads to an increase in the probability of false alarm by 3.94
times. The probability increaseswith increasing frequency from1 to 2 MHz in 3.85 times.

We will note, in case of x << 1 for exponential function approximation of exp
(−x) � 1 − x is fair. As arguments nn:T and nn:strob in exponential functions much less
1, it is possible to receive approximate formulas

Fig. 2. Dependences of the probability of false alarms on the generating frequency of noise
pulses

Single Photon Algorithm of Search of a Pulse Radiation Source 101



Pstrob � nn:strob;
PT � nn:T:

Then

aFA � 2 � nn:T � nn:strob;
bFA ¼ nn:T � nn:strob:

We have obtained the formula

PFA0 � nn:T � nn:strob � n2n � Ts � ss
for an approximate estimate of the false alarm probability for nn:T \\ 1.

The formula proves the quadratic nature of the change in the probability of false
alarm from the generating frequency of noise pulses. A 10-fold decrease in the fre-
quency of the appearance of noise pulses makes it possible to reduce the probability of
false alarm in 100 times and, as a consequence, to reduce the average time of spa-
tiotemporal search for pulsed signals at the registration of single-photon pulses.

For support of probability of false alarm is not higher than the allowed level of
PFA:p the period of following shall exceed value

Ts [
PFA:p
n2n � ss

:

It can be seen from the formulas that optical pulses of nanosecond and picosecond
duration should be generated in order to reduce the probability of false alarm, to impose
strict requirements on the stability of the frequency of repetition of the latter. The
probability of a false alarm depends on the duration and the recurrence period of the
optical pulse, the instability of the optical pulses period, the SPD parameters (the
dynodes number, the bandwidth), the level of amplitude discrimination, and the fre-
quency of the generation of noise pulses.

It is shown that the payment for the admissibility of two false activations in the
equipment is an increase in the probability of false alarm. This is equivalent to requiring
transmitter to generate laser pulses of shorter duration. However, the difference in
probabilities is not large.

4 Calculation of Probability of the Correct Detection

Let us assume, in a spatial element of expansion there is the useful radiation at an
interval

ts þ j� 1ð ÞTs; ts þ j� 1ð ÞTs þ ss½ �; j� 1:

The probability of the correct detection of the useful radiation is possible in two
cases. We will consider these cases with the known frequencies of reception of noise
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pulses and in case of the known median number of signal photoelectrons for duration of
optical pulse ns.

In the first case the moment of appearance of optical pulse in the first temporal
frame meets a condition ts 2 0;Ts½ �.

The conditional probability of the correct detection of the useful radiation is defined
by three probabilities:

– probability of absence of noise pulses by the time of reception of pulse of the useful
radiation;

– probability of registration at least one noise pulse in the analysis of the time slot
containing the useful radiation;

– probability of registration at least one pulse during action of a strobing pulse.

For Poisson flows of photoelectrons and DCP it is found

PD1 tcf g ¼ exp �nntsð Þ � 1� exp �nnss � nsð Þ½ � � 1� exp �nn:strob � nsð Þ½ �:

The conditional probability of the correct detection of the useful radiation for the
second case is defined by probabilities:

– appearances of background FE and/or DCP by the time of arrival of pulse of the
useful radiation;

– absence of FE or DCP during action of a strobing pulse;
– absence of background FE or DCP between the moments of the end of action of the

first of time strobing pulse and arrival of pulse of the useful radiation;
– registration at least one FE or DCP when viewing the time slot containing the useful

radiation;
– registration at least one photoelectron or DCP during action of the second time of

strobing pulse.

For Poisson flows of photons and DCP it is found

PD2 ts; tAD1f g ¼ ½1� exp �nntsð Þ� � exp �nn:strobð Þ� !
exp½�nn ts þTs � tstrob12ð Þ�� !

1� exp �nns1 � �nsð Þ½ � � 1� exp �nn:strob � �nsð Þ½ �:

The resultant conditional probability of the correct detection in case of the moment
of appearance of optical pulse of ts is calculated by a formula

PD tS; tAD1f g ¼ PD1 tsf gþ PD2 ts; tAD1f g:

After averaging, we find probability of the correct detection

PD ¼ A
nn:T

1� exp �nn:Tð Þ½ � þ B
nn:T

�
X1

k¼2

�nn:Tð Þk
k! � k 2k � 2

� �
: ð6Þ
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Here,

A ¼ 1� exp �nnss � nsð Þ½ � � 1� exp �nn:strob � nsð Þ½ �

represents the probability at least one pulse at a time of successive reception of the
optical pulse and the action of the gating pulse, and

B ¼ A � exp �nn � s1 � 0:5 � nn:strobð Þ:

Figure 3 shows the dependences of the probability of skipping signal PND ¼
1� PD on the average number of signal photoelectrons over the duration of optical
pulse of 10 ns for repetition period of the optical pulse 50, 100, 200 and 400 ns. The
generating frequency of noise pulses, DCP and photoelectrons of background radiation,
is 5 MHz. The calculations were carried out for a single-photon dissector with a
number of dynodes 14, multiplication coefficients 71 dB, a bandwidth of 100 MHz,
and a quantum efficiency of the photocathode of 20%. The amplitude of the produced
SPP pulse at a load of 100 X is 62.8 mV with duration of 3.3 ns at 0.5 level. The
threshold level of amplitude discrimination is 31.4 mV. The delay time between the
moments of reception of a single photoelectron and the activation of an discriminator is
3.55 ns.

Fig. 3. Dependence of the skipping probability on the average number of signal photoelectrons
over the duration of the optical pulse for the generating frequencies of noise pulses 5 MHz
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It can be seen from the Fig. 3 that, in order to ensure a skipping probability of no
more than 10%, an average of more than three signal photoelectrons over the duration
of optical pulse at Ts ¼ 50 ns and a change in the frequency of generation of noise
pulses in the range nn ¼ 1. . .5 MHz band will be required.

Note that for correct detection, it is necessary to register at least one pulse during
the analysis of the time interval containing useful radiation, and also during the action
of the strobe pulse. The joint probability of these two events under the assumption that
there are no background radiation and DCP is

PD:lim ¼ 1� exp �nsð Þ½ �2:

This is the lower estimate of the probability of correct detection, because always
because of the presence of background radiation and DCP

PD � PD:lim ¼ 1� exp �nsð Þ½ �2:

Therefore, in order to ensure a given probability PD, the average number of signal
photoelectrons over the duration of optical pulse should exceed the limit level:

ns � ns:lim ¼ �ln 1� ffiffiffiffiffiffi
PD

p� �
:

It follows from the formula that in order to provide PD � 0:9 it is necessary in the
transmitter to provide the pulse energy, guaranteeing an average reception of at least
2.97 photoelectrons. When the probability PD � 99% is required, it is necessary to
provide ns � 5:30:

Calculations show that the main contribution to the probability of correct detection
with a weak background is given by the first term in formula (6). The contribution of
the second term corresponds to 2.4% at Ts ¼ 50 ns and nn ¼ 1 MHz. It increases to
10% with an increase in the frequency of generation of noise pulses by 5 times to
nn ¼ 5MHz.

Note that in order to provide a PD � 90% probability of the absence of background
photoelectrons and DCP in the interval preceding the moment of arrival of the optical
pulse,

Prn ¼ 1� exp �nn:Tð Þ
nn:T

:

should strictly exceed 0.9. This condition is satisfied for nn:T\ 0:2.
The latter indicates the necessity of choosing the optical pulses repetition period,

proceeding from the inequality

Ts [ 1= 5nnð Þ:

Figure 4 shows the family of dependences of the probability of skipping signal
from the average number of signal photoelectrons over the duration of optical pulse for
the proposed algorithm and analog for nn ¼ 5MHz.
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When ns ¼ 5, nn ¼ 1 MHz and Ts ¼ 100 ns, the probability of skipping is 4 times
lower in the proposed algorithm. With a decrease in the average number of signal
photoelectrons over the duration of the optical pulse, the difference in probabilities
disappears (does not exceed about 1% for ns ¼ 0:5).

Note that in the analog of algorithm

PD:an ¼ 1� exp �nnss � nsð Þ½ � � 1� exp �nn:strob � nsð Þ½ � � 1� exp �nn:Tð Þ½ �
nn:T

:

coincides with the first term in formula (6).
Figure 4 shows that when fixing the probability of skipping signal, the imple-

mentation of the proposed algorithm guarantees an extension of the permissible power
range of noise pulses of 25…50%.

It is established that in order to obtain high probabilities of correct detection, the
average number of background photoelectrons and DCP during the optical pulse period
should not exceed 1. Moreover, the probability of stopping the review of the spatial
decomposition element without analyzing the signal time interval does not exceed 0.1.

Investigation of the search algorithm shows that even in the case of complete
exclusion of background radiation and dark current, the average number of

Fig. 4. Dependences of the probability of skipping signal on the average number of signal
photoelectrons over the duration of the optical pulse duration for the proposed algorithm and
analog for nn ¼ 5MHz
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photoelectrons (energy) in the pulse should be more than three for a correct detection of
useful radiation with a probability of more than 90%. Under these conditions, the
probability of receiving more than one signal photoelectron during the duration of the
light pulse is very close to 1. At the same time, the probability of registration two or
more background photoelectrons during the duration of the optical pulse is negligible.

5 Conclusion

For the proposed search algorithm, the admissibility of two false alarm activations
allows a 5-fold reduction in the requirements for the recurrence frequency of optical
pulse signals. Due to the fact that the energy requirements in the pulse are the same, the
implementation of the algorithm makes it possible to reduce the transmitter power by a
factor of 5.
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Abstract. Copyright protections of the multimedia is become most highlighted
area for the researchers because of velocity of multimedia data. Every day a
huge amount of data is generating and to prove the ownership of data, it is a
basic need of certain security programs. In this paper, a new approach of
copyright protection for digital videos, SWEA (Split watermark embedding
algorithm) with Zero Padding Algorithm (ZPA) is proposed. With the help of
this algorithm, it is hard to know the original pattern of watermark because of
SWEA and minimizing the perceptual degradation of watermarked video
because of ZPA. Here in this paper ‘db1’ wavelet domain is used for embedding
the watermark in the low frequency sub-band of the original identical frame
(I-frame), based on the energy of high-frequency sub-band in an adaptive
manner. SCD (Scene changed detection) is used to find out the identical frame
(I-frame). The proposed algorithm has undergone various attacks, such as
compression, uniform noise, Gaussian noise frame repetition and frame aver-
aging attacks. The proposed algorithm, sustain all the above attacks and offers
improved performance compared with the other methods from the literature.

Keywords: SWEA � ZPA � SCD � DWT � I-frame � Low frequency

1 Introduction

The term of copyright belongs to a branch of law that grants the protection to an author,
(A writer, artist, musicians or another creator) for their work [1]. Under the law of
copyright, authors are entitled to protection against illegal or unauthorized use of their
original contribution. Digital watermarking techniques have been studied extensively.
In this era, extensive use of video-based applications is growing which include the
internet, multimedia, video recorder, video conferencing, etc. which increases the need
to secure the videos. The video watermark technique is far more complicated than the
image watermark technique [2–5]. Some of the impactful video watermarking char-
acteristics include:

• Successive frames have a high correlation, so embedding, independent watermarks
on each frame, an attacker could not remove significant portions of inserting
watermarks by performing frame averaging.
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• Some of the applications require a real time processing like broadcasting, moni-
toring etc. and that’s why they have low complexity.

• The susceptibility of watermarked video sequences is very high to pirate attacks.

To prove the ownership of a video is a great challenge. If a video becomes popular
all of a sudden and people like to watch it over and over again or a video which may be
useful to claim, offense or innocence of a person. The price/cost of these videos hikes a
lot. In this case, many people claim the ownership of the video. To find out the
authorized/legal owner out of all multiple people claiming the ownership, we perform
the Digital Video Copyright Protection and this whole process is named as ownership
proof. In Fig. 1 we have shown the block diagram of video copyright protection. In
Table 1 we have shown the classifications of watermark system.

In this paper, we are using the ZERO PADDING with SWEA technique to ensure
the authorized owner of the video. For the quality assurance of the algorithm, we have
performed many attacks on it, to ensure that the video can bear it in order to maintain
its originality and authorization. These attack techniques comprise of Spatial attack
(Gaussian noise, uniform noise), compression attacks and temporal attacks (Frame
repetition, frame averaging and frame swapping) etc. Out of all these attacks, the
technique provides better results as compared with the literature.

The remaining part of the paper is organized as follows. In section Related work,
we have discussed various digital video copyright protection techniques. In section
Proposed Method and Algorithm, we have proposed an algorithm for providing the
copyright protection for digital videos. In section Result and Discussion, the results are
discussed. Finally, the Conclusion section provides the conclusion of this paper.
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Fig. 1. Block diagram of video watermarking.
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2 Related Work

In December 2013 Khalilian [6] proposed an algorithm for video watermarking. The
encoding of watermark was in the wavelet domain, but he decoded the watermark with
the help of PCA. He also used a scene changed detection algorithm so that he can select
the target frame where the watermark is to be embedded. But this algorithm also was
not suitable for the protection of watermark pattern and quality of extracted watermark.

In the literature review [2–13], we have studied that an attacker may crack or
damage or detect watermark with the help of some possible algorithms. But in SWEA,
it is very difficult to detect the original pattern of inserted watermark. In this paper, we
also improved the robustness & security of inserted digital watermark and transparency
of watermarked media using ZPA. For many years, researchers are doing their work in
this field to protect the copyright of any multimedia document and they have succeeded
in achieving the same, but on the other hand, many hackers or attackers are also finding
out the way to crack or break the copyright technique. For the decoding process of the
watermark, Data hiding techniques can be divided into three categories: Blind, Semi-
blind, and non-blind.

3 Proposed Method

In the proposed method, a gray level image (256 � 256) is used as a watermark signal.
As a gray image has 256 levels so 8 bits can represent each pixel. For embedding the
watermark we have taken two video sequences first is ‘Foreman’ and the second is

Table 1. Font sizes of headings.

Domain type Watermark type Information
type

Spatial Transform Visual PRNS Blind

Manipulate
the pixels
values to
embed the
watermark

Modified the
coefficients of
Transform
Domain to
embed the
watermark
These are the
some popular
Transform:-
Discrete Cosine
Transform (DCT)
Discrete Wavelet
Transform
(DWT)
Discrete Fourier
Transform (DFT)

The visual
quality of
embedded
watermark is
evaluated

Detecting the
presence or absence
of a watermark
statistically. A PRN
Sequence is generated
by feeding the
generator with a
secret seed

Only secret
key required
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‘Car_race.mp4’ video sequence. After applying scene changed algorithm on these
video sequences, we obtain 77 and 97 scenes changed frames respectively. Before
embedding the watermark inside the original media (original video), we have to pre-
process the watermark and input video.

3.1 SWEA

With the help of SWEA (split watermark embedding algorithm), we split the water-
mark. In the process of watermark embedding, at first we scale the watermark to a
particular size with the help of this equation.

ð4n �m; n[ 0Þ ð1Þ

In the above equation, m is the total no. of the scene changed frames of video and
4n is the total number of split watermark in which n is an integer. In Fig. 2 we have an
original watermark juit.jpg (256 � 256). Now apply the proposed algorithm SWEA on
juit.jpg and we obtain small pieces of watermark (32 � 32) in Fig. 2(c). In this case,
the watermark will be divided into 4n small images.

In Fig. 3, a scene changed detection algorithm is applied to input video sequence
and get the non-overlapping GOP [10]. Select the identical frame (I-frame) with the
help of the identical frame selection scheme. After getting the I-frames, apply 2-level
DWT and find out the 2nd level coefficients [ca2, ch2, cv2, cd2]. In Fig. 3 we have used
2-level ‘db1’ wavelet transform on both video sequence and watermark, to obtain the
higher (HH, HL) and lower frequency band (LL LH) [11, 12]. After performing 2-
DWT on each I-frame (Identical Frame) of video, we get LL-2 (2nd Level low fre-
quency band), which is named as Lf2.

We are also applying the 2-DWT technique on each split watermark block and
obtain LL-2, which is named as Wm2 and multiplied by a scaling factor b. After getting
scaled Wm2 and Lf2 we add them with the help of ZPA (Zero Padding Algorithm) then
apply IDWT (Inverse discrete wavelet transform) on video frame Lf2 and the result gets
stored in Wmli.

(a) (b) (c)

Fig. 2. Block diagram of video watermarking. (a) Original Watermark (b) split of watermark
4n �m; n[ 0ð Þ using proposed algorithm (c) 64 small pieces of original watermark after
implementation of the proposed algorithm. Here m = 77 for Formen video and m = 97 for
Car_race video. So n = 3 for both the cases
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WmIi ¼ Lf2ið Þþ b� Wm2ið Þ ð2Þ

Wavelets are a more general way to represent and analyze multi-resolution images
and it can also be applied to 1D signals. Wavelets are very useful for image compression
and removing noise. We don’t need to calculate wavelet coefficients at every possible
scale. It can choose scales based on powers of two, and get equivalent accuracy.

wj;kðxÞ ¼ 2j=2wð2 jx� kÞ ð3Þ

We can represent a discrete function f(n) as a weighted summation of wavelets
wðnÞ, plus a coarse approximation uðnÞ

f ðnÞ ¼ 1ffiffiffiffiffi
M

p
X

k

Wuðj0; kÞuj0;kðnÞþ
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Wwðj; kÞwj;kðnÞ ð4Þ

Where j0 is an arbitrary starting scale, and n ¼ 0; 1; 2; . . .M.
Now to find out the approximation coefficients we used Eq. 3. Approximation

coefficients are those coefficients where we have to embed our watermark information.
But the embedding process should not distort the original approximate coefficients. So
we are using the concept of ZPA (Zero Padding Algorithm).
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Fig. 3. Video pre-process
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As above, we have shown Eq. 2 and that implies the procedure of embedding the
watermark for ith frame. So with the help of Eq. 2 we can drive the Eq. 7 and this
equation is showing the procedure of embedding the watermark in a video.

3.2 ZPA (Zero Padding Algorithm)

In this paper for the implementation of all the algorithm, MATLAB 2012 tool is used.
In the Eq. 2 we are adding, Lf2i and Wm2i and their matrices dimensions are (72 � 88)
and (8 � 8) respectively. But according to matrices property, we can add two matrices
if and only if they are of the same dimensions. So with the help of ZPA we are
converting the matrix of Wm2i as the same as of Lf2i. The original matrices are
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In Eq. 8, matrix dimensions of Wm2i being 8 � 8. But after applying ZPA on Wm2i

the matrix dimensions will be changed in respect of Lf2i as in Eq. 9.

3.3 Embedding Algorithm

1. Input Original video sequence (Ovideo)

Watermark Wð Þ 256; 256½ �

2. Extract scene changed frame (I) Total number of scenes changed frames = m
3. SWEA

while m� 4n

4. size of watermark blocks Wbðx; yÞ ¼ 256ffiffiffiffi
4n

p � 256ffiffiffiffi
4n

p
h i

5. Take 2-level 2-dimensional DWT of Ii for i = 1 : m
[Cai, Chi, Cvi, Cdi] = DWT2(Ii, “haar”) j = i + 1
[Caj, Chj, Cvj, Cdj] = DWT2(Cai, “haar”)

6. Calculate size of Caj½p q� ¼ sizeðCajÞ
7. Zero Padding in watermark block Z = zeros(p, q), size of Wb = [x y]

Insert the values of Wb in Z

Row value insertion at Z q�y
2 þ 1 :

qþy
2

� �

Column value insertion at Z p�x
2 þ 1 :

p�x
2 þ x

� �

Now, Zero padded watermark = ZW
8. Insert the zero padded watermark ZW into Caj

Now new coefficients will be mod Cai, mod Caj
Take IDWT of modified coefficients

9. Finally get the zero padded watermarked frame (EWf) and watermarked video
ðEWvideoÞ

3.4 Detection Algorithm

1. Input watermarked video (EWvideo), Original Video (Ovideo)
2. Take watermarked frame (EWf) from (EWvideo) Original frame (Ii) from (Ovideo)
3. Subtract 1-level approximate coefficients of watermarked image (EWf) from the 1-

level approximate coefficients of I-frame (Ii) Now, NewCai = mod Cai - Cai
4. Calculate cross correlation between NewCai and original watermark block if cor-

relation = = high
Then, Stop the execution. The detected watermark block is similar to original
watermark block.
else if
Take 2-level approximate coefficients and repeat from step 3 until the detected
watermark will get similarity with original watermark.
else
Watermark not found.
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4 Experimental Results

In this section we have taken two parameters, transparency and robustness for the result
analysis. To implement this technique we have used original videos ‘foreman. yuv’ and
‘car_race. mp4’ at the dimension of 288 � 352 and 640 � 360 respectively, and the
size of the original watermark image is 256 � 256. For comparison and analysis we
have taken two references [6] and [7]. Figures 4 and 5 shows original video frames
(foreman.yuv and car_race.mp4 respectively), watermarked frames and extracted
watermark.

In Fig. 4(b) we can see there are two types of rectangle blocks, the first one is
(144 � 176) named as [LL-1 LH-1 HL-1 HH-1] and second (72 � 88) named as [LL-
2 LH-2 HL-2 HH-2] starting from upper left corner. LL-2 is known as the approximate
coefficient of 2nd level where we have to embed the watermark information and rest of
this known as detailed coefficients of 2nd level. Same as in Fig. 5(b).

4 (b) 2-Level De-composition of foreman 
video frame.

4 (a) Original gray foreman video

Fig. 4. Original frames and their decomposition.

5 (a) Original car_race video frame. 5 (b) 2-Level De-composition of car_race 
video frame.

Fig. 5. Original frames and their decomposition
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After embedding the first block of the watermark from Fig. 2(c) in LL-2 of Fig. 4(b),
we have taken IDWT(Inverse discretewavelet transform) of Fig. 4(b) that becomeFig. 6.

4.1 Merging Small Pieces Extracted Watermark Images

Applied watermark detection algorithm on all the watermarked I frames e.g. Figure 6
(a) and (b) and collect all the small pieces of watermark picture. When one picture
stops, a new picture always starts. It means that these pictures are not having over-end
points. Vertical and horizontal axes of final matrix picture have the same rule.

Now Scan xy Where x = number of rows, y = number of columns. We have the
pictures in Fig. 2 of an object with the help of a proposed watermark split algorithm.
These pictures are stored in the program folder with the same name given by the
proposed watermark split algorithm. This algorithm creates a new empty image frame.
With the help of ‘for’ loop all grayscale images are used. In Matlab, ‘imread’ function
is used to read images.

These empty image frames are composed of the read images & finally, the output
image is created.

In Eq. 11, it has been shown in the form of a matrix.

img[1] . . . img[n]

..

. . .
. ..

.

img[n] � � � img[n]

0
BB@

1
CCA ¼

½n[k]m[l] . . . n[k]m[l]

..

. . .
. ..

.

n[k]m[l] � � � n[k]m[l]

0
BB@

1
CCA

¼
Xn

i¼1

ni½k]
Xn

i¼1

mi½k]
" #

ð11Þ

In our example we have taken a watermark image that has the dimension of
256 � 256 and we obtain total no of scene changed frames 77 and 97 for Foreman
video and Car race video respectively. Here we have been extracted all the watermark
blocks from foreman video and car race video with the help of the watermark detection
algorithm. After getting all the watermark blocks, we have been merged them with the
help of Eq. 11.

Fig. 6. Watermarked frames (after embedding first block of watermark).
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The PSNR (Peak Signal to Noise Ratio) is known for distinguishing between the
original and watermarked video. If the PSNR of watermarked video is high, it means
the original and watermarked videos are same (Fig. 7).

So we can say that the watermark is not visible. In Table 2 we calculate the
average, maximum and minimum PSNR of foreman video after embedding (8 � 8)
watermark in all identical frames.

10 15 20 25 30
10-4

10-3

10-2

10-1

100

PSNR (dB)

BE
R 

[7]
[6]
ZPA with SWEA

Fig. 8. BER (log scale) under spatial attack (Uniform noise)

Table 2. Video PSNR (In dB) after watermarking

Sequence Average PSNR Maximum PSNR Minimum PSNR

Foreman 53.29 59.14 50.31
Car_Race 50.09 56.64 49.85

Fig. 7. Extracted watermark blocks and merged watermark.
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In the Figs. 8, 9, 10 and 11, we have shown the robustness against spatial attack
(Uniform Noise & Gaussian Noise) and temporal attacks (Frame swapping & Frame
repetition) and compared our results with [6] and [7].
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Fig. 9. BER (log scale) under spatial attack (Gaussian noise)
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Fig. 10. BER (log scale) under temporal attack (Frame Swapping)
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5 Conclusion

Embedding the watermark into I-frame is more suitable and robust because I frame is
independent and it has its own information only. The watermark embedding algorithm
based on I-frame, entrenches watermark only in I-frame but simultaneously it guar-
antees the knowledge of the embedded watermark to each GOP. The proposed
approach is more proficient because the quality of extracted watermark is better than
[6, 7] in terms of PSNR and BER.

In the proposed technique we used SWEA and it provides a great security to our
watermark, because no one can get the original pattern of inserted watermark and with
the help of SWEA we also reduced the inserting bits as in the form of a watermark.

Using ZPA we are resizing the watermark dimensions in increasing order (in
respect of original frame dimension) without adding the extra pixels. And that is why
the proposed technique ZPA is used and it offers a high level transparency in between
original and watermarked video.

Video watermarking is an essential need of copyright protection and a lot of
research is still going on to find out the new methods for security and privacy of the
multimedia contents. Current methods for video copyright protection techniques are
extended form of image watermarking and there is a great scope of innovation.
Research can be carried out to establish new strategies for digital video copyright
protection.
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Fig. 11. BER (log scale) under temporal attack (Frame repetition)
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Abstract. Video Surveillance systems are used to monitor, observe and inter-
cept the changes in activities, features and behavior of objects, people or places.
A multimodal surveillance system incorporates a network of video cameras,
acoustic sensors, pressure sensors, IR sensors and thermal sensors to capture the
features of the entity under surveillance, and send the recorded data to a base
station for further processing. Multimodal surveillance systems are utilized to
capture the required features and use them for pattern recognition, object iden-
tification, traffic management, object tracking, and so on. The proposal is to
develop an efficient camera placement algorithm for deciding placement of
multiple video cameras at junctions and intersections in a multimodal surveil-
lance system which will be capable of providing maximum coverage of the area
under surveillance, which will leads to complete elimination or reduction of blind
zones in a surveillance area, maximizing the view of subjects, and minimizing
occlusions in high vehicular traffic areas. Furthermore, the proposal is to develop
a video summarization algorithm which can be used to create summaries of the
videos captured in a multi-view surveillance system. Such a video summarization
algorithm can be used further for object detection, motion tracking, traffic seg-
mentation, etc. in a multi-view surveillance system.

Keywords: Multimodal surveillance � Multiview video summarization
Camera placement

1 Introduction

Video surveillance systems deal with monitoring, intercepting or observing activities,
behavior, or any other changing information related to people, places or things. Video
surveillance systems have evolved over three generations of surveillance systems
namely, analog surveillance systems, digital surveillance systems, and smart/intelligent
surveillance systems. Nowadays network of various surveillance video sensors/cameras
are everywhere. Figure 1 shows an example of a video sensor/camera network, with
overlapping as well as non-overlapping fields of view. Multimodal surveillance sys-
tems in intelligent transportation systems have a wide application area and has been an
emerging field of research. A multimodal surveillance system normally consists of a
wireless sensor network of video/image sensors, audio sensors, pressure sensors,
thermal sensors and position sensors. Apart from these, some recent advances in sensor
hardware includes, an embedded data processing algorithm which is used to process the
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data captured by the sensor and send it to a base station. The placement of different
video sensors/cameras are very important. The main idea in multimodal scenario is:
weather we get an idea of which camera/sensor has captured an important video content
without watching all the videos of all sensors/cameras entirely.

Sufficient progress has been made in summarizing a single video. Comprehensive
reviews in video summarization can be found in [1] and [2]. Truong et al. in [1] gives
two ways in which video can be summarized, a key-frame sequence and a video skim.
Nowadays multiview video summarization is gaining popularity as there are number of
video sensors/cameras deployed which covers overlapping region. The contribution of
our work can be summarized as a video sensor/camera placement strategy for
surveillance in intelligent transport system, and also we propose a key-frame based
summarization technique to preserve both intra and inter view correlation for MPEG-4
or H.264(AVC) videos for generating video summaries.

2 Related Works

While the goal of many optimal camera placement strategies has been to minimize the
overlapping views; with respect to the objective of the proposed system, overlapping
views were necessary so as to track the complete path of motion of the subjects under
surveillance from multiple views, maximize their visibility and maximize the degree of
coverage of the surveillance perimeter. Most summarization algorithms work on single-
view video, due to redundancy in multi-view video, multiview video summarization is
much more comprehensive.

Zouaoui et al. in [4] have proposed a multimodal system composed of two
microphones and one camera integrated on-board for video and audio analytic for
surveillance. The system relies on the fusion of unusual audio events detection and/or
object detection from the captured video sequences. The audio analysis consists of

Fig. 1. Illustration of multi-view camera network [3]
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modeling the normal ambience and detecting deviation from the trained models during
testing, while the video analysis involves classification according to geometric shape
and size. However, even though the system succeeds in detecting robust 3D position of
objects, it employs only a single camera for surveillance which does not provide a
robust multi-dimensional view of the object of interest.

Wang et al. in [5] have presented a system for detecting and classifying moving
vehicles. The system uses video sensors along with Laser Doppler Vibrometer (LDVs)
a kind of acoustic sensor for detecting the motion, appearance and acoustic features of
the moving vehicles - and later on using the data to classify them.

Magno et al. in [6] have proposed a multimodal low power and low cost video
surveillance system based on a CMOS video sensor and a PyroelectricInfraRed
(PIR) sensor. In order to control the power consumption, instead of transmitting full
image, the sensors only transmit very limited amount of information such as number of
objects, trajectory, position, size, etc., thus saving a large amount of energy in wireless
transmission and extending the life of the batteries. However nothing is done from the
point of view of data transmission and power consumption if the targeted object is not
detected. In addition to this, this system is used only for detecting an abandoned or
removed object from the perimeter under surveillance and hence there is no proper
evidence of its usage in a large-scale, dynamically changing environment.

Gupta et al. in [7] have designed a distributed visual surveillance system for military
perimeter surveillance. The system is used to detect potential threats and create
actionable intelligence to support expeditionary war fighting for the military base camp
by using multimodal wireless sensor network. The system employs certain rule-based
algorithms for detection of atomic actions from video. Some of the atomic actions that
are automatically detected by the system are: a person appearing in a restricted area,
tripwire crossing, a person disappearing from a protected perimeter, a person entering
or exiting, leave behind action, loiters, take away action, etc. A geodetic coordinate
system is used which provides metric information such as size, distance, speed, and
heading of the detected objects for high level inference and inter-sensor object tracking.

Prati et al. in [8] have proposed a PIR sensor based multimodal video surveillance
system. In this system PIR sensors are used to bring down the cost of deployment of the
surveillance systems and at the same time they are combined with vision systems for
precisely detecting the speed and direction of the vehicles along with other complex
events.

Rios-Cabrera et al. in [9] have presented an efficient multi-camera vehicle identi-
fication, detection and tracking system inside a tunnel. In this system a network of non-
overlapping video cameras are used to detect and track the vehicles inside a tunnel by
creating a vehicle-fingerprint using the haar features of the vehicles despite poor illu-
mination inside tunnel and low quality images.

Lopatka et al. in [10] have proposed a system for detecting the traffic events which
uses special acoustic sensors, pressure sensors and video sensors to record the occur-
rence of audio-visual events. A use-case of detection of collision of the two cars is
demonstrated in this paper. The data collected by the multimodal sensors is sent to a
computational cluster in real time for analysis of the traffic events. For this purpose a
Real Time Streaming Protocol (RTSP) is used in the system.

Wang et al. in [11] have proposed a large scale video surveillance system for wide
area monitoring which has capability of monitoring and tracking a moving object in a
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widely open area using an embedded component on the camera for detailed visual-
ization of objects on a 2D/3D interface. In addition to this, it is also capable of
detecting illegal parking and identifies the drivers face from the illegal parking event.

van den Hengel et al. in [12] have proposed a genetic algorithm for automatic
placement of multiple surveillance cameras which is used to optimize the coverage of
cameras in large-scale surveillance systems and at the same find overlapping views
between cameras if necessary. Yildiz et al. in [13] have presented a bilevel algorithm to
determine an optimal camera placement with maximum angular coverage for a WSN of
homogeneous and heterogeneous cameras. Zhao et al. in [14] have presented two
binary integer programming (BIP) algorithms for finding optimal camera placement
and network configuration. Moreover they have extended the proposed framework to
include visual tagging of subjects in the surveillance environments. Liu et al. in [15]
have presented a Multi-Modal Particle Filter technique to track vehicles from different
views (frontal, rear and side view). In addition to this they have also discussed a
technique for occlusion handling in surveillance systems.

Denman et al. in [16] have presented a system for automatic monitoring and tracking
of vehicles in real time using optical flow modules and motion detection from videos
captures by four video cameras. Wang et al. in [17] have proposed an effective fore-
ground object detection technique for surveillance systems by estimating the conditional
probability densities for both the foreground and background objects using feature
extraction techniques and temporal video filtering. Zheng et al. in [18] have proposed a
key-frame selection technique based on motion-feature based approach in which motion
information for each key-frame from the traffic surveillance video stream is computed in
a GPU based system and key-frames with motion information greater than their
neighbors are selected. By implementing GPU based processing capabilities, the authors
have shown a significant increase in the accuracy and processing speed of the algorithm.

Panda et al. in [19] have proposed a novel sparse representative selection method
for summarizing multi-view videos, that is videos captured from multiple cameras.
They have used inter-view and intra-view similarities between the feature descriptors of
each view for modelling multi-view correlations. Kuanar et al. in [20] have proposed a
bipartite matching method for multi-view correlation of features like visual bag of
words, texture, color, etc. and extracting frames for summarization of multi-view
videos. In this method the authors have used Optimum-Path Forest algorithm for
clustering the intra-view dependencies and removing intra-view redundancies. Liu et al.
in [21] have proposed a unique method for visualizing object trajectories in multi-
camera videos and creating video summaries of suspicious movements in a building.

3 Optimal Camera Placement in Multimodal Surveillance
System

Many large-scale multimodal surveillance systems have used human experts for camera
selection and placement, however such a technique is not capable to effectively design
a system while considering the multitude of factors. Also a straightforward method to
deploy the video cameras would be to deploy them uniformly around the surveillance
area. However, in real-world deployment scenarios, such a method of uniform
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placement is not practical, since the placement of cameras is restricted by many con-
straints like costs, availability, visibility, applicability, feasibility, and other factors.
This study has investigated the effect of all the factors listed above, and an optimal
camera placement strategy has been designed which satisfies all these factors.

Figure 2 gives the coverage of a video camera C in three-dimensional space. With
reference to the Fig. 2, point V is the position of the video camera V(x, y, z) and point
G indicates the centre of gravity for the video camera V. The four points A, B, C and D
are the extreme points in the FOV of V and can be computed using horizontal AOV,
vertical AOV and position of the video camera. These points also form the base plane
of the rectangular pyramid. Point X is an arbitrary point present in the FOV of video
camera V which is to be observed using V.

The volume of the rectangular pyramid formed by the points {V, A, B, C, D} (that
is the volume of the coverage area of the camera C) is given by the Eq. 1,

Vc ¼ l � b � h
3

ð1Þ

where h is height of apex from the base.
Now since X is an arbitrary point inside the FOV of V, it forms four tetrahedrons

with the four sides of the pyramid and point V as the apex. Volume of each such
tetrahedron is given by the Eq. 2,

Vi ¼
ffiffiffi
2

p � Areabase � h
12

ð2Þ

where h is height of apex from the base and i = 1 to 4.

Fig. 2. Coverage of a video camera
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Consider Vtotal as the total volume computed by adding volumes of all the four
tetrahedrons and pyramid created with X as the apex. Vtotal is given by the Eq. 3,

VX
total ¼ Vbase þ

X
Vi ð3Þ

for all i = 1 to 4 in Eq. 3, Vbase is the volume of pyramid with point X as apex and
points A, B, C, D as the base plane. The Eq. 4 is used to test the presence of a point X
within the FOV of a video camera C whose coverage area can be modelled as a
rectangular pyramid of volume V, and returns true or false accordingly.

FOV C;Xð Þ ¼ true; if Vc ¼ VX
total

false

� �
ð4Þ

Algorithm 1 depicts systematic steps for calculating optimal camera placement in a
multimodal surveillance system. This algorithm can be used to decide the placement of
multiple cameras at intersections, junctions and crossroads and achieve the best pos-
sible coverage of the surveillance area.
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4 Experimental Results and Discussion

4.1 Simulation Environment and Parameters

The optimal camera placement Algorithm discussed previously was simulated in
OMNET++ Network Simulator. Table 1 lists the simulation parameters that were
considered while checking the results and validity of the algorithm.

The network topology was configured in a way that each video camera would be
placed randomly inside or on the edges of the one-fourth part of the surveillance area as
shown in the Fig. 3, since the surveillance area is divided into four equal parts. Also as
mentioned in the algorithm, each camera needed to have two midpoints of adjacent
sides in their FOV to have the best possible coverage of the surveillance area.

Table 1. Simulation parameters for optimal camera placement algorithm

Parameter Value

Simulation time 300 s
Surveillance area 25 m � 20 m � Depth of surveillance area

(mentioned below)
Depth of surveillance area 10 m to 15 m
Number of video cameras 4
Focal length 4.0 mm
AOV of each camera 90 to 120
Camera deployment (co-ordinates in three
dimensional space)

Random

Fig. 3. Surveillance area with various possible camera placements
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4.2 Results

During the simulation, the cameras were placed randomly inside each one-fourth part
of the surveillance area, near the midpoints and on the vertex joining the two edges. At
any moment of time, the AOV and Depth of Field of each camera was fixed and
identical, though it was selected randomly from the range specified in Table 1.

The results of the simulation are presented in Table 2. From the results, it can be
inferred that the best placement for all the cameras in a multimodal surveillance system
is near the vertex joining any two edges of the surveillance area. It can also be derived
that higher depth of field and wider angle of view produces better region coverage for a
surveillance camera leaving less than 5% of area uncovered. However, since all the
cameras have overlapping views, it is possible to achieve better coverage of the whole
area leaving very less to zero blind spots. The Fig. 4, shows the best placement for
video cameras in a multimodal surveillance system from the result derived using the
optimal placement algorithm discussed in Algorithm 1.

Table 2. Simulation results for optimal camera placement algorithm

AOV
(degree)

DOF
(m)

Camera placement Area covered
(%)

90 10 Random-inside the one-fourth part of
surveillance area

29

90 11 Random-inside the one-fourth part of
surveillance area

34

100 12 Random-inside the one-fourth part of
surveillance area

45

100 13 Random-inside the one-fourth part of
surveillance area

50

105 14 Random-inside the one-fourth part of
surveillance area

48

100 15 Random-inside the one-fourth part of
surveillance area

53

90 10 On the sides of the one-fourth part of
surveillance area

43

95 11 On the sides of the one-fourth part of
surveillance area

50

110 12 On the sides of the one-fourth part of
surveillance area

61

100 13 On the sides of the one-fourth part of
surveillance area

70

105 14 On the sides of the one-fourth part of
surveillance area

73

120 15 On the sides of the one-fourth part of
surveillance area

74

95 10 Near the midpoints 23

(continued)
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4.3 Video Summarization

The Ko-PER Intersection Dataset [22] that comprises of highly accurate reference
trajectories of cars, raw laser scanner measurements, undistorted monochrome camera
images has being used. From this dataset, four videos were generated of varying GOP
size N = 8, 16, 24 and 30 with a constant frame rate of 30 fps and were encoded using

Table 2. (continued)

AOV
(degree)

DOF
(m)

Camera placement Area covered
(%)

110 11 Near the midpoints 28
120 12 Near the midpoints 39
100 13 Near the midpoints 38
100 14 Near the midpoints 27
95 15 Near the midpoints 24
95 10 At the vertices joining the two edges 94
110 11 At the vertices joining the two edges 97
105 12 At the vertices joining the two edges 95
120 13 At the vertices joining the two edges 98
105 14 At the vertices joining the two edges 95
120 15 At the vertices joining the two edges 97

Fig. 4. Optimal camera placement design
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the H.264 or MPEG-4 Part 10, Advanced Video Coding (AVC) standard. These dif-
ferent videos were used to check the performance of each frame selection technique
individually. The graph presented in Fig. 5 shows the comparison of the total execution
times of the proposed three frame selection techniques for video summarization. It is
evident from the graph that, with increase in GOP size, the execution time of the
algorithms increases. By using any of the technique of frame selection for video
summarization, the duration of the final summarized video is same, since no key-
frames have been dropped in the process, and hence all the three techniques are suitable
to create video summaries without the loss of important contextual information from
the video.

5 Conclusion

The proposed optimal camera placement algorithm can be used for deciding the
placement of multiple cameras at intersections, junctions and cross-roads without
compromising the coverage area of the deployed video cameras and cost of deploy-
ment. This optimal camera placement algorithm is capable of providing maximum
coverage of the area under surveillance leading to - complete elimination or reduction
of the number of blind zones in a surveillance area. It is also maximizing the view of
subjects and minimizing occlusions in high vehicular traffic areas. In addition to this, a
video summarization algorithm using three different techniques of frame selection for
multi-view surveillance systems is presented which can be used to create summaries of
large-sized, lengthy video streams of traffic surveillance data and, at the same time
reduce the computational processing for creating the video summaries. Collectively,

Fig. 5. Comparison of frame selection techniques for video summarization algorithm
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both the proposed algorithms will be able to reduce the cost of camera deployment,
computational cost, power consumption and, provide efficient performance in a multi-
view, as well as multimodal surveillance system.
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Abstract. The new generation Elastic Optical Networks (EONs) based on
Orthogonal Frequency Division Multiplexing (OFDM) can accommodate
exponentially increasing heterogeneous data traffic efficiently and economically.
In EONs, the optimum channel spacing between various subcarriers is very
crucial for its efficient performance. The use of Sub-Carrier Multiplexing
(SCM) in EONs is visualized as an evolving field. This paper present the
evaluation of SCM based EONs for both mathematical and simulative model.
The designed SCM-EON network is analytically evaluated for its performance
with different modulation techniques (Direct Modulation and External Modu-
lation). The performance of system is also evaluated for amplification using
Semiconductor Optical Amplifier (SOA) and Erbium Doped Fiber Amplifier
(EDFA). Simulative results show that Optical Phase Modulation (OPM) along
with EDFA offers enhanced performance for the proposed model. It has also
been observed that OPM is a better technique for SCM and hence it can be
deduced that the combination will boost EONs efficiency in handling network
resources.

Keywords: Elastic Optical Networks � OFDM
Quadrature Amplitude Modulation (QAM) � SCM � EDFA � OPM
Mach-Zehnder modulator (MZM)
Bandwidth variable-wavelength cross-connects (BV-WXC)
Coherent Optical Orthogonal Frequency Division Multiplexing (CO-OFDM)

1 Introduction

The recent growth in digital multimedia applications has triggered the growth of
internet data traffic volume at an exponential rate. The traditional WDM technique
allocates entire wavelength to a connection even if the traffic demand is low and entire
grid is not necessary [1, 2]. WDM networks have mainly been used in optical backbone
and are not found capable of accommodating heterogeneous traffic [3, 4]. To accom-
modate heterogeneous traffic volume, recently OFDM based EONs have been pro-
posed. EONs make the spectrum flexible and offers improved spectral efficiency when
compared with WDM networks [5, 6]. SCM based system provides optimal use of
entire bandwidth of the fiber, provides flexibility in the optical network design while
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enhancing the transmission capacity. SCM provides various advantages and is used
extensively in applications like RoF networks & microwave photonic systems.

In this paper, a designed network model of SCM based EONs along with detailed
description of its various enabling components has been presented. Further, using
mathematical and simulative models the performance of the proposed model has been
analyzed on the basis of received output power with different amplifiers, modulation
schemes and increased spacing between channels frequency and also with variation in
input modulating frequency. Section 2 provides a brief description of EONs, their
design and related work. The mathematical modeling of SCM based optical network
for different modulation scheme is described in Sect. 3. Section 4 demonstrates the
design and simulation setup followed by results and discussion in Sect. 5.

2 EON

EONs are OFDM-based networks and have been proposed recently as an alternative to
traditional networks. EONs are spectrum efficient networks, composed of flexible trans-
receiver with adaptable network elements [7, 8]. Unlike WDM system, the use of
OFDM allows subcarrier of the same light-path to overlap. Thereby leads to high
spectrum efficiency. The authors in [1] have presented a detailed description of EONs
and its various enabling components. The authors have also highlighted various
advantages of EONs over traditional optical networks. The term elastic in EONs refers
to three key properties of the optical networks.

(1) Flexible optical spectrum
(2) Bandwidth variable Transponder (BVT)
(3) BV-WXC.

Figure 1 shows the basic architecture of EONs. OFDM together with BVT and BV-
WXC paved the way for elastic allocation of spectral resources. BV-WXC at each node

Fig. 1. Basic architecture of EON [8]
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uses bandwidth variable wavelength select switches (BV-WSS). Figure 2 shows the
basic functions of BV-WSS. BV-WSS is a flexible spectrum selective switch and uses
an integrated spatial optics such as a diffraction grating which performs multiplexing
and de-multiplexing.

BVT generates optical signal with optimum spectrum usage. Various subcarrier
channels are combined into a single super-channel using OFDM and transported as an
individual OFDM channel, hence making these networks more efficient.

Figure 3 depicts various characteristics of EONs over traditional optical networks.
EONs support flexible bandwidth granularity, fractional data rates and variable traffic
by enabling the concept of sub-wavelength & super wavelength.

Fig. 2. A bandwidth variable–wavelength select switch

Fig. 3. Spectrum assignment over (a) conventional optical networks with rigid frequency grid
(b) EONs
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In traditional WDM networks, the optical bandwidth is wasted due to frequency
spacing for guards bands even for low bit rate signals. EONs support multiple data rates
and thereby have the ability to provide high spectrum efficiency through flexible
spectrum allocation and hence improve spectrum utilization over WDM networks.
EONs have a unique property to save power consumption as it turns off unused OFDM
subcarriers.

In [9], the authors have presented a designed network model of OFDM based
optical communication network and analyzed its performance for Quality Factor and
BER at different fiber length with different modulation formats. Upon simulation it was
found that OFDM based optical networks were successful in handling higher data rates
and extended communication reach was achieved over traditional WDM based
networks.

The authors in [10] proposed a novel multi-stratum resources integration (MSRI)
architecture integrated with resource integrated mapping (RIM) in software defined
elastic data center optical interconnect. The performance of proposed architecture was
evaluated using Open-Flow-based Enhanced Software Defined Networking (eSDN)
testbed. Simulative results show that the proposed architecture utilizes network
resources efficiently and provides enhanced end-to-end responsiveness with reduced
blocking probability.

In [11], the authors have presented novel strategies for project IDEALIST to
remove data plane bandwidth constraints for efficient handling of exponentially
increasing data traffic. The authors used BVT, BV-WSS and novel node architecture
for creating flexibility in handling network resources. The performance of proposed
model was analyzed using DSP technique and advanced power saving modulation
formats using open flow optical module. Upon simulation, results shows that the
proposed design can handle dynamic traffic with improved flexibility and scalability.

The author in [12] have presented a novel Software Defined Networking for
Ubiquitous Data Center Optical Interconnection (SUDOI) architecture for widespread
user access in multilayered and heterogeneous data centre optical interconnections.
SUDOI architecture provides optimized use of network resources while meeting the
Quality of Service (QoS) requirements. The simulative results under heavy network
load shows that SUDOI along with a service-aware schedule scheme performs effi-
ciently with optimum usage of network resources and provides lesser network blocking
probability (NBP).

The authors in [13] have presented a novel Cross Stratum Optimization (CSO) ar-
chitecture for effective and efficient communication between various data center
applications and elastic optical transport networks. The authors have also provided a
detailed description of various functional modules required for CSO architecture. The
performance of proposed architecture was evaluated using Open-Flow enabled four
optical nodes over Objective of Optical as a Service (OaaS) test-bed. The performance
based upon NBP, path latency (setup/adjustment/release) and resource occupation was
compared with three service provisioning schemes Modulation Format Adaptive
Adjustment (MFA), Application Load Balancing (ALB), and CSO-enabled Dynamic
Global Load Balancing (CSO-DGLB). Simulative result shows that CSO with CSO-
DGLB performs efficiently with optimum usage of network resources.
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The authors in [14] have proposed a new generation optical network based upon
CO-OFDM. CO-OFDM based network uses bandwidth variable ROADMs for optical
channel filtering. The authors have done a comprehensive literature survey on CO-
OFDM based optical networks and also provided a detailed description of various key
issues in design of CO-OFDM such as traffic grooming, routing and spectrum
assignment (RSA), control plane management, impact of channel modulation, network
survivability and reconfiguration.

In [15], authors have compared the performance of traditional WDM based net-
works with EONs in multimode dynamic environment for inter data centre environ-
ment for communication requiring higher bandwidth. From numerical results it was
concluded that WDM technology and EONs outperforms other optical communication
technologies. The authors also proposed a Client-Server Assignment based RSA
algorithm to assign light paths to clients based upon light path occupancy.

The authors in [16] have presented a comprehensive literature review of sate of art
survivable EONs. The paper covers all the related aspects such as spectrum sharing
among light paths, sharing of high speed optical transponders, spectrum conversion,
bandwidth squeezed restoration multiple sub-band optical channels and energy effi-
ciency related issues. This paper also covers impact of spectrum conversion, elastic
optical transponder configuration, impact of physical layer impairments and network
availability and path based network defragmentation.

In [17], the authors have presented spectrum allocation algorithm to reduce NBP
and node cost for spatially and spectrally all optical networks. The authors classify the
spectrum slots into several prioritized areas for connection alignment in dynamic
environment. Simulative results show that the proposed algorithm provides better
performance with reduced network blocking probability and fragmentation of spectral
resources.

Thus, the EONs provide an efficient mechanism to handle the ever increasing traffic
demand. Various enabling network architectures and spectrum assignment techniques
have been reported in literature to tap benefits of EONs. However, this paper adopts a
different approach of using SCM for enhancing bandwidth and transmission efficiency
while minimizing non-linear distortions in EONs by using various types of amplifiers,
modulation schemes and increased spacing between channels frequency and modu-
lating frequency.

3 SCM: Mathematical Modeling

SCM based system provides optimal use of entire bandwidth of fiber and provides
flexibility in the optical network design with enhanced transmission capacity. SCM
involves multiplexing of multiple signals which are to be transmitted over a single
wavelength in RF domain [18]. However, SCM also suffers from inherent impairments
such as dispersion, nonlinear effects such as cross-phase modulation (XPM), four-wave
mixing (FWM) and stimulated Raman scattering (SRS).

As shown in Fig. 4(a) to (c), three different block diagrams with different modu-
lation schemes in which different frequencies are combined and modulated through
DM, MZM and OPM modulators.
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Different wavelengths are combined together using a multiplexer at the transmitter
and are split apart at receiver using de-multiplexer. SCM offers various advantages and
is used extensively in applications such as RoF networks and microwave photonic
systems.

The external modulation technique involves the use of external modulators such as
MZM and OPM. External modulation has an advantage over direct modulation as it
minimizes the chirp effect and provides better modulated output. However in external
modulation using MZM, the DC bias shift problem degrades the stability of output
signal.

The received signal can be expressed as

ð1Þ

Where, amplitude of input signal mR, is frequency, Ĺ distance of transmission
and ~a is loss inherent to fiber.

At receiver, resulting photo current given by as

ð2Þ

Where, is photo-detector responsivity.

Fig. 4. Optical SCM transmission using (a) DM, (b) MZM and (c) OPM
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The output signal from MZM modulator is given as:

ð3Þ

Where, P0 and is the amplitude and angular frequency of laser signal.
The RF signal can be expressed as

ð4Þ

Where, m0 represent the amplitude.
The modulated signal using MZM modulator can be expressed as

ð5Þ

Where, represents the carrier frequency, is Laser power, mp represents
switching voltage, and the bias voltage at mdc1 & mdc2 is given by mbias ¼ mdc1 � mdc2.

On further simplification of Eq. 5 we get

ð6Þ

The output photocurrent using square law model can be expressed as

ð7Þ

Where additive noise is given by 0n tð Þ.
The various current components of output current can be expressed as

ð8Þ

is the fundamental, 2nd order, 3rd order terms
respectively.

This signal current after phase shift can be expressed as

ð9Þ

Higher orders harmonics can be expressed as

ð10Þ

Where,
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and

The received kth order harmonic component of optical output signal from three
different modulating tones (signals) along the dispersive fiber is represented by
Eq. (10). In case of OPM, in order to minimize the unwanted harmonics and IM
distortions, the modulation index of OPM modulator is kept at lower values.

4 Design and Simulation

The EONs use OFDM subcarriers to serve variable demands in effective manner. But
the use of multiple subcarriers have inherent disadvantage of inter-symbol interference,
dispersion and induced non-linear distortions. Till recent times, the SPM effects have
been analyzed only for single wavelength links only. In single channel optical system,
the energy exchange and impact of presence of dispersion determines the impact of
channel power on the maximum transmittable distance, which further depends upon
amplitude modulation and phase modulation used.

In this present work, a simulative and mathematical model of SCM-EON model
using OFDM modulation is designed and analyzed using Opti-system simulator and
MATLAB. The impact of SCM on three independent input sources has been evaluated
using three different modulators DM, MZM and OPM.

The transmitter section and receiver sections of designed model are shown in the
Fig. 5.

In transmitter section, three input sources are first OFDM modulated and then
applied to a power splitter. The power splitter splits the signal in three different signals
of equal power. Each splitted signal is then modulated separately using DM, MZM and
OPM modulators with individual optical source. The output of different modulators is
optically combined and amplified before transmission.

At the receiver, three different optical filters are used for separating individual
components of DM, MZM and OPM modulating signal. The three different received
signals are splitted into two signals of equal power and are individually amplified using
EDFA and SOA. The photo-detector in each branch converts the optical signal into
electrical signal. The electrical signal gets analyzed at the receiving end.

The designed model is simulated using optisystem simulator for various values of
subcarrier spacing for the input signals. The modulating frequency is varied from 20 to
21 GHz. The inherent MZM and OPM losses are kept at 0 dB and the extinction ratio
of MZM is taken as 15 dB. The noise figure, responsivity and channel frequency
spacing is 4.5 dB, 09A/W and 1, 2, 3 GHz respectively. The parameters used for
simulation are given in Table 1.
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Fig. 5. Proposed designed system transmitter section and receiver section
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5 Results and Discussion

The designed system is analyzed for variation of received RF power with increase in
modulating frequency (from 20 to 21 GHz) for DM, MZM and OPM modulators, for
two amplification schemes using SOA and EDFA at variable channel frequency
spacing of 1, 2 and 3 GHz.

The variations of received RF power for different input modulating signals for DM
modulation with respect to SOA and EDFA are shown in Fig. 6(a) and (b).

From Fig. 6(a) and (b) it is visible that as the modulating frequency increases the
received RF power decreases. The received RF power is higher for EDFA as compared
to SOA. As the channel frequency spacing increases from 1 to 3 GHz, the received RF
power decreases. This is because with the increased channel frequency spacing, the non
linear distortion also increases. Table 2 given below shows the numerical values of
variation of received RF power with modulating signal at different channel frequency
spacing for Direct Modulation.

The variation of received RF power with different input signals for MZM modu-
lation for EDFA and SOA amplifier for different modulating tones are shown in Fig. 7
(a) and (b).

From Fig. 7(a) and (b), it is visible that the modulating frequency increases, the
received RF power decreases for both EDFA and SOA amplifier. EDFA provides
higher received RF power as compared to SOA amplifier. The received RF power
decreases with increase in channel frequency spacing. Table 3 shows the numerical
values of received RF power with different channel frequency spacing.

From Table 3 and Fig. 7(a) and (b), it’s visible that EDFA provides a significant
improvement in the received RF power as compared to SOA. Figure 8 shows variation
of the received RF power for OPM modulated signal. As the channel frequency spacing
is increased from 1 to 3 GHz, it is observed that the received RF power decreases for
both EDFA & SOA.

Table 4 shows the numerical values of received RF power with different channel
frequency spacing.

From Tables 2, 3 and 4 and Figs. 6, 7 and 8, with increase in spacing between
channel frequencies, there is a reduction in received RF power due to increased non

Table 1. Simulation parameters

Parameter Value

Modulating tone frequency 20–21 GHz
MZM, OPM losses 0 dB
3 dB bandwidth 40 GHz
Extinction ratio of MZM 15 dB
Gain 16 dB
Noise figure 4.5 dB
Responsivity 09 A/W
Channel spacing 1, 2, 3 GHz
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linear distortions. It is also evident that both external modulation schemes using MZM
and OPM provide considerable improvement in received RF power while mitigating
non-linear distortions.

In the designed EON model, OPM provides higher received RF power as compared
to MZM and Direct Modulation formats. It also achieves suppression of distortions for
long-haul optical communication networks. There is a difference of upto 20 dB in the
received RF power from EDFA and SOA amplifiers hence it can also be concluded that
use of EDFA in EONs outperforms SOA.

Fig. 6. Variation of received RF power for DM modulated signal with modulating RF for
(a) EDFA and (b) SOA
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Table 2. Variation of received RF power with modulating signal at different channel frequency
spacing for Direct Modulation.

Amplifier Channel freq.
spacing (GHz)

Modulation frequency (GHz)
20 20.2 20.4 20.6 20.8 21

EDFA
output power
(dB)

1 GHz −29.2 −29.5 −29.7 −30.1 −30.2 −30.3
2 GHz −30.3 −30.3 −30.4 −30.5 −30.8 −30.9
3 GHz −30.9 −31.2 −31.2 −31.2 −31.5 −31.6

SOA output
power (dB)

1 GHz −58.2 −58.6 −58.8 −59.3 −59.4 −59.5
2 GHz −59.5 −59.6 −59.7 −60 −60.3 −60.5
3 GHz −60.5 −60.53 −60.6 −60.6 −61 −61.2

Fig. 7. Variation of received RF power for MZM modulated signal with modulating RF
(a) EDFA and (b) SOA

148 S. Kumar and D. Sharma



Table 3. Variation of received RF power with modulating signal at different channel frequency
spacing for MZM modulated signal

Amplifier Channel
freq. spacing
(GHz)

Modulation frequency (GHz)
20 20.2 20.4 20.6 20.8 21

EDFA
output
power (dB)

1 GHz −50.5 −50.8 −51.5 −51.8 −52 −52.2
2 GHz −52 −52.2 −52.5 −52.8 −53.2 −53.5
3 GHz −53.5 −53.7 −53.8 −54 −54.2 −54.5

SOA
output
power (dB)

1 GHz −76.8 −77 −77.4 −77.7 −78 −78.2
2 GHz −78.2 −78.25 −78.5 −78.9 −79.14 −79.5
3 GHz −79.5 −79.8 −79.82 −79.95 −80.1 −80.5

Fig. 8. Variation of received RF power for OPM modulated signal with modulating RF for
(a) EDFA and (b) SOA
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6 Conclusion

The field of EONs is a novel and compelling research area, and these are likely to
become more integral part of communication backhaul platforms in future. In this paper
the performance of SCM in EONs is evaluated using DM, MZM and OPM modulation
schemes using both mathematical and simulative model. The results have shown a
significant improvement for OPM technique in suppression of non linear distortions.
Also the use of EDFA for further amplification provides improvement in performance
as compared to SOA. With the analysis of the results, it can be concluded that the OPM
technique along with EDFA in SCM based EONs offers larger bandwidth efficiency,
optimum resource utilization and reduced distortions.
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Abstract. In present-day times, the number of vehicles has increased drasti-
cally, but in contrast, the capabilities of our roads and transportation systems still
remain underdeveloped and as a result, fail to cope with this upsurge in the
number of vehicles. As a consequence, traffic jamming, road accidents, increase
in pollution levels are some of the common traits that can be observed in our
new age cities. With the emergence of the Internet of Things and its applicability
in Smart Cities, creates a perfect platform for addressing traffic-related issues,
thus leading to the establishment of Intelligent Traffic Management Systems
(ITMS). The work presented in this paper talks about an intelligent traffic
management system that lays its foundation on Cloud computing, Internet of
Things and Data Analytics. Our proposed system helps to resolve the numerous
challenges being faced by traffic management authorities, in terms of predicting
an optimum route, reducing average waiting time, traffic congestion, travel cost
and the extent of air pollution. The system aims at using machine learning
algorithms for predicting optimum routes based upon traffic mobilization pat-
terns, vehicle categorization, accident occurrences and levels of precipitation.
Finally, the system comes up with the concept of a green corridor, wherein
emergency services are allowed to travel without facing any kinds of traffic
congestion.

Keywords: Smart Cities � Internet of Things � Traffic management system
Machine learning

1 Introduction

In today’s times, traffic management has become one of the core concerns for an urban
city. The constant increase in the number of vehicles has led to the recurring problem of
traffic management. An increase in the infrastructure growth is a possible solution but
turns out to be costly in terms of both time and effort. Countries all over the world are
looking forward to developing efficient traffic management systems by making use of
ICT technologies. The recent advancements in Wireless Sensor Networks (WSN) and
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low-cost low power consuming sensors have strengthened the regime towards creating
an intelligent traffic management system [2]. Governments are trying to capitalize the
power of present-day computing, networking and communication technologies for
building systems that are able to improve the efficiency of current roads and traffic
conditions. The advent of the Internet of Things and high availability of Cloud
resources are helping us create mechanisms that can automate the transportation sys-
tems and enhance utilization of existing infrastructures [4].

The tiny sensors which we have today have their applicability across various fields
such as health, surveillance, home automation and industrial practices. A network of
such sensors is able to map an entire city and collect minutest of the details with
minimum time and cost overhead. With IPv6 becoming more and more popular it
becomes easy to allocate a sensor node with an IP address for its tracking and local-
ization purposes [12]. Traffic systems can make use of such sensor nodes for gathering
real-time information regarding traffic conditions like traffic flow, traffic congestion,
etc. These sensors are also capable of vehicle classification, speed calculation and
vehicle count [5]. The data being collected from these sensor nodes is diverse in nature
and humongous in size. We are fortunate to live in times where we have efficient data
analytics through machine learning algorithms for extracting information or say
knowledge from these huge chunks of data. Machine learning algorithms are capable of
making predictions regarding the levels of traffic congestion in a particular area of a
city. They can very well depict patterns with respect to traffic flow and suggest mea-
sures that authorities can take to curb traffic-related problems. A traffic management
system can only be successful when all of its actors work and communicate in sync
with another. Talking about our work, we present an Intelligent Traffic Management
System that caters to all traffic related issues of a smart city. Our model suggests an
optimum route which it takes into consideration parameters like, travel time, travel cost
(fuel consumption) and travel distance. Our system in use of machine learning algo-
rithms predicts levels of traffic congestion at various time intervals. It also comes up
with the concept of a green corridor catering to emergency vehicles.

The rest of the paper is categorized as follows: Sect. 2 elucidates the algorithm that
depicts the workflow of the entire system, whereas its complete layered architecture
and mathematical model are discussed in Sect. 3. Finally, Sect. 4 exhibits the imple-
mentation and simulation of our proposed system.

2 Algorithm

The working of our Intelligent Traffic Management System could be explained through
the illustration of the algorithm that forms the core for it. The algorithm depicts the
workflow of the system by representing the relationship between various actors and the
information that they share in form of parameters among themselves.
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Step 1: Start()

Step 2: Traffic_Management_Controller()       Initialization Block        

Step 3: Traffic_Moinitoring_Unit ()

Step 4: ORS() 

Step 5: On Road Sensors collect information from every road and intersection 

Step 6: Vehicle Nodes transmit there location information                  

Step 7: All information is sent to the respective Gateways. The entire city is divided 
into areas and each are has a gateway assigned to it. 

Step 8: Gateways transmits all the information to respective TMU and TMC. 

Step 9: Data is stored and processed at the Cloud end. KNN based anomaly detection 
algorithm is used for categorizing incidents as an accident or not. Features such as 
traffic density, moving traffic velocity, vehicle presence, average waiting time and 
levels of precipitation are taken into consideration. Levels of precipitation have been 
divided into three categories: 0 -10 cm; 10 - 20cm and above 20cm.

Step 10: Random Forest algorithm is used for traffic estimation and predicts traffic 
congestion levels  across various time intervals.

Step 11: End user enters Source and Destination. 

Step 12: Optimum Route is computed considering factors like, average waiting time, 
total travel time, travel distance, moving traffic velocity, number of intersections and 
intended fuel consumption.  A vector space model is constructed based on all of these 
parameters for all routes leading to the desired destination. A route whose vector lies 
in the region of optimization is considered as optimum route.

Step 13: Results are communicated to the specific Vehicle Node      

Step 14: End()
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3 Proposed Work

In this section, we discuss our proposed Intelligent Traffic Management System and all
the various actors that constitute it. We present a layered architecture that depicts the
functionalities of our traffic management system and showcases all the different entities
which it comprises. The core of our proposed system is based upon presenting an
optimum route followed by traffic estimation.

3.1 Design Objectives

In this subsection, we elucidate some of the prominent objectives which we intend to
achieve through our proposed work. These objectives can also be considered as driving
forces for designing our proposed intelligent traffic management system.

• Traffic Monitoring: It can be considered as one of the key components of a smart
city. Traffic monitoring allows the local authorities to monitor the flow of traffic
pertaining to a particular area, route or street. It helps in keeping track of the inflow
of traffic from other neighboring cities during specific days or a particular time of
the year. Historical data of traffic monitoring can be very useful in smart city
planning and city infrastructure development.

• Pollution Avoidance: Rising pollution levels pose a threat to the environment as
along with having adverse impacts on human health and wellbeing. The extent of
air and noise pollution are directly proportionally to the intensity of traffic con-
gestion in a city. Long-standing queues of vehicles result in the exorbitant emission
of pollutants resulting in an increase in temperatures, a decrease in rainfall, respi-
ratory problems, etc.

• Route Optimization: In recent times, it has been observed that the shortest route
doesn’t seem to work well in terms of total travel time, fuel consumption and
average waiting time. In such scenarios, an optimum route is the best option for
travel as it considers factors such as traffic congestion, distance traveled, total travel
time and fuel consumption. An optimum route comprises of a tradeoff between all
these parameters and sits well for a traveler in context to its time and money being
spent on travel.

• Green Corridor: It’s been a couple of years since the concept of a green corridor
has seen the light of the day. It is a corridor which in reality is a route from a source
to the destination comprising of various traffic signals all of which having a green
signal. The green corridor is used to cater to the emergency vehicles by allowing
them to reach their desired destination without any waiting time and at maximum
speed.

• Accident Detection: The overcrowded streets of present-day roads have given rise
to the number of accidents. Accident detection is a crucial part of a traffic man-
agement system as it not only informs the medical services to attend to the accident
hit personnel’s but also has an impact on the traffic flow and congestion levels of a
particular region.

• Jamming: Prevention of traffic jams and reduction in average waiting time are the
two most important functionalities of an efficient traffic management system.
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• Vehicle Tracking: It helps the local administration in keeping track of vehicles in
terms of the areas they are traveling, time of travel, speed, places visited and vehicle
type. All of these parameters prove to be fruitful when it comes to maintaining a
state of law and order in the city.

3.2 Layered Architecture

In this subsection we would be discussing the layered architecture of our proposed
intelligent traffic management system. We would also be talking about the various
actors along with their functionalities that constitute the system. Following is the
diagram that depicts the layered architecture for our proposed system (Fig. 1).

• Traffic Management Controller (TMC): The purpose of the controller is to
manage and govern the entire system [16]. It is the controller which orchestrates the
functionalities of other application modules and entities within the system. The
controller resides at the Cloud end and has detailed information regarding every
vehicle, traffic signal, gateway, On Road Sensors and Traffic Management Unit. All
of this information is stored and processed by the controller in order to generate
optimized routes between the specified source and destination. The controller
establishes a one to one connection with the middleware and circulates all of its
orders through it. It is the controller which generates prediction data concerning
with levels of traffic congestion at varying time intervals. The TMC is the one which
uses a hop counter based flooding algorithm for broadcasting notifications regarding
an accident, change of routes, road developmental activities and adverse climatic
impact. The occurrence of an emergency vehicle and creating a green corridor for it
is all done through the traffic management controller.

Fig. 1. Intelligent traffic management system architecture
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• Gateways: All the information that has been sensed and collected by the on-road
sensors are transmitted to the gateways [6]. Gateways act as a common point of
contact wherein diverse kinds of information coming from heterogeneous types of
sensors gets collected. The gateways use greedy based data collection algorithm for
collecting data from various data sources. It is the gateway which is responsible for
the global addressing of Vehicle Nodes (V) by making use of IPv4 addresses [9].
Each gateway is allotted a coverage area, wherein each on-road sensor and vehicle
node has been given an IP address thus facilitating efficient identification of objects
within that area. Every gateway is allocated more than one area so as to enhance the
granularity of vehicle identification. The gateway also keeps track of its neighboring
gateways along with the total number of vehicle nodes traveling in its area. Finally,
the gateway transmits all forms of unstructured information to its subsequent traffic
management controller.

• Traffic Monitoring Unit (TMU): It acts as an intermediary node between On Road
Sensors and Gateways. The purpose of adding a TMU is to enhance the response
time of the system as communicating directly with the TMC could lead to increased
latency cost. TMU provides a communication link between TMC and the rest of the
system and also offers local processing and storage capabilities in order to boost the
efficiency of the system [8]. Any information coming from an on-road sensor or
vehicle node is addressed by the TMU which then subsequently informs the
Controller and other devices on the network. All the instruction given by the
Controller are communicated through the TMU to the respective vehicle nodes and
local authorities. The traffic monitoring unit can also be considered as a Fog
computing element as it resides at the edge of the network making its access both
easy and efficient. It is the TMU which at regular intervals updates the traffic
management controller about information regarding every entity involved in the
system.

• On Road Sensors (ORS): Sensors are the eyes and ears of the system as they detect
the occurrence of events, surrounding conditions and transmit the collected infor-
mation. The work of the on-road sensors is to monitor and perceive events or
phenomena that take place on road. Every ORS can be categorized on the basis of
three parameters namely, sensor type, methodology, and sensing parameters. Sensor
type defines which type of sensor it is i.e. whether it is a homogeneous or a
heterogeneous sensor or it is a single dimensional or a multidimensional sensor.
Methodology talks about the ways in which a sensor gathers information [16]. It can
be either active or passive in nature. Sensing parameters are the number of
parameters which a sensor can sense. A sensor might just sense one parameter like
body temperature or many parameters like in the case of an ECG. Each sensor node
is provided an IP address which helps in its unique identification. Every sensor node
communicates all of its sensor data to its subsequent gateway. Entities starting with
the letter “S” represent the On Road Sensors in the physical topology. In case of our
work, we have used inductive loop sensor technology. The following are the
functionalities that an On-Road Sensor provides.
– Vehicle Count
– Vehicle Presence
– Vehicle Speed
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– Vehicle Classification
– Low Bandwidth Consumption

• Vehicle Node: It is the vehicle for whom an entire transportation system is con-
structed in order to provide an effortless and convenient traveling experience. It can
also be seen as a moving sensory node which continues to receive and transmit
information while traveling. Each vehicle node is provided an IP address which
helps in its unique identification. Every sensor node communicates all of its sensor
data to its subsequent gateway. Entities starting with the letter “V” represent the
Vehicle Node in the physical topology. Every transportation vehicle has an LED
display installed that informs the pilot about the most optimum route and the
constantly changing levels of traffic. All messages or notifications such as accident
alert or prevention of entry in a particular area from the TMC can be seen on the
LED display.

3.3 Mathematical Model

In this subsection we would be discussing the mathematical model for our proposed
system. Following is the nomenclature table that describes all the various entities that
have been used in this mathematical model (Table 1).

V ¼ W; d;Ef g ð1Þ

Table 1. Nomelclature table

Symbol Meaning

C On road sensors
V Vehicle node
r Road
R Route
A Fuel consumption
ß Traffic density
Ф Moving traffic velocity
T Average waiting time
H Total waiting time
W Vehicle type
D Vehicle state
N Number of intersections
E Vehicle priority
H Optimum vehicle speed
RC Road capacity
RS Route selection function
F Travel cost function
W Traffic management controller
X Traffic signal
X Traffic flow percentage

158 A. Khanna et al.



W 2 ð0; 1Þ: Vehicle type i.e. 0 for light vehicle and 1 for heavy vehicles
d 2 ð0; 1Þ: Vehicle state i.e. 0 for stationary and 1 for moving
E 2 ð0; 1Þ: Vehicle priority i.e. 0 for normal vehicles and 1 for emergency vehicles

H ¼ T=N ð2Þ

U ¼PðD=tÞ � ðPDÞ=T ð3Þ

Total Distance ¼P
D ð4Þ

� / 1=U
� ¼ K=U

U ¼ ðK=DÞX t ð5Þ

t ¼ ðUXD)=K ð6Þ

s ¼P
tþT ð7Þ

a ¼ mileageX ðtÞ2X ðspeed)2ð Þ=Total Distance ð8Þ

a / speed
a / time

�
Vehicle Speed[ h

a / 1=speed
a / time

�
Vehicle Speed\¼ h

F a; t;Dð Þ ð9Þ

RC > threshold value

W! Vfspeed ¼ 0g ð10Þ

W ¼ 1

In case the road capacity exceeds the threshold value, the traffic management
controller will prevent entry of all heavy vehicles into that zone. Any such vehicle in
the affected zone will be directed to stop until further directions from the central
controller.

X = 3: Traffic light goes green 10 s prior to arrival of emergency vehicle at the
intersection

V Eð Þ ¼ 1

x ¼ D=Speed� Tð ÞX100ð Þ= D=Speedð Þ ð11Þ
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4 Implementation and Simulation

The above mentioned algorithm is implemented on iFogSim framework. In iFogSim
[17] there are various predefined classes that provide a simulation environment for
Internet of Things combined with the benefits of cloud computing. It is a java based
simulation toolkit and can be implemented either using Eclipse or NetBeans IDE. In
our case we would be using the eclipse IDE. To run iFogSim on eclipse, we first need
to download the eclipse IDE and install it. After successful installation of eclipse IDE,
download the latest iFogSim package, extract it and import it in eclipse. Talking of our
proposed work we have created our own classes in iFogSim and have portrayed our
algorithm in form of java code.

In terms of implementing machine learning algorithms, we have made use of Weka
[15], which is a popular open source tool for executing machine learning algorithms.

The following tables depict the simulation environment for our paper along with
the improvements that can be seen after successful implementation of our model
(Tables 2, 3 and 4).

Table 2. Vechile count per road

Road 1 Road 2 Road 3 Road 4

45 92 70 60
53 75 4 78
90 12 80 77
103 13 95 66
13 20 78 82
9 54 20 95
33 88 28 86

Table 3. Average waiting time per road

Road 1 Road 2 Road 3 Road 4

602.76 460.94 526.07 561.25
531.72 473.87 712.51 443.89
446.38 717.13 487.73 511.73
463.87 664.86 483.43 557.89
689.59 622.82 457.14 412.45
664.12 524.49 618.45 332.98
658.03 464.25 629.67 458.07
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It is very much evident that the average waiting time has reduced for each road over
all time intervals. Although, the degree of reduction in average waiting time varies
from road to road but the predominant trend over the entire data set remains the same
i.e. a decrease in the average waiting time.

As earlier as discussed in Sect. 2, our traffic estimation is based upon the Random
Forest algorithm and below is a graph illustrating the correctness of our feature
selection along with the algorithm that we have chosen. The graph depicts the com-
parison between the actual and estimated values of traffic in terms of vehicle count. As
inferred from the graph below, the estimated traffic count may not be the same as that in
actual but in a larger prospective the increase and decrease in the levels of traffic over
all time intervals turnout to be the same for both estimated and actual values. Figure 2,
3 and 4 represents findings at different roads.

Table 4. Improved average waiting time per road

Road 1 Road 2 Road 3 Road 4

552.72 422.84 507.13 522.15
501.76 433.77 695.16 417.09
408.35 687.11 452.03 486.43
403.57 614.74 428.53 559.39
669.47 612.32 462.03 402.15
644.14 501.42 602.05 311.08
628.15 424.17 611.07 419.17
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Till now we have discussed how our proposed intelligent traffic management
system turns out to be beneficial in terms of reducing the average waiting time for a
given road along with making correct predictions with respect to varying levels of
traffic. The following graphs present an analysis of our accident detection mechanism
and presents a comparison between the estimates and actual number of accidents
occurred for a particular road at different time intervals.

As per the above two figures, the estimated number of accidents always turn out to
be greater than the actual number of accidents. This implies, that our system was able to
detect real accidents but it also categorized other scenarios having similar character-
istics as that of an accident as an accident itself. Thus resulting in an increase in the
number of accidents as compared to the ones that actually happened.

5 Conclusion

Traffic Management System is one of the many domains of a Smart City wherein
significant research can be seen. It is an area of work which has answers to many
current day problems pertaining to traffic management of smart cities. We propose a

Fig. 3. Accident detection

Fig. 4. Accident detection
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novel Intelligent Traffic Management System for Smart Cities which facilitates Wire-
less Sensor Networks, Internet of Things, Cloud Computing and Data analytics. The
work discusses the ways in an optimum route is suggested to the end user. The
optimum route turns out to be beneficial than the shortest route in most cases in terms
of fuel cost and total travel time. Through our research, we were successful in gen-
erating an optimum route along with making predictions regarding traffic congestion
levels. The system also talks about events of accidents and how they may have an
impact on the traffic flow of a region. Levels of precipitation, an occurrence of an
accident, concept of a green corridor, the rate of fuel consumption, % flow of traffic and
use of machine learning algorithms are some of the novel features of our work. In
future, we intend to introduce the vehicle to vehicle communication and impact of
speed breakers on traffic flow and congestion.
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Abstract. As the amount of information available online is enormous, search
engines continue to be the best tools to find relevant and required information in
the least amount of time. However, with this growth of internet, the number of
pages indexed in search engines is also increasing rapidly. The major concern at
present is no more having enough information or not; it is rather having too
much information which is in numerous different formats, languages and
without any measure of precision. Therefore, it is essential to devise techniques
that can benefit the process of extracting useful information suitable for users’
demands. Several mechanisms have been developed and some methods have
been enhanced by researchers from all over the world to generate better or more
relevant query that can be provided as suggestion to the user for enriched
Information Retrieval. The objective of this paper is to summarize and analyze
the various techniques adopted to optimize the Web Search process to support
the user. The existing strategies developed in this scenario are also compared
using standard IR metrics to evaluate the relevance of results.

Keywords: Query recommendation � Query logs � Information retrieval

1 Introduction

1.1 Fundamental Information Retrieval Process

The basic Information Retrieval process in a search engine is depicted as:

• Data is available in form of documents or Webpages. These are organized in a
specific format and an index is created.

• As the query is fired to the search engine, best matching entries from the index are
selected.

• Simultaneously, a learning algorithm is developed that guides the rank updation of
results.

• Finally, the results are displayed to the user in descending order of ranks.

This process is displayed in Fig. 1.
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1.2 Motivation Behind Query Recommendation

With such huge volume of information available, it is a challenging task to find relevant
information that meets the needs of the user using simple search queries. This problem
arises mainly because the queries submitted by the user to the search engine are usually
very short and turn out to be ambiguous. These queries fail to convey the user’s
requirements precisely. Consequently, lots of results retrieved by the search engine
might be irrelevant with respect to the users’ needs due to the implicit ambiguity in
queries. Also, most of the users go through only the first one or two pages of the
retrieved results, there is a possibility that they would fail to notice many relevant
results obtained in successive pages that are left unread. Hence, Web Search becomes
an iterative trial and error process by changing queries each time so as to fulfill the
information need. Alternatively, the users may not want to reformulate their queries in
order to avoid the additional efforts while searching.

The compulsive need to extract useful piece of information for the user from such
voluminous store of web pages leads to various issues such as the ranked list problem,
ambiguous query problem, obtaining results semantically dissimilar to what the user
desires and so on.

To overcome all the above discussed limitations of search engines, research is
directed towards generating clear and more efficient queries as suggestions to users.
These newly generated queries tend to retrieve more relevant results as per the users’
requirements. There are number of strategies proposed in this direction, each of them
involves a unique yet effective method of query recommendation. Some of these
strategies exploit various kinds of background knowledge or data available to study
users’ behavior in order to yield focused results.

Fig. 1. Basic IR process
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1.3 Terminology

Query recommendation can be defined as the process of reconstructing queries
entered by the user so as to provide the user with better results which are more relatable
to user context or domain.

Query Log – The search engine records an entry for each user (each query) which
contains entries such as

• Query q given by the user
• User or session ID
• The URLs which the users clicked from the displayed results
• Rank of the web page accessed etc.

The rest of the paper is organized as follows: Sect. 2 gives a detailed review of
related work in query recommendation and various proposed models. A comparison
chart based on advantages, shortcomings and performance metrics has also been
described. Section 3 describes a unique strategy proposed to increase the efficiency of
existing query suggestion process. In the end, there is the conclusion and a brief
discussion of future work.

2 Literature Survey

Most approaches of query recommendation focus on users’ previously submitted
queries which are analogous to the current query either in terms of content or in click
context. Liu et al. [2] propose a framework very different from its preceding methods,
which attempts to obtain user’s information need by means of click-through logs as
shown in Fig. 2. It is observed that although the clicked documents may not always be
relevant to user but the snippets that make the users click on the links better represent
users’ need. Therefore, two snippet click models are built according to this finding and
corresponding algorithms are described. These methods do enhance the query rec-
ommendation process, but the users’ context (or background) cannot be ignored as it
provides a good insight to understand the domain of the query. Hence, users’ context
features should be added to create a universal model.

In paper [3], author aims on an eminent problem of Web searches, known as the
ranked list problem, which has emerged as a consequence of twomajor activities; the first
being the fact that search engines mostly present the results in the form of ranked lists,
and the second being the semantic ambiguity of users’ queries put in to the search
engines. Search engines usually retrieve and rank documents irrespective of the probable
different semantics of query terms due to short and ambiguous queries. Moreover, since
it is a general notion amongst most users to explore only the few pages of ranked results,
the possibility that users might miss many relevant documents retrieved in subsequent
and unread pages is quite huge. To overcome these weaknesses, users perform iterative
cycles based on hit and trial to reformulate their query. In the attempt to capture new and
more relevant documents in the top p (assumed) ranked positions, users submit minor
variants of the original query at each step which may express their needs in a better way.
However, this behavior leads to the retrieval of almost the same documents in the first
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positions of the ranked list, thereby vanishing the efforts of users. They propose an
iterative query disambiguation procedure that attempts to create and suggest disam-
biguated queries, which potentially may retrieve both new and relevant documents [3].

Baeza-Yates et al. [5] propose a technique to suggest a list of queries related to the
query that is submitted. These new queries are can be used by the users’ to redirect the
search process. Their method consists of a query clustering process which identifies
queries that are similar in meaning or definition and groups them to form a cluster. The
clustering procedure is based on the historical activities of users recorded in the query log
of the search engine. After finding a set of related queries, they are ranked as per certain
relevance criteria. The two measures used in this method to calculate rank of a query are:

1. Similarity – That defines how much the new query is alike to the input query. This
is calculated using term-weight vector quantities for each query.

2. Support – That is the fraction of the documents returned by the query that are
clicked by the user. This is obtained using query logs.

Although this technique yields good results in terms of precision of suggested queries
as compared to the original query, but the overall performance of this technique may not
prove to be good enough for huge number of users and queries with corresponding query
logs. Also, there might be sets of similar queries that have common words but do not
have same set of clicked URLs (or vice versa), which is not captured in this technique.

Bordogna et al. address the ranked list problem that arises in internet search
whenever a user puts in a very short request or query. It is because the entered words
generate ambiguity and convey many different meanings at the same time pertaining to
many different scenarios. Hence they have devised an iterative mechanism for dis-
ambiguation of queries that contains following major steps and depicted in Fig. 3:

Fig. 2. Snippet click model [2]
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1. Clustering – This is the very first step where the results obtained from a web search
made by a user are grouped together into different clusters.

2. Personalized novelty and similarity ranking – In this step, each cluster is assigned a
score which is calculated from two parameters, similarity of cluster content to query
and originality of cluster with respect to user’s past behavior.

3. Extraction of cluster candidate terms – From each cluster, a certain no of set of
weighted terms along with their weights is selected. These will be used further in
creating new query.

4. Disambiguated query creation – Now, first n number of highest weighted candidate
terms are used to form the new query.

5. Displays of results – The clusters are shown according to the ranking and one
disambiguated query for every cluster is also shown to the user.

6. History updating – Finally, when user selects one of the new queries, that query is
taken as more relevant to repeat the entire process until the user stops submitting
further queries [3].

This technique is unique and would considerably achieve good results in desired
time, but the idea of displaying clusters to the users is that appropriate as the user is
only interested in getting the required information in form of documents or web pages.
Also, the process is time consuming as it contains complex computations at each step
of each iteration.

Zhu et al. [8] claim that instead of just looking for higher relevance value of
queries, it is more advantageous to directly recommend queries with greater utility.
They define query utility as “The information gain that a user can get from the search
results of the query as per the user’s original search objective.” For this a Query Utility
Model (QUM) has been proposed by them to obtain query utility. This parameter,
Query Utility, is calculated by studying users’ query reformulation and their click
activity in a particular search process. Query utility is said to contain two components:

Fig. 3. Query disambiguation scheme [3]
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1. Perceived utility – This is based on the attractiveness of the search results displayed
for a particular query, which further increases the chance that a URL will be
accessed by the user.

2. Posterior utility – This is the satisfaction that a user obtains as information gain by
clicking any search result of the query.

Further, a unique dynamic Bayesian network is developed to compute Query Utility
based on above discussed parameters, known as Query Utility Model (QUM). A pub-
licly released query log is used to test the performance and compare it with other
already renowned methods available for query recommendation and experimental
results are found very promising. The evaluation is done on below two metrics as
described in Eqs. (1) and (2):

1. Query Relevant Ratio (QRR)

QRR ðq) ¼ RQðq)
N ðq) ð1Þ

Where
RQ(q) is the total frequency of query q with relevant results clicked by users,
And N(q) is the total frequency of query q issued by users.

2. Mean Relevant Document (MRD)

MRD ðq) ¼ RD ðq)
N ðq) ð2Þ

Where
RD(q) is the total frequency of relevant results clicked by users when they use query
q for their search tasks,
and N(q) is the total frequency of query q issued by users.

Many other different ways and models have been proposed to improve the process
of query recommendation. He et al. [6] focus more on the ordering of queries within a
search session, as they have high degree of correlation. These queries should be ana-
lyzed sequentially so as to know the information need of the user in a better way.
However, to set up this kind of model on huge data set (i.e. query log of all users
available) might require training the data. Nguyen et al. [7] present a different view to
some extent. They say that Web-page recommendation can be more efficient by inte-
grating the Web usage knowledge as well as the domain knowledge related to the key
concepts of the query. They have proposed models to establish relation between the
two and use them to provide better recommendation to the user.

Song et al. [1] propose to integrate all essential features that enhance the query
recommendation process by creating a hybrid recommendation strategy. To begin with,
a concept extraction method is efficiently modified to find queries similar in terms of
concept. These concepts are mined using the web-snippets of the original query. To
better represent co-related queries, a bipartite graph (between query and concept) is
created that helps in finding similarity. Secondly, it is also observed that many times
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URLs contain significant tokens that may depict the actual webpage contents. URLs are
separated into tokens using the TF-IQF model. Further, three vital similarity features
are exploited to develop a hybrid sematic similarity model for query recommendation.
These aspects are defined below:

1. Clicked document – The set of URLs clicked or set of documents accessed for a
particular query can be assumed to have alike content in terms of concept.

2. Associated Query – It is natural that queries that contain more number of identical
terms (with respect to meaning i.e. synonyms), they will have a higher value of
similarity.

3. Reverse Query – Two or more queries that cause the users to click on the same URL
are obviously similar and relevant queries. They are called as reverse queries.

Finally, the unique approach suggested takes into account all the above measures in
weighted form as any one of them is not sufficient. This hybrid approach is formulated as:

sim p; qð Þ ¼ a � simdoc p; qð Þþ b � simass p; qð Þþ c � simrev p; qð Þ

Where
simdocðp; q) is the clicked document similarity,
simass p; qð Þ is the associated query similarity
And simrev p; qð Þ is the reverse query similarity.
a, b, and ϒ are three real constants between 0 and 1, and they satisfy the restriction

of aþ bþ! ¼ 1:
Now, to find the optimal weights of these real constants, experiments are done by

randomly adjusting their values. The results are evaluated using the standard IR metrics
Precision, Recall and F-Measure. It has been shown via experimental analysis that the
hybrid scheme achieves better Precision and Recall simultaneously as compared to
applying each individual similarity measure separately.

Table 1 shows the comparison of various query recommendation methods.

Table 1. Comparative analysis of existing techniques

Author Problem
addressed

Technique Advantage Disadvantage Metrics

Liu
et al. [2]

Getting users’
exact
information
need

Snippet click
model

More efficient than
current practical
search engines

Users’ prior search
context not taken
into account

No standard
metrics used for
performance
evaluation

Gloria
et al. [3]

Ranked List
problem

Query
disambiguation

Retrieves new
documents

Unnecessary display
of cluster along with
best query suggested

No standard
metrics used for
performance
evaluation

Zhu
et al. [8]

Reformulating
Queries

Query Utility
Model
(Bayesian
Network)

Achieves useful
recommendation of
queries

Automated
procedure not
formed

Query Relevant
Ratio (QRR)

Song
et al. [1]

Ambiguous
and Short
Queries

Hybrid query
similarity
model

Considers all major
similarity measures
and gives good
results

Purely experimental
method of parameter
evaluation

Precision, Recall,
F-Measure
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3 Proposed Model

In this section, we propose a collaborative query recommendation model which
incorporates all major similarity measures in a weighted scheme to generate a resultant
similarity score for queries. This resultant score will be the deciding factor to select the
best query (or set of queries) to be provided as a suggestion to the users so as to narrow
down their search process and retrieve the most relevant information.

In the proposed scheme we attempt to calculate the weight of different similarity
measures by using Genetic Algorithm as the learning algorithm. Initially random
weights can be assigned to create a set of chromosomes and then on applying genetic
algorithm to these chromosomes, we can obtain optimal values. The set of weights that
would yield the highest similarity score can be taken as the best chromosome or the
best solution to the problem. Further, we will generate an alternate query based on
achieved similarity measure and the optimal weights. The set of queries obtained can
be provided to the user as suggestions. The working flowchart of the proposed
methodology is given below in Fig. 4 and the detail working of Genetic algorithm is
described in Fig. 5.

Input Queries • As entered by user

Generate Random list 
of alternate queries

• Queries that 
match either 

similarity 
measure

Generate hybrid 
similarity score

• Use random 
values for 
weights

Apply genetic 
algorithm to find 
optimal weights

• Stop when best 
similarity score 

obtained

Select queries with 
best score and display

Fig. 4. Process flow for proposed scheme
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Fig. 5. Proposed application of genetic algorithm
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4 Conclusion

In this paper, we have described the Query recommendation strategies that can be
applied to improve the performance of search engines. We have also discussed what
issues led to the idea of Query reformulation/Recommendation. Query recommenda-
tion has now become an inseparable part of search process as it saves users’ time
involved in rephrasing queries and also helps users satisfy their need for information.
This process is also beneficial when a naïve user enters an ambiguous query. At the
same time, it guides the users towards their ultimate information goal even when they
themselves are unable to clearly express their requirements due to lack of knowledge or
experience.

Thereafter, we have proposed a hybrid comprehensive strategy for effective query
recommendation that is based on learning algorithm. By making use of Genetic
algorithm significant results can be achieved for optimized values of the weights of
similarity measures. This would lead to the generation of better and more relevant and
unambiguous queries to be recommended to the user.
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Abstract. Mobile Banking is a next big challenge in the technologically
dependent era after Mobile Commerce and there are many factors that are
influencing the use of M-banking Services, perceived Risk is one of them.
Although perceived Risk as a single construct has been studied by many
researchers but in this paper, empirical research has been done to find out the
actual characteristics of Perceived Risk and the reason for refusing the use of m-
banking services by the users in the technologically advanced era. In order to
study the reason behind the reluctance in using m-banking services, a more
detailed study of attributes of Perceived Risk has been conducted. This research
work is intended to examine the six components of Perceived Risk. In this study
EFA was applied on various measures of Risk to ascertain the different
underlying variables affecting the individual’s Behavioral Intention to adopt m-
banking services. After applying EFA researcher has applied SEM in order to
investigate the association between the factors. The results of this empirical
testing found that out of all the six variables only four variables i.e. Social Risk,
Psychological Risk, Time Risk and Financial Risk were statistically significant
as per results of this study and these are the main factors affecting the influence
of Behavioral Intention towards using m-banking services in the Indian context.

Keywords: Perceived Risk � Factors � Adoption of mobile banking
Factor analysis � SEM

1 Introduction

According to Juniper Research 2014, more than 1.75 billion Cellular phone users will
prefer to use their cellular phones for conducting financial and non-financial banking
transactions by the year 2019 as compared to 800 million in the Year 2016. So, with the
advancement in the technology number of users are also increasing day by day,
especially in the banking industry which has undergone a rapid change. Major change
in the banking sector is that banks have changed from paper-based banking system to
the most recent and advanced technologies like online-banking, mobile-banking, etc.

But sometimes, Consumers are avoiding using m-banking services because of
security issues, Risk involved, lack of awareness etc. As studied by Hoffman [1],
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consumers are facing problems in completing the online transactions because of
involvement of Risk. Hence, Perceived Risk is an important attribute and it has been
hypothesized as a salient obstruction of user acceptance in the online banking envi-
ronment [2, 3]. According to Cox [4], perceived Risk factor is initially modelled as the
single factor then it was decomposed into its various sub facets. In this way, percep-
tivity may be gained as to which all different facets of Risks are important for the users
of m-banking services. This present study emphasized on the role of Perceived Risk in
affecting the Behavioral Intention for using m-banking services.

The state of banking industry is not admirable in India. In 2011, 65% of India’s
population did not have admittance to a bank account [5]. Till date lots of Indian
population do not have their own personal bank accounts. Reserve Bank of India also
appealing to the masses of the country that each person should have at least one saving
account in any of the bank of India. But still the population is not much aware. So,
mobile banking is a good opportunity for the banking sector to build their customer
base. With the assistance of mobile telecommunication technology, the clients can
make various transactions in the bank anytime. There are various researches which
illustrated that India is moving fast in terms of mobile phone users as well as mobile
phone internet users which is also a great push to the banking industry to support the
mobile banking.

To summarize, this research work presented the in depth analysis of the factors
influencing m-banking services adoption process by modelling the Perceived Risk
variable within Behavioral Intention. The main research questions of this research work
are:

• How much essential are the different Risk facets to the m-banking adoption
intention?

• What is the association between different Risk facets and Behavioral Intention to
use m-banking services?

This research work proceeded with the following main sections and sub sections.
Primarily, a concise assessment has been performed for various Perceived Risk vari-
ables and Behavior Intention to use m-banking services then exploratory factor analysis
(EFA) was applied in order to explore the variables from the different items. Secondly,
Structural Equation Modelling (SEM) technique was applied to check the associations
and relationships between the various factors. Then finally this paper has been con-
cluded with limitations and possible topics for further research.

2 Literature Review

M-banking services gives many services to the financial institutions like generating an
additional income, expanding the consumer base, reduce costs, and improve opera-
tions. M-banking services applications are accessed via smartphones, cell phones, and
tablets for performing financial transactions like transfer of funds and other non-
financial transactions like enquiry of balance [6].

In the recent mobile technological advancements among the latest advancements;
one is m-banking. Although ATM, Internet banking and telephone also offers provision
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for conventional banking products, but retail banking sector and microfinance banks in
many developing and developed countries has established as a latest delivery channels;
one is m-banking that has an important impact on the market [7].

Since 1960s, Perceived Risk has verified to be the important predictor of users’
behavior. According to Lin [8], significant research and surveys has been studied by
various researchers to verify the effect of Risk on customary consumer decision
making. Perceived Risk is characterized as a “form of subjective expected loss” [9].
Cunningham [10] also distinguished that Perceived Risk comprised of the “extent of
the potential loss if the outcomes of the act were not satisfactory and the entity’s
subjective feelings of certainty that the outcomes will be unfavorable”. Maximum of
the research academics also stated that users’ Perceived Risk is a many-fold concept.
So majorly, Six types of Risk has been classified as Financial, Social, Performance,
Privacy, physical, and Time-loss [11–13]. Researcher has also explained Perceived
Risk in m-banking as the “personally ascertained anticipation of loss by m-banking
users”. Details has been mentioned in Table 1.

Perceived Risk is still considered as the foremost important element that influences
the user Behavior Intention towards the adoption of any new technological applications
such as m-banking. Soroor [19] in his research perceived the security issues in m-

Table 1. Definitions of perceived risk dimensions in the literature

Factors Description Research

Performance
Risk

“The possibility of the product malfunctioning and not
performing as it was designed and advertised and therefore
failing to deliver the desired benefits. (Grewal et al. [39])”

[9–11,
14]

Financial Risk “The potential monetary outlay associated with the initial
purchase price as well as the subsequent maintenance cost of
the product. (ibid).”

[9–11,
13, 14]

Time Risk “Consumers may lose Time when making a bad purchasing
decision by wasting Time researching and making the
purchase, learning how to use a product or service only to
have to replace it if it does not perform to expectations.”

[9, 10,
13, 14]

Psychological
Risk

“Potential loss of self-esteem (ego loss) and ego frustration
based on feelings about oneself. Consumers feel unwise if
they experience a non-performing product and may experience
feelings of harm to their self-image from the frustration of not
achieving their buying goals.”

[9–11,
13, 14]

Social Risk “Potential loss of status in one’s Social group as a result of
adopting a product or service, looking foolish or untrendy.”

[9–11,
14]

Privacy Risk “Potential loss of control over personal information, such as
when information about you is used without your knowledge
or permission. The extreme case is where a consumer is
‘spoofed’ meaning a criminal uses their identity to perform
fraudulent transactions.”

[15–18]

Source: [17]
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banking and also tried propose few methods and techniques to improve this system.
Privacy Risk is influenced to the extent by which a user is ready to provide any
personal information on the online platform, users are ready to sacrifice their privacy
[15, 20, 21]. According to Cox and Rich [4], when conducting any kind of retail
transactions, Performance Risk is one which can cause users’ to feel insecure about
“not getting what they want”.

Performance Risk referred to the losses that has experienced because of malfunc-
tioning of the m-banking applications. Consumers are generally concerned about the
situations while doing transactions through mobile banking technological failures tends
to occur [22]. So the hypothesis framed was:

H1: Performance Risk has negative relationship with Behavioral Intention for
using m-banking services.

Time Risk
Time Risk is also important in influencing the Behavioral Intention to adopt services of
mobile banking. Delays in the payment may lead to loss of convenience while using
mobile banking services. So Time – conscious users usually safeguard themselves by
not adopting mobile banking service [17]. Therefore, it was hypothesized that:

H2: Time Risk has negative relationship with Behavioral Intention for using
m-banking services.

Social Risk
Lee [23] described Social Risk as “the possibility that use of mobile banking may result
in condemnation by one’s friends, family and work group”. Five aspects of Perceived
Risks: Time Risk, Security Risk, Financial Risk, Social Risk and Performance Risk,
has negative association with intention in adopting online banking services as found
out by Lee [23, 24]. After reviewing the concerned literature following hypothesis was
developed.

H3: Social Risk has negative relationship with Behavioral Intention for using
m-banking services.

Psychological Risk
According to Fain [25], Risk is not the characteristics of any product or service but it is
present in the mind of the user. Some author also claims that Risk is the factor that
changes the mind of the consumer towards the usability of the technology [26]. The
Risk of image is generally refer to as the psychological Risk that is causing conflicts
within the beliefs of the consumers [27]. So following the literature reviewed the
following hypothesis was framed:

H4: Psychological Risk has negative relationship with Behavioral Intention for
using m-banking services.

Privacy Risk
According to Bestavros [28], there has always been a Privacy issue with the customers
as they always try to avoid sharing their personal information online. Some researchers
also stated that consumer has a Privacy as a major concern while adopting online
services [29–31]. To ensure security and Privacy, banks has to develop trust with the
consumers, which will lead to increase in customer satisfaction. So it can be hypoth-
esized that.
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H5: Privacy Risk has negative relationship with Behavioral Intention for using
m-banking services.

Financial Risk
As using mobile banking services involves money, so there exists a type of Risk which
is known as Financial Risk. Financial Risk may be due to the non-refund of money
when by mistake user enters the wrong account number or amount. According to Luarn
[32], Financial cost negatively influence the Behavioral Intention of the user to use
mobile banking services. According to Kuisma [22], many of the users are not using
internet banking because they are afraid of losing money because of transaction error or
bank account misuse. Cudjoe [33] also suggested that financial cost is a vital inhibitor
in adopting m-banking services. So from the reviewed literature following hypotheses
was suggested:

H6: Financial Risk has negative relationship with Behavioral Intention for
using m-banking services.

The intention of this study is to investigate the chief attributes that are developed
from the various studies related to Perceived Risk including the Behavioral Intention to
adopt m-banking services. After critically reviewing the literature, few important points
have been gathered by the researcher, which is the main framework of this research.
The factor Behavioral Intention was added to the different facets of perceived Risk in
order to extract the factors associated with different types of Risk. And finally SEM
was used to check the relationship between the multiple constructs effecting Behavioral
Intention to use M-Banking Services.

3 Objectives of the Study

This main aim of the researcher was to get in-depth knowledge of the different facets of
Risk which have not been studied earlier. So from the gap identified while reviewing
the literature these three objectives have been framed by the researcher which are:

• To identify the different types of Risk affecting the Behavioral Intention of mobile
banking service users.

• To identify the relationship between the different facets of Perceived Risk and
Behavioral Intention.

• To develop the model linking these factors and test the same.

4 Research Methodology

In this study the researcher has used both types of sources of data collection i.e. the
primary as well as secondary sources. First hand data i.e. the Primary data was col-
lected through questionnaire using offline as well as online mode.
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4.1 Sample and Sampling Technique

For the interpretation of SEM results the determination of sample size is important, as it
provides an important base for the estimation of errors while selecting the samples. In
this study sample size of 250 respondents is taken. According to Hair et al. [38], in
applying SEM, the size of the sample is important and should be within 200 to 500. As
per Sekaran [34], there is no possibility of sampling frame error unless there are non-
response errors. Hence, after the final questionnaire, researcher was able to collect data
from 250 respondents out of which 220 were the usable responses to fulfil the above
objectives.

Sampling technique that was used for this study was snowball sampling also known
as chain-referral sampling method, and it is a kind of non-probability sampling tech-
nique. This type of sampling method involves primary data sources that nominates
another probable bases that can be used in the research work. Snowball sampling
technique is centered on referrals from initial subjects to generate further subjects.
Therefore, while applying this sampling technique participants of the sample group
were enlisted via chain referral.

The respondent’s demographic profile depicted that male respondents were mar-
ginally more than the female respondents i.e. 65% male and 45% female. As per the
analysis of demographic profile of the respondents 60% of the respondents belong to
the age group of 21–30 Years. Education also played an important role as majority of
the respondents were highly educated or professionally qualified. One major limitation
of this research work was that the selection of the respondents is inclined towards the
educated respondents.

4.2 Collection of Data

For the present research work the data was collected from Mobile banking services
users in Delhi and NCR. For collecting data from different customers reference from
the family and friends was taken.

Questionnaire survey was used for this research. Hair [35] suggested that ques-
tionnaire is the most effective way for a well-educated target population and normally
generates a large amount of response rate.

For collection of primary data, schedule/questionnaire was an essential tool that
was developed for reliable and first hand data collection. The questionnaire is “mainly
accumulation of inquiries that suits the study area and its targets, and the solutions to
which will give the information necessary to check the assumptions made for the
research” [36]. Researcher has used structured schedule/questionnaire for this purpose.

5 Analysis

In this research work Exploratory Factor Analysis (EFA) and SEM was applied to
perform data analysis using SPSS version 21 and AMOS version 21.
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5.1 Factor Analysis

In this research paper, EFA technique was applied. Factor loading is an important
statistical measure that indicated that the factor loading must be at least .50 before an
item is allocated to a factor and according to rule it requires a minimum sample size of
100 [36]. In the present study, 220 sample size was taken for EFA. The data for the
analysis is examined using Principle component Axis (PCA) matrix methods. A total of
7 factors were identified for PCA with varimax rotation and Eigen value more than 1.
The result confirmed that there were 7 factors that accounted for 68.21% percent of
total variance explained in this analysis. By using cronbach alpha, the reliability of the
questionnaire was also checked. Alpha (a) the reliability coefficient of each construct
are depicted in Table 2.

After checking the individual reliability of factors and overall reliability, Barlett’s
test for sphericity and Kaiser-Meyer-Olkin (KMO) which measure the adequacy of the
samples, was run refer Table 3. Barlett’s test for sphericity indicates that whether there
is enough correlation between the factors or not to run the factor analysis. KMO
measures the adequacy of the data to run the factor analysis. In this study the KMO
shows the measure of 0.867 which is above the lower limit of 0.5 [36]. The value of
Barlett’s test is v2 = 4654.539 (p-value < .001), which is also acceptable. This con-
firms that data is appropriate for conducting EFA.

Factor extraction technique which is also known as factor analysis was conducted
using Varimax factor rotation. It has been used to categorize the Perceived Risk related

Table 2. Reliability coefficient - cronbach alpha value of factors

S.No. Factors Cronbach alpha

1 Performance Risk 0.851
2 Financial Risk 0.922
3 Time Risk 0.862
4 Social Risk 0.902
5 Privacy Risk 0.789
6 Psychological Risk 0.883
7 Behavioral Intention towards adopting mobile banking 0.883
8 Overall reliability 0.795

Table 3. KMO and Barlett’s test

Kaiser-Meyer-Olkin measure of sampling
adequacy

.867

Bartlett’s test of sphericity Approx. Chi-Square 4654.539
df 595
Sig. .000
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variables that has an influence on the user’s Behavioral Intention to adopt m-banking
services. Researcher has considered 35 items for seven factors in this research paper,
which was examined by using PCA. Total variance explained showed “the extent to
which total variance of the observed variable is explained by each of the principle
component”. Initial factor extraction reveled seven important Risk related factors with
Eigen value greater than one. The first principle element, which is related to Financial
Risk (FR) of m-banking services which makes the principal and major part of the total
variance explained, has an Eigen value of 8.890 which amounts to 25.39% of the total
variance explained as shown in Table 4.

However, all the seven factors have identified from 35 statements accounted for
68.21% percent of total variance explained.

Table 5 shows the number of items measuring the respective variables with factor
loading values. The table of factor loading shows that all the items are loaded fairly on
to each of the corresponding factor. These are seven factors that have been identified
from 35 variables.

5.2 Structural Equation Modelling

It was applied to check the relationship amongst the multiple factors in the research
model. It was applied in two parts; first part is the measurement model and second part
is the structural model. Measurement model was used to verify the relation between the
constructs and their indicators while structural model was used to check the relation-
ship between the factors. Measurement model is validated via CFA and the estimation
of structural model is through Path analysis.

First of all, the model was analyzed as a CFA model that provides an assessment of
Reliability, Convergent Validly and Discriminant validity and then secondly, to
understand the causal relationship, path analysis was executed.

Table 4. Total variance explained for all the factors

S.No. Factors Total variance
explained

1 Financial Risk 25.399
2 Behavioral Intention towards adopting Mobile banking 12.990
3 Social Risk 8.162
4 Psychological Risk 7.463
5 Performance Risk 5.513
6 Privacy Risk 4.507
7 Time Risk 4.179
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Table 5. Measurement propertied for multi-item construct (factor loadings)

Rotated component matrixa

Component
1 2 3 4 5 6 7

FR9 .904
FR8 .879
FR10 .874
FR11 .872
FR7 .807
BI36 .808
BI35 .777
BI37 .739
BI40 .698
BI38 .650
BI39 .636
SR19 .799
SR22 .797
SR20 .768
SR21 .754
SR18 .691
PSY33 .830
PSY30 .824
PSY31 .821
PSY32 .808
PSY34 .718
PER4 .833
PER3 .814
PER1 .810
PER2 .789
PER5 .694
PR25 .763
PR23 .762
PR24 .668
PR27 .666
PR26 .636
TR17 .832
TR15 .799
TR14 .740
TR13 .679
aRotation Converged in 6 Iterations.
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5.3 Conducting CFA to Validate the Measurement Model

As discussed, Measurement model was analyzed by checking the Reliability, Con-
vergent Validly and Discriminant validity.

Cranach alpha value was used to check the Reliability, which should be below 0.7
according to Nunnally [37]. In this research paper this condition is satisfied by the data.
To check the convergent validity and Discriminant validity the condition that should be
satisfied is mentioned below:

• Convergent validity = cronbach’s Alpha > Average Varaince explained.
• Discriminant validity = Maximum Shared Variance < Average Varaince explained.

In this research paper convergent validity and discriminant validity was satisfied by
the data as shown in Tables 6 and 7.

In order to check the zero order model in CFA, P-value of all Individual constructs
was checked that is below 0.05 and model fit is shown in Table 8 and model fit for the
first order measurement model was also checked and is satisfying all the condition for
goodness of fit.

Table 6. Convergent validity for all the factors

S.No. Factors Cronbach
alpha

Average variance
explained

1 Performance Risk 0.851 0.517
2 Financial Risk 0.922 0.703
3 Time Risk 0.862 0.596
4 Social Risk 0.902 0.642
5 Privacy Risk 0.789 0.519
6 Psychological Risk 0.883 0.600
7 Behavioral Intention towards adopting

mobile banking
0.883 0.542

Table 7. Discriminant validity for all the factors

S.No. Factors Average variance
explained

Maximum shared
variance

1 Performance Risk 0.517 0.058
2 Financial Risk 0.703 0.058
3 Time Risk 0.596 0.291
4 Social Risk 0.642 0.387
5 Privacy Risk 0.519 0.256
6 Psychological Risk 0.600 0.134
7 Behavioral Intention towards adopting

mobile banking
0.542 0.387
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The value of GFI was 0.906 above 0.90, the required cut off criterion. The CFI was
also 0.936, above the acceptable guideline of 0.90. Additionally, the RMSEA was
0.039, below the 0.08 guideline of acceptability. Therefore the model was determined
to be acceptable enough to proceed with further analysis (Fig. 1).

After conducting the path analysis, researcher would examine the selected overall
fit measures as discussed in the preceding section, how the path model fits the data.
Analysis of path model yielded a reasonable fit to the data. The value of GFI was 0.995
above 0.90, the required cut off criterion. The CFI was also 0.992, above the acceptable
guideline of 0.90. Additionally, the RMSEA was 0.043, below the 0.08 guideline of
acceptability.

The establishment of an identified path model then allows the researcher for testing
the postulated relationship of the factors as outlined in the proposed research model.

Table 9 shows the result of the path analysis that was executed to check the
relationship between the multiple factors that were identified in the EFA. So as per the

Table 8. Model fit indices for zero order

Summary of zero order model fit indices

Constructs CFI GFI RMSEA CMIN/df
Performance Risk 1 .994 .017 1.063
Financial Risk .996 .988 .058 1.735
Time Risk .997 .995 .068 2.022
Social Risk .994 .986 .067 1.971
Privacy Risk 1 .993 0 0.956
Psychological Risk 1 . 998 0 0.280
Behavioral Intention towards adopting mobile banking .982 .970 .093 2.880

Fig. 1. Proposed research model (Source: Self)
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result Social Risk, Time Risk, Psychological Risk and Financial Risk were found to be
statistically significant and can affect the Behavioral Intention in adoption of m-banking
services in the Indian context. So the hypotheses H2, H3, H4, and H6 are accepted and
H1 and H5 are rejected.

6 Major Results and Findings

The findings of this research work support the four hypotheses out of six. Social Risk,
Time Risk, Psychological Risk and Financial Risk was found to have statistically
significant negative relationship with the Behavioral Intention in adopting m-banking
services. The interpretation of the each finding is discussed in detail below.

Financial Risk was found to be the utmost significant factor that influence
Behavioral Intention in adopting m-banking services. This implies that all those users
who perceives mobile banking as vulnerable platform when doing the financial
transaction and who have concern about the non-refund of the money because to
careless mistakes of the users’ like wrong entry of own account number or amount of
the money to be transferred or withdrawn were liable to have negative intentions
towards adopting mobile banking services.

Social Risk has also come out to be the second important factor influencing con-
sumer intention in adopting m-banking services and it is also the powerful inhibitor to
the Behavioral Intention in adopting m-banking services. This implies that the Indian
consumer do not have very favorable attitude towards its adoption and they care about
the Social pressure from their peer group. And it also implies that they have their
friends, family, relatives who also do not have positive attitude towards mobile banking
services.

Time Risk has also emerged as a negative factor influencing the Behavioral
Intention in adopting m-banking services. The significant impact of Time Risk implies
that consumers in the Indian market do not like to wait if there is a delay in the
transaction to get completed or delay in the payment. It may be due to network problem
or an error occurred with the site or application.

The result also indicated that the Psychological Risk was also the important
inhibiting factor in influencing the behavioral adoption of m-banking services. This
may be due to the fact that consumers do not want unnecessary tension due to
involvement of money and Risk while using mobile banking services. The stress of the

Table 9. Testing the proposed model with regression weight

Estimate S.E. C.R. P Relationship

BI ← PER −.015 .070 −.214 .830 Not significant
BI ← TR −.273 .064 −4.240 *** Significant
BI ← SR −.373 .061 −6.073 *** Significant
BI ← PSY −.142 .063 −2.261 *** Significant
BI ← PR −.080 .058 −1.375 .169 Not significant
BI ← FR −.098 .040 −2.447 *** Significant
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consumers may also increase when response Time in completing the transaction
increases.

Indian consumers are not giving much importance to Performance Risk and Privacy
Risk. This may be due to the fact that they are not much concerned about the
expectations and level of benefits received while using mobile banking services. They
also do not worry about the sharing of their personal details with others because they
trust the mobile banking services that they will not fraud but they doubt the technical
error that may occur anytime.

7 Implications of the Research

This study is useful for the banking sector to implement the strategies for adoption of
mobile baking services which will enable them to increase the customer base and
provide them with better services. The implications of this research work are discussed
below.

This study provides new information related to the different facets of Perceived
Risk and Behavioral Intention in adopting m-banking services which have not been
covered in the Indian context. Thus this study supplements to the existing body of
knowledge.

Most of the previous researches have studied perceived Risk as a single construct
but in this study researcher tried to bring out the different facets of perceived Risk. So
detailed and in-depth analysis of different types of Risk by the researcher can help the
banks to take care of all the Risk variables while designing the mobile banking services
applications and to develop the Risk reducing strategies so as to give assurance to the
user and it will help in increasing the customer base.

This study is also contributing in deciding which factor is the most influential and
as per the result of the empirical analysis, Financial Risk affects the adoption intention
the most. So banks should give surety to the consumers regarding their finance. And
banks should also have a proper refund facility, in case of any wrong transaction
occurred or it may be due to carelessness of the consumer that the consumer may have
entered the wrong account number or wrong amount.

This study also helps the bank to understand the effect of different types of Risk;
out of all i.e. Social Risk, Privacy Risk, Psychological Risk, Performance Risk, Time
Risk and Financial Risk only two came out to be statistically non-significant in the
Indian context i.e. Privacy Risk and Performance Risk.

This study also provides important strategic guidelines to the banks. For instance,
this study revealed that Financial Risk is the most influential Risk factor affecting the
adoption intention of the user. Findings of this research work also helps the bank to
provide the better customer service through M-banking by overcoming the Risk factors
and providing surety to the customers about their security.
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8 Conclusion

This research paper aimed at extracting the factors to predict the different facets of
perceived Risk in Mobile banking. This study incorporated six components of per-
ceived Risk to investigate in detail the positives and negatives of adopting mobile
banking services.

So some of the suggestions by the researcher is also discussed. Banks should also
give various offers to the customers to lure them to shift from traditional way of
banking to mobile banking. Banks, should provide important information to the cus-
tomers regarding phishing, hacking and fraud.

Many of the user’s shows reluctance in using the online base for financial trans-
action, to overcome these banks should organize awareness programs for the public to
increase the adoption towards mobile banking services. Security is the major concern in
the customers towards nominal banking services usage, so banks should provide trials
to use M-banking services on their mobile phone.

In all, banks should use alternative ways of motivating customers to adopt mobile
as a medium to do financial transactions online and to use different modes of adver-
tisement to create awareness among the customers. All these suggestions and impli-
cations may help banks and government to increase the financial inclusion in India.

In future research it is important to generalize the result through in-depth investi-
gations ion the various developed and developing countries. This may be because the
Behavioral Intention varies with the population and the country as well. The future
research may also incorporate other factors in the model such as Perceived Cost, Trust,
and Culture in order to examine their influence on Behavioral Intention towards
adopting m-banking services.
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Abstract. One of the major organ and resource in human is brain which is
interconnected with millions of neurons, these neurons can be used to know the
attention of human at different time intervals. The human brain waves plays a
vital role in controlling and monitoring the devices and environment. The EEG
sensor is used to transfer brain waves using Bluetooth and automated through a
microcontroller for knowing the attention of the Human brain. The major system
in the designed work is with Arduino Mega Microcontroller which is pro-
grammed to monitor the attention of the brain activities. All the readings helps in
predicting the status of the human brain Activity. The quality of the work is
defined by recording the mental states of human brain by different frequencies of
brain waves. The different frequencies are detected are alpha, beta, gamma and
delta patterns. In the carried work real time simulation and testing is done on
breadboard. The implementation results are clearly shown by signifying each
step importance. The outcomes of the carried work are monitored in real time
and checked through Internet of things (IOT). The carried work is tested on
different participants and they were advised to analyze and think on various
tasks such as left, right, forward and back. The data is although collected from
various participants for correlation and deviation values. In general the analysis
is performed with the thinking data and computed in terms of attention levels.
Further to this it can be used for Alzheimer’s disease and cognitive impaired
people to know the exact thinking of the people and their needs or requirements.

Keywords: EEG � Arduino � IOT � Brain � Attention � Alpha

1 Introduction

Mind Machine Interface is the one which connects brain with computer. It creates a
path between human and external device for assisting and knowing the cognitive
behavior of human brain. The Brain computer Interface (BCI) is much focused on
neuro prosthetics and dreadful diseases like Alzheimer and Bipolar disorder diseases.
These interfaces gives a direct correspondence to the human movement and influence
on its execution. Brain attention is very important measurement in psychology for
many decades [2]. According to chih-Ming (2017) recognizing the attention levels
provide higher potential and timely alert for feedback and online monitoring. However
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the attention level determines the learning performance and easily prediction of the
effects from distraction of the work. Moreover this study attains importance for sus-
tained attention level with respect learning activity and evaluation of performance. The
attention level from human brain are recorded as Delta, theta, alpha, beta, Mu, lambda
and vertex for different users and are placed in different locations of brain [1]. These
waves determine sleep, coma, stress and intention towards tasks etc. The psychological
process gives a better analyzing and understanding of any human in terms of con-
centration and focus. This helps in enhancing the speed and accuracy of human [6]
(Fig. 1).

The Brain waves are used to produce synchronized electrical pulses with neurons to
communicate with each other. These EEG sensors are placed on the scalp and divided
for each sections of bandwidths for its respective functions. The best spectrum deter-
mined is for consciousness and complex situations [13]. The waves produced from
brain are measured in Hertz (Cycles/Second) for determining the bands of fast, slow
and moderate frequencies. However the problems associated in our life are from all
sorts of emotional and neurological conditions [12]. The below table gives the various
levels of frequency through the Table 1.

The first type of waves are with a frequency of <0.5 Hz known as Infra low used
for slow and cortical potentials. They are very difficult to measure and underlie to
higher brain functions. The other frequency type is from 0.5 to 3 Hz known as delta
waves which are like drum beat and generated from meditation and dreamless
sleep. The third type of brain waves are from 3 to 8 Hz frequency band which are
known as theta waves for learning and intuition with external world. Next waves are
about Alpha waves which are from a frequency of 8 to 12 Hz. These waves come from
the flowing thoughts and meditative states. Beta waves are other type of waves from 12
to 38 Hz and they work for waking state of consciousness and these waves are fast and
usually appear during the judgement and mental activity state [11] (Fig. 2).

Fig. 1. Shows the human Brain computer Interface (BCI)
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Lastly Gamma waves are highest frequency waves from 38 to 42 Hz for repre-
senting the love and virtues of human.

2 Literature Survey

In order to thoroughly understand and find the related literature, a comparison study has
been defined to the earlier works. Besides this work has been compared with two
papers which are more close to the novel attention awareness system (Table 2).

These comparison of results show the recording and attention level of human and
the various components used for recording the brain activity and learning design for the

Table 1. Shows the frequency bands and its relative use [2]

Different
types of
signals

Frequency
(cut off)

Location-brain
position

Purpose

Delta <4 Hz Can be placed
anywhere on the
brain

This information is useful during
coma or sleep

Theta 4–7 Hz Parietal and
temporal lobe

Frustration, disappointment and
emotional stress can be in relation

Alpha 8–12 Hz Parietal and
occipital lobe

Mental imaging or sensor
stimulation

Beta 12–36 Hz Frontal and parietal
region

Intense mental activity advance
stage

Mu 9–11 Hz Motor cortex-frontal
region

Showing intention towards
movement or displacement related

Lambda Sharp
Jagged

Occipital Depends on visual movement and
attention

Vertex Depends on patient Monitored mostly towards patients
affected with epilepsy

Fig. 2. Shows how the waves are interpreted in real time with potential
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user modelling systems. All the literature studied gives a broad experience in under-
standing human response. The mind wave head set sends the data through Bluetooth
for graphical representation on the computer through microcontroller. The processing
software of Arduino sketch is used to define brain Grapher with python programming.
All the details are observed in Internet of things (IOT) from anywhere and anytime.
Arduino board supports the python programming with IDE for measuring the brain
activity. The system detects the brain activities and initiate control for assessing the
human brain [1–6].

2.1 Existing Drawbacks

1. Proper safety steps should be followed while connecting the sensor on the scalp and
its reference contacts should be grounded as needed but not on the head Sections.

2. Choosing appropriate sensor is required as often the complaints are through low
battery power and hair disturbing or not kept suitably on the head [3].

3. From the literature studied it is seen that environmental noise, manmade noise too
have more effect on electric signals strongly.

4. Moving the head improperly and not following instructions and clamor is
unavoidable for the sensor.

Table 2. Shows the survey of literature studied

Se.
No.

Title of the paper Hardware and
software used

Methods and
related results

Measurement of
response and its
results

1 Chen et al. assessing the
attention levels of
students by using a
novel attention aware
system based on
brainwave signals [1]

Headset for mind
wave
measurements,
classifier of
support vector
machine and
genetic
algorithm

Measurement
of EEG with
data of beta,
alpha and
gamma waves
Able to
determine the
attention level

Validation by
recall and
precision rates

2 Frey et al. framework
for
electroencephalography-
based evaluation of user
experience [2]

Signals or waves
from EEG
sensors for a
frequency of
512 Hz, anova
tools for
graphical
measurement,
virtual keyboard
and its LCD
interface

To define the
states of brain
like relaxed,
emotional,
motivational,
mental

Ranges have been
defined as hard
and easy and ultra
for different
classifications.
LDA or fish
analysis for
predicting the
reaction time
0.93 s
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3 System Design

Neurosky mindwave sensor provides EEG sensor values and these waves are carried
out wirelessly through Bluetooth and Arduino is programmed in Sketch IDE to
determine the values of Alpha, theta and gamma. These values are sent through a
channel using things speak software which enables the user to verify and monitor the
values from anywhere which is much useful for any user. These values are updated
online and monitored as per the need (Fig. 3).

3.1 Flow Chart and Design Steps

System Flow Chart: The work carried out is defined in steps with a flowchart where
the total process of the work defined is shown below and the coding for this work has
been carried out with Arduino sketch. The implementation work is described in two
steps as shown in Fig. 4.

Arduino IDE is the environmental framework used for coding and its results were
checked out in Arduino sketch. This software is user friendly and it is inbuilt to carry
out any activity on the web and it is quite easy for understanding. The baud rate used in
communication is 9600. The steps followed in the process is defined as follows

1. Adruino IDE install in your system
2. Use the board with drivers installed through USB cable
3. Launch the application of Adruino and involve the use of Blink Example
4. Use the serial port to connect the board and define the values
5. Register online in things speak and create a channel
6. Use the Channel ID for updating the values
7. Appropriately check the connection and refresh it as required
8. The graphs plotted are considered and check the numerically to correlate the graph

and information
9. Understand the values and check at different intervals to know the difference

10. Calculate the values and analyze the readings as required
11. Perform this operation at different ages and find the relevancy and percentage of

matching.

Fig. 3. Block diagram for detecting brain activity.
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Fig. 4. Flowchart of the total system output with appropriate implementation procedure
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4 Hardware and Software Requirements

The proposed work designed uses Arduino Mega, EEG sensor and HC-05 Module and
a PC for display or LCD screen.

4.1 Arduino Mega

It is the major component in the proposed work. This microcontroller board has 54
digital input/output pins and four UART and crystal oscillator of 16 MHz this has a
USB cable to directly connect to computer or adapter of power. This microcontroller
support and compatible to Arduino duemilanove. The voltage recommended for the
Microcontroller is 7 to 12 V. The memory used is 8 Kb SRAM and Arduino software
uses serial monitor for text data and serial communication. The bootloader of 1280 has
STK500 protocol for programming incircuit (Fig. 5).

4.2 EEG Sensor

In this work Electroencephalography (EEG) signals are recorder using this sensor.
These sensors are placed on scalp and electrical signals of low frequency are recorded
from brain. The signal bandwidth are with a range of 1 Hz to 50 Hz. The analog
signals from brain are converted in to digital with ASIC processor inbuilt and passed
through Bluetooth or any other hardware. The MSP 430 is major processor in Neu-
rosky module (Fig. 6).

4.3 HC-05 Module

This module is connected to Mega for reading the data and uploading and sending the
information wirelessly (Fig. 7).

Fig. 5. Shows the interfacing of Arduino with Mindwave headset
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5 Experimental Results

The following steps are to be followed for installing and configuring the proposed work
and the steps are detailed enough to explain the operation

1. First take the Mind wave kit and switch it on and unpair the last connections and
then switch it off

2. Use the program of Arduino as uploaded in the sketch IDE and use source code to
Arduino Board using Arduino compiler.

3. The serial monitor should be opened with Arduino compiler for 9600 baudrate.
4. Define all the connections as represented then switch ON the Arduino Board.
5. After the 7 s, switch ON the Mindwave device.
6. Now the Mindwave device and Arduino Board will pair automatically.
7. Wear the Mindwave device in Head, and give the attention.
8. Check the LED variation with respect your attention level.
9. After obtaining the data on serial port, our target is send the data over THING-

SPEAK, to make the sensor data as public using IOT
10. See the below images and follow the steps according for establishing the channel

output from anywhere (Figs. 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18 and 19).

Fig. 6. Prototype design and testing with all hardware

Fig. 7. Bluetooth (Hc-05 Module)
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Fig. 8. Shows the simulation testing done in proteus software

Fig. 9. Shows the simulation testing done in proteus software
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Fig. 10. Shows the hardware components used in design of the proposed work

Fig. 11. Shows the prototype design and output verification

Fig. 12. It is a application that acts as an interface to internet of things and any input data to
monitor
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Fig. 13. It shows an interface with user login this can be done by having account in mathworks
and can easily sign in for uploading or interfacing the data into IOT (Things Speak)

Fig. 14. After establishing account with things speak it will provide a channel with ID and you
can give the name for the account and can define what sensor data is used to in internet
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Fig. 15. Shows how you establish a new channel to upload the data of Mind wave sensor

Fig. 16. You can see an application peripheral interface key to link the data obtained from
sensor through microcontroller
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Fig. 17. This is to show what data is to be shown in IOT i.e., alpha, beta, and gamma waves

Fig. 18. You can see the result of alpha, beta in the above which describes how the data has
been presented through IOT (anytime and anywhere)
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6 Conclusion

This is how the sensor data which is provided by the Mind wave about the status of the
person is uploaded to the IOT which is a public domain. Anyone can open and observe
the readings. The main Aim of this project is make the brain data accessible by the
doctor at any point, as such the necessary treatments can be planned from anywhere
and expert doctors can reach the patients at all the respective different locations. Brain
attention is measured in the form of meditation and concentration values as alpha,
gamma, beta and delta waves. The graphical view can be seen through Things speak
from a valid login channel. The EEG signals are optimal to record the status of the
human brain Activity. This biofeedback is defined as neurofeedback for teaching and
understanding the activities through brain. The Human status and his brain activity can
be monitored through IOT and is a public domain. These readings from brain activity
are analyzed and can be useful for a doctor for accurate treatment. The treatments can
be planned and human attention can be monitored from anywhere and anytime.

Acknowledgment. I am very much thankful to Middle East College, Muscat for providing me
lab facilities and also creating an environment of renowned professors who helped me at every
step during contribution to my work and defining me new research findings related to the work
proposed.

Fig. 19. Shows the gamma result with mind wave sensor through IOT to observe and monitor
the situation.
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Abstract. The privacy preserving search feature is very useful for a cloud user
to retrieve the desired encrypted documents easily, securely and cost effectively
in the cloud. However, a search query issued by the user may sometimes have
mis-typos i.e. wrongly typed words. The mis-typos could occur because of the
addition or drop of letter(s) from the word or by swapping of characters in a
word. At times such mis-typos may have many spelling suggestions against
them within a given threshold, of which only a few makes sense as per the
context of the query. Also the mistyped word may sometimes result in another
valid word from the dictionary or the word list and hence the mis-spelt word
may go unnoticed. Recent works in cloud address the issue of fuzzy search.
However, these approaches do not suggest a word suitable as per the context and
co-occurrence with other words of the query for such mis-typos. This paper
presents a privacy preserving scheme ‘Context Sensitive Fuzzy Search’ (CSFS)
in a cloud computing environment that address these issues. CSFS uses
Levenshtein distance and neighbor co-occurrence statistics computed from
encrypted query click logs and suggest(s) word(s) from the generated sugges-
tions and set distance as per their co-occurring frequency with other words of the
query. The results achieved show that the spelling suggestions listed are as per
the context of the query and have high recall value.

Keywords: Mis-typos � Fuzzy � Cloud computing � Encrypted query click logs
Co-occurrence

1 Introduction

Cloud computing has become prevalent because of the enormous benefits it provides.
People now rely on cloud for the various services it offers, including storage as a
service [1] resulting in remarkable increase in the volume of data stored on the cloud.
Cloud Service Providers (CSP) need to keep the user data in encrypted format as it may
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contain sensitive and crucial data [2]. Encryption though needed makes searching on
the encrypted data difficult. However, for enhancing user experience and for retrieving
desired documents quickly and economically from the encrypted cloud data, a suitable
search mechanism is desired.

The practical solution to the problem of searchable encryption has been given by
Song et al. in the year 2000 [3] for the first time. Thereafter, many [4–9] solutions from
different perspectives towards improving the techniques and ways of searchable
encryption have been proposed. These techniques, however, are not directly applicable
in the cloud computing environment as they lack in providing a good user search
experience. Many researchers in [10–16] have given schemes for privacy preserving
multi keyword search in the cloud. These schemes provide invaluable insight in the
area of keyword search over encrypted data in cloud computing. Thereafter researchers
in [19–22] provided schemes for fuzzy search over encrypted cloud data, towards
enhancing search capability. Fuzzy search refers to a search process in which the search
is carried out against the keywords that does not match the search query completely,
but approximately. One reason for this, could be introduction of spelling errors (due to
typing errors i.e. mis-typos) in the search query.

2 Related Work

Li et al. in [17] have given a fuzzy search using the wild card method. They use ‘edit
distance’ and their scheme returns the matched files if the user query exactly matches
the pre-set keywords and in case there are typos or format inconsistencies then the
server returns the closest possible results based on the pre-specified similarity
semantics. Later, Ahsan et al. in [18] have given a fuzzy based scheme in which they
use monograms and give relevance to the position of the character in a word and find
the correct word for the mis-typo with maximum similarity. They use ‘Jaccard simi-
larity’ with a variation to compute the similarity. Ding et al. in [19] proposed a scheme
wherein they reduced the index size in order to incur low storage costs. They use k-
grams and ‘Jaccard distance’ for construction of fuzzy keyword sets and produce fuzzy
results. Chen et al. in [20] gives a scheme, in which they give a two-stage index
structure, Locality-Sensitive Hashing, and a Bloom filter and assures that the search
time is linearly independent of the file size. Their multi-keyword fuzzy search function
is implemented based on the Gram Counting Order, the Bloom filter, and Locality-
Sensitive Hashing. In the research by Khan et al. [21], the objective proffered is to
make the index and trapdoor more secure hence ‘Vernam cipher’ is used and for
finding the near correct spelling ‘Levenshtein distance’ is used. The focus in [22]
relates to enhancing user search experience. They use tree based index, expand the
query locally with correction for wrong spelling and sends it to the server. They also
expand their query for synonyms.

These fuzzy schemes available in literature as well as our previous work [21]
addresses the problem of fuzzy search but none of these deal with the issue of choosing
the best available suggestion as per the context of the query.
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3 Proposed Scheme CSFS

3.1 Problem Formulation

For a given mistyped word under the set distance of adding, removing or substituting a
character there could be many spelling suggestions. Out of these, the best suggestions
could be further shortlisted as per its context and relevance. For example, if a query
issued is “world pece day” where the “pece” is wrongly typed. If we consider the
distance of 1 the correct word suggestions for it could be “pace”, “peck”, “piece”,
“pence” and “peace”. Accordingly the confusion set will be “world pece day”, “world
pace day”, “world piece day” and “world peace day”. From among these, if the context
is checked, the correct word suggestion “peace” is most appropriate. Considering
another scenario the misspelled word because of insertion, deletion or swapping of
characters may generate another valid word. For example, the character ‘s’ missed from
the word ‘sword’ generates ‘word’, ‘tent’ gives ‘rent’ because of wrong key press and
‘cat’ gives ‘act’ because of swapping of letters. Here all three mistyped words are valid
word that makes it difficult to identify that a spelling error has occurred. So a mech-
anism is needed for suggesting correct spelling suggestion(s) by considering the con-
text of the query.

3.2 System Model

To address the issue of shortlisting the suggestions of correct spellings as per the
context of the query, we propose a scheme Context Sensitive Fuzzy Search (CSFS).
We address the issue for both cases i.e. where mistypos does not generate a valid word
and a case where they generate a valid word. The proposed scheme CSFS consider
cloud storage system to consist of four entities namely data owner, data user, private
cloud server (a trusted entity) and the public cloud server. Data owner is responsible for
uploading the encrypted document collection C = Enc (D1, D2… Dn) along with its
encrypted index file Î Mð Þ. We assume that the data owner authorizes the data user to
perform search and access the document collection C. The private cloud server holds
cipher table and spell table. Public cloud server is a rented commodity where

Fig. 1. Architecture of CSFS system model
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document collection C is uploaded along with its index file Î M; Sð Þ, it maintains the
master encrypted query click log Ǭ, collocation dictionary €Ð and returns relevant
documents mapped against the user’s search query. Figure 1 shows the architecture of
CSFS system model.

3.3 Threat Model

In this paper, we consider private cloud server to be a fully trusted entity whereas for the
public cloud server we consider it as honest-but-curious server. So despite keeping all the
documents in encrypted format we need to assure that the search is performed in a secure
manner and prevents information leak from which statistical inferences could be drawn.

3.4 Notation

• Î Mð Þ: Index of unique words encrypted with key M
• Î M; Sð Þ: Index of unique words encrypted with key M further encrypted with key S
• t(M): Query unique words encrypted with key M
• t(M, S): Query unique words encrypted with key M further encrypted with key S
• : Table containing all ciphers of the word vectors
• €Ð: Collocation Dictionary
• Ǭ : Master Encrypted Query Click Log

3.5 Preliminaries

Collocation Dictionary (€Ð)
Collocation dictionary €Ð is formed by aligning the queries (from Ǭ) against each
other. The queries picked for alignment are from same cluster. This cluster is formed by
keeping all queries that have clicked the same document in search results, and further
adds all the queries, linked to the shortlisted document in the cluster. The queries
selected for alignment have equal number of keywords with only one dissimilar term in
them, which then becomes the aligned word. The €Ð formed contains, the aligned
words (as mainword and alignedword) and the neighboring terms with their co-
occurrence frequencies. We designed the €Ð in this manner, as we plan to use €Ð for
synonym based multi keyword search over encrypted cloud data as well. However, to
increase the efficiency of the fuzzy search, while building up €Ð, we also included the
queries which could not find a matching query during alignment. For such entries we
left the ‘aligned word’ field empty. The co-occurrence frequencies are encrypted using
Paillier encryption. We recorded up to the tenth neighbor (as we have limited our study
to 10 keywords in a search query). €Ð randomly contains dummy words to prevent
keyword guessing attacks. €Ð needs updating on periodic intervals for efficiency.

Word Vectors
We use query click logs and align them against each other to form the €Ð. For aligning
the queries, we require that the encryption is term-wise. So, we devised “word vector”,
wherein we form a bit string of the target word according to the key M (length 167 in
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our experiments) and then shift the formed bit string by shifting factor (mid-point in
this paper). The key M is an array of characters ‘a–z’ repeated multi-time, but all
randomly arranged. We then set the bits of the target word by referring this array. We
strictly set the bit in the order of the occurrence of characters as in the target word. For
e.g. if the part of the keyM is (a, b, s, e, b, r, a, e, b, d, a, d…) then the bit strings for the
word ‘bed’ is 010100000100, for the word ‘bread’ it is 010001010011, for the word
‘bead’ it is 010100100100. We then shift these bit strings around the midpoint (shift
factor) so the final bit string for the word ‘bed’ will become 000100010100. These bit
strings are different for every word and even for the word with same characters but in
different order of occurrence.

Cipher Table
We encrypt the received word vectors (bit string formed above) in the private cloud.
This encryption is done by lookup method in . is formed in the offline stage. It
contains the bit string and its equivalent cipher. The equivalent cipher are obtained by
recording any one occurrence of the random cipher obtained by using a non- deter-
ministic cipher. We used Advanced Encryption Standard (AES) in CSFS.

4 Proposed Solution CSFS Scheme

The proposed solution CSFS scheme makes following assumptions regarding the
typing errors that a user make:

1. A user can miss or add an extra character in one of the query word.
2. The characters in a word may also be swapped due to wrong key press order.
3. Mistyped words due to any reason i.e. characters missed, swapped or added nor-

mally are invalid words; where invalid words mean they are not found in the
dictionary/word list.

4. At times the mistypos due to any reason i.e. characters missed, swapped or added
may result in another valid word; where valid words mean they are found in the
dictionary/word list.

5. We also assume that in a multi-keyword query the user makes spelling errors; and in
proposed CSFS scheme we consider that only one of the keyword is misspelled.

4.1 Index Construction

Unique Keywords
The data owner in CSFS extracts the unique words from the documents, unique key-
words of the filename and the file description keywords and add some dummy key-
words. File description keywords act as metadata for the file, explaining the intent of
the file. Data owner adds the file description keywords while uploading a document.
For example for a document ‘The tempest’ or ‘Julius Caesar’ he may enter ‘Tales of
Shakespeare’ as file description. Now it may be possible, that nowhere in the document
‘Julius Caesar’ the keyword ‘Shakespeare’ is present. But, if the user issues a query
‘tales of Shakespeare’ all such documents become relevant due to the file description
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keywords and are listed in search results. Dummy keywords are added to provide
protection against guessing of keywords [23]. He/She then generates an index of the
above extracted keyword set, followed by their term frequencies and their squares. For
the dummy keywords it adds the term frequency as zero.

Encryption
In CSFS, the data owner encrypts the term frequency and its squares using Paillier
encryption. We use Paillier encryption because of its additively homomorphic prop-
erties i.e. given Enc(x1) and Enc(x2) you can get Enc(x1 + x2). Also Paillier encryption
is used to multiply an encrypted number with a plain number i.e. given Enc(x1) and x3,
we can get Enc(x1)*x3. So, it secures the data and yet computes the similarity and find
the most relevant documents. The keywords of the index file are encrypted with the
word vectors to form Î Mð Þ. He/She then uploads the index file Î Mð Þ along with the
encrypted document collection C to the private cloud server. Here is referred to
encrypt the unique keywords in the index file and finally form Î M; Sð Þ.
Uploading
Î M; Sð Þ and the document collection C are uploaded from the private cloud server to
the public cloud server.

4.2 Encrypted Search Query

Encryption and Spell Correction
In CSFS the data user is authorized by the data owner to perform search and can access
the document collection C. A data user issues a search query. The keywords in the
search query are checked within the set distance using Levenshtein distance. If a spelling
suggestion is returned, then this is the case of the query having spelling mistakes that
result in invalid words. In this case all correct spelling suggestions for the mis-spelled
query keyword in the form t(M) is sent to the private cloud server where it is encrypted to
get t(M, S). However, if no spelling suggestions are returned then all the keywords in the
query are valid words. So, we assume that the query may have keywords that have
spelling errors, but these spelling errors have generated another valid word. In this case,
the original user query t(M) is sent to the private cloud server. We do not expand the
query t(M) and it only contains the user’s search query keywords. But the keywords in
the query however may be misspelled and have resulted in another valid word, so with
this assumption, CSFS checks all query keywords in the spell table in the private cloud.
It picks suggestions for all query keywords to build the confusion set. Spell table is built
during the offline stage and contains the spell suggestions for every valid word in the
word list. For spelling errors that result in another valid word, we limited our work to the
spelling errors occurring within the edit distance of 1 for insertion and deletion and edit
distance of 2 for the swapping of characters. For e.g. if we consider, the word ‘word’ it
checks all words within the given edit distance for substitution, deletion and addition of
characters from a word. So, the suggestions within the set edit distance (i.e. edit distance
of 1 for insertion and deletion of a character and 2 for swapped characters) that make up
are ‘work’, ‘wore’, ‘worm’, ‘worn’, ‘lord’, ‘wood’, ‘world’, ‘sword’. After running the
algorithm code for finding the valid word suggestion set for every word we built the
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spell table. All words in the spell table are encrypted with key M and then with key
S. Based on the suggestions given for a wrong spelling not in dictionary and for spelling
error that generates a new valid word CSFS builds a confusion set. t(M, S) is then sent to
the public cloud server. In both cases t(M,S) contains some dummy keywords as well to
prevent keyword guessing attacks.

4.3 Refine Query

Check Collocation Dictionary
€Ð is checked on receiving the confusion set from the private cloud server.

Refining of Query
This step is basically for the pruning the correct suggestion list as per the context. For
case 1 i.e. when the misspelled word does not generate a new valid word, spell cor-
rection suggestions contains valid words that could be formed in the given distance.
These words are checked in €Ð for their co-occurrence statistics with neighbouring
words of the query. For case 2 i.e. when the spelling error generates a new valid word,
the spelling suggestions are picked for every keyword. Suppose the original query is
‘word peace day’, here we assumes that the word ‘word’ has been wrongly written
instead of the word ‘world’. But then ‘word’ is also a valid word. A suggestion list
contains suggestion for all three keywords based on which a confusion set is received by
the public cloud server. Now it refers €Ð to check the neighbouring words. According to
€Ð the queries from confusion set for which the words are not found in neighbourhood
are dropped. Rest are arranged as per the frequency of togetherness for user’s selection.

Refinement Process
This process helps in shortlisting the spelling suggestion(s) by checking the co-
occurrence frequency (from €Ð) of the spelling suggestion candidate with other key-
words of the query. In €Ð we have the words, their co-occuring words and their co-
oocurence frequencies. These frequencies are encrypted with Paillier encryption that is
additively homomorphic. In refinement process we prune the suggestions that are not
relevant or we can say that are never found as neighbour in user queries.

For the refinement process, we pick the query keywords and check their co-
occurrence (as per neighbouring distance) with the listed spelling suggestions and
arrange them in tabular form as shown in Table 1.

Table 1. Arrangement of query keywords and all spelling suggestions for refinement

k1 k2 ……… km
s1
s2
.
.
sn
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We first calculate the sum of frequencies sum1i ¼
P

f Sið Þð Þ; 0\i� n (n is the
number of spelling suggestions) for every keyword Ki where Si is the spelling sug-
gestion received and Ki are the neighbouring keywords (as per their position i.e. first
neighbor, second neighbor etc.). Then we find the sum of all sum1i as given in Eq. 1.

sum ¼
Xn

i¼1
sum1i ð1Þ

Now we calculate the sum of the co-occurrence frequencies of neighbouring
keywords for every spelling suggestion to find its context relevance as sum2i ¼P

f Kið Þð Þ; 0\i�m; 0\j� n (m is the number of neighbouring keywords including
dummy keywords) for every spelling suggestion Si. For every sum2j obtained, we now
compute the grandsumj as per the Eq. 2.

grandsumj ¼ sumþ
Xn

i¼1
sum2j ð2Þ

For the calculation of final score we multiply the grandsum of each spelling sug-
gestion Si with count (the number of keywords the spelling suggestion is found to co-
occur with and whose co-occurrence is not zero, to sweep out dummy keywords) as per
Eq. 3.

finalscorei ¼ grandsumi � counti; 0\i� n ð3Þ

This gives the final context relevance score for every spelling suggestion that was
generated. All the spelling suggestions that were found to highly co-occur with the
neighbouring keywords gets the highest score. For the spelling suggestions that co –

occurred with lesser number of neighbouring keywords of the query gets comparatively
lower scores. In all this calculation, the public cloud server only gets to know the
finalscorei, no other value or score is revealed to the cloud server as the frequencies in
the €Ð were encrypted with Paillier encryption.

4.4 Search

The corrected query is now checked for the presence of its keywords in the index file.
Suppose we have a query Q comprising of keywords k1, k2 and k3 and dummy words
d1, d2 and d3. So now looks as k1 k2 k3 d1 d2 d3 (dummy keywords arranged
randomly). The index file is checked for the presence of these keywords and cosine
similarity is computed as per Eq. 4. The D refers to the document and Q refers to the
query in Eq. 4. Dummy words are available in the index file and in the user query as
well. But they do not hinder the search process and Q affect the search result as their
term frequency is zero. So, when the final scores are calculated dummy keywords
automatically sweep out. The top n ranked search result is returned to the user in order
of the similarity scores.
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similarity ¼ cos hð Þ ¼ D:Q
Dj jj j2: Qj jj j2

¼
Pn

i¼1 DiQiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 D

2
i

p
:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 Q

2
i

p ð4Þ

5 Experiment

5.1 Experimental Setup

The experiments are done in python on a Linux server with Intel i7 processor with
8 GB RAM. For the experimentation purpose we picked the words from /
usr/share/dict/british-english of Ubuntu 14.04 for creation of cipher dictionary and spell
table. We ran different algorithms to introduce typos by inserting, deleting and
swapping characters and check the valid words from it for the creation of the spell
table. A training set of queries of different lengths was built by selecting and cus-
tomizing the queries from AOL-user-ct-collection [24]. The dataset of documents was
specially built to make the documents suitable to test and use the queries corpus from
AOL-user-ct-collection.

5.2 Experiment Results

Index Generation
For the index, the unique words from the concerned document, document’s name, the
file descriptor text entered by the data owner and some dummy words are selected.
Index contains the term frequency and their squares encrypted with Paillier encryption.
Figure 2 shows the index construction time taken by CSFS for maximum of 12000
keywords in the index file. It shows that index construction time increases linearly with
the increase in the number of keywords. The index construction time is computed as in
Eq. 5.

Index Construction Time ¼
Time Equivalent Cipher Word Vector Select IndexWordsð Þð Þð Þþ

Time Enc Compute TermFrequency and Squaresð Þð Þ
ð5Þ

Correct Spelling Suggestion Efficiency

Case 1: When Spelling Mistakes are not Valid Words
These mistypos are identified locally. All the suggestions (considering deletion,
insertion and swapping of characters) are expanded. During experimentation it is seen
that the number of correct spelling suggestions generated here ranges from 5 to 12 that
are further pruned. Experiments conducted show that when pruning of the suggestions
was done by considering at least 30% of the query keywords as neighboring words, it
helped in improving the final suggestions. So, after dropping the spelling suggestions
whose frequency was below 30%, the number of spelling suggestions normally left are
between 1 to 3. Experiments show that more the number of keywords in the search
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query, more accurately, the collocates decide the correct spelling suggestions. The
results of these experiments are shown in the Fig. 3.

In Fig. 4 we show precision and recall, where precision is percentage of actual the
correct spelling suggestions (as selected by user) divided by the total spelling sug-
gestions returned after the refinement process. The results show that the precision is
high when the query keywords contains more keywords in it. This means it better
understands the context when the number of query keywords is more. For getting the
recall value, we divide the correct spellings selected by the actual correct spellings. We
found that the recall is approximately 100%.
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Fig. 2. Time taken for constructing index
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Case 2: When Spelling Mistakes are Valid Words
These mistypos are not identified locally, their confusion set is built by looking up the
spell table in the private cloud within the set edit distance. Since it is difficult to identify
the keyword that may be a mis-typo. We build confusion set by picking suggestions for
every keyword. So, the confusion set built in this case is larger.

Figure 5 shows the experiment results of the correct spelling suggestions returned
after refinement process for the case where mistypos are valid words. The confusion set
built in this case is larger than in case 1. After pruning, the number of suggestions
returned is shown in Fig. 5. The number of correct spelling suggestions returned is
comparatively more in this case. In our experiments, we included queries that had
keywords with more choices of forming another valid word as a result of single letter
deletion, substitution or deletion. Most of the queries after refinement process returned
3 to 5 correct spelling suggestions with a lesser number returning 1 or 2 spelling
suggestions. The user can ignore or select the query with suggested spelling correction.
Since the number of spelling suggestions returned after the refinement process in this
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case is more than in case 1 therefore precision percentage is comparatively low as
shown in Fig. 6. Precision is calculated similarly by computing the percentage of the
actual correct spelling suggestions (as selected by user) divided by the total spelling
suggestions returned after the refinement process. However the recall is approximately
100%.

6 Conclusion

In this paper, CSFS has been proffered to address the problem of privacy preserving
context sensitive fuzzy search in cloud computing. CSFS ensures privacy of the query
and the search process. CSFS suggests a spelling correction for the mistyped words as
per the context of the query. It exploits the capability of query click logs for the
formation of the collocation dictionary. We used collocation dictionary to find the most
appropriate spelling suggestion by checking out the co-occurrence frequency of the
suggested correct spellings for the misspelled word with other neighbouring words of
the query and later pruned the suggested spellings as per the scores obtained. The entire
process of pruning does not reveal any stored values, only the final scores are visible.
CSFS preserves the privacy of the search process as all the related values are well
encrypted and the similarity score calculation reveals only the final sums for similarity
calculation. The search result returns the ranked listing of the relevant documents.
CSFS handles spell correction for both spell mistakes that results in invalid words i.e.
the ones not found in the dictionary or the word list, and for valid words i.e. the words
that are found in word list or the dictionary. For spell mistakes that result in invalid
words CSFS efficiently suggests and returns the most appropriate spelling that fits in
the context of the issued query. In the case of the spell mistakes that result in valid
word, the scheme returns the query suggestions by assuming that every keyword may
have been mistyped. The number of spelling suggestions returned in this case is higher
than the other. However, the quality of correct spelling suggestions obtained are more
appropriate and shows a good recall percentage.
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Abstract. In this paper, the study of Blended Learning (BL) for Calculus
Course is proposed. Based on the observation, most of first year students of
Universiti Malaysia Sabah (UMS) that have taken calculus course failed due to
unsuitable learning approach. The traditional classroom learning used for
teaching makes students misunderstand the concept and lack of enthusiasm in
learning calculus course, since their first impression is to consider the calculus a
difficult course in university and college. In order to overcome the problem,
three objectives were proposed in this project, which are to identify the suitable
media for BL in calculus using quantitative method, to develop the web-based
system, namely as WebBLoC, based on selected media using calculus syllabus
and finally to evaluate the developed system. For the development, the Waterfall
model is used as a system development method to study the BL system. In
general, this project expected to decrease the number of students failed in cal-
culus and provide them more understanding the concepts and formulas of cal-
culus by using the developed BL system (WebBLoC).

Keywords: Calculus � WebBLoC � Blended learning system

1 Introduction

Not only mentioned as boring course, Calculus also was claimed by some students that
had a complex mathematical formulas. Thus, identified as the key reason that makes
student failed. According to [1], many students’ measurement reasoning is superficial
with poorly understood procedures or formulas substituting for deep understanding.
This makes them misunderstanding and failed to apply formulas for solving problem. In
addition, [2] mentioned that students enrolled in the traditional university calculus class
(traditional instructor-led classroom learning approach) have a very superficial and
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incomplete understanding of many of the basic concepts in calculus. This was attributed
to the rote and manipulative learning that takes place in an introductory course.

Tucker [3] stated that large numbers of repeat students take calculus on first
semester in college and university, although they were taking it during high school.
A survey by [4] found that only 25% of students received a good grade for calculus
exam from 70% of students at colleges and universities, who had taken calculus in high
school previously. Many of students failed their calculus course, which cause the
increased in failure rates. Thus, many of students who earned calculus credit in high
school never took a calculus in college and university. These situations tend to indicate
phenomena of increasing student fail in calculus. Thus, teaching and learning approach
plays as an important key to solve the problems. [5] mentioned that conceptions of
effective teaching have been connected closely to understandings of how students
learn. Learning can also be influenced by what the learners believe about college or
university and about learning. In addition, [6] mentioned that the current populations of
students are technology-savvy and they always considered that traditional methods of
teaching is boring and have a short attention span. [7] highlighted that technology tools
provide great opportunities to enhance student learning. According to [8] a teaching
and learning method that mixed between technology and social support was thought to
be the best solution to the problem of student failed in calculus. Therefore, courseware
of teaching and learning could implements with animations, video, picture and other
online resources. [9] also mentioned that high quality learning refers to learning that
includes understanding concepts and mastery of content through multiple effective
approaches, such as video and game.

This paper is organized as follows. In Sect. 2, related studies on BL system will be
presented. Section 3 demonstrates the methods applied in developing WebBLoC sys-
tem based on selected media. The data collection obtained is illustrated in Sect. 4 and
followed by a conclusion.

2 Related Studies

According to the Oxford dictionary, blended learning (BL) defined as a formal edu-
cation program which a student learns at least in part through content delivery and
instruction via digital and online media with some elements of student control over
time, place, pace or path. In a book of “Towards a Definition and Methodology for
Blended Learning”; BL is a term gradually used to describe the way of e-learning that
combines with traditional instructor-led classroom learning method and technology-
based e-learning method to create a new hybrid teaching methodology [10]. BL pro-
vides multiple learning strategies that makes learning easier and tends to leverage the
student interest [11]. Calculus is one of the most significant courses and fundamental
tool for undergraduate students and as such is provided as a prerequisite course to other
advanced mathematics courses who wish to pursue programs in Information Tech-
nology (IT), Science, Mathematics, Engineering, Medicine, Architecture, Business and
many other fields [12]. The system will be created based on the following problems
such as the increasing of student fails in calculus [13, 14], the students are not inter-
ested and feel boring in calculus course through traditional instructor-led classroom
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learning approach [6] and calculus consists of many complex mathematical formulas
which cause the student hardly to understand it [1]. Three main objectives will be
identified in order to solve the problems such as identify the suitable media for BL
(WebBLoC) in calculus using quantitative method, develop the WebBLoC based on
selected media using calculus syllabus and evaluate students’ and instructors’ per-
ception towards the developed WebBLoC using quantitative method.

BL is most useful in learning approach since it is combining both traditional
instructor-led classroom learning and technology-based e-learning that elaborate a
hybrid learning methodology. In general, technology-based e-learning and traditional
instructor-led classroom learning with conventional traditional learning classes, blen-
ded instruction has been more effective and providing a rationale for the effort required
designing and implementing blended approaches. Based on the Table 1, BL is an all-
round learning that more effective than another two learning. It contains characteristics
of both learning. It is more effective in learning since it is mixed and united of a variety
of learning approaches.

BL as learning that mixing of face-to-face learning (traditional classroom learning)
and online learning (e-learning). BL mixes various event-based activities such as face-
to-face learning, live e-learning and Web-based learning [15]. It is the combinations of
multiple approaches to learning. BL as hybrid learning describes a learning environment

Table 1. Comparison of characteristics between learning approaches

Characteristics Traditional
instructor-led
classroom
learning approach

Technology-based
e-learning approach

Hybrid or
blended
learning

Courseware Textbook Online materials
(web-based
application, video
and audio, forum,
blog, wikis)

Included both
learning
approach’s
courseware

Primary mode of
communication/environment

Synchronous
(face-to-face)

Asynchronous (e-
mail, threaded
discussion)

Combination
of all modes

Interaction Interaction
between either
lecturer and
students or
students
themselves

Interaction with
online materials

Combination
of all
interactions

Learning delivery methods Lecturer only Internet only- some
use of videotapes

Combination

Collaboration in learning Collaborate in the
physical
classroom

Collaborate online Combination
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that is either combine teaching methods, delivery methods, media formats or a mixture
of all these [16]. It is a combination of different training “media”, there are technologies,
activities and types of events. It combines media in order to create an optimum teaching
and learning program for students [17]. Hybrid BL views online material as an extension
of the learning and the traditional lectures may be linked with virtual tours of organi-
zations being studied. The students can receive the benefit of face-to-face interaction
with educator and other students through traditional instructor-led classroom learning
while at the same time being exposed to web-based learning paradigms via technology-
based learning as virtual real-time information, maps, pictures or images, streaming
video and audio clips. Hence, a new hybrid learning and teaching method appear when it
is combining traditional instructor-led learning approach and technology-based e-
learning approach [18]. It applied a range of learning activities and resources to aid
learners to achieve learning objectives. These activities, like visual material, face-to-face
presentation, online research and paper-based assessments and group activities [19]. BL
is really a combination of all of these approaches means that mixing teaching and
learning methods from face-to-face and online learning means it is a mixture of
technology-based e-learning and traditional instructor-led classroom learning.

The webpage or website acts as Learning Management System (LMS). Web-based
application refers to any program or system that accessed over a network connection.
By using theory technology-based, e-learning integrated of various media that may
connect with traditional instructor-led classroom learning to extend a hybrid or BL
[20]. For example, Modular Object Oriented Dynamic Leaning Environment system
(MOODLE), MOOC and WebCT are popular open-source learning management
system that using BL. Web-based BL is effective to combine multiple media in
teaching and learning by online technology based on BL approach. WebBLoC focus on
multiple media such as tutorial video, live drawing video, quiz and game, traditional
courseware, online forums and chat. The following comparing the features between
current systems and WebBLoC:

a. Traditional Courseware

Traditional courseware normally contains of power point slides and pdf documents
for lecture class, such as textbook and example exercises. These documents are
important to build and frame concept of the course. It also provides more details of the
course information. Although it is less attractive compare with other media, but
indispensable in learning [21].

b. Video

Video contains of the tutorial video and live drawing video. Tutorial video is real
time learning video that explained by lecturer or professor. Whereas, live drawing
video is one type of video that to continue showing a series of animated drawings for
explaining something. Live drawing video learning approach is a kind of visual
learning style. Therefore, this kind of video can display to the students in real time for
learning through animated drawing. Student also can learn within asynchronous
environment by using theory of technology-based e-learning.
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c. Game-based Learning

Game Based Learning (GBL) broadly refers to use games or quizzes to support in
teaching and learning method. It is one kind of game play that defined the learning
outcome. Basically, it is designed to balance the subject matter with game play and the
ability of the player to retain and apply subject matter to the real world. In other word,
it refers to borrowing the certain gaming principles and applying it to real-life settings
to engage users (learners). It describes a method to teaching, where students can
explore relevant aspects of games in learning context designed by lecturer [22]. The
motivational psychology is involved in GBL that enables students to participate with
educational materials in a playful and dynamic way. It is not just creating to play for
students while it is designed with learning activities that can incrementally introduce
concepts and towards an end goal in teaching and learning field. The concepts to
engage students in learning via incorporating competition, points, incentives and
feedback loops [23].

d. Forums and Chat

The online forums and chats provide asynchronous communication outside of
classroom learning. It gives the opportunity to more contribute their time to generate
responses them and can master to more thoughtful discussion. Sharing information and
remote communication will be carried out between groups of students or instructor to
students. Through the communication, student can obtain the feedback from others,
such as student or instructor [17].

Table 2 shows comparison features of current system using web-based BL
approach.

According to [22], web-based application (web page or website) with theory
technology-based e-learning is integrated of various media that may connect with
traditional instructor-led classroom learning to extend a hybrid or BL. The material
knowledge that will be learned by the students prepared in accordance with the syllabus

Table 2. Comparison features of current system using web-based BL

Features and
functionality

MOODLE MOOC WebCT

Video Yes but lack Yes but lack Yes but lack
Live drawing video None None None
Tutorial video None None None
Game None None None
Quiz Lack Lack Lack
Traditional courseware PDF and power

point slides
PDF and power
point slides

PDF and power
point slides

Online forums and chat Yes Yes Yes
Students can upload and
share media

Disable Disable Disable
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equipped with learning resources such as ebook, images, applications, games and video
learning geometry. According to [18], the students can receive the benefit of face-to-
face interaction with instructor while at the same time being exposed to web-based
learning paradigms via technology-based learning as virtual real-time information,
pictures or images, streaming video and audio clips. However, it contains many of
media that required developing for teaching and learning approach. Thus, it is effective
to combine multiple media in teaching and learning by online technology based on BL
approach.

3 Methodology

A Waterfall model as a method to develop the system of UMS BL project for Calculus
course. It consists phases of requirements, design, implementation (coding/prototyping),
verification (testing) and evaluation. Waterfall Model also can know as Linear
Sequential Model. Basically, Waterfall or linear sequential model is theoretically the
best model for system and software development. Researcher considers that the
Waterfall model is a theoretical way of developing system and software because it is not
a practical model can be used in actual system and software development project. They
choose this kind of model because all other life cycle models are essentially derived
fromWaterfall model. The life cycle of this model is broken down into an intuitive set of
phases. The phases of this model are including requirement, design, implementation or
coding, verification and maintenance (evaluation) [24] (Fig. 1).

3.1 Participants and Procedure

In this section, analysis requirements of media for applying in the WebBLoC system
among UMS students and instructors are obtained. A set of questionnaires is prepared
in order to realize the requirements from student and get the recommendations from
them to identify the suitable media for BL using in calculus course in UMS. Partici-
pants involved in this project are comprised of a group of 112 students and 10
instructors who required taken a calculus course at Universiti Malaysia Sabah (UMS).

Fig. 1. Waterfall model for WebBLoC system.
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Based on the findings, being identified that the chapter of “application of deriva-
tives”, “integration” and “transcendental functions” are three main chapters that student
considers it is difficult to learn in Calculus course. These three chapters (100, 100 and
80% participants) are act as suitable media that we require prepared in learning system.
Besides, BL is a suitable learning approach that may need to use it in teaching and
learning system for Calculus. In addition, student and instructors are agreed using
multiple media such as video, game and power point slides in their learning and
teaching.

4 Results and Discussion

Based on the Table 3, finding of Question 1 identified students consider that the
chapter of “Application of Derivatives”, “Integration” and “Transcendental Functions”
are three main chapters that difficult to learn in Calculus course. These three chapters
(85, 98 and 81% participants) are act as the suitable contents that required to be
prepared in the learning system (Fig. 2). This is because of these three chapters contain
complex calculus formulas. Figure 3 show that “blended learning” is highest type of
learning preferred compare with the others two learning: “traditional classroom
learning” and “e-learning”. BL is the combination of various learning and this is in line
with the response to Question 7, which the student also agreed to use learning system
consists of multiple media such as video, game, power point slide and quiz (100%
participants). This shows that students preferred the BL approach. Based on Questions
9 until 12, show that instructors agreed using BL in teaching and learning. Finally,
instructor agreed to use BL with their students in their learning based (Questions 10
and 11). Based on Question 13, they are more preferred by using BL as a teaching
approach in their Calculus course (80%). Results shown in Figs. 4 and 5.

Table 3. Result from data requirements.

Question (for student) Answer Score
(%)

1. Which of the following chapters do you consider
hardly to learn in calculus course?

Functions and their graphs 2
Limits and continuity 9
Applications of derivatives 85
Integration 98
Applications of definite
integrals

27

Transcendental functions 81
Techniques of integration 8
First-order differential
equations

3

Infinite sequences and series 2
Inverse functions 3

2. Which type of learning does you or would you to
prefer apply in calculus?

Blended learning/hybrid
learning

92

(continued)
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Table 3. (continued)

Question (for student) Answer Score
(%)

3. What is your first reaction to blended learning? Very positive 70
4. Do you own a computer? Yes 98
5. Are you spending more time to use computer on one
day?

Yes 96

6. Which type of style does you or would you to prefer
for learning your course?

Through textbook 45
Through video from
E-learning website via
computer

76

Through game from
E-learning website via
computer

83

Others 0
7. If you could use learning system consists multiple
media such as video, game, power point slide and
quiz, would you try to apply it?

Yes 100

8. Are you preferred using blended learning to learn
calculus course?

Agree 100

9. How satisfied you have been with the blended
learning courses?

Very satisfied and generally
satisfied

90

10. Would you try to apply blended learning approach
on you teaching?

Yes 90

11. Would you like to support your student uses this
kind of learning (BL) from other source?

Yes 100

12. How satisfied you have been with traditional
classroom teaching implements in online
environment?

Very satisfied and generally
satisfied

90

13. What kind of learning approaches that you will
more prefer to apply in your teaching?

Blended learning 80

Fig. 2. Chapters that considered hardly learning in calculus
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Based on the results, web page or website is the most satisfying to use by students
learning the Calculus by using BL approach. Based on BL, web-based application
allow combination of live drawing video and GBL in teaching and learning to achieve
end goals with traditional learning simultaneously. It is also a type of learning by using
the technology-based e-learning theory. Therefore, we could conclude that BL is a
suitable learning approach to be used in teaching and learning system. Besides, the
main three chapters of calculus also will be studied in learning system based on the
standpoint of students. Web-based BL is more suitable used in this system since BL
implements in web page or website. Many of media also will apply in the system for
enhancing the learning system in order to improve student’s learning skills in calculus.

Fig. 3. Learning approach that student prefer apply in calculus

Fig. 4. Instructor preferred using BL in calculus

Fig. 5. Instructor supports student using BL
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5 WebBLoC Development

Based on the findings obtained, this project had set up the development phase for
WebBLoC. A Waterfall model had been used to achieve its target. Only process of
design, implementation (coding/prototyping) and verification (testing) are carried out in
this phase to develop the system.

The interfaces of the WebBLoC system are arranged based on the six main mod-
ules. There are main homepage, traditional courseware, video, quiz and game, forum
chat and user profile. Before shows out any pages of the system, user requires to login
the system. This is because the system is protected with security to ensure only
accessible by authorized users. Figure 6 indicates the login page of WebBLoC system.
User is required to fill in the valid username and password to log into their account. In
this system, there are two types of users, which is admin (lecturer) and normal user
(student). After user successfully login the system, it will shift to welcome homepage
of the system. Figures 7 and 8 show the several features and interfaces of WebBLoC
system such as live drawing video (Fig. 7), quiz and game (Fig. 8).

5.1 Satisfaction Towards the Developed WebBLoC

The evaluation on WebBLoC system participated among 64 randomly selected UMS
student. During the procedures, participants are given a brief explanation about the
system. After that, the participants are given some times to explore and test the
WebBLoC system by themselves. Then, participants are required to fill in the evalu-
ation form.

As depicted in Figs. 9 and 10, most of students satisfied with WebBLoC system
used in Calculus course learning. In terms of WebBLoC system satisfiability, it pro-
vided multiple of media such as traditional courseware, video, forum and chat and quiz
and game that help student to learn the Calculus via these multiple media. From Fig. 9,
about 66% of students satisfied and 30% of students very satisfied with the WebBLoC
system used in Calculus learning. Figure 10 shows 94% of students are satisfied with

Fig. 6. Login page
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traditional courseware in system, 83% of students are satisfied with video in system,
88% of students are satisfied with forum and chat in system and 84% of students are
satisfied with quiz and game in system.

In general, students’ feedback on the WebBLoC system, most of the students truly
enjoyed with WebBLoC and agreed that owning this system has been a good
experience.

As depicted in Fig. 11, in term of WebBLoC system satisfiability from instructors,
most of them are satisfied with WebBLoC system because the system provided mul-
tiple media for Calculus. About 67% of instructors are satisfied with the system and
22% of instructors are very satisfied. Only a few of the instructors feel neither dis-
satisfied nor satisfied. Figure 12 shows 89% of instructors are satisfied and 11% of
instructors are very satisfied with traditional courseware and forum and chat in the
system, 67% of instructors are satisfied and 33% of instructors are very satisfied with
video. Whereas 78% of instructors are satisfied and 22% of instructors are very satisfied
with quiz and game in the system. Instructors can easy to teach calculus through these
multiple media.

As depicted in Figs. 13 and 14, in term of WebBLoC system with multiple media
importance, most of instructors agreed that multiple media of system provided helpful,
knowledgeable, detail information and value that is help student easily to learn in
Calculus. About 44% of instructors consider very important and 56% of instructors feel
important that multiple media within WebBLoC system.

Fig. 7. Section “live drawing video” page
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Fig. 8. Quiz and game page
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Fig. 9. Student’s feedback on the WebBLoC system satisfiability
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As overall, the result of findings analysed for multiple media within the WebBLoC
system based on two categories such as satisfiability level and importance level.
Besides, multiple media is also increasing the learning ability of calculus. This is to be
concluded that the WebBLoC system is satisfied by users and multiple media is quite
helpful and important in teaching and learning system for Calculus based on the
evaluation.
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file and power 

point slide)

Video 
(Including 
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How satisfied were you with the multiple media in WebBLoC 
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dissatisfied

Satisfied
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Fig. 10. Student’s feedback on the WebBLoC system satisfiability (based on multiple media)
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Fig. 11. Instructor’s feedback on the WebBLoC system satisfiability
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6 Conclusion

Through the literature review and findings, we obtained three of difficult chapters of
calculus was applied in WebBLoC system by using BL method. In additions, media of
traditional courseware, forum and chat, video and quiz and game are included in this
system in order to support student learning calculus through multiple learning.
Therefore, students can learn calculus through multiple media that provided in Web-
BLoC system. Future works could be continued with this project by improving the
system to be more efficient. The data collection based on people who will be using the
system also should be done in future works. Since the user perception is important for
evaluating the alignment of management and requirements of the user by estimate the
rating that given by respondent in order to overall reaction to the system.
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Abstract. Virtual Machine Migration (VMM) is a process to migrate Virtual
Machine (VM) from one physical host to another physical host. VMM is a
complex task and can degrade the performance of overall cloud computing
experience. VMM generates heavy network traffic that leads to network con-
gestion. This network congestion further leads to packet loss and increases the
total migration time. To handle such problem, we have proposed Shared Folder
Based Migration (SFBM) approach to minimize the total migration time and
network congestion. SFBM approach uses the modified pre-copy migration
technique to relocate the data from source host to destination host. We have
categorized the data into two categories: (1) working data set (2) data at rest. In
proposed SFBM approach, we send the current working data set at the time of
migration and resumes the VM at the destination host without sending data at
rest. The data at rest reaches the destination from time to time according to the
client request. This may increase the page fault but leads to less network con-
gestion effectively speed up the transmission and making delay negligible to end
user. We further analysed the proposed SFBM approach in different scenarios.
The results show that proposed SFBM approach significantly reduces the total
migration time and packet loss up to 91% and 32% respectively in scenario of
no data requested after VM migration.

Keywords: Virtualization � Virtual machine � Pre-copy � Post-copy
Virtual machine migration � Shared folder based migration

1 Introduction

Cloud computing has become popular in the last few years as it provides new way of
computing that has changed the traditional concept of computing. It has attracted
business and IT industries because it enables utilizing huge computing power from the
cloud servers as a utility, instead of owning it [1]. In cloud system, services are availed
through Internet based on pay-per-use basis. Cloud computing is defined by different
researchers in various perspectives, and few of them have been defined in a better way.
National Institute of Standards and Technology (NIST) defines cloud computing as
“Cloud computing is a model for enabling ubiquitous, convenient, on-demand network
access to a shared pool of configurable computing resources (e.g., networks, servers,
storage, applications, and services) that can be rapidly provisioned and released with
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minimal management effort or service provider interaction” [2, 3]. Computational
power is available as a utility to clients. Virtual machines, virtual server and even
virtual networks are available according to the customized requirement of client.
Virtualization plays very important role in the growth of cloud computing. Virtual-
ization offers the utility to expand or shrink computing power on demand.

Cloud computing leverages virtualization technology to form pools of computing
resources from the physical infrastructure. Virtualization technology enables a physical
machine to host multiple VMs. This is achieved with the help of a hypervisor which
abstracts the underlying physical resources. Virtualization offers advantages such as
server consolidation, dynamic resource management, hardware optimization, hetero-
geneous system operation, faster provisioning time, and dynamic load balancing.
Furthermore, cloud computing inherits a key features provided by virtualization called
VMM. VMM is defined as, “process of copying memory pages of a VM from one
physical server to another physical server, in two phases called the iterative phase, and
stop-and-copy phase” [4]. The physical server is termed as the host and the VMs that
run on the host are termed as guests. The terms VMs and guests can be used inter-
changeably. Each VM is assigned its share of the host’s physical resources (CPU,
memory, disk, I/O, etc.) by a middleware called the hypervisor. VMM is a process used
in cloud computing for load balancing, power saving, system maintenance, disaster
recovery and green computing. The parameters to measure the VMM are Total
Migration Time (TMT), Total Down Time (TDM), service interrupt time and network
load. TMT is a time between initialization of migration at source host to resume
services of VM at destination host. In traditional live VMM techniques [5, 6], the
downtime is lesser than TMT. Downtime is termed as the state of VM where it is in
non-responsive state. Network traffic is the traffic generated by the VMM process for
migrating VM from source physical host to destination physical host. VMM generates
overheads on cloud system so it becomes very important to develop an efficient
technique to minimize the effect of migration on the cloud services.

Rest of the paper is structured as follows. In Sect. 2, we discuss the related work. In
Sect. 3, we describe the background of virtual machine migration. In Sect. 4, we
demonstrated the influence on TMT and network traffic for sending multiple VMs at a
time. The detailed discussion of the proposed shared folder based migration framework
is given in Sect. 5. In Sect. 6 we define the experimental setup for the proposed
architecture. Results are discussed in Sect. 7. Section 8 gives the concluding remarks.

2 Related Work

Live migration of VM needs to be done without the user noticeable downtime. Several
approaches are used to do so. Several authors have proposed to minimize downtime as
Akoush et al. [7] computed the TMT and TDM using the mathematical model as shown
in Eqs. (1) and (2) respectively. The init is the initialization phase in which detection of
hotspot, selection of victim, copy of the current data set are performed. Commitment
represents the time between when VM enter in non-responsive state and final data set is
being saved at destination host and activation of VM at destination host. Authors had
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considered initialization and reservation phase as pre-migration overheads. Commit-
ment and activation are considered as post migration overheads.

TotalMigrationTime ¼ InitþReservationþ
X

i
Pre� Copyi þ Stop�

and � copyþCommitmentþActivation
ð1Þ

Total Downtime ¼ Stop� and � CopyþCommitmentþActivation ð2Þ

Jiao et al. [8] computed the TDM on the basis of VM size and allocated bandwidth.
Authors had considered bandwidth for calculating TDM as shown in Eq. (3). In
Eq. (3), Tdwn represents the TDM and Ttot represents the TMT. N represents the total
number of pages of the virtual machine. Bp is the required bandwidth allocated in the
channel. Bm is the maximum bandwidth and I is the total number of iterations during
the stop and copy phase. One limitation with the model is, it is critical to compute the
number of pages in each round N. This model does not differentiate high dirty and low
dirty pages and keep sending pages to destination host.

Tdwn ¼ NKþ 1

Bm
; Ttot ¼

XK

i¼1
Ni

1
Bp

þTdwn ð3Þ

Auto-converge [9] is a tool developed and released under KVM/QEMU hypervisor.
Auto-converge technique put some virtual CPU’s (vCPU’s) on sleep so that the dirty
paging can be reduced. Less computing power leads to reduce the throughput of
applications that further leads to low dirty paging in current RAM pages. It reduces the
dirty paging, which reduces the TMT due to less number of iterative re-copied
attempts. The draw back with auto-coverage is, it puts some vCPU’s on sleep that
degrades the performance of VM. It reduces the performance up to a level where client
is able to detect the degradation in performance of VM. Deshpande et al. [10] intro-
duced scatter and gather technique, which is based on scattering and gathering data. In
this, they have two phases. In first phase they select the intermediate nodes between
source host and destination host to scatter the data. In second phase, they gather the
data and transfer to the destination host. They use the post-copy scheme for VM
migration. Data was stored in between intermediator nodes and took less time to reach
at destination. This scheme also helped to provide support to migrate the VM between
fast source host and slow destination host and vice versa. The main drawback with the
scatter and gather technique was, intermediate node failure may lead to data loss.

Raad et al. [11] proposed modified locator/identifier separation protocol (LISP) to
handle resiliency and programmability issues in existing internet protocol architecture
for handling Wide Area Network based VM migration process. They defined LISP
control plane function to handle WAN VM migration process. Authors have defined
LISP mapping system which gets updated whenever a VM change its physical location.
In this, xTR register the VM’s endpoint identifiers as a single/32 prefix before the
migration process starts. In LISP based migration, source xTR and destination xTR are
set in the initial state to authenticate the communication between them. Source host
hypervisor and Destination host hypervisor communicate several times and set their
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change priority bit, hypervisor bit and update cache bits to communicate with each
other. In the final stage the source host xTRs update their mapping cache data and
redirect the upcoming packets to the new routing locator. In [12] authors proposed two-
path routing algorithm for migrating VMs onto available servers which can satisfy the
resource requirement while considering the amount of inter-VM traffic and network
load. This algorithm finds multiple paths between source physical host to destination
physical host. The goal of finding multiple path is to distribute the packets between
multiple routes and partially saves the migration process from the link failures. In this
approach for each communication between source host to destination host, two disjoint
links are calculated. The selection of the links are based on congestion on the paths.
The traffic flow on the network can be split at packet level. Some packets are sent
through one path while other packets are sent through second path. One link failure do
not affect the flow on the other disjoint link. The computation complexity of proposed
algorithm is O(w2), w represents the number of switches in the network. Authors
clarify that the complexity of the proposed algorithm can be reduced if pre-computed
set of alternative paths between different pair of switches are computed in advance.

On the basis of the literature survey we can conclude that VMM is a complex task
and it requires further attention to improve the migration process by reducing the TMT
and TDM.

3 Background

We begin the background work with the introduction of the pre-copy [5] and post-copy
[13, 14] migration techniques.

Pre-copy Live Migration: In pre-copy migration, virtual machine remains in running
state while migration process starts in background. In first step, the hypervisor copies
all the data from source physical host to destination physical host. Virtual machine
remain in running state. There are some pages which have been modified since the last
copy to destination. These pages are called as dirty pages. They are re-copied and
resent to destination until the rate of re-copy is not less than the dirty page rate. Once all
of the dirty pages are copied, virtual machine is stopped at the source host. The most
recent dirty pages are copied and control is transferred to destination host. The desti-
nation host generates an ARP request and assigns new IP address to the VM and
resumes its functioning at the destination. When the VM is resumed at the destination
then the VM is removed from the source. In pre-copy migration, VM first transfer all of
the data to the destination host and then resume to the destination host as shown in
Fig. 1. The time between pausing and resuming the virtual machine at destination is
called down time. The time between starting the migration and ending the migration is
called migration time.

Post-copy Live Migration: The drawback of the pre-copy migration is that it copies the
data first and then resumes its functioning at the destination host. In cloud environment,
migration is required because of lack of resources on physical host. In pre-copy, VM
keeps running on source physical host which is in hotspot situation, this increases the
TMT and also degrade the cloud service experience. To overcome this limitation in
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post-copy migration, it first copies the minimum pages and then resumes the VM at
destination. Rest of the data is copied in later stage. Sometimes it happens that client
requests for a page which is still in process to be copied to destination host. This
condition is called as page fault. In post-copy migration, VM first resumes its work and
rest of the data coping is done in later iterations as shown in Fig. 2. This method
reduces the migration time but generates the risk that if source machine gets down
before copying the complete data, the data may be lost for forever.

Fig. 1. Pre-copy migration

Fig. 2. Post-copy migration
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In the next section we demonstrate the problem develop by sending multiple VMs
by using pre-copy and post-copy migration techniques. We performed multiple
migration tests and results show negative effect on TMT.

4 Demonstrating the Problem

In traditional migration systems, VM is migrated from source to destination with all
data and VM state. This migration process includes transfer of current state of VM, or
current data, i.e., data in use and data at rest (i.e., data which is not in process).
Normally data at rest is more than the current data. VM image consists of Operating
System (OS), current data and data at rest. Pre-copy and post-copy migration tech-
niques copy OS, current data and data at rest from source physical host to destination
physical host. In pre-copy, the data at rest is copied first and then current data is copied.
In post-copy, current data is copied first and then data at rest is copied. In both
techniques, data at rest is copied from source host to destination host which takes
longer time and thus increases the TMT.

We conducted experiments using DELL OptiPlex 980 server connected to Cisco
2960x Ethernet switch for problem demonstration. All of the servers running Ubuntu
14.04 LTS as host OS and run KVM/QEMU as hypervisor. All VMs run Ubuntu 14.04
as guest OS, use Kernel Ver. 3.2, 1 to 2 vCPUs and have Virtio enabled for both the
network adapter and hard disk. All of the host’s uses Network File System
(NFS) service to share the data between VM’s. We keep the same load on all VM’s.
We use the standard implementation of pre-copy and post-copy live migration tech-
niques. These migration techniques comes bundled with KVM/QEMU [9] and are
publicly available.

Fig. 3. Total migration time of multiple 5 GB VMs.
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In our experimental setup we have considered the VM size of 8 to 15 GB
depending upon the type of running guest OS. We have performed multiple VM
migrations on which we transferred different VM’s instances. These instances belongs
to Ubuntu and Windows family. We have used scp Ubuntu command to copy data
from one physical host to another physical host to generate heavy load on the network.
We generate network load on same link on which the destination host is attached. To
rectify the variation of results, the mean value of results is considered. As shown in
Fig. 3, when we migrate multiple virtual machines, it generates heavy load on the
network. Heavy network load leads to packet loss and it varies according to congestion
in network. So we analyze the packets loss with moderate network congestion and high
network congestion as shown in Table 1. These lost packets are resent that further
increases the TMT. All data which we transfer is not always required but we transfer all
of the data in a single shot at the same time, in both of the techniques (pre-copy and
post-copy).

5 Proposed Shared Folder Based Migration (SFBM)
Technique

In traditional migration systems, VM is migrated from source physical host to desti-
nation physical host with all data and VM state. This migration process includes
transfer of current state of VM, current data, i.e., VM state, current data and data at rest
(i.e., data which is not in process). Normally data at rest is much more than the current
data and a VM image consists of OS and current data.

In implementation phase, we observed that VM migration is required due to the
limited resources at physical machine. To avoid this temporary situation, we migrate
the VM to another physical machine. This leads VM to non-responsive state and
generates high network traffic. Non responsive state of VM is directly related to the
amount of data which the VM required to resume its work at destination. More data
leads to more delay in migration and less data leads to less delay. After the migration an
image manager is required to keep track of running VM with their associated physical

Table 1. Comparison of packet loss without network congestion and with network congestion.

S. No. Packet loss without
network congestion
(in %)

Packet loss with
network congestion
(in %)

Pre-copy Post-copy Pre-copy Post-copy

1 0.013 0.008 2.48 2.40
2 0.025 0.012 3.80 3.60
3 0.026 0.015 4.90 4.70
4 0.027 0.017 5.70 5.50
5 0.029 0.019 7.80 7.20
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machine because VM’s are continuously shuffling from one physical host to another
physical host.

In proposed SFBM approach, only the current state of VM and current data is
transmitted. Data at rest is stored in a shared folder in source host. We store the image
file in place where it is accessible by the source as well as by the destination. We
propose a modified pre-copy migration technique in which we first pause the VM at
source and then resumes VM at destination with minimum system requirements and
current data. We do not copy data at rest because data at rest is already stored in shared
folder as shown in Fig. 4. Wherever data at rest is required, system copies only
required block of data from source to destination. In initial stage, it copies only current
data and the requested data is copied in later stages. The file which is not required will
remain at the source. The working of our proposed technique under different scenarios
depending on user requests for data is as shown in Fig. 4.

No Data Requested After VM Migration: In this scenario, it is assumed that the client
will not request further data after the VM has been migrated from source to destination.
In this scenario, our proposed approach copies the current data and VM state at the time
of VM migration from source to destination. As the client makes no further request for
the data from source host, hence no further network traffic is generated. Thus, it reduces
load on the network. As fewer amounts of data are transferred during VM migration so
the overall migration time is also reduced. In pre-copy and post-copy migration
techniques, whole data, i.e. current data, VM state and data at rest are transferred from
source physical host to destination physical host during the VM migration. Therefore, it
generates heavy load on network and increases the overall time of the migration
process.

Partial Data Requested After VM Migration: In this scenario, after VM migration,
client makes further request for data from data at rest. In this, our approach copies only
the requested files. The remaining data will be stored at the source only. It will not be
migrated till the next request of client. Thus, it generates less load on network therefore
reduces TMT. In both pre-copy and post-copy VM migration techniques, whole data,
i.e., current data, VM state and data at rest are transferred from source to destination
during VM migration.

Full Data Requested After VM Migration: In the third scenario, the client generates
multiple requests to copy all of the remaining data after the VM has been migrated from
source to destination. The requests by client are made one after the other at different
times. Using our approach, the client makes multiple requests for files as per the

Fig. 4. Shared folder based migration approach
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requirement from source to destination. So, according to the request of the client file
will be migrated from source to destination. In worst case scenario, all the files will be
requested by client but at different time span. This will not overload the network and
will lead to negligible loss of packets. In pre-copy and post-copy VM migration
techniques, whole data (i.e., current data, VM state and data at rest) is transferred from
source physical host to destination physical host during VM migration in one go. Thus,
it generates heavy network traffic at the same time. This leads to network congestion
and ultimately results in packet loss. The lost packets will have to be re-transmitted
which further worsens the situation. Re-transmission of lost packets increases delay
which further increases the TMT.

In this section we proposed the Shared Folder Based Migration (SFBM) Technique,
which only transfers the state of VM with current data to destination as shown in
Fig. 5. In our approach we do not transfer the whole data to destination host at single
attempt. We transfer only part of data which is currently in use. Once the VM is
shutdown, the data saves at the source physical host and copy of VM is deleted from
the destination physical host. So the VM manager is not required to keep record of the
running VM.

6 Experimental Setup

To validate the SFBM technique, to prove that it gives significant improvement over
pre-copy and post-copy techniques in VM migration process, we have developed an
experimental setup. In this, we have in total 28 physical hosts. We choose Dell

Fig. 5. Conceptual flow diagram for shared folder based migration approach
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PowerEdge R520 server, Dell OptiPlex 980 and HP Compaq Elite 8300 as the host
physical machines. All the hosting devices are equipped with 4 to 64 GB of RAM and
have dedicated 320 GB to 1 TB of Hard Disk. We have used Cisco 2960x Ethernet
switch to establish a connection between devices. Nodes run NFS server to share an
image file of VM to other nodes. Further detail of the experimental setup is given in
Table 2.

We have used five different instances of virtual machines in our experiment. The
running VMs have different configurations depending upon OS types. Salient details of
running VM instances are shown in Table 3. We have followed type 2 hypervisor
architecture, where we have considered Ubuntu 14.04 as the host OS.

We use KVM-Libvirt command for live migration of VM from source physical
host to destination physical host. The commands first setup the connection with des-
tination host. After getting the conformation call, we establish a Secure Socket Host
(SSH) connection between source host to destination host. We use Wireshark [15] as
network monitoring tool to monitor the network load. In our experiment, the internal
time between two migration processes is deliberately set between 5 to 10 s. The
workload on VMs remain same to evaluate the performance of proposed model.

Table 2. Experimental setup details

Physical
machine

Number of
physical host

CPU
type

Number
of cores

CPU clock RAM
(in GB)

Dell OptiPlex
980

12 I5–650 4 3.2–3.46 GHz 4

HP Compaq
Elite 8300

11 I7–3770 4 3.4–3.9 GHz 8

Dell
PowerEdge
R520

5 Xeon–
E5-2420

24 2.2 GHz 64

Table 3. Salient features of running VMs

VM ID OS vCPU vRAM (in MB) Secondary storage
(in GB)

VM1 Windows 7 1 2048 15
VM2 Windows 8 2 4096 15
VM3 Windows 10 2 4096 15
VM4 Ubuntu 16.04 1 1024 8
VM5 Ubuntu 14.04 1 512 8
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7 Results and Discussion

As proposed SFBM uses the pre-copy migration technique so we have not imple-
mented SFBM on post copy migration technique. In traditional VMM techniques, as
shown in Fig. 3 takes long time for VMM and packet loss is also very high as shown in
Table 1. In proposed SFBM as we do not send all the data at single attempt and keep
the network traffic low which further reduces the packet loss. We test the proposed
SFBM technique with moderate network congestion and heavy network congestion.
We also found that load on the victim VM also affect the packet loss thus increases the
TMT and TDM. So we further tested the proposed SFBM with the victim VM which is
highly CPU and RAM stressed. We used stress [16] command to generate load on the
CPU and RAM. The result of proposed SFBM is shown in Table 4. The packet loss in
network congestion scenario goes down up to 5.3% as compared to 7.8% in the
existing pre-copy migration technique as shown in Table 1.

To check the effect of network load, VM stress on TMT and TDM, we have
developed four different scenarios. In our first scenario we have taken the Ideal VMs
with Moderated Network (IVM MN) traffic. In second scenario, we have considerd
Stressed VMs (CPU and RAM stress) with Moderate Network (SVM MN) traffic. In
third scenario, we have taken Ideal VMs with High Network Congestion (IVM HNC)
and at last we have considered Stressed VMs with High Network Congestion (SVM
HNC). We have calculated the TDM and TMT with above said scenarios and results
are shown in Tables 5 and 6 respectively. The TMT goes down from 560 s as shown in
Fig. 3 to 52 s in scenario of no data requested after VM migration.

Table 4. Packet loss with proposed SFBM technique.

VM Packet loss without
network congestion
(in %)

Packet loss with
network congestion
(in %)

Ideal VM Stressed VM Ideal VM Stressed VM

1 0.004 0.005 1.2 1.9
2 0.006 0.007 1.7 3.3
3 0.007 0.008 2.6 4.3
4 0.010 0.009 2.8 4.9
5 0.011 0.010 3.0 5.3

Table 5. Total migration time (in seconds) with proposed SFBM in different scenarios

VM IVM MN SVM MN IVM HNC SVM HNC

1 7 11 14 17
2 7.5 12 19 25
3 9 13 30 37
4 9.5 15 38 43
5 10 16 46 52
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In Fig. 6, we have shown that TMT increases as we increase number of migration.
More data leads to more packet loss and more time to transfer the lost packets. The load
on the VM also an important role in downtime. The RAM stress on the VM leads to
copy same pages again and again, network congestion makes the situation worst. The
downtime is adequate when VM is in ideal and network also not in congestion as
shown in Fig. 7. The network congestion makes the situation worse, thus increases the
TMT and TDM. All of the techniques [8–12] use the scenario where they transfer all of
the data in single shot and develop congestion in the network that leads to delay in
migration process and also increase the performance of cloud platform. In SFBM
technique we keep the network congestion low so that the transmission would be done
in minimum time.

Table 6. Total down time (in seconds) with proposed SFBM in different scenarios

VM IVM MN SVM MN IVM HNC SVM HNC

1 1.3 5 6 10
2 1.6 7 9 15
3 1.8 9 12 23
4 2 12 18 30
5 2.3 15 26 38

Fig. 6. Total migration time (in seconds) with proposed SFBM in different scenario
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8 Conclusion

In this paper, we have considered the VMM techniques which are essential for power
saving, system maintenance, disaster recovery and green computing. In our problem
demonstration, we have demonstrated that multiple VM migrations generates heavy
load on the network that further increase the TMT and packet loss. The previous studies
transferred all of the data in a single shot to the destination host. In proposed SFBM,
data is logically shared between physical hosts which uses modified pre-copy migration
technique. We first copy the current data of VM from source host to destination host
and then resume VM at destination with minimum system requirements. Data at rest is
not copied because it is already stored in logically shared folder. This data is accessible
to both source and destination hosts. Thus, saving TDM and reducing network traffic.
We found that the network congestion and resources utilization is a major factor that
affect the TMT, TDM and packet loss. We further considered four different scenarios
for evaluation of proposed SFBM approach. These scenarios are considered to validate
the efficiency of the proposed approach. These scenarios are broadly divided into two
parts first VMM with moderate network congestion and VMM with heavy network
congestion. These two scenarios further divided into two parts (1) VMM with ideal
victim VM and (2) VMM with resources stress victim VM. So we have considered four
scenarios with different network traffic and load on victim VM. We have tested with
respect to all of these cases and results show SFBM approach significantly reduces the
TMT from 560 s to 52 s and thus saves the time up to 91%. Besides, the packet loss
rate also went down from 7.8% to 5.2% in adequate conditions.

In this paper, we have consider the local area network topology to migrate VM
from source host to destination host. In future, it will be interesting to investigate the
problem of the VMM between two distinct data centres in wide area network topology
architecture.

Fig. 7. Total down time (in seconds) with proposed SFBM in different scenario
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Abstract. A microstrip line fed compact monopole antenna is presented for the
WLAN and WiMAX applications. The proposed antenna has a compact size of
dimensions 34 � 20 � 1.6 mm3. A stepped shaped defected ground plane is
used for the bandwidth enhancement. The parametric study is performed to
obtain the best results for the design process of the antenna. The effect of
asymmetric U-shaped strip and step slots in the ground plane provide an
enhanced bandwidth. The antenna gives the measured impedance bandwidth of
105.21% (2.23–7.18 GHz). The simulated antenna gain is varying in the range
of 2.39–4.68 dBi for the entire band of operation. Radiation efficiency is higher
than 75.0% throughout the entire operating band. Measured radiation patterns
are almost omnidirectional in H-plane and dumbbell shape pattern in E-plane.
The antenna parameters are calculated using CST Microwave Studio and the
simulated results are validated with the measured results.

Keywords: Asymmetric U-shaped patch � Stepped ground �Wideband antenna
Microstrip line � WLAN/WiMAX applications

1 Introduction

The assigned IEEE standards, IEEE 802.11 and IEEE 802.16, are WLAN (wireless
local area network) and WiMAX (worldwide interoperability for microwave access),
covering multiband (2.4–2.484, 5.15–5.35, and 5.725–5.85 GHz) and wideband
(2.5–2.69, 3.3–3.7, and 5.25–5.85 GHz) operations respectively. Thus, WLAN and
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WiMAX are presently most popular areas of research. As these bands are commonly
used in the same system simultaneously, a single antenna is required to cover both the
bands. Therefore, a lot of research on the printed monopole antenna is going on to meet
the need of a multi/wideband single radiator with a compact size, and easy fabrication
[1–4]. In modern communication systems, monopole antennas are good candidates for
wireless personal area as a network, body area network for medical applications etc.
[5, 6]. Therefore, in the process of improvements, many efforts are still going on such
as, to minimize the overall size, compactness of antenna and enhancement of impe-
dance bandwidth. Several monopole antennas are designed by modifying the radiating
patch such as E-shaped, Arc-shaped and modifying the ground plane as semi-elliptical
shape [7–9]. M-shaped patch monopole antenna gives wideband response when a
circular ground plane is implemented [10]. In [11] a microstrip line fed planar antenna
with wide-slot is proposed which increases the bandwidth and improves the radiation
pattern using the parasitic patch. Radiating patch with modified ground plane and
curved slot loaded monopole antenna reports enhanced bandwidth [12]. Recently
defected ground plane for both WLAN and WiMAX applications is designed [13].
Further, UTM-Logo shape monopole antenna is printed for wideband frequency
operating from 1.98 to 6.48 GHz. This antenna is used for cognitive radio application
[14]. The multiband antenna can also be realized using E-shaped and U-shaped strip in
the ground plane [15] and using the tuning stub, square ring and T-shaped stub [16].
However, almost all these antennas are either bearing large size or complex in design.

In this paper, a compact monopole antenna consists of a U-shaped patch with
unequal arms along with a stepped ground plane is proposed for Bluetooth, WLAN,
WiMAX and ISM band applications. The dimensions of this antenna along with
ground plane are 34 (Ls) � 20 (Ws) � 1.6 (h) mm3 printed on a low cost FR4 material
and fed by microstrip line. Further, this antenna is fabricated, measured and compared
with the simulated results obtained by CST Microwave Studio. The design and mea-
surement of monopole planar antenna is presented in Sect. 2. Results and discussion
are described in Sect. 3. The radiation patterns of the antenna are described in Sect. 4
followed by the conclusion in Sect. 5.

2 Antenna Configuration and Measurement

Configuration of the antenna is depicted in Fig. 1. U-shaped patch having unequal arms
along with a center strip is printed on the upper side of the FR4 dielectric material
(er = 4.4). On the lower side of the substrate a stepped ground plane with a center slit is
printed. The antenna is fed with microstrip line of dimensions W1 � L1. The fabricated
antenna design with its top and bottom view is shown in Fig. 2. The optimized antenna
size is presented in Table 1. The designed antenna is measured using VNA (Model:
Agilent N5230A). The simulated and measured return loss curve is plotted in Fig. 3
and the corresponding bandwidths are found to be 105.21% (2.23–7.18 GHz) and
100.10% (2.42–7.27 GHz) respectively which are in good agreement. A comparison of
antenna performance is presented in Table 2 which comprises the earlier reported
results with proposed antenna structure in terms of dimensions and frequency bands
[11–13]. Surface current flowing on the radiator is calculated using CST microwave
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studio and depicted for 2.65, 2.86, 3.22 and 6.17 GHz (Fig. 4) respectively. From this
figure it is clear that the 1st and 2nd resonances are produced due to surface current
density developed on L5 and L3 respectively.

(a) Microstrip line (b) Stepped ground metal (c) Front design (d) Side design

Fig. 1. Structure of antenna.

(a) Top structure (b) Bottom structure

Fig. 2. Fabricated prototype antenna.

Table 1. Design specifications of the antenna.

Dimensions Values (mm) Dimensions Values (mm)

Ls � Ws 34 � 20 L1 � W1 12.5 � 2.2
L2 � W2 10 � 2 L3 � W3 15 � 4.4

Wh 4.8 h 1.6
L5 15 d 2
Lg � Ws 8 � 20 Ln � Wn 6 � 4.5

L � W 2 � 2 g 4.5
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Fig. 3. Comparison of return loss for the designed antenna.

Table 2. Antenna comparison with earlier reported results.

Reference no. Dimensions (mm3) Frequency band (GHz) Bandwidth (%)

[11] 37 � 37 � 1.6 2.23–5.36 80.0
[12] 50 � 55 � 1.5 2.0–6.8 109.0
[13] 38 � 25 � 1.6 2.4–6.0 86.71
Proposed Antenna 34 � 20 � 1.6 2.23–7.18 105.21

Fig. 4. Surface current distribution at (a) f = 2.65 GHz, (b) f = 2.86 GHz, (c) f = 3.22 GHz,
and (d) f = 6.17 GHz.
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The 3rd and 4th resonances are created due to current flowing on L2 and microstrip
line respectively. From the current distribution analysis the resonance frequencies of
the proposed design can be formulated and tuned by varying the dimensions of the
asymmetric U shaped radiator.

3 Antenna Results and Discussions

Figure 5 depicts the variation of return loss for different values of left arm of the
asymmetric U shaped strip (L2). The graph clearly shows that the third resonance is
controlled by L2 and it is shifted towards the lower side as the value of L2 increases.
Therefore, the third resonance is inversely proportional to L2 and can be tuned by
varying the values of L2. It is also observed that the return loss value for 4th resonance
is improved up to 40 dB as the value of L2 increases. The maximum bandwidth is
found to be 4.75 GHz (2.42–7.17 GHz) for L2 = 8 mm.

The return loss curve for different values of right arm of the asymmetric U shaped
patch (L5) is plotted in Fig. 6. This figure also illustrates that the first resonance
frequency is controlled by varying the value of L5. From this figure it is inferred that
there is negligible effect of L5 on the antenna matching. At the same time it is also
noted that fourth resonance is inversely proportional to the value of L5. Thus, L5 is

Fig. 5. Effect of L2 on return loss of the antenna.
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simultaneously controlling the first and fourth resonance frequencies. However, from
the current distribution value, it is seen that the fourth resonance is also affected by the
strip line. From the Fig. 6 it can be observed that the maximum bandwidth achieved is
4.90 GHz (2.33–7.23 GHz). The ground plane, in monopole antenna, generally works
as a radiator and the dimensions of the ground plane controls the variation of return loss
of the antenna. When a rectangular slot of dimensions Ln � Wn is incorporated in the
ground plane, it is observed that the impedance matching performance of the antenna is
modified. Figure 7 shows that the bandwidth of the antenna improves upto 4.85 GHz
(2.42–7.27 GHz) as Ln increases. From the Fig. 8 it is clear that the fourth resonance
shifts towards lower end with increasing values of Wn. At the optimum value of
Wn = 4.5 mm, the maximum bandwidth of 4.88 GHz (2.39–7.27 GHz) is achieved.
From this figure it is also noted that the matching condition improves as the value of
Wn increases. If the value of Wn is less than 3.5 mm, antenna operates in dual band
mode and the impedance matching condition is deteriorated.

Figure 9 depicts the graph for real and imaginary parts of the impedance of the
proposed antenna. It is found that the real part of input impedance is varying
approximately 50 Ω and the imaginary part is nearly 0 Ω respectively. Therefore, it can
be concluded that the resultant input impedance is nearly matching with the charac-
teristic impedance of the microstrip line which is equal to 50 Ω. Thus the good
impedance matching condition of the present antenna design causes the improvement
in the overall bandwidth.

Fig. 6. Effect of L5 on return loss of the antenna.
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Fig. 7. Return loss versus frequency for different values of Ln.

Fig. 8. Return loss versus frequency for different values of Wn.
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Fig. 9. Graph of Re. part (Z) and Im. part (Z) of input impedance with frequency.

Fig. 10. Antenna gain and radiation efficiency.
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The radiation efficiency and gain of the antenna are shown in Fig. 10. The simu-
lated antenna radiation efficiency is always above 75.0% while the antenna gain varies
between 2.39–4.68 dBi throughout the entire operating band. However, it is noted that
the gain of the antenna is less than 3 dBi upto 4 GHz of frequency band. But the
antenna gain increases as the frequency increases beyond 4 GHz while the antenna
efficiency remains almost constant for the entire usable frequency band.

4 Radiation Pattern of the Antenna

The antenna radiation patterns are measured in a microwave shielded Anechoic
chamber and shown in Fig. 11. The test antenna is placed at a distance 3.2 m from the
horn antenna. The co and cross polarization patterns are plotted in Fig. 12 for fre-
quencies 2.65, 4.85 and 6.17 GHz respectively. Co-polar plot for H-plane (u = 0°) is
almost omnidirectional for all the frequencies with low cross polarization level.

For E-plane (u = 90°), co-polar pattern is bidirectional at two sampling frequencies
2.65 and 4.85 GHz while at 6.17 GHz it is slightly deteriorated due to high mode
generation. The cross polar pattern in E-plane is lower than the co-polar pattern for all
the frequencies. Thus, the far filled pattern of the proposed antenna is suitable to meet
the necessary requirements for the broadband communication systems. Both the radi-
ation patterns (calculated from CST and from the measurement) are showing quite
acceptable results.

Fig. 11. Radiation pattern measurement setup.
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          H-plane E-plane

(a)

(b)

(c)

Fig. 12. Measured antenna radiation patterns at (a) 2.65 GHz, (b) 4.85 GHz, and (c) 6.17 GHz.
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5 Conclusion

In the present paper, a compact, wideband monopole antenna is designed, fabricated
and measured. Parametric study of the patch and ground plane shows that the impe-
dance bandwidth and various resonance frequencies can be tuned by optimizing the
values of L2, L5, Ln and Wn. The maximum bandwidth of 105.21% (2.23–7.18 GHz) is
obtained by optimizing the patch and ground plane dimensions. H-plane patterns
calculated at different frequencies are stable and omnidirectional while E-plane patterns
are showing bidirectional radiation. Thus the designed antenna characteristics are
appropriate for the LTE 2300 (2.305–2.40 GHz), LTE 2500 (2.50–2.690 GHz),
Bluetooth, WLAN/WiMAX and other wireless applications.
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Abstract. In mobile networks, the problem of intermittent and truncated con-
nectivity leads to the growth of opportunistic networks. In opportunistic net-
works, the disconnected mobile nodes communicated whenever they get
opportunity to share the information or their connectivity is resumed. Because of
this intermittent connectivity, routing in this type of networks becomes very
challenging. Efficient use of resources is extremely important in such conditions.
In this work, we propose an innovative routing strategy for opportunistic net-
works based on the node’s activities. In NABR, we consider node’s past
behavior and activities to maximize the message delivery ratio under oppor-
tunistic network environment. We also propose a buffer management scheme
that efficiently use buffer storage of nodes to reduce message drop rate. To
simulate and demonstrate the performance of the proposed NABR protocol the
ONE simulator is used and results are compared with existing routing schemes.

Keywords: Opportunistic networks � Routing � Delay tolerant network
OppNets routing � History based routing

1 Introduction

Opportunistic Networks (OppNets) are the special class of wireless ad-hoc networks
where connectivity is intermittent and a direct and complete route between source and
destination is almost absent. Thus, opportunistic network falsify the statement about all
the communication networks that they have been assumed to be connected at least most
of the time [1]. Communication between the OppNets devices is based on the
instantaneous response of the meeting among them. OppNets supports the concepts of
“anywhere anytime computing”.

OppNets remove the assumption of physical end-to-end connection while provid-
ing and extending the connectivity among the nodes. So connectivity can be extended
to the point where direct access to the network is not available. Thus, OppNets provides
the opportunity to pervasive devices that are repeatedly out of the range of the network,
but comes in the range of other devices. In OppNets, carriers may be human, wildlife
animals or the vehicles, this leads to a different kind of disconnection as in normal
networks. Therefore, when source wants to transmit to the destination, the end-to-end
connection may not exist between them at that time [2]. Intermittent connectivity,
heterogeneity of the nodes decentralize nature, resource limitations, short range
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communication, opportunistic nature of contacts etc., make OppNets completely dif-
ferent sort of network. Therefore, routing strategies used in traditional wireless net-
works such as Mobile Ad-hoc Networks (MANETs) cannot be directly applied to
OppNets. This leads to necessity to develop routing strategies for OppNets that would
better acquire the nature of OppNets.

OppNets possess a different routing mechanism. Wang et al. [3] defined mechanism
for OppNets routings. According to authors, OppNets use “receive-carry-forward”
instead of “receive-forward”. Upon receiving, packets are stored in node’s buffer
storage instead of being forwarded immediately. Nodes carry the packets until they get
communication opportunity i.e. they meet other nodes during movement. Network
division as well as nonexistent of end-to-end connectivity problem can be overcome
with this mechanism [3]. Thus, OppNets nodes does not broadcast the information
rather they exchange information in pairs. Further OppNets forward mechanism is
unpredictable. In some OppNets routing strategies, data will be forwarded many times
when they meet different nodes and multiple copies of forwarded data are kept in the
network. This differs OppNets routing from traditional “one-time forward to the next
finite hop”. This is one of the two major routing approaches in OppNets and known as
replica-based approach. The other is forwarding based approach in which only one
copy of the forwarded data is kept and attempt to deliver data to destination using
network dynamics and resources.

A typical OppNets routing scenario at time t is shown in Fig. 1. Let source node is
S and destination node is D. Currently S and D are in different area and no path is
existing between them. Hence, S send the message to neighbor nodes n1 and n4. Both
n1 and n4 put message into their buffer until a communication opportunity is find. After
some at time t1, node n1 meets to node n6, and transfer the message to n6 and n4 meets
to node n2 and transfer the message to n2. Finally, at time t3, node n2 meets destination
node D and deliver message to D to complete message transmission.

A good OppNets routing algorithm should be able to discover the new nodes and
ensure high data delivery ratio. It must distribute message evenly over entire network
and reduces the resource consumption to deliver any single message. Spyropoulos et al.
[4], point at some desirable design goals for a good OppNets routing strategy. The
authors states: “OppNets routing scheme should perform significantly fewer trans-
missions the epidemic and other flooding-based routing schemes, under all conditions.

Fig. 1. Illustration of OppNets routing

266 P. Kumar et al.



It should generate low contention, especially under high traffic loads. It must be highly
scalable and adaptable to changes in network size or node density”.

Jain et al. [5], gives performance and knowledge trade-offs, considering contacts,
queuing and traffic demands as knowledge oracle. Figure 2(a) depicts a trade-off
between performance and network knowledge. The x-axis depicts the amount of
knowledge and y-axis depicts the expected achievable performance by using a certain
amount of knowledge. Most of the OppNets routing algorithms in which network
information used, mainly focus upon these knowledge oracles with “interconnect time
(ICT)” and “contact frequency”. ICT is defined as contact duration. In many of such
approaches the delivery probability of the message is calculated by these oracles and
mainly focus upon contact frequency of the sender nodes and the node sender meet
most. Nothing taken account to previous meeting results as well as to messages, which
are being transferred to frequent meeting node. However, all of these are important
parameters to consider, but we argue that nodes past behavior must be considered while
designing routing algorithms for OppNets. It will make massive impact on the routing
performance in such networks. So, there should be another knowledge oracle called
“Recent Activity” as shown in Fig. 2(b).

Fig. 2. (a) Performance vs. knowledge trade-off (b) Performance vs. knowledge trade-off
(modified)

Node Activity Based Routing in Opportunistic Networks 267



Considering the facts discussed above, in this paper, we propose a novel routing
strategy for OppNets called NABR. In NABR we aim to maximize the message delivery
ratio under OppNets resource constraints by utilizing network bandwidth and node’s
buffer storage. In NABR, node’s past behavior and activities are considered, while
forwarding a message to bundle carrier (i.e. neighbor node). Based on these activities,
node’s confidence level, is calculated and message is transfer to node with highest
confidence level. To reduce resource consumption, we propose a buffer management
scheme, which further improve the overall performance of NABR.

Rest of the paper is organized as follows. In Sect. 2, we describe the existing
OppNets routing schemes. The system model is given in Sect. 3. The proposed node
activity based routing protocol (NABR) for OppNets is described in Sect. 4. Simulation
and results are discussed in Sect. 5. In Sect. 6 we conclude the paper.

2 Related Work

Routing has been widely discussed in opportunistic network over last decade. In Direct
Transmission [6], the node stores message in its buffer until it directly encounters with
the destination node. On such meeting, the intermediate carrier, transfer the message to
the destination node. This scheme suffers from highly delay as source node may not
come into direct contact of the destination node over a longer period. Further, if the
carrier node does not encounter with the destination node, the message will never reach
to the destination. Instead of waiting for meeting with the destination node, First
Contact [5], the source node (or the intermediate carrier) forwards the message to the
first encountered node. This scheme may be useful in multicast messages, but it also
suffers from high delay. In epidemic routing protocol [7] the source node transfer the
message to all nodes it encounter and process is repeat by nodes who receive a copy of
the message. Thus, it floods the message into the entire network. Although, the mes-
sage reaches its destination but this protocol has very high resource consumption, such
as large memory requires to store large number of messages, high bandwidth utiliza-
tion, high communication the drains the power of nodes etc.

An enhanced version of epidemic routing is Meetings and Visits (MV) [8]. It
exchanges messages in pair-wise principle as in epidemic routing, but instead of
flooding its neighbors, the recipient is chosen based on previous meetings and locations
visit frequencies. This performs better than epidemic, suffer for its buffer management
at nodes, packets may be dropped regularly, as it uses First-in-first-out (FIFO). An
extension of epidemic routing, spray and wait [4] is proposed to reduce the overhead of
flooding. In spray and wait, the message is forwarded to intermediate nodes with some
probability. This protocol has two phases: spray phase and wait phase. In spray phase,
L copies of message are formed for each generated message. In wait phase, the nodes
wait for direct transmission if the destination is not found in spray phase. The protocol
reduces adverse impact of the epidemic routing by controlling the amount of flooding,
but it still suffers from delay and resource consumption issues. Moreover, the message
delivery possibility highly depends on the number of copies (L) generated to spray.

A variation of spray and wait is proposed in [9] as spray and focus. This scheme
again has two phases: Spray phase- When a new message is generated at a source node,
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it also creates L “forwarding tokens” for this message. Each node maintains a “sum-
mary vector” with IDs of all messages that it has stored. When two nodes meet, they
exchange their SV and identifies common messages they have other message are which
have n > 1 forwarding tokens handed over to each other with n/2 forwarding tokens.
When n = 1, the decision taken as in focus phase, which uses a utility function to
choose the next forwarding the node.

Adaptive Fuzzy Spray and Wait, yet another variation of spray and wait is proposed
in [10]. This routing protocol also propose a buffer utilization policy based on the fuzzy
decision making technique. This is use to classify and store the messages into levels
inside the buffer and promotes high priority messages are transferred first during the
meetings. However, the randomized buffer message dropping policy of the protocol,
does not works well as large message may suffer long delays and if all messages are
almost same size then message size become extraneous to priority.

Content Encounter Probability based Message Forwarding in Opportunistic Net-
work (CEPMF) [11] is proposed to achieve an efficient publisher/subscriber service.
Subscriber’s interest of flow in network in the form of predicates. In CEPMF, nodes
may receive some message(s), which they do not want, if predicates of these messages
are similar to their demands. The History-Based Routing Protocol for Opportunistic
Networks (HiBOp) proposed in [12] aims to utilize the context information of the
nodes. HiBOP has three phases: emission phase, forwarding phase and delivery phase.
The protocol is suits very much for human mobility patterns as they generally follow a
particular pattern. Lindgren et al. proposed Probabilistic Routing Protocol using His-
tory of Encounters and Transitivity (PRoPHET) [13]. In PRoPHET the history of node
transitivity and encounters is used to enhance performance. It assumes that movement
patterns are repeated and they can be predicted. In PRoPHET each node calculates
Delivery Predictability, before sending a message for each destination. A message is
transferred to the other node if the Delivery Predictability of the destination of the
message is higher at the other node, otherwise retains with the current node.

Context-Aware Routing (CAR), proposed in [14], assumes that nodes share their
‘logical connectivity information’ among them. Within the same cloud message
delivered using proactive protocol like DSDV [15], otherwise node is chosen with the
highest delivery probability calculated at every node from the context information.
Instead of using context of a node as it is, this protocol predicts the future values to
make the information more ‘realistic’. However, messages may have lost in absence of
proper buffer management. The message is encoded in another format before it
transferred to neighbor node in Network Coding [16] protocol. Before forwarding
intermediate nodes can also combine packets using a given invertible function to limit
the message flooding. However, this protocol suffers overhead as encoding and
decoding of messages requires extra processing power as well as memory.

TBR, proposed by Prodhan et al. [17], is a TTL based routing approach. TBR is a
quota based routing protocol. TBR uses priority at both level i.e. at message forwarding
as well as at message dropping from buffer. These priorities are based on massage time
to live (TTL), hop count, replication count and size. Chen and Lou propose a group
aware routing protocol GAR [18]. GAR is a cooperative message transfer scheme and
authors also proposed a buffer management policy to reduce the message drop rate.
However, GAR is limited to environment where nodes move in groups, which is very
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unlikely in opportunistic networks. Further nodes are highly dependable as cache
message are regularly exchanged between the same group members and buffer man-
agement is inefficient as phantom messages occupy space in buffer. Table 1 shows the
comparison among opportunistic network routing protocols based on the knowledge
oracles discussed in introduction section.

3 System Model

This work assumes that an OppNets comprises a group of n mobile nodes moving
within a finite region. The connectivity is intermittent and links are almost permanently
absent. In our proposed model, we will use several statistics based on the nodes
activities. For example, the contact information, such as meeting time and number of
total encounters of two nodes, total message received by node and nature of action
taken to those messages, message hop count etc. However, none of these as well as
other network information is not known in advance. The Time-to-Live (TTL) value is
associated with every message and message must be delivered within TTL time;
otherwise, it will be removed from buffer. All nodes have a limited space storing the
message, known as buffer storage. A message can be delivered to the destination either
by source node or through the various bundle carriers. Message are assumed to be
transmit as a whole i.e. no fragmentation is done. When a node transmits the message
to the bundle carrier, it will increase the message hop count by one.

Table 1. Comparison among OppNets routing protocols

Zero
knowledge

Contact
summary

Contacts Queuing Prioritization Node
encounter

History
based

First contact [5] ✓

Direct transmission
[6]

✓

Epidemic routing
[7]

✓

Spray & Wait [4] ✓

Spray & Focus [9] ✓ ✓

Adaptive spray &
Wait [10]

✓ ✓ ✓

PRoPHET [13] ✓ ✓ ✓

PRoPHET + [19] ✓ ✓ ✓ ✓

HiBOP [12] ✓ ✓ ✓ ✓

CEPMF [11] ✓ ✓

RFP [20] ✓ ✓

RPRP [21] ✓ ✓ ✓

TBR [17] ✓ ✓ ✓

GAR [18] ✓ ✓ ✓

NABR (Proposed) ✓ ✓ ✓ ✓ ✓
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Each node will maintain two table. One is called “Buffer Table (BT)” and other is
called “Meeting Table (MT)”. The BT will store the three entries related to each
message. These entries are: size, TTL and hopcount of the message. Hopcount is
defined as the total number of bundle carriers i.e. intermediate nodes through which this
message is passed on in order to reach the destination.

The second table, MT, will maintain the record of the most frequent meetings of the
node. In this table will maintain the information about last 10 such nodes. This table
also has three entries: total number of meetings (MCxy), total number of successful
meetings (SMxy), and the Meeting Counter Ratio (MCRxy). Successful meetings refer to
those meetings in which at least one message was exchanged between the nodes (x, y).

4 Proposed Routing Algorithm: NABR

The idea of our proposed algorithm is based on the node activities. We used recent
behavior of nodes to determine the message delivery probability and select the next
bundle carrier to forward the message.

4.1 Working of Proposed Algorithm

In the proposed model a message can be generated at the application layer of node itself
or it can be arrived from any other neighboring node. When a message (mk) is gen-
erated at the node, it will have tagged with its size (S(mk)) and Time-to-live (TTL(mk)).
Initially, the hop count of message hopcout (mk) is zero. When a node is received
message from its neighbor then its hop count is increased by one. At every node, these
three entries are saved in table BT for each message (Fig. 3).

When nodes are in the meeting, then they will exchange the list of their
acknowledged messages since their last meetings. If any node has such message(s) that
has been delivered, the node will delete the message from its buffer. If the node has
some message(s) that is destined for the meeting node(s), then those messages are
transferred to the meeting node. The sender is acknowledged by the receiving node and
then sender will delete those messages from its buffer and update the counter TD. Now
the nodes will attempt to deliver their buffered message to each other. While delivering

Fig. 3. Working of NABR, when two nodes X and Y comes
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a message to a node confidence level CLx of each node is calculated according to Eq. 1
and message is delivered to a node with highest CLx. After transferring the messages to
each other, the sender and receiver will update their Fb and TR counters respectively.

CLx ¼ MCRxy � DDIndexx þFBIndexxð Þ; SMxy � 1
DDIndexx þFBIndexx; otherwise

�
ð1Þ

Where, MCRxy is Meeting Counter Ratio between node x & y. SMxy is Successful
Meeting counter of node x & y. DDIndexx (Eq. 2) is the percentage of messages that are
directly delivered to destination by node x.

DDIndexx ¼ TD
Tm

� 100 ð2Þ

(TD is total number of messages delivered to destination by node x and Tm is total
message received by node x).

FBIndexx (Eq. 3) is the percentage of messages that are forwarded to bundle carrier
by node x.

FBIndexx ¼ Tb
Tm

� 100 ð3Þ

(Tb is total number of messages forwarded to bundle carrier by node x and Tm is
total message received by node x).

4.2 Buffer Management

As in OppNets, the routing follows the “receive-carry-forward” mechanism, the nodes
require a buffer as a temporary storage to keep the messages. Efficient buffer man-
agement is essential to take maximum from a routing algorithm. In our proposed model
we select a victim based on the removing index (RI(mk)). The value of RI(mk) is
influenced by several factors. These are:

1. When an item is selected to remove from buffer, the item size matters, because
bigger the message removed, more buffer space will generate to store new mes-
sages. So the value of RI(mk) is directly proportional to message size S(mk) (Eq. 4).

RI mkð Þ / S mkð Þ ð4Þ

2. An older message must be removed before a newer message, because the older one
will be automatically removed from buffer as its TTL expires. So a message with
lower TTL will be removed first. Thus RI(mk) is inversely proportional to TTL of
message (TTL(mk)) (Eq. 5).

RI mkð Þ / 1
TTL mkð Þ ð5Þ
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3. Selecting a message to remove by size and TTL value may impact adverse on its
delivery probability. So there will be another factor that ensures delivery is least
affected. During the process of message delivery, a message may will travel in the
network through various bundle carrier. With the passage of time there are several
copy of message will be buffered by the different nodes. So we will select a message
to remove from the buffer with highest number of such copies i.e. the highest
number of hopcount (Eq. 6). This will impact least on the message delivery.

RI mkð Þ / hopcount mkð Þ ð6Þ

By combining Eqs. 1, 2 and 3 we get

RI mkð Þ / S mkð Þ � hopcount mkð Þ
TTL mkð Þ

RI mkð Þ ¼ C
S mkð Þ � hopcount mkð Þ

TTL mkð Þ ð7Þ

Where C is proportionality constant.
Thus Eq. 7 gives us a formula to select a victim message. A message with highest

value of RI(mk) will be removed from buffer first.

5 Simulation and Results

To evaluate our proposed NABR protocol, the Opportunistic Network Environment
(ONE) simulator version 1.5.1 is used [22]. In order to analyze our proposed algorithm
with other routing protocols, we use delivery ratio and latency as performance matrices.

Table 2. Simulation parameter

Parameter Value

Simulation area 4000 m � 3000 m
Number of nodes 50–150
Transmission range 100 m
Transmission rate 250 KBps
Movement speed 0.5 m/s–1 m/s
Mobility model Random Way Point
TTL of each message 30 min
Size of messages 500 KB–1 MB
Buffer size 10 MB
Message generation rate 2–3 message per min
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5.1 Simulation Setup

Our simulation model is similar to the model used in [3, 17]. We use the Random Way
Point as the mobility model. Movement speed of the nodes vary from 0.5 m/s–1 m/s,
within the area of 4000 m � 3000 m. The transmission range of each node is 100 m
and transmission rate is 250 KBps. Buffer size is kept 10 MB, however the perfor-
mance of algorithm is tested by varying buffer size from 8 MB–30 MB. Message
generation rate is 2–3 messages per minute. Simulation parameters are listed in
Table 2.

5.2 Results and Discussion

We evaluate NABR with TBR [17] and GAR [18] OppNets routing protocols under
different node density and buffer size.

First, we present the result of message delivery with varying node density in Fig. 4.
It can have observed from figure that deliver ratio is increases as number of nodes
increases and NABR outperform other routing protocols. This is due to fact that the
forwarder node was choose on the basis of maximum involvement is successful des-
tination deliveries. Figure 5 shows the plot of number of nodes vs. latency. This figure
illustrates that, NABR achieves best latency among the protocols compared.

Fig. 4. Number of nodes vs. delivery ratio
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Figure 6 illustrate the effect of buffer size on deliver ratio. Due to effective buffer
management technique, NABR makes most efficient use of buffer storage and gives
best delivery ration among the compared protocols. Effect of buffer size on the latency
is plotted in Fig. 7. Latency is decreases as buffer size is increases, but still NABR
manage to deliver message in minimum time results in less delay.

Fig. 6. Buffer size vs. delivery ratio

Fig. 5. Number of nodes vs. latency
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6 Conclusion

In this paper, we propose a novel routing protocol for OppNets. As OppNets are
intermittently connected, the main aim of OppNets is to provide reliable commutations
in such environment. While designing a routing protocol for OppNets, it is essential to
make efficient use of resource and communications opportunities in order to achieve
good performance from the network. In this paper, we consider all these issues and
proposed NABR, a node activity based routing protocol. In this we consider nodes
previous action taken to the messages and calculate the confidence level of node in
order to determine the whether this is a good candidate to forward the particular
message or not. An efficient buffer management policy is also proposed; as buffer
storage is a critical issue for both node as well as for the performance of routing
protocols in OppNets. Simulation results shows that the proposed NABR protocol
performs well under various performance metrics and different network environment.
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Abstract. Software Defined Networking brings in the concept of “Pro-
grammable Network” in the networking domain which in turn lends flexibility,
simplicity for managing the network. The key idea behind this simplicity is
decoupling of the control plane from the data plane. Nevertheless, such
decoupling of the planes also acquaints SDN to the most critical type of attack,
i.e., DDoS attack. Our goal is to showcase a concise survey of DDoS attacks in
SDN and then present comparative solutions against these DDoS attacks.
Firstly, we discuss the life cycle of DDoS attack in SDN. Then several tax-
onomies of DDoS attacks which affect SDN environment have been discussed,
followed by which analysis is performed to cover the taxonomy of solutions for
this severe type of attacks. Finally, we present, future research directions that
will be a crucial idea to defend such attacks in near future.

Keywords: Software Defined Networking (SDN) � DDoS attack
Security � Authentication

1 Introduction

Current networks such as data centres, enterprise networks, and cloud networks are
increasing in terms of size and complexity. This demand for computer systems has
changed drastically since the early days of file sharing or hosting the servers of
companies. Today’s Organization are using advanced computing to meet their chal-
lenging needs which require more computing resources, planning, availability, and
scalability. Existing network technologies are not designed to enable such complex
systems. In order to design such complex networks which can satisfy these ongoing
demands various approaches have been proposed and software defined networking
(SDN) is one among them. SDN is a networking paradigm which makes the network
programmable. The first advantage SDN provides is separation of control plane from
the data plane, which currently are clustered inside the same networking device because
of which innovation and evolution of each layer are hindered separating these planes
provides much more flexibility. In rest of the paper, we will use plane and layer
interchangeably. The second advantage using SDN is developers can program the
network according to their use and convenience.
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1.1 Basics of SDN

Decoupling which is the most impingement feature of SDN innovate the architecture.
Because of which the data plane devices become just packet forwarding devices and
the entire logic of managing the network moves to the control plane. The idea behind
the separation of these planes is to allow application programmers to program the
networks accordingly. This feature also results in automatic reconfiguration of net-
working devices according to changing traffic demands which is not present in current
networks. Figure 1 represents SDN Architecture. International telecommunication
union telecommunication sector (ITU-T) [1] is a United Nation agency that started the
standardization of SDN in its (SGs) study group 13. SG 13 is the leading study group
that develops the framework of SDN. Another Study group SG 11 develops signals and
protocols for SDN. In addition to this there are several Software development orga-
nizations (SDOs) and Open Source Software Projects working for standardization of
SDN [1]. The communication interface between the controller which belongs to the
control plane and the data plane switches is carried out with the help of OpenFlow
protocol. OpenFlow is a standard Application Programming Interface (API) [2]. The
detail bottom up layering specification is as follows.

Data Plane: Data plane includes forwarding devices such as routers, switches, wire-
less access point, virtual switches. In SDN terminology all these devices are named as
switches or OpenFlow switches. Switches contain flow table which represents the
packet forwarding rule. Switches forward the traffic to the corresponding destination
according to the control plane logic.

Fig. 1. SDN architecture.
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Southbound Interface: Southbound protocols facilitate efficient control over the data
plane. OpenFlow is the standardized and most well-known southbound protocol. Many
vendors including Hp, NetGear, and IBM produce their own switches which support
OpenFlow. The Open Networking Foundation is responsible for standardization of
OpenFlow. The main characteristic of OpenFlow protocol is that it uses Flow table so
that the entries can be added and removed in the flow table to handle the network traffic
expeditiously. Besides OpenFlow there are several other protocols such as ForCES [3],
OpFlex [3].

Control Plane: Control plane involves the controller which represents the brain of the
entire network. Controller makes the packet forwarding decisions and installs the
decisions in the switches. SDN represents physically distributed but the logically
centralized controller. Logical centralization eases the jobs of the network operators to
configure and contend the network. The functions or services the controller provides
are notifications, device management, and security mechanisms. A physically cen-
tralized controller leads to a single point of failure as well as it is hard to manage a huge
network with a single controller. Contrary to this distributed controller can meet any
requirement from small scale to large scale network. There are various types of con-
trollers NOX [3], Floodlight [3], POX [3].

Eastbound and Westbound: Physically distributed controllers use East-West bound
interface to communicate. Also, two complementing entities use east-west bound
interface (e.g., SDN controller is communicating with VPN network). As a single
controller may only handle small network, so if one controller fails it can inform the
other controller to take over the traffic handling. Onix [4] and Hyperflow [5] have
suggested these strategies. Research is taking place to build a strong and robust API to
handle controller traffic.

Northbound Interface: Northbound interface acts as middleware between control
plane and application plane. The Function of northbound interface is to abstract the
internal details of the network, permitting to program the network and to quest the
services from it. This helps network operators to control the network accordingly.
Since SDN can be configured for various applications using single API to meet these
demands is not possible. So it is likely that different protocols can exist. Current
controllers provide their APIs such as Rest API, ad hoc API to control the network.

Application Plane: Application or Management plane is the topmost plane in SDN
architecture. Application plane involves applications which are written by software
developers to manage the network. Application plane functionalities include fault
monitoring and configuration management.

1.2 Basics of DDoS

DoS attack is a cyber attack where a malicious user sends excessive fake requests to
network or server. Since the requests does not have valid return address when the
server or network tires to serve the requests, it does not find the return address of the
attacker which causes the server to wait before closing the connection. Thus the server
keeps busy waiting closing the connection of fake requests. This causes legitimate users
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to get the denial of service leading to DoS attack. The primary targets of DoS attack are
websites and servers making it unavailable to benign users. Sometime DoS attack may
be on user too. The Aim of this type of attack is not theft or loss of information but to
waste time, money and resources of the victim. When this attack comes from several
hosts managed by a malicious user, it is called Distributed Denial of Service Attack
(DDoS). In [6, 7] authors have discussed the countermeasures of these attacks. DDoS
attack provides many advantages to the attacker:

• The location of attacker is difficult to identify due to randomly distributed attacking
system.

• Attacker can use multiple systems to attack the victim unquietly.
• Affecting the victim for many days.

Several types of DoS attack affecting the victim or server are: Email Bombing, Ping
of death, Smurf attack, Buffer Overflow attack, SYN Flood, UDP Flood, HTTP GET
Flood, NTP Reflection Amplification attack, DNS Reflection Amplification attack,
Zero-Day Attack.

1.3 Different Types of Attacks in SDN

Software Defined Networking provides strength and flexibility in networking. In
addition to that, it also provides centralized control and brings down the deployment
cost. This centralized control becomes vulnerable to some more attacks other than
DDoS. Details about this attacks scenarios are discussed in the following subsections.
Table 1 categorizes these attacks and different planes affected.

Network Manipulation: Once the controller is compromised the attacker can program
the network and manipulate the resources.

Data Leakage: Different commands for handling the packets include drop, forward
and send to the controller. The way packets are handling by the switch the attacker can
determine by analyzing the packet processing time. If the attacker discovers the packets
which are being sent to the controller the attacker can generate similar types of packets
which would be redirected to controller causing the denial of service. In [8] explains
how the DDoS attack can be launched through data leakage.

DDoS Attack: Separation of planes and protocols to communicate between different
planes exploits the vulnerability of congestion. South-bound interface, North-bound
interface, Switch hardware and Controller all can be the target of Denial of Service
attack due to their limited capability.

Compromised Application: SDN allows third-party application to supervise the net-
work. Writing malicious applications can manipulate and exhaust the networking
resources. Also writing an ambiguous application by developers exposes to vulnera-
bilities in software application which the attacker can exploit to attack.

Man in the Middle Attack: The attacker modifies the communication between com-
municating entities making the entities believe as if they are communicating with each
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other. This attack happens if there is no security between the communicating protocols.
In [9] author studies about this attack and presents the feasible solution.

In [10] authors have discussed various security solutions for the above attacks.
Despite such attacks the easiest and devastating attack to launch is DDoS attack. The
peculiarity of this attack is it is easy to launch but difficult to detect. In this paper a
deeper analysis of this issue is provided.

1.4 Lifecycle of DDoS Attack in SDN

Centralization of the controller makes it vulnerable to many types of attack. Com-
promising the controller can manipulate the entire network. If the attacker gets access
to the controller, it can be used to control the networking devices. The attacker can then
use those devices to launch some potential attacks towards the victim or in the network.
SDN OpenFlow enabled switch handles the packet differently compared to traditional
switches. When Packet comes for processing towards switch it checks the Flow
Table which contains FlowRules for packet forwarding, matches the entry and forwards
the packet. When a new packet arrives whose entry does not match FlowRules, then the
switch saves part of packet except the header into the buffer and forwards the header as
Packet_In message to the controller asking to install new FlowRule. Controller after
processing the header installs a new FlowRule to handle the packet if the switch Flow
Table is full switch sends an error message to the controller. This rule of FlowRule
installation is known as Reactive FlowRule installation. There is another method of
FlowRule installation known as Proactive FlowRule installation in which the rule are
installed prior to traffic comes to the switch. The attacker can launch DDoS attack on
buffer inside the switch, Flow Table, communication channel between controller and
switch and controller too. Figure 2 shows different SDN modules exploited during
DDoS attack.

The rest of the paper is structured as follows. In Sect. 2, we discuss the taxonomy
of DDoS attack in SDN environment. In Sect. 3, taxonomy of defence mechanism is
discussed. Open issues and challenges are discussed in Sect. 4. Finally, Sect. 5 con-
cludes the paper.

Table 1. Categorization of attacks affecting SDN planes.

Attacks Focus Area

Network manipulation Compromising controller Control plane
Data leakage Analysing packet processing time Data plane
DDoS attack Flooding the controller and flow table Control plane,

Data plane
Compromised application Writing fraudulent software Management plane
Man in the middle attack Seizing the controller Control plane
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2 Taxonomy of DDoS Attack in SDN

As described in Sect. 1.5, the way packet is processed by each module of the archi-
tecture attacker can exploit vulnerabilities of these modules for an attack. In the fol-
lowing sub-sections, we will discuss how attacker can make use of these modules to
launch DoS attack in SDN architecture.

2.1 Buffer Saturation

The switch maintains a memory called as Ternary Content Addressable Memory
(TCAM) which is scarce in resource. When there is missing FlowRule in the Flow
Table, switch stores part of the packet into buffer memory and sends the header as
Packet_In message. But when the buffer memory gets full switch sends the entire
packet as Packet_In message. Thus the attacker can send numerous packets whose
entry does not match in Flow Table, therefore, forcing the switch to send entire packet
to the controller. A switch can send limited number of Packet_In messages to the
controller, for example, Hp Procurve [11] generates 1000 Packet_In messages. Thus
the limited capacity of buffer leads to buffer saturation.

2.2 Flow Table Overloading

SDN Switch characteristic is to send entry miss packet to the controller asking for new
FlowRule. Each FlowRule has specific timeout value after which the entries will be
replaced. The attacker takes advantage of this feature and generates new packets;
controller sends new FlowRules to the switch for this packet. These new entries will
replace the old entries, and within no time all entries will be replaced and the table gets
filled up with fake entries. Therefore the legitimate entries find no space in the Flow
Table and hence get dropped. Pronto pica8 3290 [11] switch can hold 2000 Flow
Table entries at a time.

2.3 Congesting Data-Control Plane Channel

SDN switch holds part of the packet in the buffer when the packet is sent to the
controller for processing. But the buffer also has limited capacity. So when the buffer
gets full switch sends entire packet to the controller as a Packet_In message for pro-
cessing. Sending entire packet towards the controller using the single bandwidth causes
high constriction in the channel. Due to this legitimate users also face high bottleneck
for their request to get served.

2.4 Saturating the Controller

Finally, as the flood requests arrive at controller, the controller gets busy satisfying the
fake request thus these requests exhaust the throughput and processing capabilities of
the controller. Infecting the controller downgrades the whole SDN architecture. To
make this happen attacker only needs to generate some significant amount of
anomalous packets.

Taxonomy of DDoS Attacks in SDN Environment 283



3 Taxonomy of DDoS Defence Mechanism in SDN

DDoS mitigation in SDN environment is an active area of research; several explo-
rations are carried out in various areas of SDN. Following are the defence mechanism
on the above discussed issues.

3.1 Defences for Buffer Saturation

Wang et al. [11] present Scotch a mesh of Open VSwitches that overlay the physical
switches. When the physical switch gets overloaded because of new FlowRule the new
flow rules are then forwarded to Open VSwitches. Open VSwitches then forward it to
the controller as Packet_In message. The Controller then installs new FlowRule either
in Physical Switch or Open Vswitch, which then forwards the packet to the destination.
Thus Open VSwitches act as the buffer to store the new FlowRules. The main draw-
back of this technique is that it is unable to distinguish between regular traffic and
DDoS traffic, thus after certain threshold VSwitches drops the packet too.

Wang et al. [12] presents an entropy based approach to defend against DDoS
attack; it involves statistics and analysis of network traffic arriving to network. Authors
deploy their algorithm in the edge switch (switch which is near to victim) for anomaly
detection mechanism. The scheme calculates entropy based on IP and switch, when the
entropy decreases beyond specific threshold attack is detected. But for this we need to
modify a switch which is not feasible solution.

Another similar work is done by Mousavi et al. [13] where the randomness of the
packet is measured. To detect the attack two components are used (1) window
(2) entropy window represents the number of packets and entropy represents the
randomness. Sample entropy of normal traffic is decided as threshold. If Traffic coming
towards controller exceeds the threshold, it is declared as attack traffic. Traffic coming

Fig. 2. DDoS attack in SDN
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towards controller may vary in size this method fails to detect it. In Table 2, summary
of solutions under Buffer Saturation Attack in SDN is provided.

3.2 Defences for Flow Table Overflow

Kandoi et al. [14] proposed two methods Flow Aggregation and Optimal Flow Timeout
value to control DDoS attack. Flow Aggregation is used for matching several incoming
packets for one FlowRule and, Optimal Flow Timeout for replacing the FlowRule after
a specific time interval to prevent flow table overflow. In short, they suggest having an
optimal timeout. The drawback of this method is it is not suitable for large area
networks and hence cannot be used for heavy load traffic.

Dao et al. [15] detects DDoS attack based on IP filtering. As per analysis an average
user at least makes ‘k’ number of connections and it sends at least ‘n’ packets per
connection. So when a new packet arrives its entry is made in the controller table. Then
it is checked if the average number of packet counter ‘s’ is less than then ‘n’, if it is then
drop rule is installed in the Flow Table otherwise timeout value of particular source IP
is increased indicating that it is a normal user. The disadvantage of this method is that it
may install drop rule for false positive user also.

You et al. [16] proposed dynamic in/out balancing algorithm known as DIOB/LFU
algorithm to defend against the Flow Table overflow attack. DIOB/LFU algorithm
maintains the difference between rule-in and rule-out FlowRules. The difference
between rule-in rule-out FlowRule must always be less than or equal to zero. Addition
to that when ‘table full error’ message is received from switch algorithm evicts certain
amount of rules from flow table whose idle timeout value is zero and counter value is
zero. The algorithm tries to maintain the balance of FlowRules in the table. The
drawback of this algorithm is as the attacks packet incoming rate is much higher than
balancing rate it is difficult to deploy this algorithm in a real scenario.

Yuan et al. [17] execute a strategy known as Peer-Support strategy. This Quality of
Service-Aware (QoS) peer support mitigation strategy is implemented as an application
in the controller. This application monitors status of each switch. When the switch flow
table gets full, this application guide’s the traffic to other switches thus the traffic loads
gets distributed across other switches. Peer switches support the targeted switch to
manage the flow entries forwarded towards it. The disadvantage of this method is it
does not distinguish between legitimate traffic and attack traffic. In Table 3, the sum-
mary of solutions under Flow Table Overflow in SDN is provided.

Table 2. Categorization of solutions for buffer saturation attack

DDoS technique Focus Solution

Scotch [11] Open
VSwitches

Open VSwitch act as buffer for physical switches to store
FlowTable

Entropy
distribution [12]

Anomaly
detection

Entropy of IP and switch is used as threshold to detect
attack

Early
detection [13]

Randomness
of packet

Sample entropy of normal traffic is decided traffic
exceeding baseline is declared as attack traffic
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3.3 Defences for Control-Data Channel Congestion

In networking when a client wants to communicate with the server or another client
they have to follow specific networking rules they are TCP handshake rules. In normal
TCP handshake whenever packet comes in the switch and if switch entry does not
match packet switch directly forwards it to the controller and this is the cause of
Flooding attack called as control plane saturation attack. In Avantguard [18] the
problem is solved with the help ‘Migration Module’. The migration module delays the
handshake by making the switch work as a proxy server for TCP handshake and
forwards only those connections to the controller who makes complete TCP handshake.
The reason is whenever attacker tries for TCP handshake it will never do complete
handshake means it never replies to packet sent by the server. Thus this complete TCP
handshake policy prevents the DoS attack. However Avantguard can only defend TCP
synch flood attacks.

Piedrahita et al. [19] proposed FlowFence mechanism to handle the network traffic.
According to this scheme, the switches monitor their interfaces for congestion once
congestion is detected the switch notifies this to the controller. The controller requests
the flow statistics from all the switches, and then the controller sends commands to
switch to rate limit. This mechanism only rate limits the flows but it does not stop the
attack entirely.

FloodDefender [20] presents a switch sharing mechanism to defend the channel
congestion attack. In this mechanism, four modules Table-miss engineering module,
Packet filtering module, Flow rule management module and attack detection module
work together to defend the attack. Attack detection module keeps monitoring the
switch for attack detection. Once the attack is detected, it activates other three modules.
When DDoS attack occurs Table-miss engineering module uses Protecting Rules to
forward the traffic to neighbour switches. It uses average delay model to analyze how
many neighbouring switches to involve in sharing. Table miss packets are forwarded to
neighbouring switches to save bandwidth between controller and victim switch. Packet
filtering module filters the packet in two steps. Further Flow Table management
module installs the monitoring rules inside the victim switch to manage FlowRules by
removing the useless entries.

Table 3. Categorization of solution for flow table overflow

DDoS technique Focus Solution

DDoS in OpenFlow [14] Protection rule
handling

Flow aggregation for matching
FlowRules and Timeout Value for
FlowRule replacement

Feasible method to combat
DDoS [15]

IP filtering If user sends less than ‘n’ number of
packets it is consider as attacker

SDN FlowTable over
flow [16]

Dynamic in/out
balancing
algorithm

Difference between Rule-in and Rule-out
must always be less than or equal to zero

Defending against
FlowTable overloading [17]

Peer-support
strategy

If flow table gets overloaded direct the
traffic to other switches
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Wang et al. proposed FloodGuard [21] a scalable efficient, lightweight and
protocol-independent defence framework for SDN networks to prevent data-to-control
plane saturation attack. It uses two techniques proactive flow rule analyzer module and
packet migration module. The Proactive flow rule analyzer module sits in the controller
as an application that generates flow rules based on the current status of the controller.
Proactive flow rules are data plane flow rules. It represents the range of Packet_In
messages which current control logic can handle at this moment. Proactive flow rule
analyzer module uses symbolic execution engine, application tracker and flow rule
dispatcher to install flow rules. The packet migration module has two functions First is
to detect the saturation attack based on a particular threshold. The second task of the
migration module is to migrate the table miss packets to data plane cache so that switch
and controller does not get overloaded by packets. The data plane cache then sends
flow requests as Packet_In message to the controller. The migration executes the
symbolic engine and generates flow rule to stop further flow requests. The disadvantage
of this techniques is symbolic execution cannot trace all execution paths.

In Flowsec [22] model the author proposed a rate limiting mechanism. Inside a
switch, a meter is an element which measures the bandwidth utilization and number of
packets passed through it. If packets rate exceeds the threshold, the meter band drops
the packet. This packet drop mechanism filters out legitimate traffic too which is
undesirable and hence it is a drawback of this model. In Table 4, the summary of
solutions under Control-data Plane Congestion in SDN is provided.

3.4 Defences for Controller Saturation

Avantguard [18] uses two modules ‘Actuating Trigger’ and ‘Connection Migration’
modules to overcome controller saturation. The Actuating trigger enables the data plane
to asynchronously report network status and payload information to the control plane.
In addition to that Actuating triggers can be used to activate flow rules under some

Table 4. Categorization of solution for control-data channel congestion.

DDoS Technique Focus Solution

Avantguard [18] Protection against
southbound
interface

Connection migration component reducing
data-control plane congestion

FlowFence [19] Handling network
traffic

Rate limiting rules installed in switches

FloodDefender [20] Switch sharing
mechanism

Table miss packets are forwarded to
neighbouring switches and further applying
packet filtering

FloodGuard [21] Data-to-control
plane saturation
attack

Proactive Flow Rule analyzer module installs
FlowRules and Execution Engine trace to
generate suppressing rules

Flowsec [22] Rate limiting
mechanism

Switch meter drops the packet if packet rate
exceeds threshold
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predefined conditions to help control plane manage network flow without delays.
Connection migration module as explained above delays the handshake by allowing
switch work to as a proxy server for TCP handshakes and forwards only those con-
nections to the controller who forms complete TCP handshakes. This mechanism fails
because it defends only a particular type of DDoS attack in addition to that switch
hardware needs to be changed which is undesirable.

Zhang et al. [23] proposed a queue management technique for resource saturation
attack. The controller schedules among the switches using weighted round robin
(WRR) to serve the request of these queues for processing. If the size of switches
queues increases beyond a threshold, then the queue is expanded to per-port queues of
the each switch. When the traffic serving is accomplished the queue size again becomes
normal. The drawback of this technique is for massive attack multiple queues have to
be maintained which becomes cumbersome.

Hsu et al. [24] proposed a solution based on hash value. A hash function operates in
control plane which is used to assign incoming packets to queues in control plane.
Round-Robin model is used to schedule the queues. Whenever new packet comes
whose entry not match arrives to the controller the controller extracts the essential
information from the packet and calculates its hashed value. Then from hash value
packets are distributed to the queues, as a result sharing the services of the controller.
However, this method does not detect the attacking traffic.

FlowRanger [25] proposed a novel solution to handle controller saturation attack.
They proposed a buffer prioritizing solution. The mechanism derives the source identity
based on the ranking algorithm and then it serves the requests using multiple priority
buffers. FlowRanger has three components: Trust Management component, Queuing
Management component, Requests Scheduling component. Trust management com-
ponent computes trust value of new packet based on past requests. Queuing manage-
ment components maps the request to the priority queue based on trust value. Request
Scheduling component analyzes and serves the request based on length and priority

Table 5. Categorization of solutions for controller saturation attack

DDoS Technique Focus Solution

Avantguard [19] Tcp-Syn
flooding

Connection migration modules delays the
handshake and actuating trigger sends switch
statistics to controller

Denial of service in SDN
[23]

Switch queue
management

Weighted Round Robin strategy is used to
schedule the switch queues to serve the
request

Design hashed based
control [24]

Hashed based
rate limiting

New packets hashed value is calculated and
assign to queue to get service from controller

FlowRanger [25] Buffer
prioritization

Derives source identity based on ranking
algorithm and serve the request according to
priority

Lightweight DDoS [26] Self organizing
maps
mechanism

SOM technique is used to differentiate
normal traffic from attacking traffic
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level for this it uses Weighted Round-Robin strategy. There might be benign flows that
may appear for the first time. So blocking this request is not a good way to differentiate
the users.

Braga [26] presents Self-Organizing-Maps (SOM) a neural network mechanism to
control the controller traffic. SOM mechanism is used to classify normal traffic from
attack traffic. It has three modules Flow Collector, Feature Extractor, and Classifier.
Flow collector requests flow table entries periodically. Feature Extractor modules
collect these Flow entries extract the essential features and organizes them into six-
tuples. To classify regular traffic from attacking traffic, the SOM is initially fed with the
broad set of six-tuples of attack traffic and normal traffic. In Table 5, summary of
solutions under Controller Saturation Attack in SDN is provided.

4 Open Issues and Challenges

Asmodern business communication systems are becomingmore complex, the traditional
network is unable to support this augmenting demand. SDN plays a vital role to satisfy
these requirements along with speed and accuracy. SDN is still in its early adoption stage
and security is the primary concern to make this transition to SDN. Centralization theme
of Software Defined Networking exposes too many weaknesses which should be
examined for the better evolution of architecture. Such weakness includes:

Policy Conflict Resolution: Third party applications must follow some policy rules to
communicate with the controller this maintains the integrity of the system. In [27]
authors have proposed policy conflict technique.

Mutual Authentication: Controller communicates with both north-bound and south-
bound interface. Authentication mechanism with the controller results in trust man-
agement and secure identification between the communicating entities. A role-based
access control (RBAC) and audits must be done to look for unauthorised access to the
controllers.

Application Development: Current application developments are controller dependent
which hinders the evolution of the architecture. Hence independent third-party appli-
cation must be developed. Besides these applications must be authenticated because
they have access to controllers [28].

Optimization of Flow Tables: Optimal timeout values must be asserted for FlowRules
in switch Flow Tables [14]. As well as TLS policy must be deployed to prevent
eavesdropping between the switches.

DDoS mitigation should not affect the legitimate users when the attack takes place.
Hence preserving major functionality of network working at the time of attack is the
main goal. Other countermeasure includes scanning the third party applications for
buggy code and securing the communication channel between controllers and switches.
Since controller is the central point of performance, efforts are being carried out to
make it more scalable, reliable, programmer friendly and resilient. So it will be
interesting to see how SDN centralization and programmability defends the DDoS
attack.
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5 Conclusion

In this paper, we surveyed the concept of Software Defined Networking (SDN). Par-
ticularly we described SDN architecture and functioning of each layer. We reviewed
lifecycle of DDoS attack along with different classification of DDoS attacks that falls
out and might take place in near future. Different solutions that are implemented at
various modules of SDN architecture and their limitations to defend as well as to
obstruct it from happening are discussed. In addition to that various potential security
issues of these solutions that we might face to deploy it in large scale environment are
also analyzed. Finally, we concluded with open issues, and challenges that need to be
addressed to make SDN more influential.
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Abstract. Special compilers are often used to solve multivariate tasks with time
constraints. However, in this case, the cost of solving the problem is signifi-
cantly increased and the time required to organize access to such a computing
environment is required. At present, the use of distributed computing organized
in a computer network is one of the most accessible and widespread tech-
nologies for reducing the time for solving large-scale tasks. Many different
approaches for organization of distributed computing in a computer network are
grid technology, metacomputing (BOINC, PVM and others). The purpose of
most of the existing approaches for creating centralized systems of distributed
computing is their main disadvantage.
We propose to organize solutions to such a problem as multivariate modeling

by creating distributed computing in a computer network based on a decen-
tralized multi-agent system. A typical computer network is selected as a com-
puting environment. A self-organizing distributed computing system based on a
decentralized multi-agent system is proposed as a computer system. A system is
a set of agents performing the same algorithm. We propose an agent algorithm
for a decentralized multi-agent system. Agents working on this algorithm create
a self-organizing distributed computing system and protect the results of cal-
culations from such a thunderstorm as “denial of service”.

Keywords: Distributed computing � Information protection
Computational process

1 Introduction

Nowadays special computers are often used to solve multivariant tasks with time
constraints. However, this significantly increases the cost of solving the problem and
requires time to organize access to such a computing environment.

Distributed computing is one of the most accessible and common technologies for
reducing the time for solving complex multivariant problems [1–6].

Different computing environments are used to implement such calculations. The
multiprocessor computer, cluster computing system, multi-computer system, or an
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ordinary computer network can be used as a computing environment. The most
accessible computing environment on which distributed computing is possible is a
computer network that has a sufficient or excessive number of data centers (local, wide
area networks). Most available computing environment where it is possible to perform
distributed computing is a computer network having a sufficient or excessive number of
data centers (LAN/WAN).

Currently, there are many different approaches for organization of the distributed
calculations in computer network technology grid, metacomputing (BOINC, PVM and
others). Most existing approaches are designed to create centralized distributed com-
puting systems. This is their main drawback. In the global network there is a real threat
to the operability of the distributed computational processes due to the extreme
instability of the computing environment and the actions of intruders. We propose to
use self-organizing distributed computing system based on a decentralized multi-agent
system for the solution of large-task and to reducing the threats to the existence of
distributed computing and the security of the obtained results [7–10] (see Fig. 1).

Multiagent system is a set of agents, each of which represents a software module
and placed on a separate computer. The agent performs the office only of its computer
and therefore its work is independent. It organizes the decision of tasks on your
computer initiates the communication with the computers of other agents, performs
processing of information provided by them and based on it make decisions.

Network

Agent

Computational module

Agent

Computational module

Agent

Computational module

Agent

Computational module

Agent

Computational module

Fig. 1. Structure of the agent program of the multi-agent system
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Decentralized multi-agent system is a set of networked computers. Each computer
is under the control of his agent. All agents execute the same algorithm. The result is a
peer-to-peer computing system. Each agent works independently from the other agents,
the exchange between agents is done using broadcast messages. It allows in the process
of implementing distributed computing scaling a multi-agent system without affecting
functionality of processes computing.

We the developed the multi-agent system algorithm for the realization and
protection of distributed computations in computer networks. The algorithm
allows organizing the distributed computing system based on the nodes of computer
network [11–20].

2 Implementing a Multi-agent System

The system should be decentralized—each agent should have equal rights and be able
to exchange messages with other agents.

Let’s formulate requirements to the algorithm of the agent:

• the agent should monitor the computing processes running on managed computer;
• agents must share the computational load for the organization of distributed

computing;
• agents must redistribute its processing load depending on the performance of their

computers;
• each agent needs to store all the results of the execution of a large task;
• multi-agent system must ensure the protection of distributed computing against

threats from intruders.

The algorithm was developed containing a set of rules that each agent must perform
to organize distributed computing in a computer network and implement requirements.

A multi-agent system is a set of agents M in the form of the same program modules
of agents m1; m2; . . .; mnf g 2 M. The set M is superimposed on the set of network
computers p1; p2; . . .; pj

� � 2 P (P > M) so that the agent mi is located on the corre-
sponding computer pi of the network. Each agent module (agent) controls the resources
of the pi computer and monitors the load on the Wi. All multi-agent system M,
managing computers p1; p2; . . .; pj

� � 2 P, organizes a system of distributed computing
to solve the whole set of tasks w1;w2; . . .;wnf g 2 W . The set M is a peer-to-peer set of
agents working on the same program.

At the beginning of the organization of distributed computing, the agents
m1; m2; . . .; mnf g 2 M are operating in the computer network p1; p2; . . .; pnf g 2 P on

M. At the first stage, the mi 2 M agent receives the basic information for the organi-
zation of distributed computations in the set M. It includes the computational load W of
the M system and indicating which part of wi of the total volume W the agent must
perform. To monitor the execution of the computational load, each agent has two tables
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for work. The first Wnrez table includes all outstanding tasks. The second Wrez table
includes the completed tasks with the results of the execution Wnrez;Wrezf g 2 W .

At the initial stage of organizing distributed computing in a computer
network wi �W .

After the agent receives the load mi 2 M and general information about the system,
he initiates on his computer p1 a computational process to perform wi1, performing the
actions in accordance with the rule of computational load.

3 Algorithm of the Agent for Organizing Distributed
Computing and Ensuring the Safety of the Results
of Computing Processes

Each agent of a multi-agent system is located on its network computer. Each computer
is an autonomous computing system, the work of which does not depend on other
computers on the network.

The agent mi monitors the state of the pi computer and manages its operation in
accordance with the “computational load” rule. If pi does not perform calculations, then
the agent mi selects from the list of its computational load Wi the next order in the order
and passes it for execution to the computing block of the computer pi. The choice is
made by sequentially viewing the list of computing load Wi 2 Wnrez by the agent.

The algorithm of actions of the agent mi by the rule “computational load
execution”.

1°. The agent mi 2 M checks whether the next task wj 2 Wi is completed? If not
then to point 7°.
2°. Agent mi receives the result of the task wj 2 Wi.
3°. The mi agent looks at the list of uncompleted Winrez jobs.
4°. Load Wi completely fulfilled Winrez = 0? If yes, go to item 7°.
5°. Selection by agent mi of the next job wj + 1 from the list of uncompleted
computing load Winrez.
6°. Transfer the selected job wj + 1 to the computer pi 2 Pz.
7°. Go to another rule.

Due to the “computational load” rule, each computation node pi continuously
performs computational load Wi. The process is performed completely under the
control of the agent mi. This allows you to optimally use the computing resources of
each computer.

To implement the interaction between the agents m1; m2; . . .; mnf g 2 M, during
the execution of distributed calculations, agents exchange messages with results among
themselves. Exchange between agents occurs against the background of computational
load carrying out by computers controlled by the agents m1; m2; . . .; mnf g 2 M. The
agent mi, having received the result from the other agent, writes wj 2 W into its table of
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the results of the general computing load. At the end of the work, each agent stores all
the results of the solutions to tasks W.

The algorithm of actions of mi agent according to the rule “transfer the obtained
results to the other agents”.

1°. Verification is not passed to their computational load wj 2 Wi? If Yes, go to item
2°, if not then to paragraph 5°.
2°. To form a package for transmitting information agents m1; m2; . . .; mnf g 2 M.
3°. Free medium? If Yes, go to item 4°, if not to the point 5°.
4°. To send a package with information about the result of the calculation wj 2 Wi
from all agents m1; m2; . . .; mnf g 2 M.
5°. Go to the selection rules of behavior.

The execution time of the entire computing load W by the multi-agent system M is
equal to the time for executing the average load Wi by the agent mi 2 M.

Incomplete or slow execution of computational load by agents of the distributed
computing system can be caused not only by the low speed of individual computers,
but also by the consequence of the implementation of a denial-of-service threat.
A denial-of-service attack can lead to a disruption in the performance of some compute
nodes and, as a consequence, the termination of the operation of the distributed
computing system itself. To ensure the protection of distributed computing from this
threat, each agent performs actions according to the rule of monitoring the complete-
ness of the execution of the total computing load W.

The agent mi performs the tracking of the completeness of the execution of W with
each obtaining of results from both agents mj 2 M and from the computer pi and
recording of the results obtained in the list. Wrez. If the entire Wi load is performed in
full, then the agent scans and selects from Wnrez. The job and and passes it on to
execution pi.

The algorithm of actions of the agent mi according to the rule of monitoring the
completeness of execution of the general computing load.

1o. The agent mi 2 M checks whether all tasks included in its computational load
are executed Winrez = 0? If yes then go to item 5o, if not to item 2o.
2o. The agent mi selects from the table of the general computing load Wnrez the job
wj by which the result is not obtained.
3o. Does the agent mi check that he performed wj before? If yes then go to item 5o, if
not then go to item 4o.
4o. The agent mi transmits the selected task to its computer pi 2 Pz.
5o. Go to the next rule.

A graphical representation of the algorithm in Fig. 2
Due to the implementation of the rule for monitoring the completeness of the

overall computing load, there is a redistribution of the load between the agents of the
multi-agent system. When you attack “denial of service” and the failure of one or more
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of the agents, the load is redistributed among the remaining healthy compute nodes of
the multi-agent system. This ensures high resiliency of the distributed computing
system created on the basis of a multi-agent system in a computer network.

Based on the developed algorithm was written in Python and streamlined program
of work agent multi-agent system. The program structure is shown in Fig. 3.

The execution agent mg next
load and get results

The agent reports its wi mg
pg on the decision

In Wg there is a 
failed job?

Job selection
wi∈Wnrez

Yes

No

mg agent executes the rule,
the exchange of information 

between agents.

mg agent performs the 
selection of the next load

in Wg and pg reports on the 
decision

There are in Wnrez
failed job?

Yes

No

Shut down

Fig. 2. Structure of the agent program of the multi-agent system
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4 Estimating the Detection of a False Result in a Centralized
Multi-agent System

Each agent of a multi-agent system fulfilling the developed algorithm of distributed
computing allows expanding the system by including free computers in it. For this
purpose, the agent module and its computational load are transferred to the free
computer. Scaling a multi-agent system reduces the computational burden on each
agent and reduces the execution time of a larger volume task. The agent module can be
located on any network computer, including on the computers of the global Internet.
This increases the degree of threat to the security of processes and the results of
distributed computing. The management agents verify the correctness of the results
obtained from the agents of a multi-child system for protecting distributed computing
from the threat of receiving a false result.

Fig. 3. Structure of the agent program of the multi-agent system

298 S. Khovanskov et al.



Let’s calculate on a concrete example the probability of finding a false result for a
centralized multi-agent system. The calculation is feasible for a multi-agent system
consisting of thousands of agents performing calculations and one managing agent.
Assume that among the many agents that make up the multi-agent system, there are
intruders, each of which transmits false results of calculations. The controlling agent
from the results obtained from the agents selects some and checks their correctness by
repeating the calculations. The results to be checked are randomly selected, since the
managing agent, having limited computing resources, does not know exactly which
agent is the attacker.

The probability of Polr detecting one false result in a centralized multi-agent sys-
tem, which is constantly formed by an attacker, is determined by the Bernoulli formula.
The Bernoulli formula makes it possible to determine the probability of occurrence of a
certain event under independent conditions. This suggests that the occurrence of an
event in an experiment does not depend on the appearance or non-appearance of the
same event in earlier or subsequent tests.

PnðmÞ ¼ n!
m! � ðn� mÞ! � p

m � ð1� pÞn�m ð1Þ

where m is the number of times the event occurred;
p - probability that the event will occur;
n is the number of repetitions of the experiment.
For our case, the number of repetitions of the experiment n is the average com-

putational load kr for each agent. It depends on the total amount of computational load
W and the number of agents N in the multi-agent system M. Load kr is calculated by
formula

n ¼ kr ¼ W
N

ð2Þ

where N is the number of agents in the multi-agent system M;
W is the total amount of computational load.
The probability of occurrence of an event in one experiment is determined by the

number of agents of the multi-agent system:

p ¼ 1
N
; ð3Þ

To calculate the probability of finding a false result, we substitute in our formula (1)
our data from formulas (2) and (3).

Polr ¼
W
N

� �
!

m! � W
N � m

� �
!
� 1

N

� �m

� 1� 1
N

� �W
N�m

ð4Þ

where m is the number of false results found.
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Since an attacker can generate false results for his entire computing load, the
probability of generating a false result is ko = 1. If the probability of forming a false
result is ko = 0.5, this means that it produces false results for only half of its com-
putational load.

In accordance with the structure of the multi-agent system, formula (5) is used to
calculate the probability of detecting a false result, reflecting the dependence of the
probability on the number of control agents and the probability of creating false results
by the attacker:

p ¼ b
N
�ko; ð5Þ

ko - probability of false results creation by an intruder;
b is the number of control agents.
Substituting in formula (4) instead of probability p, calculated from formula (3), the

value of p calculated by formula (5), we will form the probability of detection of at
least one false result (m = 1) from the attacker by the controlling agent (b = 1).
Probabilities of detecting at least one false result in a centralized multi-agent system
that are generated by an attacker with probabilities ko = 1, ko = 0.8 and ko = 0.6 (see
Fig. 4).

Fig. 4. The probability of detection of at least one false result when the probability of the
formation of a “false result” (1) ko = 1 (2) ko = 0.8 and (3) ko = 0.6.
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The calculation is performed for a centralized multi-agent system with one
managing agent. The number of tasks for a large-volume problem W = 10000 for a
different number of agents N of a multi-agent system from 100 to 1000. When ana-
lyzing the obtained graphs, it is seen that the probability of detecting at least one false
result by the managing agent decreases with the increase in the number of system
agents. With the number of agents N = 1000, the probability of detecting at least one
false result is Polr = 0.005. When N ! 1 the probability Polr ! 0. The reason for this
is when scaling the multi-agent system the number of results you get a managing agent,
increases. Managing agent is unable to verify all the results transferred to him by the
agents of multi-agent system M.

Reducing the likelihood of false results is also affected by a decrease in the
probability of false results from the attacker, since in this case the total number of false
results in the multi-agent system decreases, which reduces the probability of detection
of false results by the managing agent.

Similarly, the probability of detection by the managing agent of at least 2 false
results for one intruder is calculated, similarly to 3 and 4 (Polr2, Polr3, Polr4). In the
formula (4) we substitute m = 2, 3, 4.

The probabilities Polr2, Polr3, Polr4 of the detection agent of false results are cal-
culated with one attacker. Probabilities of detection of 2, 3 and 4 false results in a
centralized multi-agent system of those that are formed by an attacker with probabilities
ko = 1. are shown in Fig. 5.

Fig. 5. Probability of detection with ko = 1 (1) 2x, (2) 3x and (3) 4 false results.
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Comparing the graphs in Figs. 3 and 4, we can conclude that in the centralized
multi-agent system the probability of finding false results decreases with the increase in
the number of false results that the controlling agent should detect.

5 Conclusion

The algorithm was developed for the organization and protection of distributed com-
putations in computer networks based on multi-agent system with the aim of reducing
the solution time of large-scale problems. We developed the algorithm for decentral-
ized multi-agent agent system, which allows securing distributed computing based on
multi-agent systems in computer networks and reducing the solution time of large-scale
problems. Decentralized computer system provides higher protection efficiency of the
processes of distributed computing than centralized in an unstable computing envi-
ronment of a computer network. Agents, working on information in the article, algo-
rithm, perform their own distribution between a given computational load for the
organization of distributed computing. In the process of implementing distributed
computing, the agents communicate with multicast messages pass each other the results
of the calculations and redistribute among themselves the given computational load
depending on the performance of computers. It allows you to provide in addition to
reducing the solution time of large-scale problems, the protection efficiency of com-
putational processes and computing results from the substitution. It increases the degree
of protection for distributed computing from the threat of “denial of service” and safety
results of the decision from the threat of a “false” result compared to a centralized
computing system. Implementation of the algorithm for decentralized multi-agent
system program was written in Python. The agent program was installed on 3 com-
puters. The results of multi-agent system in the network showed that an organized
system of distributed computing works. The system performs integrity monitoring of
the results of the solutions of a large problem. At the organization of the distributed
computing system decreases the computational load on computers with low produc-
tivity through the redistribution of computational load among the agents.
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Abstract. Recently, MANET (Mobile Ad Hoc Network) researchers have
shown increased interest towards using mobile robot technology for their testbed
platforms. Despite the existence of articles that discuss the usage of mobile robot
technology pertaining to MANET testbed from the perspective of MANET
researcher, the discussion provided in the papers are rather lacklustre as it is not
the sole purpose of those articles. Hence, this review aims to discuss MANET
testbeds that were facilitated with mobile robot technology from previous
undertaken researches. With the wealth of information provided in this paper, it
is hoped that this paper will be the ultimate source of reference for other
MANET researchers who need to choose the most suitable mobile robots with
real mobility in their MANET testbeds.

Keywords: Mobile Ad Hoc Network � MANET testbed � Mobile robot
Real mobility

1 Introduction

Recently, MANET (Mobile Ad Hoc Network) researchers have shown increased
interest toward using mobile robot technology for their testbed platforms. As a result,
many prior research papers have produced considerable amount of articles that
encompasses myriad aspects of discussions on MANET testbed with real mobility as
part of their review. Upon observation, similarities from all these previous articles can
be deduced and it was found that all of these previous review articles comprised in their
discussion section, the inclusion of either one or more of the issues mentioned below:

i. reported researches on MANET technology that was used as a backbone to a
communication network of multiple mobile robots e.g. CENTIBOTS [1–5],
Robomote [6–10] and Mobile Multirobot Systems [11, 23].
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ii. review papers on the use of mobile robot in the testbed that were more focused
towards testbed for mobile sensor networks.

iii. brief statements on the use of the mobile robot in testbed as mere generalization
without any specific focus on MANET testbed.

Of deplorable note however, is the fact that none of the previous review articles
have adequately or thoroughly in an academic sense, vivisected and performed more
assiduous in-depth holistic scrutiny from the perspective of MANET researcher on
three areas of importance mention below:

i. detail discussion of MANET testbed using mobile robot technology
ii. technical review of MANET testbed using mobile robot technology
iii. critical review of MANET testbed using mobile robot technology

Acting as a preliminary introduction to educate MANET researcher on mobility
issues in MANET using mobile robot technology, the main focus of this review article
dwells only on the first issue from the three inadequately examined areas mentioned
above. However, it is important to note that issues related to technical review and
critical review are omitted from this paper as it is extended in our next papers [96, 97].

This review paper is organized as follows. Section 1 provides an introductory
outline. In Sect. 2, prior researches that utilised robot for mobility in MANET testbed
are detailed, and finally in Sect. 3, this research is summarized and the future goals of
this works are outlined.

2 Prior Research that Utilised Robots for Mobility
in MANET Testbeds

During the early stages of compiling this review, the choice of suitable robot-based
MANET testbeds that were appropriate for discussion was difficult due to the fact that
the definition on the scope of MANET-based research itself was rather vague. For
example when we posed the question, were mobile sensor networks (MSNs), an
opportunistic networks and delay tolerant networks (DTNs) a subsets of MANET?
There has yet to be one existing and agreeable reference that discusses and defines
these vague but bordering and closely knitted definitions of MANET. It was then
decided that MSNs, opportunistic networks and DTNs were in fact a subset of MANET
because all the mentioned wireless ad-hoc networks had mobility criteria and most
importantly, wireless multi-hop ad-hoc communication.

Instead of discussing all existing MANET testbeds, the primary focus of this paper
is to expound robot-based MANET testbeds that can be highlighted as a source of
reference for other MANET researchers who are interested to use mobile robots for real
mobility in their MANET testbeds. Thus for this paper, only selected articles relevant
to this review were compiled, namely Mobile Emulab, MiNT-m, MiNT-2, Proteus, w-
ilab.t, ARUM, Sensei-UU, Kansei, CONET-IT, CONE, Roomba MADNet, Explore-
bots, SCORPION, MOTEL, iRobotSense, IoT-Lab, and NITOS.

Mobility in MANET Using Robot: A Review 305



2.1 Mobile Emulab Testbed (Also Known as TrueMobile)

Mobile Emulab, otherwise known as TrueMobile was developed and run by Flux
Group, part of the School of Computing at the University of Utah. It was one of the first
mobile sensor node network testbed facilities that provide registered users public access
to mobile sensor network testbeds with real mobility using robots. Mobile Emulab was
a continuation of the Netbed testbed, a testbed platform that used emulation method
especially for wired network testbeds [13]. Mobile Emulab was among the most
popular public WSN testbeds until its discontinuation in 2008 [14].

The L-shaped testbed was conducted indoors in an area that covered 60 m2. There
were 25 static sensor nodes Mica2 installed in the testbed arena and for the Mobile
Emulab setup, 6 units of mobile robots based on the Acroname Garcia robot platform
were developed and each mobile node was accompanied with a unit of 900 MHz
Mica2 sensor node and Intel Stargates computer board with X-Scale 400MH CPU
(running Linux) as a robot and mobile node controller. Each mobile node had two Wi-
Fi interfaces, one with a wifi interface for sensor node (WSN) and the other Wi-Fi
interface was for the testbed control network. Wi-Fi antenna for the sensor nodes were
placed on top of a 1 m pole to represent the height of humans that carried mobile
devices [15–19].

Visual based localisation was used by placing 6 units of ceiling-mounted cameras
to trace the position of each mobile node in the testbed area. Each mobile node was
placed with a colored card that had different patterns to represent different mobile
nodes. The sensors on the Acroname Garcia robot platform were used for collision and
obstacle avoidance in the testbed [15–19]. Mobile Emulab used a standard Emulab API
and Interface that enabled the Mobile Emulab GUI to display the current status of the
mobile nodes in the testbed using images when the testbed was in progress.

The main drawback of the Mobile Emulab was that, the developed mobile node did
not have a self-recharging mechanism. As a result, the testbed operations were often a
painstaking effort that limited the number of times and duration that it could be
operated [20].

2.2 MiNT, MiNT-m and MiNT-2

MINT (miniaturized mobile multi-hop wireless network testbed), developed by Stony
Brook University, was an indoor MANET testbed that emphasized on the miniatur-
ization of testbeds where real multihop wireless network could be conducted in a small
testbed area. The MINT testbed was used as an experimental platform in researches that
were related to mobile ad-hoc network testbeds [20–26].

12 units of MINT-m (mobile) were developed to replace the initial prototype of
mobile node that originally used LEGO Mindstorm based robot platform [27]. Mint-m
was equipped with iRobot Roomba as its robot platform and Routerboard RN-230 as
its robot controller and mobile node. At the same time, the Mint-m was a self-
recharging mobile node that fully utilised self-charging docking facilities that were
available on the iRobot Roomba [20, 28, 29]. Each unit of the MINT-m Wi-Fi was
installed with 4 Wi-Fi interfaces where 3 of the Wi-Fi interfaces were used for the
multi-channel ad hoc network testbed and the other Wi-Fi interface was used for the
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testbed control network. Robot localisation was conducted in a centralized manner
using visual localisation where the tracker software received input from 4 overhead
cameras to determine the position of each mobile node [20].

To enable users to control the operation of the testbed, the MOVIE (Mint Control
and Visualization Interface) software was developed. MOVIE functioned as the ‘eyes’
and ‘hands’ for the user to regulate and manage existing resources in the MINT.
MOVIE also enabled the MiNT testbed to be accessed remotely by outside users [20].

Each of the MINT-m mobile nodes were equipped with a hybrid simulator, which
was a modified ns simulator where the simulation model of the link layer, the MAC
layer and the physical layer of the simulator were replaced with wireless card drivers,
firmware, and real wireless channels respectively. In addition, MINT also suggested a
distribution solution that was easy to deploy and test with the availability of the Fault
Injection and Analysis Tool (FIAT) component [20].

A few years later, MINT-2 was developed as a continuation to the MINT project in
a collaboration between the University of Binghamton and Stony Brook University.
The main goal of the MINT-2 project was to reproduce the MINT testbed for research
purposes on wireless networking in Binghamton University using methods and tech-
nologies that were more effective and up to date [30–32].

There were three notable and significant improvements to the MiNT-2 testbed when
compared to the original MINT testbed namely:

i. The first improvement was in the use of iRobot Create instead of iRobot Roomba
that was cheaper and more developer friendly. The iRobot Create was coupled with
the Roomba Serial Console User Interface (SCI) to allow manipulation [30–32].

ii. The second visible improvement was the replacement of the visual based local-
isation with an RFID based localisation that was more robust, simple and
cheap. The MINT-2 mobile node navigation system was a combination of an
RFID based localisation and wheel odometry from a wheel encoder found on
iRobot Create [30–32].

iii. The third improvement was the replacement of the Routerboard RB-230 to a
Soekris net5501 board, a x86 processor-based computer board. The net5501
board was easier to use and could share a power source with the iRobot Create as
compared with the old MINT-m, where the Routerboard RB-230 used a separate
laptop battery [30–32].

2.3 Proteus Mobile Node in PHAROS Testbed

PHAROS Testbed was a project developed by a team of researchers from the
Department of Electrical and Computer Engineering in collaboration with research
teams from the Mobile and Pervasive Computing Group, the Laboratory for Infor-
matics, Networks, and Communication (LINC) and the Wireless Network and Com-
munications Group (WNCG). The Proteus mobile node on the other hand, was
developed to meet the need for creating multiple mobile robots in PHAROS testbed
facilities that were often used in other multidisciplinary research namely; robotics,
MANET, VANET, WSN, mobile networks and wireless networks [33].
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There are several design versions of the Proteus robots developed by PHAROS
Testbed developers. Most of the testbeds involved pervasive computing and mobile
networks that utilised the Proteus robot that used a Traxxas Stampede RC Car Chassis
[33, 34].

The design layout of the Proteus robot components was arranged modularly where
each component was placed in a staggered manner and the components were divided
separately in different platform panels according to their respective functions. In
general, the components of the Proteus robot consisted of three layers namely; the
mobility plane, the computation plane and the application plane.

In Proteus, the combination of x86 embedded computer and microcontroller was
used as the robot control module. The microcontroller was used for tasks that were
related to real-time processing such as motor control and sensor data processing. The
x86 computer on the other hand, was used to perform high-end and complex processes
such as the robot control logic [34].

A player framework (in the latest version, an ROS framework) was selected as the
main software platform to control the Proteus robot mobility when the testbed was
running while several other software such as Jbot were used for the path coordination
of the Proteus robot when the testbed was in use [33].

The Pharos testbed platform was used to experiment in various fields such as
MANET [35] VANET [36], DTN [37–39], mobile cyber-physical systems [40] and
Autonomous Intersection Management Policies [41].

2.4 An Approach for the Resilience of Ubiquitous Mobile Systems
(ARUM) Mobility Platform

An Approach for the Resilience of Ubiquitous Mobile Systems (ARUM) Mobility is a
testbed platform that was developed in collaboration with The Mosaic project, The
Hidenets (highly dependable IP-based Networks and Services) project and The ReSIST
organization. Mobile robot technology was chosen as the mobility platform for the
ARUM testbed to enable the testbed to be carried out using a repeatable real mobility.
The Lynxmotion 4WD Rover was the main robot platform as this particular robot
chassis had the capacity and ability to carry loads weighing 2 kg at speeds of 1 m/s for
several hours while it was in duration. This was a required feature for this particular
experiment as it was similar to a person carrying a laptop. Robot control and locali-
sation were implemented using the Lynxmotion Atom Bot Board, a robot control
module that also included the Lynxmotion 4WD Rover. The robot control module
communicated with the localisation server that also interacted with motion capture
based facilities to ensure that each of the mobile robots knew their time and position
exactly [42, 43].

Each mobile robot in the ARUM testbed moved according to the line track that was
drawn on the floor surface while robot localisation and positioning used motion capture
technology. Previously, researchers in the ARUM project used several localisation
methods such as ultrasound beacon-based localisation and a Cricket Solution devel-
oped by MIT. However, noises captured from the ultrasound sensors severely reduced
its accuracy. Ultimately, they resorted to the solution of motion capture based on
localisation utilizing 3 different products for a motion capture solution, namely The
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Cortex system, the Hagisonic Stargazer technology and the Ultra-Wide-Band-based
localisation system (UWB) by Ubisense [42–44].

The ARUM testbed also utilised a miniaturization approach by reducing the Wi-Fi
transmit power and at the same time, used a radio signal attenuator to reduce the radius
signal range between each mobile node up to 4 meters in radius to enable the multihop
wireless network to be conducted in a small space testbed [45].

2.5 Robotic Mobile Nodes in w-iLab.t Testbed Laboratory

w-iLab.t Zwijnaarde testbed laboratory in iMinds Research Institute is one of the GENI
based wireless testbeds that has mobile nodes as part of their testbed assets. It is located
in Zwijnaarde, Ghent, Belgium where it provided 20 units of mobile robots along with
60 other static sensor nodes. Mobile robots for the wireless network testbed were
deployed in a second w-iLab.t (Zwijnaarde lab) in 2013 [46] as an extended mobility
facility in the w-iLab.t testbed [46–49].

w-iLab.t is a heterogeneous wireless network testbed that supports IEEE 802.11
a/b/g for Wi-Fi, IEEE 802.15.4 (e.g. ZigBee) for WSN, IEEE802.15.1 for Bluetooth
and cellular networks such as GSM, HSDPA and LTE platforms by using a software-
defined radio platform (USRP) technology. W-iLab.t also allows the testbed to be
conducted in a centralized mode (or infrastructured network) or in an ad hoc multihop
wireless network (e.g. mesh network and MANET). A spectrum sensing component
was also attached to conduct studies that included wireless signal spectrum analysis in
their testbeds [46–49].

Mobile robots in the w-iLab.t Zwignaarde used iRobot Roomba as the robot
platform and a Roomba Serial Console Interface (SCI) to control and utilize the sensors
available in the Roomba. Each mobile robot was also equipped with the same facilities
such as a fixed node that consisted of 1 unit of a sensor node (eZ430), 1 unit of
powered embedded PC with an Intel Atom processor chip that was used as a mobile
node, 1 unit of an emulator environment. In addition, an extra battery pack was
required to supply power to the PC and the embedded in-house custom made board to
control a mobile robot and to recharge both the iRobot Roomba and the mobile node
(embedded PC) [46, 47, 50].

The integration between the control and coordination of the mobile robots with the
testbed management system was based on an OMF framework whereby users used the
OMF format testbed configuration file to determine the coordination of the mobile
robots and how they were used in the testbed. The use of the OMF framework for the
testbed configuration simplified the process in cases where users needed or were
required to repeat their experiment repeatedly using mobile nodes [47].

Similar to other testbeds that used iRobot Roomba as their main robot platform for
mobile nodes, w iLab.t also used a self-charging docking station that was available on
Roomba to be part of its autonomous features in mobile nodes for the w-iLab.t testbed
lab. Every time the mobile node spent one cycle of experimental task, the mobile node
then will return to the docking station for self-charging while at the same time con-
necting itself back to testbed control network [47, 48].

In the early stage of testbed development, w-iLab.t used a dead reckoning approach
for mobile robot localisation and positioning. This method was based on the
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assumption that the current position of the mobile robot was known and accurate. The
current position of the mobile robot while moving was detected through a method
known as odometry using a wheel encoder that was already available on the iRobot
Roomba. To improve the position accuracy, the testbed area floor was marked with
black and white lines both vertically and horizontally to allow mobile robots to recheck
their current positions using cliff sensors that were also available on the iRobot
Roomba each time it passed through the white and black line on the floor of testbed
area [47].

However, it was found that the robot localisation approach also created many flaws
and had many disadvantages particularly when the exact location of the mobile robot
was missed. The accuracy of the mobile robot localisation greatly affected the quality
of the experiments conducted and therefore new robot localisation methods needed to
be developed to overcome robot localisation accuracy issues [48]. Hence, the latest
method developed for mobile robots in the w-iLab.t was an RF-based indoor locali-
sation system where Wi-Fi RSSI signals were processed using RSS-based multi-
lateration algorithm to determine the exact current position of the mobile robot [50, 51].

w-iLab.t mobile node facilities can be used remotely via web based testbed inter-
face by authorized users only. w-iLab.t is integrated with other testbed laboratories
under the fed4fire federation and uses a GENI interface to allow integration on the
experiment [47, 52].

One of the MANET experiments that utilised mobile node facilities in the w-iLab.t
laboratory was a research conducted by Neumann et al. [53] that compared perfor-
mance and resource consumption of three open source mesh routing protocols which
were olsrd, babeld and bmx6 with real mobility on each of the MANET nodes. The
facilities available in the w-iLab.t allowed Neuman et al. to carry out the experiment
with ease on the testbed setup using real mobility as compared to their previously
reported experiments [54, 55] which were conducted using only emulation-based node
mobility. They found that the use of the testbed facilities that provided real mobility in
the testbeds enabled results that were more accurate and realistic, most notably on
issues related to interference and CPU consumption [53].

2.6 Sensei-UU

Sensei-UU is a WSN testbed that uses a group of small mobile robots for repeatable
real mobility. It was developed by the Uppsala Vinn Excellence Center for Wireless
Sensor Networks and was partly supported by VINNOVA. This testbed was run indoor
and was integrated with static nodes and a central site manager of an existing WSN
testbed lab [56–60].

Mobile nodes were built using LEGO NXT robots as their main platform and each
mobile node was equipped with 1 unit of TelosB WSN nodes and 1 unit of a smart-
phone. TelosB was used as the sensor node for testbed purposes and the smartphone
functioned as a testbed robot controller with Wi-Fi communication and as the central
site manager. Therefore, there were two wireless network in the Sensei-UU, namely
ZigBee WSN testbed for the network (IEEE 802.15.4) that was available in the TelosB
sensor node and a Wi-Fi network for the testbed control network (IEEE 80.211b/g) that
was available on a smartphone [56, 59, 60].
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Sensei-UU utilised a simple robot positioning technique that used tracks and markers
approachwhere eachmobile robot wouldmove according to track lines on the floor inside
the testbed area. For mobile robot localisation, the TelosB sensor node would share the
RSSI reading with the smartphone to estimate the individual mobile robot location
through an RSSI based localisation approach. The usage of line tracking and positioning
and the RSSI based localisation ensured that the same simple mobile node localisation
could be easily adapted by various different types ofmobile robots. Thewhole Sensei-UU
testbed architecture used a centralized approach that provides modularity and flexibility
in its design to fulfill the requirements from internal developers [56, 59, 60].

2.7 Kansei Testbed

The Kansei testbed is a testbed facility that was used as a research platform related to
networked sensing applications that was conducted on a large scale. The Kansei testbed
was designed to support a variety of WSN related research that would cover indoor or
outdoor environments.

The testbed facilities developed consisted of one WSN with 210 static sensor nodes
and multiple Acroname-based mobile robots. Each node in the WSN on the other hand,
were combinations of Extreme Scale Mote (XSM) and Stargate board. Mobile nodes
that used the Acroname robot were equipped with XSM to represent the mobile sensor
nodes in the Kansei testbed and interacted with static sensor nodes available in the
Kansei testbed [61, 62].

To ensure that the testbed was properly managed, the Kansei Director was devel-
oped as a centralized modular testbed management system that allowed customization
and integration to be carried out according to the requirements of an experiment. The
Kansei Director is a software component developed to manage complex multi-tier
experiments. The Kansei testbed could be accessed remotely (open to public in 2005)
and hybrid simulation method(s) could be performed simultaneously in both a simu-
lator and the real hardware [61, 62].

The use of a mobile robot in the Kansei testbed was merely for the mobility of the
sensor node purposes as robot localisation was centrally controlled through the Kansei
Director. Interactions of the mobile robots did not fully occur on the sensor nodes
carried in the mobile node but the interactions that took place were simply testbed
instructions sent by the Kansei Director via the mobile robot controller [61, 62]. The
same approach was also used in other testbeds such as ones that were developed by
Rahimi et al. [7], Giordano et al. [63], Jayasingha et al. [64] and Forster et al. [65].

2.8 Mobile Robots in CONET-IT (Cooperating Objects Network
of Excellence Integrated Testbed)

The Cooperating Object Network of Excellence (CONET) testbed is a generic remote
testbed that supports various forms of experimentation and it provides a variety of
applications for research purposes related to wireless networking. It was developed at the
University of Seville under theCooperatingObjectsNetwork of Excellence fund [66–68].

Two types of mobile robots were developed using two different robot platforms
known as Pioneer 3AT and another custom robot platform that used a RC car chassis.
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Each mobile robot unit was equipped with a laser range finder, Microsoft Kinect, GPS
and IMU sensor nodes [69, 70].

The mobile robot operations were controlled via a Player/Stage modular software
with commands from the testbed control center. Mobile nodes in CONET-IT could be
accessed via an interactive web-based interface and it provided some basic functions
such as user-controlled mobility for experiments in various fields such as mobile sensor
networks and ubiquitous robotics [14, 66, 67, 69].

CONET-IT facilities have been used in several experimental fields including
mobile robots, WSN, and integrations between WSN and mobile robots. Some of the
experiments conducted in CONET testbed facilities were RSSI based WSN localisa-
tions, simultaneous multiple robot localisations, mobile robots and WSN cooperation
for data collection, as well as robot guiding using WSN [14, 70].

CONET-IT facilities were designed in a flexible manner that enabled new exper-
iments to be conducted whenever the need for new equipment and technology arose in
the future. The main strength of CONET testbed facilities was that peer to peer inte-
gration of mobile nodes could be enabled without full intervention of the controller
from the main testbed [70].

2.9 Mobile Nodes in Cooperation and Network Coding (CONE) Testbed

Mobile MANET testbeds were developed by the Cooperation and Network Coding
(CONE) as a research project under Aalborg University to address issues related to
network coding implementation in mesh networks of mobile devices. In particular,
CONE researchers realized that data dissemination processes performed differently in
dynamic networks as agile protocol was required to enable mobile nodes to interact
with each other when they were within communication range [71].

CONE researchers used the LEGO Mainstorms NXT as their robot platform for
mobile nodes and Nokia Mobile Phones (7 units Nokia N97 mini, 1 unit of Nokia 97
and 2 units Nokia 5800 XpressMusic) as mobile devices for the MANET testbeds with
real mobility as its purpose. Previously, CONE researchers tried to reuse testbeds with
a mobile robot method proposed by Reich [72] for the Roomba MADNet that utilised
the Robot Create robot platform. However iRobot Create did not meet the criteria that
they required in terms of speed and steering abilities and at the same time, it was also
less suitable for outdoor testbeds [71, 73].

The CONE testbed design did not utilise robot localisation and merely provided
simple logic to the LEGO NXT to perform random movements within the testbed
arena. All the 10 units of mobile robots involved were placed in a circular formation in
the middle of testbed arena before the testbed was initiated. The Standard LEGO
Mindstorms ultrasonic and color sensors used equipped each mobile node with the
ability for obstacle and collision avoidance and it moved inside the testbed area that
was bordered and marked with green lines [71, 73].

LEGO NXT and the Nokia mobile phone on each mobile node had no direct
interaction with each other. The robot platform served only to provide real mobility in
the testbed. All the testbed processes and collection of testbed results were conducted
in the Nokia mobile phones. Testbed autonomy was achieved by setting a coordinator
node among the 10 mobile nodes in the testbed that would determine the start and stop

312 F. Muchtar et al.



mode of the testbed and at the same time, determine which testbed should be running.
The coordinator node also monitored the status of each mobile node to ensure that the
testbed performed effectively. During the testbed run time, some human interventions
were required when the mobile robot stopped moving and after it failed to overcome a
particular obstacle in the testbed area [73].

During the testbed operation, the results obtained were collected on each of the
Nokia mobile phones and then analyzed based on several metrics such as bandwidth,
throughput, completion time and energy consumption, each at different data dissemi-
nation strategies [73].

2.10 Roomba MADNet in SCAN (Spreadable Connected Autonomic
Network) Research

MADNet (mobile, ad-hoc, delay tolerant network testbed) is a testbed setup with real
mobility and it was developed as a testbed platform for Spreadable Connected Auto-
nomic Network (SCAN) Research at Columbia University. The objective of SCAN
research was to study ad hoc network connectivity and data collection. MADNet was
designed to be a platform to implement mobile SCAN network designs.

iRobot Create robots were selected as the main platform, although Reich et al.
[72, 74, 75] named the mobile node platform of the testbed as Roomba MADNet and
the Linksys WRTSL54GS wireless router (installed with OpenWRT Linux OS) was
chosen as the mobile wireless device. Roomba MADNet was equipped with multi
peripherals such as webcam for generating image data in the network testbed and USB
storage to save testbed log files. The router and the peripherals were supplied with
power from the iRobot Create battery through a modified serial port that are connected
to the iRobot Create serial interface.

The focus of SCAN research was on network connections and therefore,
researchers have excluded the robot localisation method on Roomba MADNet. Simple
algorithms were used to operate Roomba MADNet that prescribed each of the mobile
nodes to move forward until an obstacle was detected, then the Roomba MADNet
moved towards the opposite direction, away from the detected obstacle. To ensure the
formation of a random network topology, each Roomba MADNet would change the
polarity of its direction of rotation at random before it move forward again [76].

2.11 Explorebots

Explorebots is an indoor based mobile robot testbed designed for mobile multi-hop
network research. It was constructed using Rogue ATV as its robot chassis, a Rabbit
3000 microprocessor as its main controller and Mica2 as its wireless communication
module. In addition, Explorebots was also equipped with multisensors such as the
ultrasonic range sensor, a magnetometer for heading and direction sensors, tactile
sensors for obstacle avoidance and custom-made wheel encoders for odometry mea-
surements. The combination of the ultrasonic range sensor, magnetometer and wheel
encoder functioned as its robot localisation. In addition to the robot controller board,
sensor nodes and various other sensors, Explorebots was also equipped with a wireless
webcam for remote monitoring purposes on the GUI-based testbed controller [76].
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2.12 SCORPION, Heterogeneous Wireless Networking Testbed

SCORPION (Santa Cruz Mobile Radio Platform for Indoor and Outdoor Networks) is
a heterogeneous multihop wireless network testbed run by the Inter-Networking
Research Group (i-NRG) at UC Santa Cruz University of California. The SCORPION
project was created to study heterogeneous wireless networking environments that
included MANET. The SCORPION testbed has many types of mobile nodes namely,
airplane node, bus node, briefcase node (carried by people to reflect human mobility)
and iRobot Create mobile node [77].

Therewere 4 units of airplane nodes, 40mobile nodes installed on the bus, 20 nodes in
the form of briefcase nodes and 20 nodes in the form of mobile robots. Each mobile node
was equipped with a mini-ITX computer and used the Wi-Fi network for wireless
communication. The iRobot based mobile node was used as the indoor mobile node
where everymovement of themobile robot used a randomwaypoint mobility model [77].

2.13 MOTEL: Mobile Wireless Sensor Network Testbed

MOTEL testbed is a mobile sensor network testbed platform developed by the Net-
working Laboratory, ISIN-DTI, University of Applied Sciences of Southern Switzer-
land. The MOTEL testbed platform consisted of two main components namely, the
MuRobA (MultiRobot Architecture for Coordinated Mobility) as its first component
that was related to localisation and navigation of multiple mobile robots which allowed
real mobility to be performed in mobile sensor network and a second component
named FLEXOR (flexible sensor network architecture for enabling backchannel-free
WSN experiments) that controlled and managed mobile sensor network experiments
performed in the MOTEL testbed [65, 78, 79].

e-puck is chosen as the main robot platform for the MOTEL testbed and it did not
interact with the piggybacked sensor node. Mobile robot (epuck) positioning and
localisation was controlled through a MuRobA system via Bluetooth wireless com-
munication. Testbed processes towards sensor nodes carried by each mobile robot was
controlled by FLEXOR via IEEE 802.15.4 wireless communication. MOTEL used a
visual localisation approach utilizing one fisheye camera unit that was mounted on the
ceiling to recognize the position and movement of each mobile node and the infor-
mation obtained was sent to MuRobA. After that, MuRobA would provide further
instructions to each of the mobile nodes regarding the direction of movement and
destination of each random waypoint from the information that was generated [78].

2.14 iRobotSense: A Mobile Sensing Platform Based on iRobot Create

iRobotSense is a mobile node for mobile sensor network testbeds that use iRobot
Create as its robot platform. The main goal for the development of iRobotSense was to
test the effectiveness of routing algorithms in the sensor node when it reconnect a
disconnected wireless connection due to sensor node mobility [80]. iRobotSense
mobility did not use a robot localisation method as the movement distance and des-
tination was already known and fixed. The combination of compass sensors
(HMC6352) and a wheel encoder on iRobot Create was used to help iRobotSense
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identify the direction and distance of movement according to the given movement
instructions [80, 81].

The simplistic design of the Simple iRobotSense was intended to ensure that the
cost of iRobotSense was kept low through the use of a simple mobility mechanism and
straightforward operation as well as a simple mechanism of robot localisation [80, 81].

Among the experiments conducted using iRobotSense testbed was a research
conducted by Senturk et al. [82] that involved real implementation of MSN connec-
tivity based on a partition approach.

2.15 Mobile Nodes in FIT IoT Laboratory (IoT-Lab)

FIT (Future Internet of Things) IOT-lab is the largest IOT laboratory ever built to date
and was developed by the Future Internet of Things (FIT) Consortium [83–85]. IOT-
lab was a continuation to the SensLAB project [86, 87] (operated from 2010 to 2013)
[88]. It consisted of 2728 wireless sensor nodes placed in 4 different lab facilities
namely, Inria Grenoble (928 nodes), Inria Lille (640 nodes), ICube Strasbourg (400
nodes), Inria Rocquencourt (344 nodes), Inria Rennes (256 nodes) and Institute Mines-
Télécom Paris (160 nodes) that included several mobile nodes in each lab facility.

IoT-Lab has two types of mobile robots, turtlebot2 and wifibot. IOT-lab turtlebot2
used a turtlebot2 robot platform and a low cost open source robotic platform that was
powered by a Kobuki mobile robot. It was equipped with an Asus X200CA netbook as
the robot controller, Microsoft Kinect, a gyroscope and a 4 hall encoder for robot
localisation. IOT lab wifibot was a mobile robot that uses a 4 � 4 wheel RC car
chassis. It was equipped with a dual core Intel Atom based single board computer
(SBC) as its robot controller, Microsoft Kinect and a gyroscope for robot localisation
[88].

IOT-Lab turtlebot2 was a COTS robot platform that was equipped with a self-
recharging docking station. IOT-lab wifibot on the other hand, required an IOT-lab
team to develop their own self docking station. A self- recharging mechanism was
required on the IoT-Lab mobile robot to enable testbeds operate autonomously [88].

At present, the mobility method used for mobile robots in the IOT lab is a fixed
circuit-based mobility and this method falls under the category of predictable uncon-
trolled mobility. In future, the IoT-Lab will add two more modes of mobility namely,
model-based mobility such as random waypoint mobility and manhattan mobility and
user controlled mobility [89].

2.16 Mobile Nodes at NITOS Testbed

The NITOS wireless testbed is one of testbed facilities offered by the Fed4Fire fed-
erated community. NITOS focuses on the provision of testbed facilities for experi-
menting with wireless communication research that includes mesh networks, cloud
computing, cellular networks, WSN and computer wireless networks [90–94].

Mobile robot based testbed facilities developed by NITOS testbeds were based on
the present need for mobile nodes with real mobility in their testbeds [91, 95]
The NITOS team used iRobot Create as its robot platform equipped with an Alix
motherboard and Arduino Uno as the robot controller. In addition, a webcam, a digital
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accelerometer and an ultrasonic range finder were also installed as sensors for mobile
robot localisation purposes. The Alix motherboard was equipped with two Wi-Fi
interfaces (Atheros AR5006), where the first controlled the robot and testbed while the
second was utiised for wireless multi-hop networking [95].

The NITOS team believed that augmented reality-based localisation was the
practical choice for the mobile robots that they developed whereby each waypoint
destination of the mobile robot mobility path was placed with different specific pattern
and the webcam was used to recognize the patterns to ensure that mobile robots were
positioned at the desired waypoints in the testbed. A GUI-based application was
developed to control and monitor the movements of each of the mobile nodes involved.
Currently, mobile robots in NITOS testbeds are still in the prototype level and have not
been optimised for general use [95].

To illustrate reader with the type of robot used in MANET testbed mentioned
above, pictures of each robot are presented in Table 1.

Table 1. Picture of robots used in MANET testbeds

Robot Used in MANET Testbed

Explorebots MiNT-m CONET-IT CONET-IT ARUM

NITOS Roomba 
MADNet MiNT-2 iRobotSense w-ilab.t 

CONE Sensei-UU Mobile Emulab IoT-lab IoT-lab 

Kansei Motel Proteus 
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3 Conclusions and Suggestions for Future Work

The targeted objective of this work was achieved, that is to provide an in depth
discussion on the use of mobile robot usage in MANET testbeds. Armed with the
wealth of relevant information provided in this paper, the content of this paper is
expected to be the ultimate source of reference for MANET researchers who are at a
crossroad when selecting the preferred mobile robot technology and approach to suit
their own specific needs.

It was identified that one of the main reasons for the inadequate use of testbeds as a
platform in the experimental implementation of MANET research is due to the various
complexities and technical know-hows that the researchers need to confront in order to
develop mobile robots as well as the high costs incurred to develop the facility. Hence,
we dealt with those problems by providing detailed information on the mobility issue
purely from the perspective of the robot technologies in MANET research through the
use of easy-to-understand tabular form that we further presented as two additional
extended papers in [96, 97]. Not only that, in our quest to increase the number of
MANET researchers that choose testbeds as their choice of evaluation tool, we also
provided guidelines that will help MANET researchers build their own robots for their
future MANET testbeds and we presented this as an extended paper in [98]. The
summary of our three extended papers can be referred as per following:

• A Technical Review of MANET Testbed Using Mobile Robot Technology [96],
where the discussions of the article is divided into three parts, namely hardware,
software as well as mobile robot positioning and localization.

• ACritical Review ofMANETTestbedUsingMobile Robot Technology [97], where the
discussions of the article are dwell into four aspect, namely (i) purpose, accessibility
and scope of testbed facilities, (ii) usability and controllability of robot mobility in
testbed facilities, (iii) repeatability and reproducibility of real mobility in testbeds, and
(iv) tools for MANET implementation, deployment and debugging for experiments.

• ToMRobot: A Low-Cost Robot for MANET Testbed [98], where the discussion of
the article include guidelines to enable technically limited MANET researchers with
a design to develop their own low cost MANET robots from an ordinary remote
control car that is capable of performing a real system MANET testbed with the
addition of only a few low-cost electronic components e.g. Cubieboard2 and
Arduino as its robot controller.

References

1. Ko, J., Stewart, B., Fox, D., Konolige, K., Limketkai, B.: A practical, decision-theoretic
approach to multi-robot mapping and exploration. In: Proceedings of the 20003 IEEE/RSJ
International Conference on Intelligent Robots and Systems, (IROS 2003), vol. 4, pp. 3232–
3238 (2003). https://doi.org/10.1109/iros.2003.1249654

2. Konolige, K., et al.: CentiBOTS: large-scale robot teams. In: Proceedings from the 2003
International Workshop on Multi-robot Systems: From Swarms to Intelligent Autonoma,
vol. 2, pp. 193–204. Springer, Berlin (2003)

Mobility in MANET Using Robot: A Review 317

http://dx.doi.org/10.1109/iros.2003.1249654


3. Konolige, K., et al.: Centibots: very large scale distributed robotic teams. In: Ang, M.H.,
Khatib, O. (eds.) Experimental Robotics IX. STAR, vol. 21, pp. 131–140. Springer,
Heidelberg (2006). https://doi.org/10.1007/11552246_13

4. Fox, D., Ko, J., Konolige, K., Limketkai, B., Schulz, D., Stewart, B.: Distributed multi-robot
exploration and mapping. Proc. IEEE 94(7), 1325–1339 (2006). https://doi.org/10.1109/
JPROC.2006.876927

5. Stewart, B., Ko, J., Fox, D., Konolige, K.: The revisiting problem in mobile robot map
building: a hierarchical bayesian approach. In: Uffe, K., Christopher, M. (eds.) Proceedings
of the Nineteenth conference on Uncertainty in Artificial Intelligence (UAI’03), pp. 551–
558. Morgan Kaufmann Publishers Inc., San Francisco (2002)

6. Sibley, G.T., Rahimi, M.H., Sukhatme, G.: Robomote: a tiny mobile robot platform for
large-scale ad- hoc sensor networks. In: Proceedings of the 2002 IEEE International
Conference on Robotics and Automation (ICRA 2002), vol. 2, pp. 1143–1148. IEEE (2002)

7. Rahimi, M., Shah, H., Sukhatme, G.S., Heideman, J., Estrin, D.: Studying the feasibility of
energy harvesting in a mobile sensor network. In: Proceedings of the 2003 IEEE
International Conference on Robotics and Automation (ICRA 2003), vol. 1, pp. 19–24
(2003). https://doi.org/10.1109/robot.2003.1241567

8. Dhariwal, A., Sukhatme, G.S., Requicha, A.A.G.: Bacterium-inspired robots for environ-
mental monitoring. In: Proceedings of the 2004 IEEE International Conference on Robotics
and Automation, (ICRA 2004), vol. 2, pp. 1436–1443 (2004). https://doi.org/10.1109/robot.
2004.1308026

9. Dantu, K., Rahimi, M., Shah, H., Babel, S., Dhariwal, A., Sukhatme, G.: Robomote:
enabling mobility in sensor networks. In: 4th International Symposium on Information
Processing in Sensor Networks (IPSN 2005), pp. 404–409 (2005). https://doi.org/10.1109/
ipsn.2005.1440957

10. Dantu, K., Sukhatme, G.S.: Detecting and tracking level sets of scalar fields using a robotic
sensor network. In: Proceedings of the 2007 IEEE International Conference on Robotics and
Automation (ICRA 2007), pp. 3665–3672 (2007). https://doi.org/10.1109/robot.2007.
364040

11. Antonelli, G., Arrichiello, F., Caccavale, F., Marino, A.: Decentralized time-varying
formation control for multi-robot systems. Int. J. Robot. Res. 33(7), 1029–1043 (2014).
https://doi.org/10.1177/0278364913519149

12. Li, W., Shen, W.: Swarm behavior control of mobile multi-robots with wireless sensor
networks. J. Netw. Comput. Appl. 34(4), 1398–1407 (2011). https://doi.org/10.1016/j.jnca.
2011.03.023

13. White, B., Lepreau, J., Guruprasad, S.: Lowering the barrier to wireless and mobile
experimentation. ACM SIGCOMM Comput. Commun. Rev. 33(1), 47–52 (2003). https://
doi.org/10.1145/774763.774770

14. Jiménez-González, A., Martinez-de Dios, J.R., Ollero, A.: Testbeds for ubiquitous robotics:
a survey. Robot. Auton. Syst. 61(12), 1487–1501 (2013). https://doi.org/10.1016/j.robot.
2013.07.006

15. Johnson, D., Stack, T., Fish, R., Flickinger, D., Ricci, R., Lepreau, J.: TrueMobile: a mobile
robotic wireless and sensor network testbed. In: Proceedings of the 25th Annual Joint
Conference of the IEEE Computer and Communications Societies (INFOCOM 2006). IEEE
Computer Society (2006)

16. Johnson, D., et al.: Mobile emulab: a robotic wireless and sensor network testbed. In:
Proceedings of the 25th International Conference on Computer Communications
(INFOCOM 2006), pp. 1–12. IEEE (2006). https://doi.org/10.1109/infocom.2006.182

318 F. Muchtar et al.

http://dx.doi.org/10.1007/11552246_13
http://dx.doi.org/10.1109/JPROC.2006.876927
http://dx.doi.org/10.1109/JPROC.2006.876927
http://dx.doi.org/10.1109/robot.2003.1241567
http://dx.doi.org/10.1109/robot.2004.1308026
http://dx.doi.org/10.1109/robot.2004.1308026
http://dx.doi.org/10.1109/ipsn.2005.1440957
http://dx.doi.org/10.1109/ipsn.2005.1440957
http://dx.doi.org/10.1109/robot.2007.364040
http://dx.doi.org/10.1109/robot.2007.364040
http://dx.doi.org/10.1177/0278364913519149
http://dx.doi.org/10.1016/j.jnca.2011.03.023
http://dx.doi.org/10.1016/j.jnca.2011.03.023
http://dx.doi.org/10.1145/774763.774770
http://dx.doi.org/10.1145/774763.774770
http://dx.doi.org/10.1016/j.robot.2013.07.006
http://dx.doi.org/10.1016/j.robot.2013.07.006
http://dx.doi.org/10.1109/infocom.2006.182


17. Flickinger, D.M.: Motion planning and coordination of mobile robot behavior for medium
scale distributed wireless network experiments. Master’s thesis, The University of Utah
(2007)

18. Johnson, D., et al.: Robot couriers: precise mobility in a wireless network testbed. In:
Proceedings of the 3rd International Conference on Embedded Networked Sensor Systems
(SenSys 2005), pp. 276–277. ACM, New York (2005). https://doi.org/10.1145/1098918.
1098952

19. Johnson, D.: Design and implementation of a mobile wireless sensor network testbed.
Master thesis, University of Utah (2010)

20. De, P.: Mint: a reconfigurable mobile multi-hop wireless network testbed. Ph.D. thesis, State
University of New York at Stony Brook, Stony Brook (2007)

21. Krishnan, R., Raniwala, A., Chiueh, T.C.: Design of a channel characteristics-aware routing
protocol. In: Proceedings of the 27th Conference on Computer Communications
(INFOCOM 2008). IEEE (2008). https://doi.org/10.1109/infocom.2008.314

22. Krishnan, R., Raniwala, A., Chiueh, T.C.: An empirical comparison of throughput-
maximizing wireless mesh routing protocols. In: Proceedings of the 4th Annual International
Conference in Wireless Internet (WICON 2008), pp. 40:1–40:9. ICST (Institute for
Computer Sciences, Social-Informatics and Telecommunications Engineering). ICST,
Brussels (2008)

23. Raniwala, A., Chiueh, T.C.: Evaluation of a wireless enterprise backbone network
architecture. In: Proceedings of the 12th Annual IEEE Symposium on High Performance
Interconnects (HOTI 2004), 22–24 August, pp. 98–104. IEEE Computer Society,
Washington, DC (2004)

24. Raniwala, A., Chiueh, T.C.: Architecture and algorithms for an IEEE 802.11-based multi-
channel wireless mesh network. In: Proceedings of the 24th Annual Joint Conference of the
IEEE Computer and Communications Societies (INFOCOM 2005), vol. 3, pp. 2223–2234
(2005). https://doi.org/10.1109/infcom.2005.1498497

25. Raniwala, A., De, P., Sharma, S., Krishnan, R., Chiueh, T.C.: End-to-end flow fairness over
IEEE based wireless mesh networks. In: Proceedings of the 26th Annual IEEE International
Conference on Computer Communications (INFOCOM 2007). IEEE (2007). https://doi.org/
10.1109/infcom.2007.281

26. Raniwala, A., Gopalan, K., Chiueh, T.C.: Centralized channel assignment and routing
algorithms for multi-channel wireless mesh networks. ACM SIGMOBILE Mob. Comput.
Commun. Rev. 8(2), 50–65 (2004). https://doi.org/10.1145/997122.997130

27. De, P., Raniwala, A., Sharma, S., Chiueh, T.C.: MiNT: a miniaturized network testbed for
mobile wireless research. In: Proceedings of the 24th Annual Joint Conference of the IEEE
Computer and Communications Societies (INFOCOM 2005), vol. 4, pp. 2731–2742 (2005).
https://doi.org/10.1109/infcom.2005.1498556

28. De, P., Raniwala, A., Sharma, S., Chiueh, T.C.: Design considerations for a multihop
wireless network testbed. IEEE Commun. Mag. 43(10), 102–109 (2005). https://doi.org/10.
1109/mcom.2005.1522132

29. De, P., et al.: MiNT-m: an autonomous mobile wireless experimentation platform. In:
Proceedings of the 4th International Conference on Mobile Systems, Applications and
Services (MobiSys 2006), pp. 124–137. ACM, New York (2006). https://doi.org/10.1145/
1134680.1134694

30. Mitchell, C., Munishwar, V., Singh, S., Wang, X., Gopalan, K., Abu-Ghazaleh, N.: Testbed
design and localization in MiNT-2: a miniaturized robotic platform for wireless protocol
development and emulation. In: First International Communication Systems and Networks
and Workshops (COMSNETS 2009), pp. 1–10 (2009). https://doi.org/10.1109/comsnets.
2009.4808866

Mobility in MANET Using Robot: A Review 319

http://dx.doi.org/10.1145/1098918.1098952
http://dx.doi.org/10.1145/1098918.1098952
http://dx.doi.org/10.1109/infocom.2008.314
http://dx.doi.org/10.1109/infcom.2005.1498497
http://dx.doi.org/10.1109/infcom.2007.281
http://dx.doi.org/10.1109/infcom.2007.281
http://dx.doi.org/10.1145/997122.997130
http://dx.doi.org/10.1109/infcom.2005.1498556
http://dx.doi.org/10.1109/mcom.2005.1522132
http://dx.doi.org/10.1109/mcom.2005.1522132
http://dx.doi.org/10.1145/1134680.1134694
http://dx.doi.org/10.1145/1134680.1134694
http://dx.doi.org/10.1109/comsnets.2009.4808866
http://dx.doi.org/10.1109/comsnets.2009.4808866


31. Munishwar, V., Singh, S., Wang, X., Mitchell, C., Gopalan, K., Abu-Ghazaleh, N.: On the
accuracy of RFID-based localization in a mobile wireless network testbed. In: IEEE
International Conference on Pervasive Computing and Communications (PerCom 2009),
pp. 1–6 (2009). https://doi.org/10.1109/percom.2009.4912872

32. Munishwar, V., Singh, S., Mitchell, C., Wang, X., Gopalan, K., Abu-Ghazaleh, N.: RFID
based localization for a miniaturized robotic platform for wireless protocols evaluation. In:
Proceedings of the 7th IEEE International Conference on Pervasive Computing and
Communications (PerCom 2009), pp. 1–3 (2009). https://doi.org/10.1109/percom.2009.
4912794

33. Paine, N.A.: Design and development of a modular robot for research use. Master thesis, The
University of Texas at Austin, USA (2010)

34. Stovall, D., Paine, N., Petz, A., Enderle, J., Julien, C., Vishwanath, S.: Pharos: an
application-oriented testbed for heterogeneous wireless networking environments. Technical
report TR- UTEDGE-2009-006, The University of Texas at Austin (2009)

35. Petz, A., Jun, T., Roy, N., Fok, C.-L., Julien, C.: Passive network-awareness for dynamic
resource-constrained networks. In: Felber, P., Rouvoy, R. (eds.) DAIS 2011. LNCS, vol.
6723, pp. 106–121. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-642-21387-
8_9

36. Petz, A., Fok, C.L., Julien, C.: Experiences using a miniature vehicular network testbed. In:
Proceedings of the Ninth ACM International Workshop on Vehicular Inter-networking,
Systems, and Applications (VANET 2012), pp. 21–26. ACM, New York (2012). https://doi.
org/10.1145/2307888.2307894

37. Petz, A., Bednarczyk, A., Paine, N., Stovall, D., Julien, C.: MaDMAN: a middleware for
delay-tolerant mobile ad-hoc networks. Technical report TR-UTEDGE-2010-011, Univer-
sity of Texas at Austin (2010)

38. Petz, A., Fok, C.L., Julien, C., Walker, B., Ardi, C.: Network coded routing in delay tolerant
networks: an experience report. In: Proceedings of the 3rd Extreme Conference on
Communication: The Amazon Expedition (ExtremeCom 2011), pp. 4:1–4:6. ACM, New
York (2011). https://doi.org/10.1145/2414393.2414397

39. Petz, A.: The Click Convergence Layer: Putting a Modular Router Under DTN2 (2010)
40. Fok, C., Petz, A., Stovall, D., Paine, N., Julien, C., Vishwanath, S.: Pharos: a testbed for

mobile cyber-physical systems. Technical report TR-ARiSE-2011-001, University of Texas
at Austin (2011)

41. Fok, C.L., et al.: A platform for evaluating autonomous intersection management policies.
In: Proceedings of the IEEE/ACM Third International Conference on Cyber-Physical
Systems (ICCPS 2012), pp. 87–96 (2012). https://doi.org/10.1109/iccps.2012.17

42. Killijian, M.O., Roy, M., Severac, G.: ARUM: a cooperative middleware and an
experimentation platform for mobile systems. In: Proceedings of the IEEE 6th International
Conference on Wireless and Mobile Computing, Networking and Communications (WiMob
2010), pp. 442–449 (2010). https://doi.org/10.1109/wimob.2010.5645030

43. Killijian, M.O., Roy, M., Severac, G.: The ARUM experimentation platform: an open tool to
evaluate mobile systems applications. In: Rückert, U., Joaquin, S., Felix, W. (eds.) Advances
in Autonomous Mini Robots, pp. 221–234. Springer, Heidelberg (2012). https://doi.org/10.
1007/978-3-642-27482-4_22

44. Killijian, M.-O., Roy, M.: Data backup for mobile nodes: a cooperative middleware and an
experimentation platform. In: Casimiro, A., de Lemos, R., Gacek, C. (eds.) WADS 2009.
LNCS, vol. 6420, pp. 53–73. Springer, Heidelberg (2010). https://doi.org/10.1007/978-3-
642-17245-8_3

320 F. Muchtar et al.

http://dx.doi.org/10.1109/percom.2009.4912872
http://dx.doi.org/10.1109/percom.2009.4912794
http://dx.doi.org/10.1109/percom.2009.4912794
http://dx.doi.org/10.1007/978-3-642-21387-8_9
http://dx.doi.org/10.1007/978-3-642-21387-8_9
http://dx.doi.org/10.1145/2307888.2307894
http://dx.doi.org/10.1145/2307888.2307894
http://dx.doi.org/10.1145/2414393.2414397
http://dx.doi.org/10.1109/iccps.2012.17
http://dx.doi.org/10.1109/wimob.2010.5645030
http://dx.doi.org/10.1007/978-3-642-27482-4_22
http://dx.doi.org/10.1007/978-3-642-27482-4_22
http://dx.doi.org/10.1007/978-3-642-17245-8_3
http://dx.doi.org/10.1007/978-3-642-17245-8_3


45. Killijian, M.O., Powell, D., Roy, M., Sévérac, G.: Experimental evaluation of ubiquitous
systems: why and how to reduce WiFi communication range. In: Proceedings of the 2nd
International Conference on Distributed Event-Based Systems (DEBS 2008) (2008)

46. Federation for Future Internet Research and Experimentation (fed4fire): w-iLab.t - Fed4Fire
(2015). http://www.fed4fire.eu/w-ilab-t/. Accessed 30 Nov 2015

47. Becue, P., Jooris, B., Sercu, V., Bouckaert, S., Moerman, I., Demeester, P.: Remote control
of robots for setting up mobility scenarios during wireless experiments in the IBBT w-iLab.t.
In: Korakis, T., Zink, M., Ott, M. (eds.) TridentCom 2012. LNICST, vol. 44, pp. 425–426.
Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-35576-9_51

48. Moerman, I., et al.: Toolkit for wireless mobility testbeds. Deliverable report Deliverable
D3.5, OpenLab (2014)

49. Bouckaert, S., Jooris, B., Becue, P., Moerman, I., Demeester, P.: The IBBT w-iLab.t: a
large-scale generic experimentation facility for heterogeneous wireless networks. In:
Korakis, T., Zink, M., Ott, M. (eds.) TridentCom 2012. LNICST, vol. 44, pp. 7–8.
Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-35576-9_4

50. Abdelhadi, A., et al.: Position estimation of robotic mobile nodes in wireless testbed using
GENI. In: Proceedings of the 2016 Annual IEEE Systems Conference (SysCon 2016), pp. 1–
6. IEEE (2016)

51. Van Haute, T., et al.: Comparability of RF-based indoor localization solutions in
heterogeneous environments: an experimental study. Int. J. Ad Hoc Ubiquit. Comput. 23
(1–2), 92–114 (2015)

52. Bouckaert, S., Vandenberghe, W., Jooris, B., Moerman, I., Demeester, P.: The w-iLab.t
testbed. In: Magedanz, T., Gavras, A., Thanh, N.H., Chase, J.S. (eds.) TridentCom 2010.
LNICST, vol. 46, pp. 145–154. Springer, Heidelberg (2011). https://doi.org/10.1007/978-3-
642-17851-1_11

53. Neumann, A., López, E., Navarro, L.: Evaluation of mesh routing protocols for wireless
community networks. Comput. Netw. Part 2 93, 308–323 (2015). https://doi.org/10.1016/j.
comnet.2015.07.018

54. Viñas, R.B.: Evaluation of dynamic routing protocols on realistic wireless topologies. Ph.D.
thesis, Autonomous University of Barcelona, Spain (2012)

55. Neumann, A., Lopez, E., Navarro, L.: An evaluation of BMX6 for community wireless
networks. In: Proceedings of the 8th IEEE International Conference on Wireless and Mobile
Computing, Networking and Communications (WiMob 2012), pp. 651–658 (2012). https://
doi.org/10.1109/wimob.2012.6379145

56. Rensfelt, O., Hermans, F., Gunningberg, P., Larzon, L.Å., Björnemo, E.: Repeatable
experiments with mobile nodes in a relocatable WSN testbed. Comput. J. 54(12), 1973–1986
(2011). https://doi.org/10.1093/comjnl/bxr052

57. Rensfelt, O., Ferm, F.H.C., Gunningberg, P., Larzon, L.Å.: Sensei-UU: a nomadic sensor
network testbed supporting mobile nodes. Technical report 2009-025, Department of
Information Technology, Uppsala University (2009)

58. Rensfelt, O., Hermans, F., Ferm, C., Larzon, L.A., Gunningberg, P.: Sensei - a flexible
testbed for heterogeneous wireless sensor networks. In: Proceedings of the 5th International
Conference on Testbeds and Research Infrastructures for the Development of Networks
Communities and Workshops (TridentCom 2009), pp. 1–2 (2009). https://doi.org/10.1109/
tridentcom.2009.4976218

59. Rensfelt, O., Hermans, F., Larzon, L.Å., Gunningberg, P.: Sensei-UU: a relocatable sensor
network testbed. In: Proceedings of the Fifth ACM International Workshop on Wireless
Network Testbeds, Experimental Evaluation and Characterization (WiNTECH 2010),
pp. 63–70. ACM, New York (2010). https://doi.org/10.1145/1860079.1860091

Mobility in MANET Using Robot: A Review 321

http://www.fed4fire.eu/w-ilab-t/
http://dx.doi.org/10.1007/978-3-642-35576-9_51
http://dx.doi.org/10.1007/978-3-642-35576-9_4
http://dx.doi.org/10.1007/978-3-642-17851-1_11
http://dx.doi.org/10.1007/978-3-642-17851-1_11
http://dx.doi.org/10.1016/j.comnet.2015.07.018
http://dx.doi.org/10.1016/j.comnet.2015.07.018
http://dx.doi.org/10.1109/wimob.2012.6379145
http://dx.doi.org/10.1109/wimob.2012.6379145
http://dx.doi.org/10.1093/comjnl/bxr052
http://dx.doi.org/10.1109/tridentcom.2009.4976218
http://dx.doi.org/10.1109/tridentcom.2009.4976218
http://dx.doi.org/10.1145/1860079.1860091


60. Hermans, F., Rensfelt, O., Gunningberg, P., Larzon, L.-Å., Ngai, E.: Sensei-UU — a
relocatable WSN testbed supporting repeatable node mobility. In: Magedanz, T., Gavras, A.,
Thanh, N.H., Chase, J.S. (eds.) TridentCom 2010. LNICST, vol. 46, pp. 612–614. Springer,
Heidelberg (2011). https://doi.org/10.1007/978-3-642-17851-1_57

61. Arora, A., Ertin, E., Ramnath, R., Nesterenko, M., Leal, W.: Kansei: a high-fidelity sensing
testbed. IEEE Internet Comput. 10(2), 35–47 (2006). https://doi.org/10.1109/MIC.2006.37

62. Ertin, E., et al.: Kansei: a testbed for sensing at scale. In: The Fifth International Conference
on Information Processing in Sensor Networks, IPSN 2006, pp. 399–406 (2006). https://doi.
org/10.1109/ipsn.2006.243879

63. Giordano, V., Ballal, P., Lewis, F., Turchiano, B., Zhang, J.B.: Supervisory control of
mobile sensor networks: math formulation, simulation, and implementation. IEEE Trans.
Syst. Man Cybern. Part B Cybern. 36(4), 806–819 (2006). https://doi.org/10.1109/TSMCB.
2006.870647

64. Jayasingha, D., Jayawardhane, N., Karunanayake, P., Karunarathne, G., Dias, D.: Wireless
sensor network testbed for mobile data communication. In: Proceedings of the 4th
International Conference on Information and Automation for Sustainability (ICIAFS 2008),
pp. 97–103 (2008). https://doi.org/10.1109/iciafs.2008.4783994

65. Forster, A., et al.: MOTEL: towards flexible mobile wireless sensor network testbeds. In:
Proceedings of the 8th European Conference on Wireless Sensor Networks (EWSN 2011),
Bonn, Germany, February 2011

66. Jiménez-González, A., Martínez-de Dios, J., Ollero, A.: An integrated testbed for
heterogeneous mobile robots and other cooperating objects. In: Proceedings of the 2010
IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS 2010),
pp. 3327–3332 (2010). https://doi.org/10.1109/iros.2010.5650665

67. Jimenez-Gonzalez, A., Martinez-De Dios, J.R., Ollero, A.: An integrated testbed for
cooperative perception with heterogeneous mobile and static sensors. Sensors 11(12),
11516–11543 (2011). https://doi.org/10.3390/s111211516

68. Martinez-de Dios, J.R., Jimenez-Gonzalez, A., de San Bernabe, A., Ollero, A.: Introduction.
In: Martinez-de Dios, J.R., Jimenez-Gonzalez, A., de San Bernabe, A., Ollero, A. (eds.) A
Remote Integrated Testbed for Cooperating Objects. SpringerBriefs in Electrical and
Computer Engineering, pp. 1–4. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-
01372-5_1

69. Martinez-de Dios, J.R., Jimenez-Gonzalez, A., de San Bernabe, A., Ollero, A.: CONET
integrated testbed architecture. In: Martinez-de Dios, J.R., Jimenez-Gonzalez, A., de San
Bernabe, A., Ollero, A. (eds.) A Remote Integrated Testbed for Cooperating Objects.
SpringerBriefs in Electrical and Computer Engineering, pp. 23–39. Springer, Cham (2014).
https://doi.org/10.1007/978-3-319-01372-5_3

70. Martinez-de Dios, J.R., Jimenez-Gonzalez, A., de San Bernabe, A., Ollero, A.: CONET
integrated testbed experiments. In: Martinez-de Dios, J.R., Jimenez-Gonzalez, A., de San
Bernabe, A., Ollero, A. (eds.) A Remote Integrated Testbed for Cooperating Objects, pp. 59–
73. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-01372-5_5

71. Vingelmann, P., Pedersen, M., Heide, J., Zhang, Q., Fitzek, F.: Data dissemination in the
wild: a testbed for high-mobility MANETs. In: Proceedings of the 2012 IEEE International
Conference on Communications (ICC 2012), pp. 291–296 (2012). https://doi.org/10.1109/
icc.2012.6364123

72. Reich, J., Misra, V., Rubenstein, D.: Roomba MADNeT: a mobile ad-hoc delay tolerant
network testbed. ACM SIGMOBILE Mob. Comput. Commun. Rev. 12(1), 68–70 (2008).
https://doi.org/10.1145/1374512.1374536

322 F. Muchtar et al.

http://dx.doi.org/10.1007/978-3-642-17851-1_57
http://dx.doi.org/10.1109/MIC.2006.37
http://dx.doi.org/10.1109/ipsn.2006.243879
http://dx.doi.org/10.1109/ipsn.2006.243879
http://dx.doi.org/10.1109/TSMCB.2006.870647
http://dx.doi.org/10.1109/TSMCB.2006.870647
http://dx.doi.org/10.1109/iciafs.2008.4783994
http://dx.doi.org/10.1109/iros.2010.5650665
http://dx.doi.org/10.3390/s111211516
http://dx.doi.org/10.1007/978-3-319-01372-5_1
http://dx.doi.org/10.1007/978-3-319-01372-5_1
http://dx.doi.org/10.1007/978-3-319-01372-5_3
http://dx.doi.org/10.1007/978-3-319-01372-5_5
http://dx.doi.org/10.1109/icc.2012.6364123
http://dx.doi.org/10.1109/icc.2012.6364123
http://dx.doi.org/10.1145/1374512.1374536


73. Vingelmann, P., Heide, J., Pedersen, M.V., Zhang, Q., Fitzek, F.H.P.: All-to-all data
dissemination with network coding in dynamic MANETs. Comput. Netw. 74(Part B), 34–47
(2014). https://doi.org/10.1016/j.comnet.2014.06.018

74. Reich, J., Misra, V., Rubenstein, D.S., Zussman, G.: Spreadable connected autonomic
networks (SCAN). Technical report CUCS-016-08 (2008)

75. Reich, J., Misra, V., Rubenstein, D., Zussman, G.: Connectivity maintenance in mobile
wireless networks via constrained mobility. IEEE J. Sel. Areas Commun. 30(5), 935–950
(2012). https://doi.org/10.1109/JSAC.2012.120609

76. Dahlberg, T.A., Nasipuri, A., Taylor, C.: Explorebots: a mobile network experimentation
testbed. In: Proceedings of the 2005 ACM SIGCOMM Workshop on Experimental
Approaches to Wireless Network Design and Analysis (E-WIND 2005), pp. 76–81. ACM,
New York (2005). https://doi.org/10.1145/1080148.108015

77. Bromage, S., et al.: SCORPION: a heterogeneous wireless networking testbed.
ACM SIGMOBILE Mob. Comput. Commun. Rev. 13(1), 65–68 (2009). https://doi.org/
10.1145/1558590.1558604

78. Förster, A., Förster, A., Garg, K., Puccinelli, D., Giordano, S., Gambardella, L.M.: MOTEL-
a mobile robotic-assisted wireless sensor networks testbed. In: Wireless Integration of Sensor
Networks in Hybrid Architectures, p. 13 (2012)

79. Foerster, A., Foerster, A., Garg, K., Giordano, S., Gambardella, L.M.: MOTEL: mobility
enabled wireless sensor network testbed. Adhoc Sensor Wirel. Netw. 24(3) (2015)

80. Janansefat, S., Senturk, I., Akkaya, K., Gloff, M.: A mobile sensor network testbed using
irobots. In: 37th Annual IEEE Conference on Local Computer Networks (LCN 2012),
Clearwater, FL, 22–25 October 2012 (2012)

81. Janansefat, S., Akkaya, K., Senturk, I., Gloff, M.: Rethinking connectivity restoration in
WSNs using feedback from a low-cost mobile sensor network testbed. In: IEEE 38th
Conference on Local Computer Networks Workshops (LCN 2013), pp. 108–115 (2013).
https://doi.org/10.1109/lcnw.2013.6758506

82. Senturk, I., Akkaya, K., Janansefat, S.: Towards realistic connectivity restoration in
partitioned mobile sensor networks. Int. J. Commun. Syst. 29(2), 230–250 (2016). https://
doi.org/10.1002/dac.2819

83. Tonneau, A.S., Mitton, N., Vandaele, J.: How to choose an experimentation platform for
wireless sensor networks? A survey on static and mobile wireless sensor network
experimentation facilities. Ad Hoc Netw. 30, 115–127 (2015). https://doi.org/10.1016/j.
adhoc.2015.03.002

84. Tonneau, A.S., Mitton, N., Vandaele, J.: A Survey on (mobile) wireless sensor network
experimentation testbeds. In: Proceedings of the 2014 IEEE International Conference on
Distributed Computing in Sensor Systems (DCOSS 2014), pp. 263–268 (2014). https://doi.
org/10.1109/dcoss.2014.41

85. Fleury, E., Mitton, N., Noel, T., Adjih, C.: FIT IoT-LAB: the largest IoT open experimental
testbed. ERCIM News 101(14) (2015)

86. Burin des Rosiers, C., et al.: SensLAB. In: Korakis, T., Li, H., Tran-Gia, P., Park, H.-S.
(eds.) TridentCom 2011. LNICST, vol. 90, pp. 239–254. Springer, Heidelberg (2012).
https://doi.org/10.1007/978-3-642-29273-6_19

87. Rosiers, C.B.D., et al.: SensLAB Very Large Scale Open Wireless Sensor Network Testbed
(2011)

88. Quilez, R., Zeeman, A., Mitton, N., Vandaele, J.: Docking autonomous robots in passive
docks with Infrared sensors and QR codes. In: Proceedings of the 10th International
Conference on Testbeds and Research Infrastructures for the Development of Networks and
Communities (TRIDENTCOM 2015), pp. 113–122 (2015)

Mobility in MANET Using Robot: A Review 323

http://dx.doi.org/10.1016/j.comnet.2014.06.018
http://dx.doi.org/10.1109/JSAC.2012.120609
http://dx.doi.org/10.1145/1080148.108015
http://dx.doi.org/10.1145/1558590.1558604
http://dx.doi.org/10.1145/1558590.1558604
http://dx.doi.org/10.1109/lcnw.2013.6758506
http://dx.doi.org/10.1002/dac.2819
http://dx.doi.org/10.1002/dac.2819
http://dx.doi.org/10.1016/j.adhoc.2015.03.002
http://dx.doi.org/10.1016/j.adhoc.2015.03.002
http://dx.doi.org/10.1109/dcoss.2014.41
http://dx.doi.org/10.1109/dcoss.2014.41
http://dx.doi.org/10.1007/978-3-642-29273-6_19


89. IoT-LAB Team: IoT-LAB Mobile Robot (2015). https://www.iot-lab.info/robots/. Accessed
30 Nov 2015

90. Choumas, K., et al.: Optimization driven multi-hop network design and experimentation: the
approach of the FP7 project OPNEX. IEEE Commun. Mag. 50(6), 122–130 (2012). https://
doi.org/10.1109/MCOM.2012.6211496

91. Giatsios, D., Apostolaras, A., Korakis, T., Tassiulas, L.: Methodology and tools for
measurements on wireless testbeds: the NITOS approach. In: Fàbrega, L., Vilà, P., Careglio,
D., Papadimitriou, D. (eds.) Measurement Methodology and Tools. LNCS, vol. 7586,
pp. 61–80. Springer, Heidelberg (2013). https://doi.org/10.1007/978-3-642-41296-7_5

92. Keranidis, S., et al.: Experimentation on end-to-end performance aware algorithms in the
federated en- vironment of the heterogeneous PlanetLab and NITOS testbeds. Comput.
Netw. 63, 48–67 (2014). https://doi.org/10.1016/j.bjp.2013.12.026

93. Keranidis, S., Kazdaridis, G., Passas, V., Korakis, T., Koutsopoulos, I., Tassiulas, L.:
NITOS energy monitoring framework: real time power monitoring in experimental wireless
network deployments. SIGMOBILE Mob. Comput. Commun. Rev. 18(1), 64–74 (2014).
https://doi.org/10.1145/2581555.2581566

94. Pechlivanidou, K., Katsalis, K., Igoumenos, I., Katsaros, D., Korakis, T., Tassiulas, L.:
NITOS testbed: a cloud based wireless experimentation facility. In: Proceedings of the 26th
International Teletraffic Congress (ITC 2014), pp. 1–6 (2014). https://doi.org/10.1109/itc.
2014.6932976

95. Niavis, H., Kazdaridis, G., Korakis, T., Tassiulas, L.: Enabling sensing and mobility on
wireless testbeds. In: Korakis, T., Zink, M., Ott, M. (eds.) TridentCom 2012. LNICST, vol.
44, pp. 421–424. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-35576-9_
50

96. Muchtar, F., Abdullah, A.H., Latiff, M.S.A., Hassan, S., Wahab, M.H.A., Abdul-Salaam, G.:
A technical review of MANET testbed using mobile robot technology. In: Journal of
Physics: Conference Series (2018, manuscript submitted for publication)

97. Muchtar, F., Abdullah, A.H., Arshad, M.M., Wahab, M.H.A., Ahmmad, S.N.Z., Abdul-
Salaam, G.: A critical review of MANET testbed using mobile robot technology. In: Journal
of Physics: Conference Series (2018, manuscript submitted for publication)

98. Muchtar, F., Abdullah, A.H., Wahab, M.H.A., Ambar, R., Hanafi, H.F., Ahmmad, S.N.Z.:
Mobile ad hoc network testbed using mobile robot technology. In: Journal of Physics:
Conference Series (2018, manuscript submitted for publication)

324 F. Muchtar et al.

https://www.iot-lab.info/robots/
http://dx.doi.org/10.1109/MCOM.2012.6211496
http://dx.doi.org/10.1109/MCOM.2012.6211496
http://dx.doi.org/10.1007/978-3-642-41296-7_5
http://dx.doi.org/10.1016/j.bjp.2013.12.026
http://dx.doi.org/10.1145/2581555.2581566
http://dx.doi.org/10.1109/itc.2014.6932976
http://dx.doi.org/10.1109/itc.2014.6932976
http://dx.doi.org/10.1007/978-3-642-35576-9_50
http://dx.doi.org/10.1007/978-3-642-35576-9_50


Software Defined Network-Based Vehicular
Adhoc Networks for Intelligent Transportation

System: Recent Advances and Future
Challenges

Hardik Trivedi, Sudeep Tanwar(&), and Priyank Thakkar

Department of Computer Engineering, Institute of Technology,
Nirma University, Ahmedabad 382481, Gujarat, India

hardiktrivedi544@gmail.com,

{sudeep.tanwar,priyank.thakkar}@nirmauni.ac.in

Abstract. With the worldwide growth in vehicles due to the increase in pop-
ulation, Vehicular ad hoc networks (VANETs) have attracted researchers both
from academia as well as the industry. It provides a smart and efficient driving
experience for drivers. Traditional VANET suffers from various issues of
security, QoS, and latency. To address these problems, software-defined net-
work (SDN) based VANET is one of the key components in the field of
transportation systems. It plays an important role in VANET and also provides
features such as flexibility and programmability. It also deals with security,
dynamism and heterogeneous features of the VANET environment. It helps the
VANET in scalability and dynamic deciding the optimal path and aids the
routing in situations of a congestion in VANET. In this paper, we have explored
the suitability of SDN in VANET. We have also compared the various state-of-
the-art approaches existing. These approaches are based on the concepts of
clustering, geo broadcast, road side unit (RSU) based Geocast, fog and SDN
based VANET, cloud-based VANET. It is evident from the literature that SDN
based VANET provides better QoS, latency, and also efficiently handles
heterogeneity. It also has good efficiency in comparison to a traditional network.
Security is a crucial parameter in the SDN and hence has been explored in the
paper. We have further highlight the open issues and challenges encountered
while merging the VANET with SDN. This paper give insights to the
researchers willing to start work in this domain.

Keywords: SDN � VANET � Heterogeneity � QoS � Latency
Security

1 Introduction

Nowadays in the field of vehicular adhoc network (VANET) many researchers are
working on emerging challenges and applications which aid the development of
Intelligent Transport System (ITS). VANET is similar to MANET in which, each and
every vehicle behaves as a single node. Most of the vehicles use GPS and OBU (On
Board Unit), equipped with sensors and communication hardware. Here, vehicles may
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communicate with other vehicles, vehicle communicates with RSU or directly to a
controller. Traditional networks are unable to provide flexibility, scalability while
managing high mobility [1].

Majority of these issues can be solved using the SDN paradigm. Here, the control
plane and data plane are separated from each other. The north bound and south bound
APIs provides a more secure communication. It also provides better QoS, better
resource management, low latency and good packet delivery ratio (PDR) in VANET
[2, 3]. To meet the different requirements of VANET, different SDN based architec-
tures were exist in the literature. Out of theses architectures, SDN-based VANET
architecture can be of three forms: centralized, distributed and hybrid. Some of the
VANET use clustering approach to reduce the burden of RSU and BS and form a
cluster number of the messages between V2V (vehicle to vehicle) are increased and the
number of messages between V2I (vehicle to infrastructure) is decreased [4]. Basic
SDN-based VANET architecture with cloud/fog computing is shown in Fig. 1.

1.1 Motivation

We have surveyed many research papers related to the domain to motivate the
researchers in the direction of SDN-based Vehicular Adhoc network. SDN has brought
new features in the field of VANET but at the same time it is vulnerable to new threats.

Fig. 1. SDN based VANET architecture with cloud/fog
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Security is one of the key feature for any system but only few papers have fully
explored this parameter into details. VANET sometimes work on the multiple appli-
cations at a time like route optimization, track analysis, security-based applications,
hazard notifications. For this multiple requirements like QoS, Latency, heterogeneity,
and security should be taken in to consideration.

1.2 Research Contributions

Following are research contributions of our paper:

• In this paper, we have surveyed different approaches and provide parametric
comparisons based on detailed taxonomy, which may help the researchers willing to
start in SDN-based VANET.

• We also compared different architectures of SDN-based VANET involve QoS,
latency, heterogeneity, and security.

• We have also provide the open issues and challenges.

The rest of the paper is organized as follows: Sect. 2 contains details of current
approaches of SDN-based VANET and their comparisons with impact of each. Sec-
tion 3 describes the open issues and challenges in SDN-based VANET. Section 4
concludes the paper with future scope.

2 Literature Review

We have extensively surveyed many research papers and identified the four main
parameters used for the main taxonomy of our review paper. Integration of SDN with
VANET mainly depends upon these four identified parameters. These four parameters
are: QoS, Latency, Security, and Heterogeneity. Main taxonomy of SDN-based
VANET is shown in Fig. 2. SDN can easily manage issues like congestion, resilience
etc. The detailed description of each sub taxonomy is explained in next subsections.

2.1 QoS

Duan et al. [5] proposed a special architecture on VCPS (Vehicular Cyber Physical
Systems). It work on the location-based routing protocol. The architecture is classified
into three levels, the RSU, an OpenFlow switch, and a global SDN controller. Vehicle
sends a request to the RSU, if the data is found a reply is given else the same request is
forwarded to the switch by RSU. The same computation is performed at second level, if
the data is found, a response is given to the RSU by switch or else the request is
forwarded to the main global controller. Through simulation they claimed, when the
vehicle speed was 180 km/h success ratio was 92%. This approach works better than
multi-hop routing algorithm. QoS sub-taxonomy is shown in Fig. 3.
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Liu et al. [6] proposed the idea of GeoBroadcast in VANET. Here, the Floodlight
was used as a controller. Mainly, there are two components in this architecture, switch
management component with topology management and the routing component. They
considered different scenarios like static event scenario and moving event scenario. The
application of the idea is to notify a user about the emergency. User may request to
locate the RSUs, which may get the results on a google map. The application
administrator may select a particular area; to send the emergency notification and range
of the Geodestination can be selected by admin; to notify the user in a particular area.
The controller’s overhead is reduced by 2 to 8% and the bandwidth consumption is
reduced by 20 to 40% through this approach.

Khan et al. [7] improved the routing protocol proposed by Ian et al. for better
performance. This algorithm assumes that all vehicles are equipped with GPS. They
informs the speed and direction to the controller at a time interval t. Using these details,
if required, the controller makes changes in the flow table after receiving the required

Fig. 3. Sub-taxonomy for QoS

Fig. 2. Main taxonomy of SDN based VANET
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information from the vehicles. Mainly two algorithms are used: update controller
algorithm and topology prediction algorithm. In conventional algorithm, the SDN
performance is degraded but in [7], the topology prediction is used. Which reduce the
case of decrease in performance during an event of a controller miss. Researchers aim
to extend the work in the SDN-based VANET architecture for an autonomous
unmanned vehicle.

Jinyao et al. [8] proposed an approach of HIQoS to reduce the delay, increase the
throughput, and the QoS of SDN-based VANET is increased. They used Content
Delivery Network (CDN) to improve the QoS. HIQOS differentiation of requirements
can be done on the bases of IP, MAC address, trac header, and type of service (TOS).
When a request with more value appears, the amount of total bandwidth congestion
take place in the network increases. Which reduces the QoS performance of the net-
work. To overcome this problem, multipath components are used. To validate the
results HIQoS was compared with LIQoS and MIQoS. This approach is better in
resilience and recovery time of HIQoS much lesser then MIQoS. Truong et al. [9]
proposed idea of using SDN in VANET with fog computing (FC) to optimize resource
utility and latency. When the number of nodes are exponentially increased in the
network then the QoS decreases. FC provides low latency, location awareness and
mobility support which are useful in VANET. Here, the central data centers and edge
devices share their resources. They also used hypervisors to virtualize the resource. BS
and RSU use fog orchestration for forwarding rules and service hosting.

Dong et al. [10] proposed SDN-based on-demand routing protocol named as
SVAO. It is a Map based protocol which used road topology and consider the road
information into the account. This contains two level, where the first level is the global
level (GL) and the second level is the local level (LL). LL computes the routes for
vehicles and maintains link between resources, whereas the GL is responsible for
finding the accurate location of the vehicle and also calculate the global route. When
path request is received by RSU first it checks whether the requested node is in range or
not. If node is not in the range then the LL sends a request to the second level for
node’s location. Parameters like vehicles velocity and density make a change in the
throughput. It outperforms compared to other state-of-the-arts approaches in term of
latency and PDR. Although, it is not suitable for sparse VANET.

2.2 Latency

Xiang et al. [3] proposed an SDN-based geographic based routing protocol (SDGR),
where the central controller collects all the details and provides a global view. It further
eliminates the problem of local maxima. It is the combination of optimal path for-
warding algorithm and packet forwarding algorithm. Here, overhead is less because
unlike topology based protocol nodes does not need to update link status. SDN con-
troller takes the better decisions on the bases of combined information rather than
details which are individually received from each node. It outperforms compared to
traditional algorithms like AODV and GPSR in both PDR and delay. For a sparse
network, it provides better result because of SDN controller’s global view. Sub-
taxonomy diagram for latency is shown in Fig. 4.
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Kazmi et al. [11] claimed that SDN provides many features in VANET, but its
performance degraded for large network. To address this issue, researchers proposed
partitioning of VANET in distributed manner. The controller level is distributed in two
level such as a domain controller (DC) and a root controller (RC) and both have a
stable communication link. DC periodically send domain information to RC for a
global view. When DC finds the faulty link it sends a message to RC for link update
and also for change in flow tables. They performed simulation in VENIS with different
traffic flow (TF) patterns were taken into consideration such as the number of the
domain controllers and root controllers are increased or decreased. Liu et al. [12]
proposed idea of using Mobile Edge Computing (MEC) with SDN in VANET. It
achieved good responsiveness and scalability. They used 5G cellular network which
provide speed of 7.5 Gb/s in a stable situation and can also provide speed of 1.2 Gb/s
in a mobile environment where vehicle’s speed is 100 km/h. This approach is useful in
VANET applications like collision avoidance which requires better efficiency and also
low latency. To keep details of vehicle’s location, continuous messages to be sent, but
it may over flow the capacity of single switch or distributed SDN controller, so pre-
diction is the best solution. This can be overcomes using seamless handover, network
partition and reliable communication in controller miss situation.

Lin et al. [13] proposed an idea of only using the V2V communication and clus-
tering. They used self-organizing mobility based architecture, where cluster, captain
vehicle (CV) is responsible for each area and other member’s communication. The CV
keeps information about other vehicles with the help of approaches such as combined
location and velocity tree (CLV-tree). Which is a combination of B+ tree and hash
table. Different activities like new captain selection, merging two zones, splitting zones
is based on this CLV tree. Another algorithm they have used is MOZO which is
compared with Beacon-less Routing Algorithm (BRAVE) for Vehicular Environments
and Clustering-Based Directional Routing Protocol (CBDRP). Different scenarios like
effect of message delivery distance, number of vehicles and number of messages to be
sent were taken into consideration. Network traffic is less in MOZO then BRAVE and
CBDRP, PDR of MOZO is also better. Peng et al. [14] used RSU assisted Geocast

Fig. 4. Sub-taxonomy for latency
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(RAG) in SDN-based VANET to solve the issue of delivering the message using
minimal cost. They have decomposed the network in a hierarchical manner and used
the concept of election of optimal RSU for forwarding message. Geocast particularly
targets some location and to make it easy quadtree model was used. The quadtree is a
model in which root refers to the whole region and it has four children. They used
different color representation to explain quadtree structure. When vehicle wants to
communicate with the destination, first it checks that destination node exists in its
communication range or not, if yes, then they directly communicate, otherwise, mes-
sage is sent to nearest RSU. It finds out nearest RSU to the destination and also use
quadtree concept, trajectory prediction concept and then forwards the packet to the
most suitable optimal RSU. Finally, nearest RSU from destination sends the message to
the destination. This approach was compared with other approaches of similar nature
like flood and random and it outperform better in terms of delivery cost.

2.3 Heterogeneity

Luo et al. [15] proposed a hybrid architecture in VANET for managing physical
resources and also to provide pre-warning collision as well as support topology change.
It is based on TDMA and time is partitioned in the equal size of frames. If RSU detects
collision then time slot is reallocated. A vehicle is not directly controlled by the
controller because this architecture follows two-level hierarchy. In traditional VANET,
all request were not served because of mobility, but in this approach scheduling is done
on the bases of vehicle’s velocity so most of the request is served. This approach was
compared with other algorithms like STDMA and VeMAC. The number of packet loss
and number of collisions were less in sdnMAC. Sub-taxonomy for heterogeneity is
shown in Fig. 5.

Liu et al. [16] proposed a novel idea of using Cooperative Data Scheduling
(CDS) in hybrid SDN-based VANET. The ultimate goal is to serve the maximum
number of request. Here, two service channel were used, one was for I2V communi-
cation and second was for V2V communication. Each vehicle has own record of
requested items and vehicle can transmit or receive only one data item in one
scheduling period. Some of the parameters which were taken into consideration in this
algorithm are gain of scalability, broadcast productivity, distribution of gains, service
ratio and service delay. It outperforms as compared to MRF and FCFS in areas of mean

Fig. 5. Sub-taxonomy for heterogeneity
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delay, service ratio, broadcast productivity and gain of scalability. They have not
considered the coordination among RSUs which is required to support the concept of a
logically centralized controller in a distributed network. Wang et al. [17] proposed an
SDN-based IoV (SDIV). The main goal is to reduce number of rule installation without
degrading performance. By using SDN and the centralized controller (global view),
optimal path selection is achieved. It served real-time query service which is typical in
IoV. It is three-layer architecture such as- physical layer, controller layer, and appli-
cation layer. The vehicle can communicate with the controller using nearby access
point (AP), controller installs rules in advance so when vehicle reach near to a par-
ticular AP issues are not raised. To serve multiple requests at once idea of one rule is
defined for a rule which has the same destination, known as the multicast address for
the last hop. It outperforms with simple rule installation in terms of latency and also
less number of rule installation is required to implement it.

2.4 Security

Hussein et al. [18] proposed an integration between SDN, 5G, and VANET to provide
mobility, performance, and security. This approach secured the system from attacks
like Distributed Denial of Service (DDOS) and can also trace back the source of the
attack. When vehicle wants to connect to the network for the first time, it sends a
request to RSU. It is assisted by FC, so it can manage the normal operation and light
weighted security module operations. RSU forwards the vehicle’s request to the main
controller. When vehicle sends connect request for the second time, a key can be
generated by RSU or controller but the only controller can generate the certificate.
IP/ID binding of the vehicle is done so that IP spoofing can be detected. This archi-
tecture prevents attacks and also have the capacity to track back the source of the
attack. Sub-taxonomy for security is shown in Fig. 6.

Xiuli et al. [19] proposed an idea of using FC in SDN-based VANET to provide
less latency and support mobility and location awareness. They proposed modified
constrained optimization particle swarm optimization (MPSO-CO) algorithm. To
reduce the burden of cloud computing (CC) researchers introduce the idea of using CC
with FC and SDN. The architecture is divided into layers as cloud server, SDN server,
RSU, and vehicles. Fog network is composed of fragmented network devices, so fog
focus on load balancing and for that algorithm is proposed. They have used particle

Fig. 6. Sub-taxonomy for security
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swarm optimization (PSO) algorithm has strong global search ability, but PSO cannot
be used for constraint optimization thus PSO-CO was used. The latency of this algo-
rithm is less than cloud and fog. Quan et al. [20] proposed a new approach of smart
identifier networking (SINET) with crowd collaboration. Crowd collaborate adapt to
different vehicle scenario and application and provides intra-slice and inter-slice col-
laborations. There is security slice also so when it detects attack it calls collaborative
nodes and build the defensive line and then defend or counter attack it. This approach
guarantees network security, supports the heterogeneous communication and the load
balancing. It was compared with 4G-LTE and it has low RTT time then 4G-LTE. The
comparative analysis of state-of-the-art approaches exist for SDN-based VANET is
given in Table 1.

Table 1. Comparative analysis of various state-of-the-art approaches exist in the literature for
SDN-based VANET

Approach Objective QoS Latency Security Hete. Pros Cons

SDGR [3] Remove local
maxima and
sparse
connectivity
issue from
routing protocol

Moderate Good Low Low No local maxima
and sparse
connectivity
issue in routing
protocol

Heavy control
overhead occurs
while
maintaining the
network
topology

SDN & VCPS [5] Designing
efficient and
stable routing
algorithm for
VANET

Moderate Moderate Low Low Efficiency Security

GeoBroadcast [6] Reduce latency,
network over-
load

Good Good Low Low Low network
overhead,
Reduce latency,
less network
bandwidth
consumption

Security

PBRDV [7] Improved
routing protocol

Moderate Moderate Low Low Good PDR in
controller miss
situation

Periodic update
so more re-
source
utilization

HiQoS [8] Improve the
current QOS of
networks

Good Moderate Low Moderate Reduced delay Single point of
failure

Fog computing with
SDN [9]

Increase
flexibility,
scalability,
programmability

Good Good Low Moderate Good resource
utilization,
openflow secure
channel for
communication

Cost

SVAO [10] Improve data
transmission
efficiency in
VANET

Moderate Moderate Low Low Improved
communication
efficiency

Considered
only one way
road, Not
suitable for
spars VANET

(continued)
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Table 1. (continued)

Approach Objective QoS Latency Security Hete. Pros Cons

DeVANET [11] Performance
gain then
traditional
network

Moderate Good Low Low Better
performance
than
decentralized
clustering based
algorithm

Local maxima

VANET-MEC [12] To meet
dynamic
application
requirements

Moderate Good Low Moderate Low latency,
high reliability,
good scalability
and
responsiveness

No reliable
communication
in the
controller-miss
situation

MOZO [13] Reduce
communication
over-head

Moderate Moderate Low Low Good PDR Vehicle to
vehicle
communication
only, local
maxima

RSU-based
Geocast [14]

Minimized
forwarding cost,
optimal
forwarding

Moderate Good Moderate Moderate Scalability,
flexibility, inter-
operability

Local view only

sdnMAC [15] Manage the
physical
resources in
vehicular ad-hoc
networks
(VANETs)

Moderate Low Low Moderate Prewarning of
collision.
Ability to
topology change

Security

CDS [16] Maximize the
number of
vehicles that
retrieve their
requested data

Moderate Moderate Low Moderate Improved QOS vehicles cannot
transmit and
receive a data
item at the same
time

SDIV [17] Real time query
service in SDN
VANET

Moderate Moderate Low Moderate Less rule
installation, good
data plane data
transmission

Security

Hussein et al. [18] Good balance
between
network,
mobility,
performance
and security

Good Good Moderate Moderate Improved
security

Extra overhead
of process ing
Difficulty of
time syn
chronization

MPSO-CO [19] Lighten the
burden of the
cloud and
decrease task
processing
latency

Good Good Moderate Moderate Decreased
latency,
increased QOS,
load balancing

Cost, single
point of failure

SINET [20] Improve
VANET

Good Good Good Moderate Good PDR Single point of
failure
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3 Open Issues and Challenges

Integrating the SDN with VANET is not an easy task. This integration have some
issues such as heterogeneity, cost, security, performance in the controller miss situation
as compared to the traditional network. Following are the open issues and challenges
which needs to be addressed by the researchers:

– VANET consist of devices like RSU, BS, IOT enabled devices, etc. All the devices
used different communication standards. Hence, it is difficult to maintain syn-
chronization among the devices.

– During synchronization of all the devices, latency must be taken in to consideration.
– Some VANET architectures are centralized and can be the single point of failure.

Moreover, sometimes controller suffers from overload and cannot give appropriate
results. Decentralized architecture can be used to address this issue of a single
controller. Further, issues like local-maxima, no idea of the global view are also
taken into consideration.

– Integration of SDN with VANET includes other technologies like 5G, FC and CC
which provides feature like low latency, good PDR. It also give high-performance
but at the same time overall cost increases.

– Although SDN provides security, but it is vulnerable to new attacks. So security in
VANET need to be considered. Also, the attacks on communication north bound
and South bound API are also crucial to handle.

– IP spoofing, sending dummy request to the controller, ultimately controller is busy
with communication and cannot perform its dedicated task.

4 Conclusions

SDN plays a key role in VANET. It overcomes the issue of traditional network such as-
heterogeneity, cost, security and performance in connection loss and has brought the
new scope of technology in VANET. It is flexible, programmable and also provides
many other features like low latency, high throughput. Although many proposals exist
in the literature which were focused on integration of SDN with VANET. Keeping the
above mentioned issues into consideration, in this paper, we have provided a detailed
survey of suitability of SDN in VANET. We have also highlighted the various issues
and challenges encountered by the researchers while integrating the SDN with
VANET. Some of them are using clustering, geographic routing, 5G as a communi-
cation, network slicing. To maintain the perfect balance between performance, security,
and cost in VANET are challenging task.
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Abstract. Mobile Ad-hoc network, generally recognized as MANET is a non-
wired, self-reliant and multi-hop network comprising of portable nodes that acts
like a router in the network-system. It is a dynamic network having no central
control. Evaluating the performance of MANET routing protocol is a present
research topic. Reactive type of MANET routing protocol is popularly used
nowadays because of the amenities provided by them. TORA (Temporally
Ordered Routing Algorithm) is on-demand (Reactive) protocol. It is highly
adaptive, multihop and the best for dense networks. This paper describes
MANET along with the detailed study of TORA and the Proposed TORA
protocol with some modifications in Original TORA. The modifications are
done using TCP E2E New Reno operating model with the intention to enhance
the performance of Original TORA. The new protocol was born and the name
given is P-TORA. NS2 (Network Simulator 2) is a simulation tool used for
measuring the performance of TORA and P-TORA in the MANET.

Keywords: Mobile Adhoc networks � Reactive routing � Proactive routing
Hybrid protocols � TORA � TCP E2E New Reno � P-TORA
Energy consumption � PDR � NS2

1 Introduction

Mobile Ad Hoc network is a non-wired (wireless) network having no specific infras-
tructure. In MANET, each and every node plays a role of router without depending on
any other mechanism and any centralized control. Design, deployment as well as
performance of MANET are affected by the factors such as multicasting, medium
access scheme, management of energy consumption, route self-discovery, scalability
and security [1] (Fig. 1).

In comparison of all other networks, MANETs are preferred because of its easy
establishment, high scalability factor, and self-governed nodes. MANETs are to be
improved in case of physical security, and authorization service [10]. Moreover,
malicious attacks are slight difficult to handle in MANET. The main challenge of
wireless Adhoc network is routing. This is because of the dynamic nature of this type
of networks [11].
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There needs some set of rules for successful communication between all the nodes
of MANET. Routing protocols plays a significant and important role in the process of
communication in MANET [2] (Fig. 2).

Routing protocols are divided into 3 categories depending on their working
mechanism [12]. These are:

(a) Reactive type of routing protocols
(b) Proactive type of routing protocols
(c) Hybrid type of routing protocols.

Fig. 1. MANET network

Fig. 2. Classification of routing protocols [2].

1. Reactive type of routing protocols:

These type of protocols do not store any type of topological information about any of
the nodes of the network. They obtain and exchange necessary and significant infor-
mation as and when required [3]. Examples of these type of protocols are AODV, DSR,
TORA, ABR etc.

2. Proactive type of routing protocols:

These type of protocols stores and maintains topological information of all or at least
neighboring nodes in the tabular format [2]. At some fix instance of time, the infor-
mation is exchanged between nodes. Examples of these routing protocols are DSDV,
CGSR, WRP, etc.
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3. Hybrid type of routing protocols:

These type of protocols are those having combined features of on demand routing i.e.
reactive protocols as well as table-driven i.e. proactive routing protocols. The protocol
namely ZRP and ZHLS falls into this category of protocols.

It is very essential to examine the performance of any type of protocols in MANET
and enhance it if required. The analyzing and enhancing the performance parameters of
any protocol is important because it directly affects the communication and transmis-
sion of information in the network. To measure the performance, the performance
factors such as throughput, end-to-end delay, goodput, packet delivery fraction, routing
overhead, jitter etc. is taken into consideration.

Reactive routing protocols are more focused and worked upon because of
their capability to maintain routing overhead, which is caused due to mobile nodes in
the network. In evaluation with other reactive routing protocols, TORA is highly
adaptive, well scalable, and best suited for operation in multihop and high mobility
environment [4].

Any routing protocols are analyzed by update information type [16] and the below
described performance metrics.

• Packet Delivery Fraction: The ratio of total data packets successfully received to
total ones sent by sources [22].

• Throughput: In the given time period, the amount of successfully moved data is
called throughput which is measured in bits per second (bps), megabits per second
(Mbps) or gigabits per second (Gbps) [19].

• End to end delay: It refers to the time taken for a packet to be transmitted across a
network from source to destination [13].

• Routing Overhead: It describes the quantity of routing packets required for the
process of route discovery and route maintenance [17].

In the next section of this paper, we will discuss in brief the working of TORA
along with the proposed TORA (P-TORA) built with some modification that has
helped in enhancing the performance of original TORA.

2 Brief Description of TORA

TORA - Temporally Ordered Routing Algorithm
TORA, an On-demand routing algorithm is working on the theory of DAG, i.e. Directed
Acyclic Graph. Temporally Ordered Routing Algorithm (TORA) is extremely adaptive,
well scalable protocol, suitable for high mobile, highly dense and more traffic oriented
network [4]. It utilizes minimum time in route establishment from source to destination.
IMEP (Internet Manet Encapsulation Protocol) plays important role in TORA for
broadcast delivery, link status mechanism as well as message aggregation [4].

• Mechanism of TORA

In one of the mostly known protocol AODV, the routes are constructed on request and
destination sequence numbers are used for the discovery of the latest route to end node
[18, 20, 21] whereas TORA at initial stage recognizes some route between start
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(source) node and end (destination) node. The routing information is retained amongst
every adjacent nodes in the network. If there is occurrence of any topological
error/change, control messages gets localized to near neighboring nodes.

Working of TORA involves following tasks [5, 8].

• Route Making
• Route Preservation
• Route Deletion
• Making of route by TORA.

Two packets namely UPD (update) and QRY (query) packets are used for the route
making task.

Step 1: Location and Height level are set to 0 node so that of other nodes are set to
be NULL [5, 8].

Step 2: Qry packet containing destination ID is broadcasted by the source node [5, 8].
Steps 1 and 2 are depicted in the following Fig. 3.

Step 3: A node with height not equal to NULL and the one having the height of
particular node will respond back with the UPD packet [5, 8].

Step 4: The height of all the nodes taking this UPD packet will increment to more
than the one height of UPD creating node [5, 8] (Fig. 4).
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Fig. 3. Route creation procedure of TORA [5].

1

2

5

3

7

8

64 UPD

U
PD

(0,1)

(0,2)

(0,1)

DESTINATION
(0,0)

(0,3)

Source
(0,3) (0,3)

(0,2)

Fig. 4. Formation of DAG in TORA [5].

P-TORA: A TORA Modification Under TCP E2E-NewReno Model 341



According to the above figure, update (UPD) packet is broadcasted by node 8 to the
every node [5]. Directed Acyclic Graph (DAG) formation takes place here [5]. Arrow
indicates the route wherein update (UPD) packet is obtained [5]. For instance, node 6
acknowledges the update packet and update its height as 1 (because the height
parameter of received update packet was 0) [5].

• Route Preservation by TORA

Upstream link is the node with higher height whereas downstream link is the node with
lower height [5]. For instance, in the above figure, node 6 and node 7 are downstream
connection for node 8 whereas node 8 is the upstream linkage for node 6 and node 7.
DAG is destroyed when any node in the network moves from its location [5]. At this
stage, maintenance phase is carried out for the re-establishment of DAG for same end
node again [5].

As soon as the last downstream connection fails, it gives rise to the new location
level [5]. All neighboring nodes gives born to the new reference level and links are
modified according to the changes made while modifying fresh reference level [5]. This
is explained clearly in the following Fig. 5.
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Fig. 5. Route re-establishment in TORA [5].

• Route Deletion by TORA

TORA initiates route erasure phase by broadcasting CLR packet and thereby removing
all inappropriate routes. If there is separation in the network, node noticing the network
separation delivers the CLR packet [5]. The statistics of all the neighboring nodes is
fixed to NULL when the nodes in the network receives Clear (CLR) packet. The new
route is created by route creation process from the last node that receives Clear
(CLR) packet. For example (Fig. 6),

Advantages of TORA

• It provides loop free routes to the destination [6].
• It emphasis on multipath routing.
• TORA performs best for dense networks [6].
• The possibility of congestion is reduced.
• TORA is designed in such a way that it reduces routing overhead in the network [6].
• TORA maintains multiple routes to the destination.
• It has the capability of erasing invalid routes.
• The performance of TORA in high mobility environment is better than the protocols

like AODV and DSR.
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Disadvantages of TORA

• TORA is dependent on synchronized clocks for communication in the network [7].
• TORA sometimes creates invalid temporary nodes.
• One of the disadvantages of TORA is that it is dependent on lower layers for some

of the functionalities.
• With the increase in mobility of nodes, the performance of TORA degrades

eventually.
• When the amount of traffic increases in the network, the protocol may not work

efficiently.

3 Overview of P-TORA (Proposed-TORA)

It is seen that TORA is capable of providing number of different and unique routes
between start (source) and end (destination) node. TORA selects routes with the shortest
hopes i.e. HHR (hop by hop retransmission) for choosing multiple paths between source
and destination nodes and for easy, reliable and fast retransmission of packets/information
in the network. This may cause some nodes to carry heavy loads as a result of which the
performance of TORA degrades in terms of PDR, throughput, PDF etc.

In order to improve the performance of TORA, retransmission methodology needs
to be changed and analysis needs to be carried out. The paper in the later part intro-
duces P-TORA (Proposed TORA) wherein one of the concept of EER [27] (End-to-
End Retransmission) methodology is utilized for packets/information transmission in
the entire network. In EER (also known as three way handshaking model of TCP)
methodology, the role of TCP (transport protocol) plays significant role in enhancing
the performance of the protocol.

4 Operation of P-TORA (Proposed TORA)

The main idea of P-TORA is to introduce TCP E2E NewReno [26] operating model in
the communication process of original TORA and build the new protocol with this
modification. Let us now describe the TCP E2E NewReno operating model.
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TCP E2E NewReno [26] model is capable of managing a loss/damage of multiple
number of packets without altering the structure of TCP message. Here TCP message is
taken a good care of because it is the one, which is responsible for the transport of
messages/information/packets in the network.

There are two phases/algorithms/concepts in this operating model namely, Fast
Retransmit and Fast Recovery phase [26]. These two phases/algorithms/concepts are
worked upon because they doesn’t wait for time out even if it doesn’t achieves ACK
(acknowledgment) for any packet/information/segments.

The protocol enters in the Fast Retransmit phase when it learns that it hasn’t
achieved the acknowledgment of more than the pre-defined minimum number of
packets/segments. After getting knowledge about it, it will fastly try to resend the
unacknowledged packets/segment.

The protocol enters in the Fast Recovery phase when the unacknowledged
packets/segments are resend by the sender and receiver has received it. It will imme-
diately recover the information from that packets.

The main idea is that if the sender evokes the number of the last segment sent
before entering the Fast Retransmit phase.

• Then it can contract with a condition when a “fresh” ACK (which is not duplicate
ACK) does not cover the latest evoked segment (“partial ACK”).

• This is a state when more packets were misplaced before arriving the Fast
Retransmit phase.

• After noticing such condition the sender will resend the new misplaced packet also
and will remain at the Fast Recovery stage.

• The sender will finish the Fast Recovery stage when it achieves/receives ACK that
covers last segment sent before the Fast Retransmit phase.

Fig. 7. Working of TCP E2E NewReno model in P-TORA.
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As seen in the Fig. 7, the TCP E2E NewReno model works as described below.

• Set SSTHRESH (Threshold) to max (FlightSize/2, 2 * Maximum Segment Size
(MSS)).

• Store it to “Recovery” variable, the highest sequence number transmitted.
• Resend the misplaced packet/segment and set cwnd (congestion window) to

SSTHRESH + 3 * MSS.
• The congestion window is enlarged by the number of segments (three) that were

sent and buffered by the receiver.
• For each extra added replicate ACK achieved, increase cwnd by MSS.
• When a partial ACK is obtained, resend the first unacknowledged

packet/message/segment.
• Reduce the cwnd (congestion window) by the aggregate of new approved

packet/message/segment, then increase back one MSS.
• send a fresh packet/segment if permitted by the updated value of Congestion

window, cwnd.

Thus, the congestion window (cwnd) reveals the extra segment that has left the
network. This methodology of the model introduced in the P-TORA will help it to
transmit the more number of packets/information/segments compared to original
TORA. This will in turn help in increasing packet delivery ratio and throughput of the
protocol. Thus, the performance of the protocol will be enhanced.

5 Simulation Environment and Experimental Results

Simulations are concluded with network simulator NS-2.35. It is the simulator used in
simulating different kind of possible scenarios [9]. NS2.35 is used for determining
performance of some QoS parameters in our research. For our current analyses, the
following parameters are measured as described in the following Table 1 [6, 14].

Table 1. Simulation parameters

Parameters Specifications

Simulator NS 2.35
Routing protocol TORA, P-TORA
OS Windows 7, 32-bit
Type of mobility model Random Waypoint model
Type of MAC layer 802.11/MAC
Transmission range (1500 * 1500) m2

Type of traffic Constant Bit Rate (TCP)
Total time of simulation 100 s
Pause time 0−600 (section of 100 s)
Packet length 64,512 bytes
Total no. of nodes 70
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We have talked over the performance study of TORA and P-TORA for two per-
formance parameters.

Simulation of the QoS parameter such as energy consumption and packet delivery
ratio are discussed having 10 Constant Bit Rate sources [15]. The simulation envi-
ronment has been organized as presented in table above.

a. Packet Delivery Ratio Analysis

The Fig. 8 shows a comparative analysis of PDR between TORA and P-TORA. The
graph in the Fig. 8 shows that the PDR obtained for 70 nodes with P-TORA is
comparatively better than original TORA.

b. Energy Consumption analysis

Below Fig. 9 shows the graph for Average Energy Consumption of Original TORA vs.
Average Energy Consumption (P-TORA). It is visualized from the graph that an energy
consumed by P-TORA is less in comparison with that consumed by Original TORA. It
is but obvious that we have obtained enhanced results because of the TCP E2E
NewReno model being introduced in the P-TORA.

1 2 3 4 5 6
No. of Nodes 5 10 20 30 40 50
PDR(%) of TORA 97.18 86.18 91.4 86.53 74.52 80.24

PDR(%) of 
Proposed TORA 99.07 96.28 49.3 81.86 96.28 96.74
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Fig. 8. Packet delivery ratio (TORA) vs. packet delivery ratio (P-TORA)
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6 Conclusion

Since a decade, MANET has increasing and speedy growth in the research studies. This
is a non-wired network with multihop routing. MANET has its application in military
and in surveillance of security. The network topology in the MANET alters with time.
This is the reason why there is need for designing and deployment in the existing
MANET routing protocol. In the present work, we have analyzed MANET reactive
routing protocol named TORA. On analyzing we found that TORA degrades its per-
formance due to some reasons in some circumstances. As a result of which a new
concept was introduced in Original TORA and a new protocol named P-TORA was
build.

In Proposed TORA, the TCP E2E NewReno operating model was utilized which
gave a drastic increment in the performance metrics compared to original TORA.
Comparison Original TORA and Proposed TORA was analyzed taking Packet
Delivery Ratio and Energy consumption into consideration using the NS2 simulation
tool.

This work concluded that the performance of Proposed TORA (P-TORA) gives
better results than Original TORA. Packet Delivery Ratio of Proposed TORA was more
than that of Original TORA for 5–70 nodes respectively. Moreover, it is necessary to
analyze the energy consumed by the protocol in the network. So, we analyzed and
improved the energy consumption of Original TORA.

7 Future Work

This paper exposes the working and features of Temporally Ordered Routing Algo-
rithm (TORA) in wireless MANET network. In wireless networks, some features are
required to be added in a good TCP algorithm [24] as TCP plays vital role in routing

1 2 3 4 5 6 7 8
No. of Nodes 5 10 20 30 40 50 60 70
Energy consumed in 

TORA 10.88 20 38.18 56.38 74.6 92.8 93.53 95.66

Energy consumed in 
Proposed TORA 7.78 14.28 27.28 40.28 53.28 66.28 79.28 92.28
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Average Energy consumed(J) in TORA Vs. Average 
Energy consumed(J) in P-TORA

Fig. 9. Average energy consumed in (TORA) vs. (P-TORA)
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which are diminishing the packets loss rate [24], reducing packet retransmissions,
attaining high addition and compatibility [24], providing efficient estimation of the
bandwidth for achieving high linking throughput, anticipation of multiple transmission
by breaks, Lessening extreme ACKs and evade inserting rush surges into the networks
[24], and to succeed in achieving low algorithm complexity [24].

Moreover, there are some drawbacks of MANET network and its routing protocols
which needs to be solved and are research issues such as lacks of effective analytical
tools especially for the set-up of large scale wireless network [23], Finding out and
blocking an authenticated user, which start miss behaving inside the network, Com-
munication overhead [23], Computation complexity, Energy consumption, Scalability
still remains largely unsolved [23].

Research work on three other performance metrics i.e. Network load, MOS [25]
and jitter would show the different results for the different mobility models and will
assists in attaining faultless and accurate conclusions [25].
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Abstract. Requirements prioritization (RP) is a crucial phase of requirements
engineering (RE) to rank the requirements as per their priority weight in software
development process. The existing technique like FAHP (Fuzzy analytical
hierarchy process) is a very suitable methodology for requirements prioritization
used in the fuzzy background suffers from a number of limitations like FAHP
technique does not grant the accurate priority as per the client hope, create many
conflicts in priority vectors and may outcome in dissimilar conclusion which are
unacceptable for a fuzzy pair-wise comparison matrix. Fuzzy preference
approach (FPA) and extent analysis (EA) based nonlinear techniques are efficient
but create many issues like ambiguity, time complexity, scalability, provides
negative degree of membership function, inconsistency and generates many non
uniqueness optimal solution in fuzzy environment. In this research a hybrid
approach for requirements prioritization using ‘LFTA with ANN’ proposed to
overcome these issues providing the most client fulfillment with all technical
characteristics. The case study performed on MATLAB software and result
observed for a real life example ‘college selection’ with three selection criteria’s
that illustrates the decision making result for requirements prioritization is better
than previous techniques with higher priority. The proposed hybrid approach is
oriented to resolve the classical gaps and meet up the client fulfillment of decision
making in real applications. A hybrid approach is examined on real-life assign-
ment for students (‘selection of best college’ based on three criteria’s), with
existent colleges and college selection criteria’s are discussed in the fuzzy AHP.

Keywords: FAHP � Requirements prioritization � FPA � LFTA
Extent Analysis (EA) � ANN � College selection

1 Introduction

Requirement Prioritization (RP) is a crucial phase of requirement engineering (RE) in
software development life cycle (SDLC). This phase demonstrate the identification of
each requirement, like requirement gathering and elicitation, analysis, their
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documentation, validation of requirements and management. Requirement engineering
(RE) consists of ‘requirement prioritization’ which is used to order the requirements as
per their priority of importance [1–5]. When a project has not sufficient resources, too
high client expectations and hard execution plan, its most important aspects must be
arranged beforehand. So, requirement prioritization is very important for choosing the
accurate set of requirements and takes so many decisions in project release [6, 7].
Therefore, a number of researchers is connected in the practice for developing the
accurate set of weight priority in requirement prioritization [8]. As per existing studies,
previous prioritization approaches dealing with ambiguity, fuzziness and uncertainty in
requirement prioritization of decision, when different stakeholders have different ideas
of requirements [9]. In regular as per the time passes; we create various choices, like
selection of best faculty, the best college, purchasing a new DVD-player, new mobile
phone, veg. food, and so on. Generally, when we consider only one criteria then it is
very easy to take decisions which requirement is best for example, which one is the best
college, faculty, which is the best brand etc. Indeed, while we includes more than one
criteria decisions, then choices can be hard to make. While it is having tens, hundreds or
even a large number of multiple criteria, then MCDM (multi-criteria decision-making)
becomes much more typical work in requirements engineering. This research work
generates the ranking of requirements based on multiple criteria by using a novel hybrid
approach ‘LFTA with ANN’ to resolve conflicts regarding which one requirement must
be executed first as per their priority. In this research work we examined a case study on
‘college selection problem’ for the students to select the best college to take their
admission based on three criteria. In this proposed work, a novel hybrid approach LFTA
with ANN is presented to overcome the limitations of Extent Analysis (EA) or Fuzzy
Preference Approach (FPA) and FAHP. Celik et al. [10] examined a ‘ship registry
selection problem’ with the extent analysis (EA) approach that has been revealed to be
unacceptable, undesirable, and may produces result in the form of a wrong decision
being made. Therefore, the EA (extent analysis) or FPA (fuzzy preference approach)
should be eliminated. Hence, we proposed a novel hybrid approach ‘LFTA with ANN’
technique to reexamine the real life problem i.e. college selection problem for students
to decide best college based on their multiple criteria. Tables 1, 2, 3, 4, 5, 6 and 7
revealed the fuzzy pair-wise comparison matrices taken for ‘college selection problem’.

2 Related Work

Golmohammadi has introduced a fuzzy MCDM (multi-criteria decision-making)
approachwithANN.This approach is applied to take and speak to the chiefs’ inclinations.
The structure of the artificial neural network (ANN) is created to set up the research
model. This research model can employ chronicled data and refresh the database for
selection of requirements and for future choices based on multiple criteria. Reproduction
of the experts’ choices is shown in brief and the execution plan of the research model is
expressed by a contextual analysis [11, 12]. Nguyen et al. has expressed an integrated
multi-criteria decision making (MCDM) framework consisting of fuzzy analytical hier-
archy process (FAHP) and fuzzy ARAS approaches for examining and choosing con-
veyors. The proposed research technique has its distinctive advantages by combining
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IVIF analytical hierarchy process (AHP) and IVIF ARAS for the first time [13, 14].
Büyüközkan has merged ‘Interval Valued Intuitionistic Fuzzy (IVIF)’ and Analytic
Hierarchy Process (AHP) first time to estimate the multiple criteria weights for
requirements prioritization and IVIF with Additive Ratio Assessment (ARAS) technique
for substitute evaluation procedure. This technique also examines the selection of a best
supplier in a real case study from Turkey to demonstrate the validity of this technique
[15]. Gulzar has established a new fuzzy system that highlights for mapping requirements
attributes to the linguistic variable estimation for client fulfillment by using applying
fuzzy logic (FL). This research system sorts out the conflicts ease of use prerequisites
properties. For implementation, we have applied MATLAB Fuzzy Logic Tool box. This
proposed system is moved out for helping the prerequisite expert in taking better selec-
tions via robotizing the entire procedure of distinguishing and settling ease of use
necessities clashes. The important responsibility of the proposed framework consists of
deciding the numerical incentive for each characteristic considering their individual
significance in various quantitative and subjective assessment principles. On the basis of
numerical value, conflicts and their separate severities are recognized [16]. The appli-
cation of FAHP for RP (requirement prioritization) require scientific approaches for
originating the priority weights generated through fuzzy pair-wise comparison matrices
with EA (extent analysis) [3] and FPA (fuzzy preference approach) is depend on non-
linear technique [4]. The technologies generated using fuzzy priority weights originating
by fuzzy pair-wise comparison condition usually integrates the linear goal programming
(LGP) technique [17], geometric mean method [1, 18] and proposed least-squares
methods (LSM) [19], and Lambda–Max methods [20, 21]. The techniques for deriving
crisp-weights generated by fuzzy pair-wise comparison matrices consists of the extent
analysis EA [10] and FPP (fuzzy preference programming). Since fuzzy priority weights
are incapable to calculate simply crisp ones, a number of research thoughts illustrates that
vast common of FAHP (fuzzy analytical hierarchy process) application uses a simple
extent analysis (EA) approach proposed [10] for FAHP (fuzzy AHP) weight derivation.
However, such an EA (extent analysis) technique described [17] to be undesirable and
unacceptable, and the priorities weights resulting by EA (extent analysis) do not show the
relative weight of decision criteria and alternatives. It has been observed to a considerably
a huge number of mishandlings in the previous existing research [10, 22–25]. Incorrectly,
it’s utilize as a weight derivation approach should be discarded [1, 26].

Fuzzy Analytical Hierarchical Process (FAHP)
A trapezoidal fuzzy number deals with various universal conditions [27]. In this test,
the views of the quantities which are included in the MCDM (multi-criteria decision
making process) are represented by linguistic variables that have been express in
trapezoidal fuzzy numbers.

A trapezoidal fuzzy number designated as F S ¼ a; b; c; dð Þ; are represented by the
following membership function:

lFs xð Þ ¼
x�a
b�a a� x� b

1 b� x� c
d�x
d�c c� x� d

8><>: ð1Þ
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Here (b, c) are termed a mode interval eF s while parameters ‘a’ and ‘d’ represents
lower and upper bound on eF s which limit the possible evaluations in Fig. 1.

The Fuzzy Priority Approach (FPA) or Extent Analysis (EA) Based Nonlinear
Priority Technique
This can be equivalently states as:

Subject to

�Ei þ aijEj þ b bij � aij
� �

Ej � 0; i ¼ 1; . . .; n� 1; j ¼ iþ 1; . . .; n;

Ei � cijEj þ b Cij � bij
� �

Ej � 0; i ¼ 1; . . .; n� 1; j ¼ iþ 1; . . .; nPn
i¼1 Ei ¼ 1;

Ei � 0; i� 1; . . .; n:

8>>>><>>>>: ð2Þ

For better understanding, we mention to the technique that is used in Eq. (2) for the
fuzzy AHP priority observation as FPP based nonlinear priority technique. After review
this technique, we conclude these following research points:

1. The negative values of membership degree indicate no meaning or no decision.
2. Equation (2) provides several optimized solutions when there occurs strong lack of

consistency among fuzzy decisions.
3. The priority weight vectors are computed by lower or upper triangular components

are same in fuzzy pair-wise comparison matrix. They are significantly different.

3 Proposed Hybrid Model (LFTA with ANN)

The Fig. 2 shows the proposed requirements prioritization model established to rank
the requirements as per their order of weight priority in multi-criteria decision making
(MCDM) for college selection (CS) based on three criteria (faculty profile, college
infrastructure and technical, cultural activity). This model is start with the experts
working together with the database. After that, decision makers (DM) obtain their
requirement selection criteria for prioritization. The multiple criteria of requirements as
a component of data are entered. In the step of data entry, the data are observed and

Fig. 1. Fuzzy trapezoidal degree of membership function.
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sorted out by an approach ‘LFTA with ANN’. The data information goes as fuzzy pair-
wise comparison examinations into a pre-assembled MATLAB programming. Addi-
tionally, the prepared ANN (artificial neural network) examines the correctness and
impropriety of decision makers. This part exhibits the intelligent MCDS (multi-criteria
decision support) system. In the event that if the outcomes are suitable then the
selections are affirmed. On the other hand if the results of the decision making box are
inappropriate then passage data information must be reconsidered and will be reappear
to the cycle.

A. Expert Model (Collection of information): It can be chosen by decision makers
or by the students to collect all the true information about the college like faculty
profile, infrastructure, technical/cultural activity, research and the placement of the
students at the higher package.

Fig. 2. Proposed hybrid model ‘LFTA with ANN’.
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B. Database Model (To store information): This phase is responsible for integra-
tion, storage and the determinations of all the information related to college pro-
duced by the experts or students for making good decisions.

C. Decision Makers Model (Most favorable decision): College selection process is
done through the students or decision makers. In this model, they should be
consistently required to choose the choice of gear. In this paper, we have attempted
to utilize their remarks to outline the LFPP framework.

D. Data Entering Model (proposed LFTA with ANN model)
The input information is passed created by DM analysis.

i. LFTA (Logarithmic Fuzzy Trapezoidal Approach) Model

The Proposed research work resolves the above issues of Extent Analysis (EA) in
Requirement prioritization with Logarithmic Fuzzy Trapezoidal Approach (LFTA) as
shown in Fig. 3.

The steps of the proposed approach are:

(1) Provide positive degree (b) of membership function (i.e. between 0 & 1) to make
strong consistency among the fuzzy decision making.

(2) Providing a unique regularized optimal priority vector for fuzzy decisions to
reduce the inconsistency.

(3) The priority weight vectors generating from upper/lower triangular elements of
the fuzzy pair-wise comparison matrix are equal.

Suppose decision maker (DM) gives fuzzy decisions instead of accurate decisions
for pair-wise comparison matrix, then it can be decided that criterion i is between aij
and dij as important as standard j with bij and cij being the most likely times. A fuzzy
trapezoidal pair-wise comparison matrix can be represented:

Fig. 3. Block diagram of approach ‘LFTA’
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J ¼
1; 1; 1; 1ð Þ a12; b12; c12; d12ð Þ a13; b13; c13; d13ð Þ a14; b14; c14; d14ð Þ

a21; b21; c21; d21ð Þ 1; 1; 1; 1ð Þ a23; b23; c23; d23ð Þ a24; b24; c24; d24ð Þ
. . . . . . . . . . . .

an1; bn1; cn1; dn1ð Þ an2; bn2; cn2; dn2ð Þ an3; bn3; cn3; dn3ð Þ 1; 1; 1; 1ð Þ

2664
3775

ð3Þ

Here use the fuzzy pair-wise comparison matrix in (3), after that we take loga-
rithmic of the following equation. The logarithmic of a trapezoidal fuzzy decision a ̃ij is
seemed as close to triangular fuzzy number, which membership degree can accordingly
be expressed as:

ln~aij ¼ lnaij; lnbij; lncij; lndij
� �

; i, j¼ 1; . . .n: ð4Þ

lij ln
Ei

Ej

� �� �
¼

ln Ei=Ejð Þ�lnðaijÞ
lnðbijÞ�lnðaijÞ ; ln Ei

Ej

� �
� bij;

ln 1ð Þ ¼ 0; bij � ln Ei
Ej

� �
� cij;

lnðdijÞ�ln Ei=Ejð Þ
lnðdijÞ�lnðcijÞ ; ln Ei

Ej

� �
� cij;

8>>>>><>>>>>:
ð5Þ

Where lij ln Ei=Ejð Þð Þ is the membership degree of ln(Ei/Ej) that fairly accurate
(approximate) trapezoidal fuzzy decision ln~a ij ¼ lnaij; lnbij; lncij; lndijð Þ. It’s very
clear that expect to get a crisp priority vector to minimum and maximize degree of
membership is given below in Eq. (14).

b ¼ min lij ln
Ei

Ej

� �� �
i ¼ 1. . .n� 1; j ¼ iþ 1. . .nj

� 	
ð6Þ

Finally the resulting model can be created for maximizing the degree of mem-
bership b

Subject to lijln
Ei
Ej

� �
� b; i ¼ 1; . . .; n� 1; j ¼ iþ 1; . . .; n;

Ei � 0; i ¼ 1; . . .; n:

(
ð7Þ

For maximize degree of membership 1� bð Þ ð8Þ

Subject to

�lnEi þEj þ b ln bij=aij
� �� ln aij

� �
; i ¼ 1; . . .; n� 1; j ¼ iþ 1; . . .; n

lnEi � Ej þ b ln dij=cij
� �� � ln dij

� �
; i ¼ 1; . . .; n� 1; j ¼ iþ 1; . . .; n

Ei � 0; i ¼ 1; . . .; n:

8><>:
ð9Þ

Usually, there is no guarantee that Eq. (9) will every time provide a positive value
for membership degree b. One of the main reason s behind producing a negative value
for b, means it has no weights which can meet for all fuzzy decisions within their
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support interval. This means that, there is not all be short of equalities lnEi � lnEj �
b ln bij=aij

� �� lnaij or �lnEi þ lnwj � b ln dij=cij
� �� � lndij may be held at the same

time.
To keep away ‘b’ from allowing a negative value, we set up non-negative obser-

vation of variables cij and rij for i = 1, …, n − 1 and j = i + 1, …, n such that they
bring together the following lack of equalities:

InEi � InEj � In bij=aij
� �þ cij � Inaij; i ¼ 1; . . .; n� 1; j ¼ iþ 1; . . .n; ð10Þ

�InEi þ InEj � In dij=cij
� �þrij � � Indij; i ¼ 1; . . .; n� 1; j ¼ iþ 1; . . .n ð11Þ

It is the most desirable which values of the ‘examined variables’ are better and
smaller. Thus recommend the following LFTA-based nonlinear priority technique for
fuzzy AHP weight observation:

k ¼ 1� bð Þ2 þM:
Xn�1

i¼1

Xn

j¼iþ 1
c2ij þ r2ij

� �
ð12Þ

Subject to

zi � zj � b In bij

aij

� �
þ cij � Inaij; i ¼ 1; . . .; n� 1; j ¼ iþ 1; . . .; n;

�zi þ zj � b In dij

cij

� �
þ rij � � Indij; i ¼ 1; . . .; n� 1; j ¼ iþ 1; . . .; n

b; zi � 0; i ¼ 1; � � � ; n;
cij;rij � 0; i ¼ 1; . . .; n� 1; j ¼ iþ 1; . . .n;

8>>>><>>>>:
ð13Þ

Once the equation is linear, we can understand these two models which may
produce multiple optimal outcomes, which are ignored. Let z�i (i = 1, …, n) be the
optimized value of Eq. (13). The standardized ranking or priorities for fuzzy pair-wise
comparison matrix J ¼ ~aijn�n that can be acquired:

E�
i ¼

exp Z�
i

� �Pn
i¼1 exp Z�

j

� � ; i ¼ 1; . . .:; n; ð14Þ

Where exp () is specifying an exponential function, namely exp z�i
� � ¼ ez

�
i for

i ¼ 1. . .n. We declare in technique that utilizes Eq. (13) for the FAHP priority
examination as LFTA technique and resultant priorities as LFTA priorities. With the
regard of LFTA technique, we have the following statements.

Statement 1: The priorities weights resulting by a hybrid approach LFTA with
ANN technique with lower triangular components of the pair-wise fuzzy compar-
ison matrix are exactly same as findings from upper triangular components of the
pair-wise fuzzy comparison matrix.
Statement 2: This proposed hybrid approach ‘LFTA with ANN’ produces unique
optimal result in the consistent form (standardized) optimized priority weight vector
for each fuzzy pair-wise comparison matrix.
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ii. Artificial neural network (ANN) model

In common, ANN can be classified into two categories:

a. Supervised ANN

There is generally an eyewitness in the supervised artificial neural network (ANN) who
can evaluate the result of the system and reflect their execution authenticity to the
neural network (NN).

b. Unsupervised ANN

Unsupervised NN (neural network) have no eyewitness. At the end of the day, there is
no assessment mirroring the execution legitimacy of neural network (NN). Supervised
learning is significantly more flexible than unsupervised learning. Encourage forward
back technique is a show up in the central of the most widely recognized learning
policies in ANN [28]. As indicated by the many examinations in the writing by the
writer, there is no particular legitimate standard to decide the quantity of shrouded
layers. Zahari Taha and Sarkawt Rostam have likewise clearly depicted this problem in
a paper. The amount of neurons: in a large portion of assets, the number of information
layer neurons is equivalent to the number of sources of info; the number of yield layer
neurons is equal to the number of yields. The following four relations have been
represented to make a decision for the numeral of hidden layer neurons, yet it isn’t
expressed which one is the best technique. These four connections include

NHL ¼ IL� OLð Þ12 ð15Þ

NHL ¼ 1
2

ILþOLð Þ ð16Þ

NHL ¼ 1
2

ILþOLð Þþ SLð Þ12 ð17Þ

NHL ¼ 2 ILð Þ ð18Þ

In these above given four relationships, IL is represented by the total number of
input layer neurons, where OL are the numbers of output layer neurons and SL is the
number of sample.

E. Decision Making Model: Finally, the data of fuzzy learning made through LFPP
and ANN is reported to the decision makers (DM). The decision makers (DM) settle
on an ultimate choice by these two ways, authorization of the decision or revision.

4 Result Estimation

In this section we elucidate the result of proposed hybrid approach LFTA with ANN
for below real life example. Here we test one numerical example of college selection to
decide the best college for taking admission by the students to get best decision.
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Example: We let’s consider a real life illustration of ‘college selection problem’ for
the students similar to ‘ship registry selection problem’ Celik et al. [10] which has the
hierarchical configuration for the selection of requirements problem shown in Fig. 4,
where C1, C2 and C3 are requirements selection criteria’s, each criteria has various sub-
criteria, and NIT Delhi (National Institute of Technology, Delhi), NSIT (Netaji Subhas
Institute of Technology), IP University (Guru Gobind Singh Indraprastha University)
and DTU (Delhi Technological University) are four colleges (alternatives) for selection
of best college. Celik et al. [10] represented a ‘ship registry selection problem’ using
the EA (extent analysis) approach that has been exhibited to be unreliable, unaccept-
able and may generates the result in the form of an incorrect judgment being made.
This undesirable priority approach assigns a zero priority weight to every of the
selection multiple criteria C2 and C3. If zero weights of priorities for both C2 and C3

were right, then these two requirement selection criteria’s shouldn’t have been con-
sidered. Finally, assigning a zero priority weight to any requirement selection criterion
or sub-criterion within the hierarchical data structure in Fig. 4 makes no meaning. So,
the EA (extent analysis) should be declined. Therefore, we reinvestigate this ‘college
selection problem’ by using the proposed hybrid approach ‘LFTA technique’ to create
accurate outcomes of the fuzzy AHP. Tables 1, 2, 3, 4, 5, 6 and 7 exhibits the fuzzy
pair-wise comparison matrices taken for ‘college selection problem’.

Fig. 4. Hierarchical structures for ‘college selection problem’.
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The Hierarchical structure for ‘selection of best college’ based on one criteria
‘Faculty’ considered:

The Hierarchical structure for ‘selection of best college’ based on one criteria
‘Infrastructure’ by using the EA (extent analysis).

The Hierarchical structure for ‘selection of best college’ based on one criteria
‘Technical/Cultural Activity’ by using the EA (extent analysis).

Table 2. Fuzzy pair-wise comparison matrix of four sub-criteria of ‘faculty (C1)’ and its
normalized LFTA weights (priorities).

Criteria C11 C12 C13 C14 LFTA
with ANN

EA
priorities [15]

C11

C12

C13

C14

(1, 1, 1, 1)
(2, 1, 1/2, 2/5)
(1, 2, 3, 4)
(5, 3, 2, 3/2)

(5/2, 2, 1, 1/2)
(1, 1, 1, 1)
(2/5, 1/2, 1, 3/2)
(4, 5, 2, 4)

(1, 1/2, 1/3, 1/4)
(2/5, 1/2, 1/3,1/5)
(1, 1, 1, 1)
(1/2, 1, 1/2, 5/2)

(2/3, 1/2, 1/3, 1/5)
(2/3, 1, 2, 5/2)
(2/5, 1/2, 1, 2)
(1, 1, 1, 1)

0.1854
0.2618
0.2143
0.3385

0.1413
0.1797
0.2610
0.4179

b ¼ 0.321

Table 1. Fuzzy pair-wise comparison matrix for three selection criteria regarding its weights
(priorities) and decision goal.

Criteria C1 C2 C3 LFTA
with ANN

EA
priorities [10]

C1

C2

C3

(1, 1, 1, 1)
(2/7, 1/3, 1/2, 2/3)
(2/7, 1/3, 1/2, 2/3)

(3/2, 2, 3, 7/2)
(1, 1, 1, 1)
(2/5, 1/2, 1, 3/2)

(3/2, 2, 3, 7/2)
(2/3, 1, 2, 5/2)
(1, 1, 1, 1)

0.4327
0.3321
0.2352

1
0
0

b ¼ 0:561

Table 3. Fuzzy pair-wise comparison matrix of three sub-criteria ‘infrastructure (C2)’ and its
normalized LFTA weights (priorities).

Criteria C21 C22 C23 LFTA
with ANN

EA
priorities [15]

C21

C22

C23

(1, 1, 1, 1)
(1, 3/2, 2, 5/2)
(1, 1, 1, 1)

(2/5, 1/2, 2/3, 1)
(1, 1, 1, 1)
(2/9, 2/7, 1/3, 2/5)

(1, 1, 1, 1)
(5/2, 3, 7/2, 9/2)
(1, 1, 1, 1)

0.3285
0.4076
0.2639

0
1
0

b ¼ 0.591

Table 4. Fuzzy pair-wise comparison matrix of three sub-criteria ‘technical/cultural activity
(C3)’ and its normalized LFTA weights (priorities).

Criteria C31 C32 C33 LFTA
with ANN

EA
priorities [15]

C31

C32

C33

(1, 1, 1, 1)
(1, 3/2, 2, 3/2)
(2/3, 1, 2, 5)

(2/3, 1/2, 2/3, 1)
(1, 1, 1, 1)
(5, 3, 2, 2/5)

(2/5, 1/2, 1, 3/2)
(5/2, 1/2, 1/3, 1/5)
(1, 1, 1, 1)

0.3582
0.3285
0.3133

0.1461
0.1461
0.7078

b ¼ 0.621
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Table 5. Fuzzy pair-wise comparison matrix for four colleges’ alternatives regarding the sub-
criteria of C1 and their normalized weights [priorities].

IP University NSIT NIT Delhi DTU LFTA with
ANN

EA
priorities
[15]

A: Comparisons of four colleges (alternatives) regarding the sub-criterion C11

IPU
NSIT
NIT
DTU
b = 0.23

(1, 1, 1, 1)
(5/2, 3, 5/2, 7/2)
(3, 7/2, 4, 9/2)
(2, 2/3, 1, 3/2)

(2/7, 1/5, 1/3, 2/5)
(1, 1, 1, 1)
(1/3, 2/5, 1/2, 2/3)
(1/3, 2/5, 1/2, 2/3)

(2/9, 1/4, 2/7, 1/3)
(3/2, 2, 5/2, 3)
(1, 1, 1, 1)
(7/2, 1/3, 1/2, 2/3)

(2/3, 1, 3/2, 2)
(3/2, 2, 5/2, 3)
(3/2, 2, 3, 7/2)
(1, 1, 1, 1)

0.3386
0.2953
0.2133
0.1528

0
0.5239
0.4761
0

B: Comparisons of four colleges (alternatives) regarding the sub-criterion C12

IPU
NSIT
NIT
DTU
b = 0.14

(1, 1, 1, 1)
(2/3, 1, 1/2, 5/2)
(2, 5/2, 3, 7/2)
(2, 1, 1/2, 2/5)

(2/5, 1/2, 1, 3/2)
(1, 1, 1, 1)
(3/2, 5/3, 2, 5/2)
(1/3, 2/5, 1/2, 2/3)

(2/7, 1/3, 2/5, 1/2)
(2/5, 1/2, 3/5, 2\3)
(1, 1, 1, 1)
(1/3, 2/5, 1/2, 2/3)

(5/2, 2, 1, 1/2)
(3/2, 2, 5/2, 3)
(3/2, 2, 5/2, 3)
(1, 1, 1, 1)

0.1753
0.2356
0.1663
0.4228

0
0.3482
0.6518
0

C: Comparisons of four colleges (alternatives) regarding the sub-criterion C13

IPU
NSIT
NIT
DTU
b = 0.1

(1, 1, 1, 1)
(2/5, 1/2, 1, 3/2)
(1/2, 2/3, 1, 3/2)
(1, 3/2, 2, 5/2)

(2/3, 1, 1/2, 5/2)
(1, 1, 1, 1)
(1/2, 2/3, 1, 3/2)
(1, 3/2, 2, 5/2)

(2/3, 1, 3/2, 2)
(2/3, 1, 3/2, 2)
(1, 1, 1, 1)
(1, 3/2, 2, 5/2)

(2/5, 1/2, 2/3, 1)
(2/5, 1/2, 2/3, 1)
(2/5, 1/2, 2/3, 1)
(1, 1, 1, 1)

0.2213
0.2723
0.1940
0.3124

0.1645
0.1645
0.1645
0.1645

D: Comparisons of four colleges (alternatives) regarding the sub-criterion C14

IPU
NSIT
NIT
DTU
b = 0.36

(1, 1, 1, 1)
(2, 7/2, 4, 9/2)
(2, 5/2, 3, 7/2)
(1, 3/2, 2, 5/2)

(2/9, 1/4, 2/7, 1/2)
(1, 1, 1, 1)
(5/2, 2/3, 1, 3/2)
(5/2, 2/3, 1, 3/2)

(2/7, 1/3, 2/5, 1/2)
(2/3, 1, 3/2, 5/2)
(1, 1, 1, 1)
(1/3, 2/5, 1/2, 2/3)

(2/5, 1/2, 2/3, 1)
(2/3, 1, 3/2, 5/2)
(3/2, 2, 5/2, 3)
(1, 1, 1, 1)

0.2155
0.3233
0.2255
0.2354

0
0.4076
0.4076
0.1847

Table 6. Fuzzy pair-wise comparison matrix of four alternatives regarding the sub-criteria of C2

and their normalized weights (priorities).

IP University NSIT NIT Delhi DTU LFTA
with
ANN

EA
priorities
[15]

A: Comparisons of the four alternatives regarding the sub-criterion C21

IPU
NSIT
NIT
DTU
b = 0.48

(1, 1, 1, 1)
(2/5, 1/2, 1, 3/2)
(1, 3/2, 2, 5/2)
(1, 3/2, 2, 5/2)

(2/3, 1, 2, 5/2)
(1, 1, 1, 1)
(1, 1, 1, 1)
(2/5, 1/2, 1, 3/2)

(2/5, 1/2, 2/3, 1)
(1, 1, 1, 1)
(1, 1, 1, 1)
(1/3, 2/5, 1/2, 2/3)

(2/5, 1/2, 2/3, 1)
(2/3, 1, 2, 5/2)
(3/2, 2, 5/2, 3)
(1, 1, 1, 1)

0.2412
0.3185
0.2316
0.2087

0.0717
0.2164
0.4305
0.2815

B: Comparisons of the four alternatives regarding the sub-criterion C22

IPU
NSIT
NIT
DTU
b = 0.67

(1, 1, 1, 1)
(1/2, 1/3, 1/4, 1/5)
(2/7, 1/3, 2/5, 1/2)
(1/3, 2/5, 1/2, 2/3)

(1/3, 2/5, 1/2, 2/3)
(1, 1, 1, 1)
(1/5, 1/3, 1/2, 1)
(1/3, 2/5, 1/2, 2/3)

(2, 1/2, 5/2, 3)
(1, 2, 3, 5)
(1, 1, 1, 1)
(1/3, 2/5, 1/2, 2/3)

(1, 3/2, 2, 5/2)
(2/3, 1, 2, 5/2)
(3/2, 2, 5/2, 3)
(1, 1, 1, 1)

0.2198
0.3785
0.2092
0.1919

0.4199
0.2349
0.3136
0.0316

C: Comparisons of four colleges (alternatives) regarding the sub-criterion C23

IPU
NSIT
NIT
DTU
b = 0.33

(1, 1, 1, 1)
(1/3, 2/5, 1/2, 2/3)
(1/3, 2/5, 1/2, 2/3)
(1, 5, 5, 4)

(1/2, 1/3, 1/4, , 1/5)
(1, 1, 1, 1)
(1/3, 2/5, 1/2, 2/3)
(1/3, 2/5, 1/2, 2/3)

(1/2, 1/3, 1/4, 1/5)
(1/2, 1/3, 1/4, 1/5)
(1, 1, 1, 1)
(1/3, 2/5, 1/2, 2/3)

(1/2, 1/3, 1/4, 1/5)
(1/2, 1/3, 1/4, 1/5)
(1, 4, 4, 4)
(1, 1, 1, 1)

0.3572
0.2354
0.0874
0.3200

0.5343
0.3850
0.0401
0.0401

A Hybrid Approach for Requirements Prioritization Using LFTA 361



The priority weights calculated by using the proposed hybrid approach LFTA with
ANN technique are represented inside the columns under heading “LFTA with ANN
weights (priorities)” at the end columns of each table. The aggregated priorities are
presented in Table 8. At last from that “LFTA with ANN technique” calculates ‘NSIT’
is the best alternative college, whereas the EA (Extent Analysis) provides a different
result that selects ‘NIT Delhi’ is the best alternative college. From this case study of
Multiple Criteria Decision-Making (MCDM) the results provided by the proposed
approach is a lot more consistent and reliable than that generated by the EA. So, we’ve
causes to reject the outcome generated by the EA.

Table 7. Fuzzy pair-wise comparison matrix of four colleges (alternatives) regarding the sub-
criteria of C3 and their normalized weights (priorities)

IP University NSIT NIT Delhi DTU LFTA
with
ANN

EA
priorities
[15]

A: Comparisons of four colleges (alternatives) regarding the sub-criterion C31

IPU
NSIT
NIT
Delhi
DTU
b ¼ 0:76

(1, 1, 1, 1)
(1/3, 2/5, 1/2, 2/3)
(1/3, 2/5, 1/2, 2/3)
(2/5, 1/2, 1, 3/2)

(1/3, 2/5, 1/2, 2/3)
(1, 1,1, 1)
(1, 1,1, 1)
(1/3,2/5, 1/2, 2/3)

(1/3, 2/5, 1/2, 2/3)
(1, 1, 1, 1)
(1, 1, 1, 1)
(1/3, 2/5, 1/2, 2/3)

(2/3, 1, 2, 5/2)
(1/3, 2/5,1/2, 2/3)
(1/3, 2/5, 1/2, 2/3)
(1, 1, 1, 1)

0.1738
0.6690
0.0670
0.0902

0.4313
0.2633
0.0194
0.2860

B: Comparisons of four colleges (alternatives) regarding the sub-criterion C12

IPU
NSIT
NIT
Delhi
DTU
b = 0.86

(1, 1, 1, 1)
(5/2, 3, 4, 9/2)
(1/4, 2/7, 1/3, 2/5)
(2/5, 1/2, 1, 3/2)

(2/9, 1/4, 1/3, 2/5)
(1, 1, 1, 1)
(1, 1, 1, 1)
(2/5, 1/2, 1, 3/2)

(5/2, 3, 7/2, 4)
(1, 1, 1,1)
(1, 1, 1, 1)
(2/5, 1/2, 1, 3/2)

(1/3, 2/5, 1/2, 2/3)
(1/3, 2/5, 1/2, 2/3)
(1/3, 2/5, 1/2, 2/3)
(1, 1, 1, 1)

0.2523
0.5468
0.0845
0.1164

0.3663
0.6363
0
0

C: Comparisons of four colleges (alternatives) regarding the sub-criterion C13

IPU
NSIT
NIT
Delhi
DTU
b = 0.321

(1, 1, 1, 1)
(5/2, 3, 4, 9/2)
(2/5, 1/2, 1, 3/2)
(2/3, 1, 2, 5/2)

(2/9, 1/4, 1/3, 2/5)
(1, 1, 1, 1)
(3/2, 2, 5/2, 3)
(3/2, 2, 5/2, 3)

(2/3, 1, 2, 5/2)
(1/3, 2/5, 1/2, 2/3)
(1, 1, 1, 1)
(5/2, 1/2, 1, 3/2)

(2/5, 1/2, 1, 3/2)
(1/3, 2/5, 1/2, 2/3)
(2/3, 1, 2, 5/2)
(1, 1, 1, 1)

0.2528
0.5560
0.0756
0.1156

0
0.8621
0
0.1379

Table 8. Aggregation of the Global weights (priorities) achieved by LFTA with ANN
methodology

Global weights (priorities) of the four selection
colleges (alternatives) regarding the judgment
goal

Weight 0.4502 0.3021 0.2477 -
IP University 0.2232 0.2570 0.1144 0.1982
NSIT 0.2828 0.3186 0.2636 0.2884
NIT Delhi 0.2164 0.1754 0.4364 0.2760
DTU 0.2776 0.2490 0.1856 0.2374
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5 Conclusion

Requirement Prioritization is a most important step in the direction of making good
decisions. From the literature survey it was found that none of the technique of
requirements prioritization do not work well for ranking of requirements and suffers
from a number of limitations like complexity, uncertainty, ambiguity and negative
degree of membership function etc. To overcome these issues of MCDM for priori-
tizing the requirements, a novel hybrid approach is proposed based on LFTA with
ANN that gives the unique normalized optimal priority weight vector and provides
positive degree of membership function always because the use ANN. We applied this
proposed technique on a real life example i.e. “best college selection based on three
criteria” for students in the FAHP. It derives weight priorities are accurately same of the
lower triangular components of pair-wise comparison matrix and the upper triangular
components of pair-wise comparison matrix. In future, the complexity of the proposed
hybrid approach can be improved by using genetic algorithm (GA) and PSO tech-
niques. At last, the ‘NSIT College’ is best college having highest weight priority and
‘NIT Delhi’ is next alternative college based on defined three criteria.
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Abstract. Different types of environment and user changes necessitate changes
in the source code of the software and these changes also get propagated to other
entities of the software. Change Impact Analysis (CIA) is one technique which
helps the developers to know about the risks involved in changing different
entities of the software system. This type of analysis can be carried out by
computing different dependencies present in the source code. This paper pro-
poses a new approach to compute CIA based on 8 different types of source code
dependencies, out of which 3 dependencies are being introduced for the first
time in this paper. The performance of the proposed technique is evaluated over
four different software and results indicate that new dependencies used by us
contribute significantly in accurate computation of CIA.

Keywords: Change impact analysis � Source code dependencies
Software evolution

1 Introduction

Software has the ability to grow rapidly with time. The rapid growth of any software
system can be seen as evolution. Software evolution has been a major concern of
software engineering for a while now. Software engineering consists of various
activities, maintenance being one of them. Software maintenance deals with post-
production activities (Mens 2008). IEEE 1219 standard defines software maintenance
as “the modification of a software product after delivery to correct faults, to improve
performance or other attributes, or to adapt the product to a modified environment”
(Moore 1998). Software maintenance is the key activity during evolution phase as
growth of the system requires management even after delivery of the product. In order
to manage continuously changing software system one need to understand the basic
functionality and system architecture. It can be seen that modifications in one entity of
the system leads to unpredictable changes in other entities of the system. Origin of
these modifications can be policy constraints, functional requirements or improvement
in design (Alam et al. 2015). These changes can be monitored by analyzing the dif-
ferent source code dependencies present in the system because if any component is
dependent on any modified component then there is a scope of impact on that one too.
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In this paper we are comparing different techniques of dealing with software
evolution which are based on different source code dependencies. This paper has been
organized as follows. Section 2 represents the background and the previous work,
which is done in the literature, related to change impact analysis which uses source
code dependencies as a medium for calculating the final result. Section 3 discusses the
various research issues which have not been utilized until now. Section 4 describes our
proposed methodology which is demonstrated with the help of a simple example.
Section 5 shows the empirical investigations performed. Section 6 describes the results
and finally Sect. 7 concludes the paper.

2 Background and Related Works

Various researchers have used source code dependencies for software maintenance
activities. There are several types of source code dependencies which have been used in
the past for analysis of complete software system as thorough analysis is required for
the continuous changing requirements of user’s. Source code dependencies arise from
interconnectivity between different software entities (Amarjeet and Chhabra 2018);
(Amarjeet and Chhabra 2017). Different source code dependencies which have been
addressed in the past are explained as follows.

Data dependencies, which is proposed by (Alzamil 2007), depicts that one variable
is dependent on the other one if and only if value of the first variable is assigned to
second. Control dependencies are also proposed by (Alzamil 2007). Control depen-
dencies means the execution of some entity relates with the evaluation of some
statement. There are few other dependencies which have found application in software
evolution recently. These include semantic, SEA and feature dependency. Semantic
dependencies, proposed by (Podgurski and Clarke 1990), show that two statements are
semantically dependent on each other if the result of one statement is related with the
logic or semantics of another statement. SEA dependencies are proposed by (Jász et al.
2008). Two modules f and g are SEA dependent if any part of f has to be executed
before g. The last dependency is feature dependency (Lienhard et al. 2007). Feature
dependencies means one behavioral unit is related to some other unit.

These dependencies have been used for various purposes until now such as
Architecture recovery (Lutellier et al. 2017), code optimization (Ferrante et al. 1987),
software testing (Podgurski and Clarke 1990), software re-modularization (Alzamil
2007); (Amarjeet and Chhabra 2018) change impact analysis (Sharma and Surya-
narayana 2016), evaluating requirements of a system (Parashar and Chhabra 2016).

In order to deal with software evolution thorough understanding of change impact
analysis (CIA) is crucial (Sun et al. 2012). CIA is a fundamental process of software
maintenance and development process (Dit et al. 2014) CIA deals with predicting the
effects of modifications done with one portion of the system. During the process of
CIA, we need to make a change set which is calculated after studying the user’s
requirements (De-Lucia et al. 2008). A small change can impact lots of project’s by-
products such as test cases, source code components at all levels etc. (Tóth et al. 2010).
During the process, the primary goal is to find out the set, estimated impact set (EIS), of
affected components of the software systems that got impacted by the changes done

368 M. Malhotra and J. K. Chhabra



(Abdeen et al. 2015). The impact set deserves maintenance effort because of the
modifications (Bohner and Arnold 1996). In order to judge the effectiveness of CIA
technique EIS is compared with actual impact set (AIS). AIS are set of those entities
which are actually affected by the modifications. There are several techniques for
computing impact set. These techniques can be broadly classified as static and dynamic
(Abdeen et al. 2015). Dynamic techniques relies on information collected using pro-
gram execution such as execution traces, coverage information etc. but this technique
can result in some false-negatives (Sun et al. 2015). The other method for pursuing the
same work is static CIA technique. It has been studied that 70% techniques belong to
static category (Li et al. 2012). Static techniques can be further divided into three
categories. First one is structural analysis in which source code dependencies are
identified and used for finding the impact set. Second one is textual analysis in which
comments and identifiers are used for finding the impact set. And the last one is
historical analysis in which source code components are identified which used to
change together in the past. It is believed that those components which changed
together in the past is most likely to change together again in the future (Sun et al.
2012).

Various CIA techniques can be employed to determine the impact set such as call
graph (Ryder 1979), static slice (Horwitz et al. 1990), SEA (Jász et al. 2008). Change
impact analysis can be done to different types of system including software product
lines (Maâzoun et al. 2016), object-oriented systems, non-object oriented systems etc.
by taking source code or text document as input (Autexier and Müller 2010). Sun and
Li proposed a method in which they computed impact set with the help of method
dependencies and lattice of class (Sun et al. 2011). They presented their theory on
object oriented languages and used a simple java program to explain the concept. Bixin
Li and Zang proposed a different approach. They introduced wave CIA which is a
structural technique that utilizes the call graph (Li et al. 2013). Bogdan Dit made a tool
called impact miner which uses software histories for computing the change set (Dit
et al. 2014). This tool refers the co-change histories of the software system.

In this paper we are focusing on the static change impact analysis technique.

3 Research Issues in Computation of Change Impact
Analysis

Above section has already established that the dependencies are a key to change impact
analysis. A careful study of CIA indicates that eight different types of dependencies
affect it. But most of the researchers in the literature have covered 4–5 different types.
After detailed literature survey, it has been observed that three types of dependencies
namely include dependency, temporal dependency and symbol dependency have not
been utilized until now. All of these three significantly affect CIA, which is justified
and explained below:

• Symbol dependency means module A of file B is related to module C of file C.
(Lutillier et al. 2015) Symbol dependency plays an important role in change impact
analysis. The usage of symbol dependency in change impact analysis can be
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explained with the help of a small example. Consider the code fragment shown in
Fig. 1. According to this code fragment print function calls func() with values 15
and 2 and gets the result 22. But if line number 5 and 6 of func() is changed to

5. int q;
6. q = p/r;

Then output will be 23. Hence a small change can change the final result and thus
symbol dependencies should be included.

• The term temporal means related to time. Temporal dependencies means that the
execution time of two or more source code entities are suppose to be related to each
other (Cataldo et al. 2008). One entity has to be executed before or after (depending
on situation) another entity. This will help us to eliminate false-positives in the
impact set as those entities, which have to be executed before those entities which
are present in the change set, should not be in impact set. This can improve the
precision value of the resultant impact set.

• Include dependency means one file is contained within another file. For example c.
cpp includes a.h as a header file (Lutillier et al. 2015). Now suppose in the file c.cpp
a method calls another method which is provided by that header file. But if that
method, which is called, is changed slightly (say its signatures or return variable’s
type) then the caller will not work properly and hence will cause ripple effects. So,
the caller method must be included in the impact set.

From our discussion these dependencies are directly co-related with CIA but they
are not included for CIA. Hence, this paper proposes a new approach of finding CIA
based on 8 types of dependencies out of which 1 or more of 5 dependencies (data,
control, semantic, SEA, feature and environment) have already been considered by
researchers but 3 additional dependencies are being considered for the first time in this
paper. The scope of our paper includes the source code of the software system as we are
utilizing source code dependencies only.

Fig. 1. Example for symbol dependency (a) function called (b) function caller
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Improvement in the measurement of CIA is very important as CIA is a backbone
for software evolution. It is seen that software systems evolve over time. Various
modifications are done in the system to cope up with changing trends of the envi-
ronment. If any software is not updated properly (within a time limit) then the software
becomes obsolete. In order to prevent this, regular updating of system is mandatory.
And if any system is updated then CIA comes into picture as it describes the possible
areas of code where the modifications can cause an effect.

Primary contribution of our work is

• This paper proposes a new computation methodology where 3 new dependencies
(include, symbol and temporal) are utilized towards CIA.

• A new approach to compute CIA based on 8 different types of dependencies
including above 3 dependencies is proposed in this paper.

• The new proposed approach is tested against four software of varied characteristics.
• The proposed approach is compared with another existing approach.
• The improvement in the results due to our proposed approach is demonstrated

finally.

4 Proposed Methodology

The proposed methodology is explained below (Fig. 2).

4.1 Computation of Dependencies

In order to find the impacts set, all the dependencies defined in Sects. 2 and 3 has to be
computed which is explained in the section below.

4.1.1 Computation of Already Defined Dependencies

• Data dependencies (DD) are computed by searching for all the def-use pairs in the
software system (Alzamil 2007).

• Control dependencies (CD) are computed by finding all the conditional statements
of the source code like if, if-else-if, and switch case (Alzamil 2007).

• SEA dependencies (SD) are computed by studying the execution order of all the
methods of the software system (Jász et al. 2008).

• Semantic dependencies (SeD) are computed by following methods

(a) By examining signatures of every overloaded methods in the system (Sharma
and Suryanarayana 2016)

(b) By examining constructors of each parent-child pair of classes (Sharma and
Suryanarayana 2016)

(c) By examining the each output statement and finding which of the previous
statements have an impact on the output statement (Manson et al. 2005).
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• Feature dependencies (FD) are computed by first finding the main objectives of the
system then searching whose results are used in which of the other objectives
(Cafeo et al. 2016).

4.1.2 Computation of Newly Identified Dependencies

• Include dependencies (ID) are computed by analyzing the preprocessor directives of
each file of the source code.

• Symbol dependencies (SyD) are computed by analyzing the function calls which
are going outside the file.

Fig. 2. Proposed Methodology
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• Temporal dependencies (TD) are computed easily by analyzing the sequence of
execution of different methods present in the system.

4.2 Integration of Dependencies

Final dependency value (Dep.) is calculated by considering all 8 dependencies (5
previous and 3 new) which are provided equal weightage and are integrated together by
using the following formula

Dep: ¼
Xn

i¼1

di
n

ð1Þ

Where n is the total number of dependencies, d are the 8 type of dependencies

4.3 Preparation of Change Set

Change set is obtained by studying the bug reports and issues collected from their
respective histories which are mentioned on the website (github.com) and short listing
of these issues is done on the basis of their difficulty level. Change set consists of both
methods and variables.

4.4 Preparation of Actual Impact Set (AIS)

Actual impact set is computed by taking each entity of change set

(a) And if it’s a variable then searching the source code for entities which uses the
value of changed entity directly or indirectly.

(b) And if it’s a method then searching for those methods who called the changed
method or whom the changed method is calling.

4.5 Computation of Estimated Impact Set (EIS)

4.5.1 Computation of EIS 1
For computing EIS 1 those 5 dependencies which are listed in Sect. 4.1.1 are utilized.
EIS 1consists of both variables and methods.

4.5.2 Computation of EIS 2
Here newly identified dependencies which are listed in Sect. 4.1.2 are utilized for
analyzing the impact set. Then EIS 1 is merged together with impact set calculated just
now which gives us our final result. EIS 2 also consists of both method and variables.

4.6 Comparison of Accuracy of EIS 1 and EIS 2

Precision, recall and f-measure is used for comparing the accuracy. Precision describes
the effect on accuracy due to false-positives and recall describes the effect due to false-
negatives. Hence both are supposed to higher to attain better accuracy. F-measure is the
harmonic mean of the two.
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4.7 Demonstration

Consider the example for understanding the importance of adding new dependencies.
Example to explain the importance of newly identified dependencies.

#include<iostream.h> 
#include<manage.h> 
class student{ 
char name[30]; 
int age; 
int rollno; 
char class_name[10]; 
int marks[5]; 

  public: 
  void display(){ 
}   // displays the complete info about one student     

  char get_section(){ 
  }         // returns the section of student 
  char get_result(){  //returns the final result  
} 
char get_grade(float p){ 
}  // returns the grade by taking percentage as input. 
int get_total(){ 
}        // returns total marks 
class CLASS{ 

public: 

   char name[]; 
   int size; 
}  
void main(){ 

   CLASS cl; 
   int strength; 
   cl.name=”XIIB”; 
   strength=get_classsize(cl.name); 
}  

Where get_classsize is the function defined in header file manage.h. This header file
contains all the necessary function required for backend maintenance.

Suppose the following requirements are supposed to be added in the system.
The actual impact set (AIS) of these changes will be {get_classsize(), strength,

get_result(), display(), get_grade(), get_section() }
Estimated impact set 1(EIS 1) which is calculated without new dependencies:

(i) Through data and control dependencies: get_section()
(ii) Through SEA dependencies: get_result(), get_grade()

Estimated impact set 2(EIS 2) which is calculated with new dependencies:

(i) Through data and control dependencies: get_section(), strength
(ii) Through SEA dependencies: get_result(), get_grade(),
(iii) Through include and symbol dependencies: get_classsize(), display()
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It can be established that if we compare the impact set calculated from considering
only those dependencies which are already used and from considering newly identified
dependencies too with the old dependencies then the impact set made by considering
new dependencies also is more close to the actual impact set. Hence, the accuracy of
change impact analysis will increase if we add the newly identified dependencies into
consideration.

5 Empirical Investigations

5.1 Subject Programs

Four open source projects are considered for conducting our research namely tokenizer
(T), nloc (N), mccabe cyclomatic (M) and Go-callvis (G). Table 1 shows some
information about these open source systems and information about the data sets that
have been prepared for CIA. The projects have been taken from github.com (Table 2).

5.2 Data Sets

Four data sets have been created during the process of CIA namely; change set which
consists of those entities which are modified, AIS which is the actual impact set, EIS 1
which is the impact set made from previous 5 dependencies and EIS 2 made from
considering all 8 dependencies (Table 3).

Table 1. New requirements

Sr. no User’s
requirements

Changes needed

1 Updation of result Addition of new method in student class which will
change the result of student in database

2 Different criteria
for grading

Change in get_grade() method of class student

3 Updation of
strength of class

Addition of new method in manage.h header file
which will append new information in database and also
update the data member of class CLASS

Table 2. Information about subject programs

Sr. no Name No. of methods No. of class Lines of code

1 Tokenizer 49 7 1094
2 Nloc 11 8 500
3 Mccabe cyclomatic 10 1 245
4 Go-callvis 13 10 548
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6 Results and Discussion

Thorough analysis of the source code of all the subject programs helped us to identify
the 8 dependencies which are present inside the system. The detailed description of all
dependencies (listed in Sect. 4.1) of each subject program is shown in Table 4.

The total number of dependencies which are present in all the subject programs is
given in Table 5.

The average contribution of each type of dependency in each of the projects of both
methodologies is described in Fig. 3. According to Fig. 3 the first pie depicts the
percentage of each dependency if only previous 5 dependencies are considered and the
second pie shows the percentage of each dependency if complete 8 dependencies are
considered.

Our approach is compared with other existing approaches in Table 6. Table 6
shows the fundamental differences between our approach and the existing ones.

Table 3. Information about data sets

Sr. no Name Change set AIS EIS 1 EIS 2

1 Tokenizer 3 18 13 16
2 Nloc 5 19 17 21
3 Mccabe cyclomatic 4 19 10 15
4 Go-callvis 5 12 10 14

Table 4. Detail description of dependencies of each project

Sr. no Name DD CD SD FD SeD ID SyD TD

1 T 24 45 4 6 18 0 15 1
2 N 20 40 3 1 13 9 2 6
3 M 14 15 4 2 7 13 3 4
4 G 32 43 19 2 30 24 9 6

Table 5. Number of dependencies

Sr. no Subject Program Already utilized Newly identified % of new dependencies

1 Tokenizer 95 16 14%
2 Nloc 62 16 20%
3 Mccabe cyclomatic 34 20 37%
4 Go callvis 124 39 31%
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The resultant impact set of both methodologies can be described with the help of
bar graph as shown in Fig. 4.

Precision (P), recall (R) and f-measure (F-M) is used as a metric to judge the
accuracy of the method. Table 7 depicts the precision and recall values obtained after
evaluating the estimated impact set for with and without new dependencies.

Table 6. Comparison between different CIA techniques

Sr.
no

Name Category Source of
input

Scope of impact set

1 Our method Static Source
code

Methods, variables

2 Wave CIA (Li et al. 2013) Static Source
code

Methods

3 PathImpact (Cai and
Santelices 2015)

Dynamic Execution
traces

Single-method and
multiple method

4 Dependencies based prediction
(Abdeen et al. 2015)

Static Change
histories

Methods, Classes,
visibility of members

25%

46%

19%
4%

6%
0% 0% 0%

Data Control Seman c
SEA Feature Include
Symbol Temporal

52%

17%
4%
1% 0%

0% 0%

Data Control Seman c
SEA Feature Include
Symbol Temporal

33%

36%9%

5%
17% 0%0% 0%

Data Control Seman c
SEA Feature Include
Symbol Temporal

25%

34%
24%

15%
2%

0% 0%0%

Data Control Seman c
SEA Feature Include
Symbol Temporal

26%

Fig. 3. Distribution of dependencies (a) Tokenizer (b) nloc (c) mccabe cyclomatic (d) Go-callvis
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Representation of the above data in graphical form is easier to understand. Figure 5
demonstrates the graphical representation of precision, recall and f-measure.

0
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dependencies

With new dependencies

Fig. 4. Impact sets obtained from both the methodologies

Table 7. Precision and recall values

Subject program Without new dep. With new dep. % of Improvement
P R F-M P R F-M

Tokenizer 0.61 0.45 0.517 0.68 0.55 0.608 17%
Nloc 0.47 0.4 0.432 0.52 0.50 0.509 18%
Mccabe cyclomatic 0.3 0.22 0.253 0.53 0.44 0.480 89%
Go-callvis 0.4 0.33 0.361 0.57 0.67 0.616 70%
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Fig. 5. Graphical representation of (a) precision (b) recall (c) f-measure
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It can be inferred from the above results that

• Recall value doubles in the case of mccabe cyclomatic and Go-callvis because the
number of false-negatives is much less in EIS 2 of these projects as the contribution
of new dependencies (Include and Symbol) is much higher (as shown in Fig. 3) in
these two projects.

• Precision values of mccabe cyclomatic and Go-callvis changes significantly in EIS
2 because the number of false-positives in these situations is much less as compared
to EIS 1as the new dependencies (Temporal) are more accurate.

• Precision and recall values of Tokenizer and nloc did not change much because the
number of false-positives and false-negatives did not change significantly as the
contribution of new dependencies in overall result (as shown in Fig. 3) is quite less
(only 14% and 20& respectively).

• The % of improvement is more in mccabe cyclomatic and Go-callvis because the
contribution of new dependencies (listed in 4.1.2) is more in these cases. According
to Fig. 3, the contribution of new dependencies in mccabe cyclomatic and Go-
callvis is 37% and 31% respectively, which is primary reason of large improvement
in overall CIA.

7 Conclusions

This paper has presented an improved method of computation of CIA which includes
identification of a new set of source code dependencies. Combined values of these 8
type of dependencies has been used for the first time in this paper to find the impact set
and subsequently used to compute CIA. The proposed methodology has been evaluated
over four software and results have been compared with an existing approach. The
obtained results clearly showed that new dependencies improved the precision and
recall measures significantly.
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Abstract. Unwanted terminations of an on-going wireless conversation
become the biggest issue of the whole world. Call drop degrades the voice call
quality and impacted the quality of service of the network. Researchers,
industries, and telecom- vendors are bothered to improve the call quality in
existing telecom infrastructure and already proposed many valuable solutions
which have own pros and cons but still there is no optimized reliable solution to
reduce call drop has been deployed till now. This research paper focuses on
some background reasons for call drop in existing wireless infrastructure and
proposed the self-optimization concept to handle the overall network issue
automatically in perspective of call drops minimization in mobile networks. This
Research paper proposed some robust functionality of self-optimizing network
such as automatic neighbor list optimization, mobility load balancing opti-
mization and handover optimization approach used to improve voice call quality
and make a self-automated mobile network that would be fruitful to reduce call
drop rate.

Keywords: Call drop � Long term evolution � Self-optimization network
Automatic neighbor list optimization � Handover optimization
Mobility Robustness Optimization

1 Introduction

In today’s world cellular phone became a most important accessory and status symbol
of human life, but generally, this status symbol does not work at that moment whenever
we required and we faced to our important conversation terminated, this phenomenon
is called call drop. There are many recommended techniques proposed by scholars [1]
to degrade the call drop ratio but there is no reliable and cost-effective optimized
solution has been deployed till now even changing the service provider time to time,
based on their complementary offers, but this is not a permanent solution for all in
perspective of call drop because these complementary offers can add extra cost in our
monthly billing cycle.

Nowadays cell phone subscribers are increasing day by day for using voice calling
and different smart phone features like Wi-Fi calling, internet surfing, WhatsApp,
social media, downloading-uploading, GPRS etc. provided by telecom service provi-
ders on the basis of their value-added offers but the existed cell phone infrastructure is
not improving very fast as subscriber rate. The result is all of us suffering from the low
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quality of services and bad moving experience with our smart phone. Even some
subscribers are bothered for strong coverage and some subscribers are getting bothered
for improving voice call quality that is based on area to area.

According to TRAI (Telecom Regulatory Authority of India)-2017 survey [1],
around 62% of mobile subscribers are grappling with the issue of frequent call dis-
connection or unexpected call drop. The initiative has been taken by Indian Govern-
ment using IVR (Interactive Voice Response) system at many locations such as Delhi,
Mumbai, Punjab, Uttarakhand and Goa to find out the feedback of mobile subscriber
directly about voice call quality. The resultant feedback is shared with telecom oper-
ators to understand the problem and taking appropriate beneficial actions to improve
the voice quality in particular areas.

Call drop is any unexpected termination of a wireless mobile call. This is the
situation when in middle of an important conversation; an ongoing conversation is
broken down. According to TRAI call drop ratio should be less than or equal to 2% i.e.,
in 100 calls only 2 calls or lesser can drop. According to survey of telecom department
[1], more than 112-crore mobile connections are in living stage, that means subscriber
pace is increasing day by day but unfortunately the telecom infrastructure is not
expanding and modified with robust technology, that would be able to handle the
overloaded cells and provide better reliability to roam anywhere with our smart phone.

Call drop is impacting rural and urban subscribers both where people are running
from one place to another place to get some signals to maintain their ongoing call or
getting good coverage area. In some areas drive test has also conducted by TRAI [1] to
find out the reasons of calls drop but only for collecting live data as a theoretical fact.
That is not a permanent solution to this issue. Call drop does not only degrade the
performance, it also adds cost to monthly billing cycle. There are various reasons for
unexpected call termination few of them are like weak signals, coverage area, lack of
improved LTE based towers, users press wrong button because of not having enough
knowledge to operate the mobile phone, weak battery, Ping-Pong handovers etc.

Our research paper proposed the self-optimization concepts that can be imple-
mented with LTE technology to handle all the call drop related factors automatically.
This is the plug and plays concept worked together with self-planning and self-healing,
can be deployed in individual eNodeB, OAM or in both bringing proactive defense
feature against unauthorized access. So that self-optimizing mechanism can be com-
bined with Wi-Fi port, called Wi-Fi SON [23]. Self-optimizing network degrades the
operational cost and capital expenditure by reducing the manual work and improves the
quality of experience and quality of service. It works even under the conflicts situations
whenever cells are overloaded or radio traffic would be unbalanced.

Self-optimizing concept is basically developed by 3GPP and NGMN but now there
are many vendors who are continuously doing the research in this field to enhance and
improve the self-optimizing network that can fight with implementation challenges of
optimizing algorithm in real platform such as Nokia Siemens, Cisco System, NEC
Corporation etc. has done the great job to establish self-optimizing concept in multi-
vendor environment [11]. According to a report of SNS Research [24], the revenue of
Self-optimizing network is expected to increase more than $5 billion by the end of
2020. So hopefully this concept would be adopted worldwide and helpful to make
green telecommunication infra.

Self-optimization in LTE 383



2 Related Work

TRAI [1] conducted the independent drive test to monitor the different network per-
formance in various locations and arranged surveys to dig out the factors responsible
for call drop. Most of the calls could be dropped due to reasons of electromagnetic
effects, irregular user behavior, and abnormal network response. Lin and Bala-
puwaduge [18] proposed the queuing priority channel assignment in their research
paper which could be helpful to reduce call drop, in this algorithm priority has been
given to ongoing call rather than new introducing call. Queues are also introduced to
buffer the secondary call to entertain later. The drawback of this scheme is the high
consumption of bandwidth.

The prioritization scheme could be getting a better result with combining another
scheme for example measurement based prioritization scheme, guard channel priori-
tization scheme, queue handoff calls, call admission control protocol and use auxiliary
station [1]. Although many telecom operators used TDMA based dynamic channel
allocation in a situation of overloaded cells [1, 13]. A Research paper [15] proposed the
bandwidth degradation scheme where bandwidth allocation to various subscribers is
adjusted dynamically as required to optimize the utilization of bandwidth for other
calls.

Author of [25] proposed the adaptive bandwidth reservation scheme to reserve the
bandwidth in all neighboring cell to reuse by another subscriber at the time of handoff.
In [26] Lobinger and Stefanski done a great job in the coordination of load balancing
algorithm and handover optimizing algorithm in LTE network. These algorithms are
the part of self-organizing network and bring the call drop degradation in the mobile
network.

3 Background Reasons for Call Drop

Call drop ratio is an important key factor to measure mobile network performance.
Unexpected call drop can stop many urgent works of mobile subscribers and reduce the
trust on telecom service providers. There are many factors [1] responsible for unwanted
call drop such as:

3.1 Network Congestion

While new customers are added rapidly by telecom service provider, less focus on
scaling up of infrastructure is being made hence making existing infrastructure oper-
ating at threshold level and leading to call drops in terms of reduction of customer
experience.

3.2 High Call Volumes

Call volumes grow phenomenally during festival occasion or any events during which
high call volumes are made can add more congestion into the network and may result in
call drop as an existing system will be overrunning.
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3.3 Cells Overlap

Cells overlap is also a contributing factor for Call drop. This usually happens because
various cells of different coverage areas overlap with each other and impact smooth call
handover when users move from one cell to adjacent cell.

3.4 Weak Signals

There are some areas where signal strength is not strong (intensity of the connection
between mobile and network) e.g. tunnels, high mountains, in-building areas. Impacted
users more often to buy and install the boosters which are not frequency band specific
to telecom service providers and boost up the complete GSM band of all service
providers. The resultant feedback is radio interference in others signals. As per TRAI
[1], in Delhi, more than 250 illegal boosters are installed in present.

3.5 User Is Roaming

When a mobile user is roaming with high speed from one place to another place then
call passes through various cells having strong or weak signal strength can interrupt the
call where bad signal/coverage is found.

3.6 Hardware Related Issues

Hardware related issue is a major concern in the mobile network. It can happen because
of legacy technology is using by network providers, hardware compatibility between
UE and towers, users having no enough understanding to operate mobile phone and
weak battery etc.

3.7 Call Handover

Call handover is a situation when a user leaves his source cell coverage and enters in
new cell coverage during an on-going call. For successful handover, the call should be
transfer to a new cell but unfortunately, if the traffic channel is not free of destination
cell, the call would be dropped.

4 Self-optimization in LTE

Self-optimization process controls and optimizes all the network parameters according
to the network environment as required automatically and continuously with less
human intervention and efforts and offers more reliability at any time and in any place.
Self-optimization is one of the key pillars of LTE-SON (Self Organizing Network)
developed by 3GPP and NGMN (Next Generation Mobile Network). SON has been
identified within 3GPP release 8, 9 and 10 and its first installation has been done in
Japan and USA in 2009/10.
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As Fig. 1 depicted, the SON is based on three robust automated functionality i.e.
self-configuration, self-optimization and self-healing to optimize the network resources
automatically without human intervention. Self-configuration is a pre-operational stage
where newly installed eNodeBs are configured by automatic procedures to find basic
parameters and download required software for operation. Self-Configuration is also
used in automatic failure recovery mechanism also called cell outage case [2].

Self-optimization is an operational stage where SON functions optimized all the
network resources without any human effort using different robust algorithms such as
Coverage and Capacity Optimization, Energy Savings, Interference Reduction,
Mobility Robustness Optimization, Mobility Load balancing optimization and RACH
Optimization algorithm. It sets the network parameters according to requirement
automatically [7].

The third functionality is self-healing function which works in operational stage, is
used to detect and rectify the network fault without any delay. The network fault can be
related to corresponding software or hardware equipment which could be solved
automatically by triggering appropriate recovery actions. For example, Cell outage
detection and Cell Outage Recovery [2].

In perspective of call drop issue there are some robust optimizing algorithms of
self-organizing network released by 3GPP which could be useful to control the factors
that impacted the ongoing conversation. There are some important key optimizations of
self-optimizing network which are used to minimize call drop issue are given below:

1. Mobility Robustness Optimization (MRO)
2. Mobility Load Balancing optimization
3. Automatic neighbor list optimization

Fig. 1. SON functionality with LTE
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4.1 Mobility Robustness Optimization (MRO)/Handover Optimization

Handover is a very important situation handled by the mobile network where one UE
moves from one cell coverage area to another cell coverage area during an on-going
call. If there is any failure occurs to handed over the call successfully to another
eNodeB, the on-going conversation may drop out and this is one of the key factors to
lead customer dissatisfaction and to move on another reliable telecom network which
keeps robust optimisation feature to handle the on-going call automatically.

A manual adjustment of handover parameters is a time-consuming task in 2G and
3G system. So MRO function of self-optimisation network reduces the manual work of
operators and increases the reliability during handover process and reducing opera-
tional expenditure. MRO function purpose is to find out the problem and then update
the mobility parameter according to the issue. In sometimes, the radio resource man-
agement algorithm in one eNodeB is unable to solve the issue like [2]:

A. Detect and remove useless neighbor.
B. Detect knotty settings of call selection and reselection.
C. Reduce handover after initial radio resource control protocol connection

established.

The objective of this handover optimisation approach is to minimize the risk of
ping-pong handover. For this purpose it adjusts the mobility parameters automatically
at that time where radio resource management concept failed according to above cases
and expected results should be as given below:

A. Useless neighbors are identified and removed.
B. Identify knotty settings of call selection and reselection.
C. Reduced immediate handovers after initial radio resource control protocol con-

nection established.

As shown in Fig. 2, there are three types of mobility problem can occur:

1. Too late handover
2. Too early handover
3. Handover to the wrong cell

• In too late handover, radio link failed before handover completed and UE tries to
re-establish its link with source cell.

• In too early handover, radio link of target cell failed immediately after a han-
dover has been completed and the UE tries to re-establish its radio link with
source cell.

• In to the wrong cell handover phenomenon, radio link of the target cell failed
after a handover completed and UE tries to re-establish its radio link with a cell
which is not a source nor the target.

The above-said occurrence can be measured by establishing the three relationship
counters between each pair of cells for monitoring their pair relationship problem. One
is the too early counter that described the situation where handover is performed too
early between this pair of cells. The second one is called too late counter which
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described the handover should be earlier between this pair of cells and the third one is
called to wrong counter which described the radio link of the UE should be established
with a right cell after failure the radio link of target cell if handover is completed. The
eNodeBs collects the counters of each pair of cells redirect it to a centralized operation
and maintenance (OAM). Finally, OAM is carrying the responsibility to adjust the
parameters based on their counter information. some scenarios are given below to
demonstrate how to employ the above-said counters [2]:

1. Speedy handover among three cells

The Fig. 3 demonstrates that after the handover between cell 1 and cell 2 the UE
performs the handover to cell 3 before long. It shows that it is better to handover
directly from cell 1 to cell 3. It argues that the handover:

• Between cell 1 and cell 2 is too Early
• Between cell 1 and cell 3 is too late

Handover too late                                  handover too early                 handover to the wrong cell 

Fig. 2. Handovers too late, too early and to the wrong cell

Fig. 3. Speedy handover
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2. Failure of radio link before time after established the radio link

The Fig. 4 demonstrates that in cell 1 the radio link failure soon and UE re-
established the radio link with cell 2. It shows that it is better to handover between cell
1 and cell 2 should be as soon as possible before radio link failure. It argues that the
handover:

• Between cell 1 and cell 2 is too late

3. After handover, radio link failure before long

The Fig. 5 demonstrates that after the handover between cell 1 and cell 2, radio link
failure before long and UE re-established the new radio link with cell 3. It shows that
cell 3 is the perfect neighbor cell for cell 1. So it is better to handover between cell 1 to
cell 3. It argues that the handover:

• Between cell 1 and cell 2 is too Early
• Between cell 1 and cell 3 is too late

Fig. 4. Failure of radio link before time after established the radio link

Fig. 5. After handover, radio link failure before long
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4. Access failure

The Fig. 6 demonstrates, UE was unsuccessful to entrée to cell 2 during handover
between cell1 and cell 2, it shows that the handover executed too early. It argues that
the handover:

• Between cell 1 and cell 2 is too Early

MRO features optimize the network resources efficiently and reduce the calls drop
problem during the handover process.

This approach brings some benefits for subscribers and telecom vendors also:

• Improved operational efficiency
• Fast adoption to network changes
• Improved key performance indicators
• Increase successful handovers

4.2 Mobility Load Balancing Optimization

Network congestion or network cell overload problem is one of the reasons for call
drop. So it can be resolved by distributing the network load to spare resources. LTE-
SON mobility load balancing algorithm is used to optimize the network resources
efficiently and automatically. This algorithm shares the overload of one cell to neighbor
cell. The objective of this algorithm is to give the direction to unequal traffic in the
mobile network and reduces the numbers of unsuccessful handovers [21]. The load can
radio load, network load or even processing load. As shown in Fig. 7, using this
algorithm traffic load of overloaded cell can be reduced by choosing the best neighbor

Fig. 6. Access failure

Fig. 7. Load balancing optimisation
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cell that has free carrier signal to hold on the on-going call seamlessly. Algorithm picks
the best candidate cell among neighbor cells to pass subscribers to move to other cells.

In this process common pilot channel (CPICH) on loaded cell should be decreased
and CPICH on neighbor cell would be increased because of UE (user equipment) move
to candidate cell. Mobility Load Balancing (MLB) can be possible between inter and
intra cell environment. For that reason CPICH is used to measure the signal quality for
handover if handover is between LTE and WCDMA cells. In Fig. 8, SON Load
balancing algorithm effects on congested cell has been shown. Red Line shows the
loaded cells and blue lines shows the unloaded cells. This approach reduced the power
load by 20% as shown in graph.

To implement the load balancing approach there are some actions to be processed:

a. Every cell is measured for load information and this information is shared between
eNodeBs over X2 interface.

b. The overloaded cell will be identified and distribute its load to adjacent cells.
c. Handover or cell reselection parameters are adjusted in both cells to activate the

load balancing and at the same time reduce the Ping-Pong effect. Because Ping-
Pong handover increases the number of dropped calls and degrades the quality of
services.

This approach brings some benefits for subscribers and telecom vendors also:

• Capital expenditure saving
• Improved quality of service
• Increased revenue
• Decrease call drop rate in multivendor environment

4.3 Automatic Neighbor List Optimization/Automatic Neighbor Relation
(ANR)

Automatic Neighbor Relation function is installed in eNodeB and having full control
on conceptual NRT (Neighbor Relation Table) to maintain the Automatic Neighbor

Fig. 8. SON LB effects on congested cells (Color figure online)
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Relation from other cells. This function raises the successful handover and reduces the
calls drop by updating the neighbor relation using X2 interface between two cells. ANR
function creates, configures and updates the neighboring list in newly deployed eNo-
deB in both directions as shown in Fig. 9, which is used by UE during handovers. This
function optimizes the list configuration during operation. This is only plug and play
concept, reduces the complexity of legacy system where manual work is performed by
one operator to maintain thousands of relations manually. This function increases the
real-time experience when a user moves from one cell to another cell because of
automatically find out the best neighbor cell for handling on-going calls.

At the time of handover, the source eNodeB needs the neighboring eNodeB
information i.e. PCI (Physical Cell Identity) and CGID (Cell Global Identity). There are
504 different PCIs presents in LTE [8].

ANR function contains three sub-functions.

1. NRT Management function
2. Neighbor Removal Function
3. Neighbor Detection Function

The NRT management function is also divided into three properties i.e. no remove,
no handover and no X2. This function manages the neighbor relation table (NRT) by
selecting the particular properties.

The neighbor removal function removes unused and outdated neighbor relation.
And neighbor detection function finds the measurement report by RRC (Radio
Resource Control) to find out the new neighbor.

ANR function is a first and most important function of SON concept in 3GPP
release used to optimize the neighbor relations efficiently to offers the seamless han-
dover without any call termination. As shown in Fig. 10, graph shows the 12% calls
dropped reduction is possible with self-optimizing approach.

Fig. 9. Neighbour list optimization
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This approach brings some benefits for subscribers and telecom vendors also:

• It will minimize the manual handling of neighbor relations.
• Optimizing the neighbor list automatically.
• Improve the key performance indicators.
• Improved operational efficiency.
• Dynamic adaptation to network changes.
• Network topology improvement.
• Degrades calls drop rate.

5 Conclusion and Future Work

Many researchers, telecom vendors, and even telecom government authority tried to
resolve the call drop problem in existing network technology with an optimized uti-
lization of network resources but still, no reliable and optimized future-proof solution
has discovered which improved the telephonic conversation quality as expected.
Unexpected call termination problem has become complex with a rapid growth of
wireless technology and urgent requirement of network resources for new mobile
connection. The new added smart phone connection required robust automated tech-
nology for strong coverage signals in splitting cells coverage area (macro, micro, pico
and femto cells) with high quality of service at low cost without any intervention which
would be also compatible with coexisting wireless technology (2G, 3G, 4G, 5G and
even GPRS).

This research paper proposed the self-optimizing network approach in a multi-
vendor heterogeneous network environment with LTE infrastructure. Self-optimizing
network is a part of LTE but it is compatible with legacy GSM technologies also. Some
authors depicted it as a cost-effective model in telecom industry because it reduces the
operational expenditure and capital expenditure both with the optimized utilization of
network resources with low man-power. Radio traffic on cells and numbers of
unsuccessful handovers are decreased by implementing SON functions in a mobile
network. SON reduced the manual work and increased the operational efficiency by the
various algorithm functions such as handover optimization, mobility load balancing
and automatic neighbor relation function. SON can increase the revenue of telecom

Fig. 10. Neighbour list optimization result
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operators with upcoming technology because total revenue depends on network
operational efficiency.

Despite widespread intensive research, Self-optimizing network (SON) has many
challenges remain to investigate and improve in R&D of SON algorithm to make it
more suitable and cost-effective in existing and upcoming telecom infrastructure. SON
algorithm implementation complexity and its dedicated backhaul interface between
eNodeBs and configuration server need more research work in real implementation
platform.

Our future research work will be focused on implementation challenges of self-
optimizing network with upcoming 5G technology without any dedicated backhaul
complexity where newly added eNodeB will boot up in UE mode first then connect to a
neighbor eNodeB in operation state.
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Abstract. MANET has become one of the most economical means of group
communication where other means of communications are either not feasible or
very expensive. Traffic pattern plays a key role in achieving the quality of
service (QoS) in various applications of the MANET. In this paper, Constant Bit
Rate (CBR) and Variable Bit Rate (VBR) traffic patterns with varying density of
nodes are considered to observe the performance of Multicast MAODV, PUMA,
and ODMRP in terms of QoS parameters such as end-to-end (E2E) delay,
routing load and packet delivery ratio (PDR) to propose and design the new
multicast routing protocols in future. From the analysis, it is observed that it is
difficult to rank the multicast protocols on the basis of performance under CBR
and VBR, but the overall performance of ODMRP multicast protocols is more
optimized than PUMA and MAODV under CBR than VBR.

Keywords: MANET � QoS � MAODV � PUMA � ODMRP � CBR
VBR

1 Introduction

A MANET is a collection of wireless battery operated autonomous mobile nodes
created under a situation where other means of communication is not feasible to deploy
[1]. MANET offers quick deployment of the communication system without setup of
any central administration like in wired or other wireless communication networks.
Every node in MANET performs as a router to forward and receive the data packets
[2]. Major applications of MANETs include battlefields, military operations, rescue
operation, emergency services, education, entertainment, and search operation that
needs a high degree of QoS [16]. A typical MANET diagram is shown in Fig. 1 with
three mobile nodes and their respective transmission range.

Generally, the MANET’s applications are categorized in real-time and non real-
time applications. The real-time application refers the stringent time constraints on the
data traffic while non real-time applications are not so strict in terms of time [3].
Applications like multimedia, teleconferencing perform better with VBR while other
applications like voice, interactive video-conferencing, text exchange require CBR
traffic for a better outcome [4]. VBR is suitable for bursty data applications while CBR
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is suitable for timing sensitive applications. On the basis of topology used, multicast
routing protocols are categorized into three classes: (1) Tree-based (2) Mesh-based
(3) Hybrid. In tree-based multicast routing protocols, a single path exist in between a
sender and receiver pair and found to be efficient multicast in terms of packet for-
warding and bandwidth consumption. In mesh-based multicast routing protocols, more
than one path may exist between a source-destination pair and considered to be more
robust due to availability of alternate paths between a pair. Further on the basis of route
information, multicast routing protocols can be classified as proactive/table-driven and
reactive/on-demand schemes [6, 7]. In the proactive/table-driven approach, each node
keeps the route information in the form of the routing table all the time and this table is
periodically updated and exchanged by the group members to keep the route infor-
mation updated [8]. In case reactive/on-demand approach, a route is formed only when
it is required. The overall network performance also affected by mobility models like
Random Waypoint Model, Reference Point Group Mobility (RPGM) model, and
Manhattan Model [9, 14]. In this paper, we evaluate the behavior of mesh-based and
tree-based multicast routing protocols in term of QoS parameters under VBR, CBR
traffic patterns and varying density of senders.

The organization of the paper is the following: Sect. 2 gives brief overviews about
literature survey in this direction; Sect. 3 presents the overview of multicast routing
protocols; Sect. 4 presents the types of various traffic patterns; Sect. 5 presents the
various mobility models; step by step algorithm is given in Sect. 6; performance
analysis is discussed in Sect. 7 and finally the conclusion and future scope discussed in
Sect. 8.

2 Literature Survey

Traffic behavior in MANET plays a vital role to achieve the QoS in terms of improved
network performance [5]. Many authors have analyzed the behavior of broadcast
algorithms under various traffic pattern, but very few attempts have been found in
multicast routing protocols.

Manoharan and Ilavarasan [9] studied the impact of models over MAODV,
ODMRP, and ADMR multicast routing protocols. There are certain mobility models

1 2 3

Fig. 1. Mobile ad-hoc network with three nodes
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that affect the performance of protocols are Random Waypoint Model, Reference Point
Group Mobility (RPGM) model, and Manhattan Model were under consideration. The
results show that none of the protocol is superior in terms of performance as different
performance rankings of the protocols have been observed on different mobility
patterns.

Mali et al. [10] investigated the performance of DSDV, AODV, and DSR under
CBR and TCP traffic pattern to observe the network performance in terms of PDR,
normalized average end-to-end delay, routing load, and average jitter. The result shows
that the overall performance of on demand protocols is better than table driven pro-
tocols. With the CBR traffic pattern, AODV outperforms DSR in terms of PDR and
average end-to-end delay. Whereas, in case of TCP, DSR performs better than other
protocols in terms of PDR.

Pal et al. [11] presented the analysis of DSR and AODV routing protocols under
Exponential traffic model and Pareto traffic model to observe the Packet Delivery
Fraction, Normalized routing load, and throughput. The results exhibit that Normalized
routing load of DSR and AODV is higher with Exponential traffic model and Pareto
traffic model as compared to CBR model. The throughput of AODV is observed to be
higher than other routing protocols in both models.

Wahed et al. [12] analyze the impact of traffic patterns and mobility models on few
reactive as well as proactive protocols. Network performance of AODV, DSDV, and
OLSR under CBR and TCP (TCP-Reno, TCP-Vegas, TCP-Newreno, and TCP-Sack)
with different mobility models were observed in terms of average throughput, PDR,
and end-to-end delay. The results depict that the overall performance of AODV pro-
tocol is better than other two. In a nutshell, all protocols performed better with the TCP
traffic pattern than CBR pattern.

Ahmed et al. [13] presented the analysis of AODV, DSR, and INTANTSENSE
routing protocols under FTP, CBR and POISSON traffic patterns in Zigbee personal
area networks. In case of CBR, AODV presented higher throughput than other pro-
tocols and less control overhead in case of DSR. In case of FTP, AODV presents
lowest delay and data loss, while better throughput with DSR and lowest overhead with
INTANTSENSE. With POISSON pattern, all protocols show a high data loss, but DSR
observed with a minimum of all.

Tripathi et al. [14] also investigated the overall performance of AODV, WRP, and
DSR routing protocols under RPGM with CBR and FTP traffic models. The evaluation
of protocols carried out to observe throughput, PDR, and end-to-end delay metrics.
Simulation results show that the AODV performs considerably better than other pro-
tocols on all metrics. It also observed that all protocols produced optimized results
under CBR traffic and RPGM model.

Kumari et al. [15] observed the performance of Optimized Link State Routing
(OLSR) and Destination Sequenced Distance Vector (DSDV) protocols by using VBR
and CBR traffic patterns under various mobility models. The analysis of these protocols
was carried out to observe the QoS parameters like throughput, packet drop, and delay.
Finally, they concluded that the OLSR outperforms DSDV in terms of QoS when the
node density keeps growing.

Rani et al. [26] observed the behavior of AODV and DSR routing protocols under
three traffic patterns: FTP, FTP/GENERIC, and TELNET to get the insight of in terms
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of performance metrics such as PDR and average throughput. The simulation results
depict that the overall performance of AODV is better than DSR.

From literature survey, it is clear that very few attempts have been made to analyze
the behavior of multicast routing protocols under various traffic patterns and mobility
models. Therefore, our motive is to study the behavior of MAODV, ODMRP, and
PUMA under CBR and VBR traffic patterns in terms of QoS parameters.

3 Overview of Multicast Routing Protocols

As per the network topology, multicast routing protocols in MANET are broadly
categorized as Tree-based and Mesh-based [28]. Tree-based protocols are found to be
highly efficient in terms of packet forwarding and bandwidth consumption, but at the
same time, it exhibits poor robustness due to a single path between two nodes.
Whereas, mesh-based multicast protocol exhibit robustness due to the availability of
alternate paths between the source and destination.

3.1 Multicast Ad-hoc On-demand Distance Vector Routing (MAODV)

MAODV is a tree-based multicast protocol that creates a shared tree to communicate
with multiple senders and receivers during a multicast session [17]. In order to establish
a path, MAODV uses route request (RREQ) message and route reply (RREP) message
at the time of route demand. When a node wants to be the part of multicast group for
communication it broadcast the RREQ packet. Only the nodes belong to the multicast
tree will reply with RREP packet. In MAODV, the first node of the multicast group
treated as the group leader, and it remains the leader until it leaves the group [18]. The
main responsibility of the group leader is to periodically broadcast group sequence
number to the entire group through HELLO message (Fig. 2).

The RREP packet unicast by group member nodes contains the distance from the
group leader and the latest sequence number of the multicast group. This protocol is the
loop-free protocol and best suitable if the number of multicast session is very high.

Fig. 2. Route discovery in MAODV multicast protocol
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3.2 Protocol for Unified Multicasting Thorough Announcement (PUMA)

PUMA is a mesh-based multicast protocol and considered as robust one in terms of
availability of a route to destinations. PUMA is independent of any unicast routing
protocols for its fundamental routing operations. PUMA is also one of the best suitable
multicast algorithms for video streaming applications. A single control packet, Mul-
ticast Announcement (MA), is used by PUMA for creating and maintaining the mesh
structure, electing the core node, forwarding the data packets. This election algorithm is
just like building a spanning tree for a given graph to find the shortest path without
forming any loop between group leader and members [19]. PUMA uses a single
Multicast Announcement (MA) control packet that consists of Group ID, Core ID, the
parent node and Distance to the core of managing and maintenance of the multicast
group [20].

3.3 On-demand Multicast Routing Protocol (ODMRP)

ODMRP is a mesh-based multicast routing protocol developed by WAM Laboratory at
UCLA [21]. In ODMRP multiple paths may exist between the nodes due to mesh
formation, that helps in searching the most optimized route [22]. Similar to MAODV,
ODMRP also uses two-phase for the route formation i.e. join-query and join-reply.
When an intermediate node receives the join-reply packet, it checks for its ID in the
routing table as a next node ID. If it is there, it considers itself in the route between
source and destination and become the member of the forwarding group. Figure 3,
represents the concept of forwarding group in ODMRP routing protocol.

ODMRP use soft-state approach for the maintenance of a multicast group and it does
not use any explicit control packet to join or leave the multicast group [23]. Therefore,
ODMRP is considered as a robust multicast protocol due to the multiple routes for the
receiver and it also induces less control overhead in group communication [24].

Multicast group member

Forwarding group nodes

FG

FGFG
FG

FG

FG

Fig. 3. Forwarding nodes in ODMRP
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4 Traffic Patterns

Traffic Patterns Play an Important Role in the Overall Performance of Multicast
Routing in MANET. Some Important Traffic Patterns Are Discussed Here

(i) Constant Bit Rate (CBR): The constant bit rate (CBR) is the most common
type of traffic used wireless networks. In CBR, the generator generates the data
packets of fixed size at the constant rate with parameters that can change the time
interval between packets [11]. CBR traffics are suitable for applications that
require a constant bit stream, such as video-conferencing, and uncompressed
Audio/Video distribution. Following format and parameters are used CBR
during simulation:
CBR <source> <destination> <data to send> <data size> <interval> <start-time>
<end-time>

(ii) Variable Bit Rate (VBR): In variable bit rate, packet size and transmission rate
both vary as per the requirement of multimedia/video scenario [25]. It has the
interval of ON/OFF states, ON state refers the data being generated and OFF
state refers that data traffic is not being generated during a certain period of time.

(iii) PARETO: It is a kind of ON/OFF traffic pattern. The parameters that are
required to configure are packet size, ON time, OFF time, and rate of trans-
mission. It is well suited for video, multimedia, and voice traffic data sources
[11].

5 Mobility Models

Mobility models in wireless communication represent the movement pattern of mobile
nodes along with their location, velocity, and acceleration change overtime period [27].
Some most widely used mobility models are discussed here.

(i) Random Waypoint Mobility Model (RWPMM): It is one of the most
extensively used mobility models in which mobile nodes randomly chosen
within a fixed location, move linearly to a predefined location with random
speed. The speed of a node is a predefined from a given limit of maximum and
minimum speed. This model uses pause time to change the direction or speed
[14].

(ii) Random Walk Mobility Model (RWMM): RWMM was first described
mathematically by Einstein in 1926. A mobile node in this model can take any
direction from predefined range 0 to 2p and speed from 0 to vmax. The Pause
time of Random walk mobility model is zero. This is a memory-less model as it
does not retain any previous information to take a future decision.

(iii) Reference Point Group Mobility (RPGM): In this model, each communication
group has a group leader (logical center) that defines and monitor the group’s
motion. The logical center of the group performs the calculation of group
motion. Each individual node can move about the predefined reference points
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under the control of group movement [9]. RPGM has found useful in the military
battlefield and rescue communication.

(iv) Gauss-Markov Mobility Model: In this model the velocity of a node correlated
over the varying time. The movement of the node is dependent on the current
direction and velocity. This model overcomes the issue of sudden and sharp
change present in random-based mobility models.

(v) Random Direction: It is very similar to Random walk mobility model in terms
of random movement. Nodes take a pause after reaching at simulation boundary,
again choose the other direction of movement in between 0 to 180°. It over-
comes the issue of over clustering in some part of the simulation area present in
RWPMM.

6 Algorithm Setup

Here, the whole process i.e. from multicast group formed to start of communication is
given in the form of an algorithm. The given algorithm will be executed for MAODV,
PUMA, and ODMRP.

Step 1. Initialize MANET (M), Node_density (N), 
Sender_density, Wireless _Terrain,  Group_Size, 
Propagation_Model, Node_Speed, IFQ_length all 
required parameters.

Step 2.  Define group formation event
// Group Join Event
For each Ni
Ni->Message_Send(JOIN)
End

// Group Leave Event
For each Ni

Ni->Message_Send(LEAVE)
End

Step3.  Group initialization Phase
//  Call group Join Event
For each Ni
Ni ->Message_Send(JOIN)
End
//  Call group Leave Event
For each Ni
Ni ->Message_Send(LEAVE)
End

Step 4. Join/Leave event Call
Message_Send (Event)
{ 
Select Event
Case: GROUP_JOIN

Ni ->JOIN=TRUE
Ni ->GROUP_ID=Mg->ID

//Generate multicast group ID
} 
Case: GROUP_LEAVE
Ni ->JOIN=FALSE
Ni ->GROUP_ID=NULL 

// Set group id of node= null
End select

Step 5. Multicast group formation
Create_Multicast_Group() 
{ 
If Exists (M) then Mg=create_group() 
// if MANET exist then start group
formation 
Mg->ID=getMAXID()  
// assign max ID to multicast group
} 

Step 6. Traffic initialization
Genearate_Traffic_APP() 

{ 
Set Interval_Time ()
Set Traffic Type =CBR/VBR
Set Packet Size =512 Bytes
} 

Step 7. Group Communication Phase
            Data_communication= True
Step 8. Stop

The successful execution of above algorithm will results in the formation multicast
group in MANET as shown in Fig. 4.
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7 Performance Analysis

Performance analysis of MAODV, PUMA, and ODMRP multicast protocols have been
carried out under the CBR and VBR traffic pattern as the majority of MANET’s
application usages these two traffic patterns. The simulation is performed using NS
2.35 simulator to observe the QoS parameters. Following are the simulation parameters
(Table 1):

Sender
Multicast group
members
Non-member
nodes

Fig. 4. Formation of multicast group in MANET

Table 1. Simulation parameters

Simulation parameters

Node (s) 50
Sender Density 1, 2, 4, 6
Receiver Density Max. possible rev = 29 (w.r.t sender density)
MAC Protocol 802.11
Antenna Type Omni directional
Terrain 1001 � 1001
Ad Hoc Multicast Routing Protocol MAODV, PUMA, ODMRP
Simulation Time 50 s
Group Size 1
Propagation Model TwoRayGround
Simulator NS-2
Node’s Speed 40 m/s, 80 m/s, 120 m/s
Queue Type DropTrail/Priority Queue
Traffic Type Constant Bit Rate (CBR)

Interval: 0.15 ms
Packet Size: 1024 Bytes
Variable Bit Rate (VBR)
Burst Time: 0.15 ms
Packet Size: 1024 Bytes

IFQ Length 50
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7.1 Performance Analysis Under CBR Traffic

Packet Delivery Analysis (PDR): In order to evaluate the performance, QoS
parameters such as PDR, routing load, and end-to-end delay are considered under CBR
traffic.

Figures 5, 6 and 7 represents the PDR analysis of MAODV, PUMA and ODMRP
under varying density of senders with node’s mobility 40 ms, 80 ms, and 120 ms
respectively.

From the above figures, it is clear that at low density of senders, ODMRP out-
performs PUMA and MAODV in terms of PDR. But with the increase in senders
density and mobility, ODMRP gradually increases the control overhead and shows
reduced PDR. PUMA performs much better in terms of PDR with increasing senders
and mobility of nodes due to low control overhead.

1 2 3 4 5 6
10

20

30

40

50

60

70

80

Pa
ck

et 
de

liv
er

y r
ati

o

Sender's density with mobility 120ms

PDR-MAODV
PDR-PUMA
PDR-ODMRP

PDR:Sender(s)-1,2,4,6:Mobility-120ms:CBR

Fig. 7. PDR analysis under CBR traffic with node’s speed 120 ms

1 2 3 4 5 6
50

55

60

65

70

75

80

Pa
ck

et
 d

eli
ve

ry
 ra

tio

Sender's density with mobility 40ms

PDR-MAODV
PDR-PUMA
PDR-ODMRP

PDR:Sender(s)-1,2,4,6:Mobility-40ms

Fig. 5. PDR analysis under CBR traffic with
node’s speed 40 ms

1 2 3 4 5 6
40

45

50

55

60

65

70

75

80

Pa
ce

t d
eli

ve
ry

 ra
tio

n

Sender's density with mobility 80ms

PDR-MAODV
PDR-PUMA
PDR-ODMRP

PDR:Sender(s)-1,2,4,6:Mobility-80ms

Fig. 6. PDR analysis under CBR traffic
with node’s speed 80 ms

404 D. Chander and R. Kumar



Routing Load Analysis: Figures 8, 9 and 10 represents the routing load analysis of
MAODV, PUMA and ODMRP under varying senders and the mobility of nodes
40 ms, 80 ms, and 120 ms respectively.

From the figures, it is clear that the routing load of ODMRP is less as compared to
PUMA and MAODV with low mobility and sender’s density. But with the increase of
mobility and sender’s density, PUMA outperforms ODMRP and MAODV due to its
ability to control all tree operations with a single control packet.

End-to-End Delay: Figures 11, 12 and 13 represents the end-to-end delay of
MAODV, PUMA and ODMRP under varying senders and the mobility of nodes
40 ms, 80 ms, and 120 ms respectively.
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From the figures, it can be observed that the end-to-end delay of ODMRP is more
consistent as compared to PUMA and ODMRP. Although, there is no multicast protocol
that can be considered as best under varying sender nodes and mobility, the overall
performance of ODMRP is much more optimized than PUMA andMAODV under CBR
traffic and increasing mobility. In nutshell, ODMRP exhibits sound scalability support
in the mobile ad-hoc network as compared to PUMA and MAODV with CBR traffic.

7.2 Performance Analysis Under VBR Traffic

Packet Delivery Ratio (PDR): Figures 14, 15 and 16 represents the performance
analysis of MAODV, PUMA, and ODMRP multicast routing protocols in terms of
PDR under VBR traffic with varying sender(s) density (1, 2, 4, 6) and node’s mobility
40 ms, 80 ms, and 120 ms respectively.
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From figures, it is observed that under VBR traffic ODMRP has a better PDR at low
density of senders and node’s mobility, but with the increases of mobility and sender’s
density, PUMA has shown more consistent PDR than MAODV and ODMRP.

Routing Load Analysis: Figures 17, 18 and 19 represents the routing load analysis of
MAODV, PUMA and ODMRP under varying density of senders and node’s mobility
40 ms, 80 ms, and 120 ms respectively.
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From routing load analysis, it is observed that the routing load of ODMRP is more
consistent than PUMA and MAODV under VBR traffic. Performance of MAODV is
not so optimized due to periodic flooding by the group leader.

End-to-End Delay: Figures 20, 21 and 22 represents the end-to-end delay analysis of
MAODV, PUMA and ODMRP under varying density of senders and node’s mobility
40 ms, 80 ms, and 120 ms respectively.
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From Figs. 20, 21 and 22, it is noticed that with at low density of senders ODMRP
has a better end-to-end delay than PUMA and ODMRP. With the increase of sender’s
density, end-to-end delay of ODMRP is increased that indicates its resistance towards
scalability. MAODV have shown better scalability under VBR traffic than PUMA and
ODMRP.

8 Conclusion and Future Scope

In this work, performance analysis of MAODV, PUMA, and ODMRP is presented to
analyze QoS parameters such as PDR, end-to-end delay, and routing load under CBR
and VBR traffic patterns with varying density of sender’s node and varying mobility of
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nodes i.e. 40ma, 80 ms, and 120 ms. From the analysis, it is found that there are no
single multicast protocols that can be considered as the best one under CBR and VBR
traffic. ODMRP has a consistent PDR and routing load in both CBR and VBR traffic
patterns at low mobility and sender’s density. Further, ODMRP has optimized end-to-
end delay than PUMA and MAODVA with increasing senders under CBR traffic.
Under VBR traffic ODMRP has a better PDR at low density of senders and node’s
mobility, but with the increases of mobility and sender’s density, PUMA has shown
more consistent PDR than MAODV and ODMRP. However, MAODV has more
optimized scalability than ODMRP and PUMA under VBR traffic. In a nutshell, none
of the multicast protocols can be considered as the best one under different scenarios of
traffic patterns and node’s mobility. However, the overall performance of ODMRP is
more consistent and optimized than MAODV and PUMA under different traffic pat-
terns and node’s mobility and can be chosen as the best candidate to be used for
multicast out of these three protocols. In future, analyses of other multicast routing
protocols under more traffic patterns and various mobility models can be carried out to
observe the performance to design the new multicast routing protocols.
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Abstract. The unattended nature of the WSN makes the nodes susceptible to
various attacks. Among many of the possible attacks, ones that are focused on
draining nodes’ energy are most dangerous since they leave the network dead.
This paper proposes a scheme to detect the aggressive behavior of nodes by
using the packet- forwarding behavior of the nodes. Trust value is lessened if in
any case there is a difference between the number of packets forwarded by the
sensor hub during data transmission is discovered abnormal. In this way, after a
certain number of rounds, nodes which are acting as aggressive will be removed.
For transmitting the information over the system effectively when the abnormal
hub is to be expelled from existing path would require second way promptly
accessible, to take care of this issue in this method two nearest neighboring hubs
are chosen to shape two ways. The rendition of the system is analyzed on the
basis of remaining energy, packet forwarding ratio, and throughput.

Keywords: Energy efficient routing � Wireless Sensor Network
PDORP � Packet forwarding ratio � DSR � Trust value

1 Introduction

Recent days due to advances in the Wireless Sensor Networks, they are popular in
various modern applications such as industrial checking and control, machine health
observing etc. as they are much cheaper to deploy thanWired networks. Wireless Sensor
Networks (WSNs) consist of self-sufficient specific transducers with a correspondence
framework intended to detect and capture the physical and environmental parameters,
such as temperature, vibration, motion or pollutants, sound, wind direction, humidity at
different locations over a time or over a space at diverse location [1, 2]. WSNs are highly
distributed and comprise of few to a large number of little and lightweight sensor hubs
are arranged to frame a system with the end goal that every sensor hub can transmit and
get information bundles messages over remote connections. WSN comprises of the
following basic components: 1. A get together of Distributed or restricted sensor, 2. An
interconnecting system, 3. The main point for data grouping, 4. An arrangement of
processing assets at the essential point to deal with the information gathered from all the
sensor hubs. These are systems of regularly little, battery controlled, Wireless gadgets
and groups on-board handling, correspondence, detecting abilities [3]. Following is the
Fig. 1 portraying the fundamental structure of remote Sensor Network.
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Sensor nodes are tiny computers which can compute, sense, store and transmit the
data. Sensors are the fundamental building blocks of WSN and might change in the
measure from that of the dust grain to the extent of the shoe box. Sensor hubs contain
onboard sensor, storage (Limited storage), low power processor (Limited processing),
radio transceiver (Low-power, low data rate, limited range), and power supply (battery
or Embedded form of power gathering e.g. solar cells) and convert physical parameters
e.g. heat, light, motion, vibration into electrical signals. Mostly sensor hubs are self-
powered and frequent replacement of batteries is not possible, therefore they have a
strict power consumption restriction [3–5]. Energy utilization in a sensor hub could be
expected to either “supportive” or “inefficient” sources. Supportive power utilization
can be because of transmitting or accepting information, handling query demands, and
sending inquiries and information to neighboring hubs. Inefficient power usage can be
because of at least one of the accompanying realities. Idle listening is one of the major
sources of power wastage (where handset is active yet no information transmit or got
by sensor) and another major cause for power dissipation is collision (When a hub gets
more than one packet in the meantime, these packets are named collided), even when
they coincide only to some extent [6]. The ultimate challenges of sensor hubs are the
maximization of network lifetime and energy conservation [7]. Due to the deployment
of WSN in remote zones they are powerless against various security dangers like the
attackers can easily insert malicious message into network and also WSN more likely
to be influenced by denial of service attack in which attacker tries to deplete assets
accessible to the victim hub by sending additional pointless packets leads in early
passing of the hub influencing the lifetime of system [8, 9].

The main contributions of this paper are as follows:

• The communication distance among the nodes is decreased by choosing neigh-
boring nodes with minimum distance while formulating the transmission path with
the intention that smaller amount of power gets expended.

• Two neighboring nodes are chosen in the way of destination resulting in two paths
from source to destination because if the node in path has been detected success-
fully as the aggressive node then the elimination of such a node from the existing

Fig. 1. Basic structure of Wireless Sensor Network [3]
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path would necessitate second path promptly accessible for data transmission else
re-building the path would produce unwelcomed delay in the network.

• If any node in the path has sent more packets than the others, its energy con-
sumption is bound to shoot up but at the same time, energy consumption of the
node which is receiving the packets will also go up. Thus if the energy consumption
levels are checked out for the fitness value of the trust of the node, this might result
in the detection of receiving node as an attacker which must be avoided. To
resolving this issue It would be better to calculate the trust value according to the
number of packets transmitted by the nodes.

The rest of this paper is sorted out as follows: Sect. 2 gives a brief presentation of
related work. Section 3 provides the motivation behind proposing the scheme. Sec-
tion 4 introduces the proposed work. Section 5 indicates simulation results and exe-
cution assessment. At long last, this paper is concluded in Sect. 6.

2 Literature Survey

Genetic Algorithm (GA) [10] was introduced for finding the most limited way in
steering. Variable-length chromosomes have been utilized. Their components speak to
hubs incorporated into a way between an assigned match of the source and goal hubs.
By using crossover partial- routes are exchanged and mutation present new incomplete
routes. To manage all the infeasible chromosomes a new repair function is introduced.
This paper additionally builds up a populace measuring condition that guarantees an
answer to wanted quality for the proposed GA. The proposed calculation can look
through the arrangement space viably and expediently contrasted and other surviving
calculations. It makes the connections among the extent of the populace, the nature of
the arrangement, the cardinality of letters in order. The populace measuring condition
has all the earmarks of being a moderate instrument to decide a populace estimate in the
steering issue.

In Power-Efficient Gathering in Sensor Information Systems (PEGASIS) [11]
protocol, a strategic distance is maintained from the supposition of direct correspon-
dence and decreases the generally expansive overhead of the LEACH convention.
In PEGASIS, the hubs shape a sequence, and every hub saves the location of an
upstream and a downstream hub in its directing table. The information accumulation
procedure is started at the most distant end of the sequence. Each middle of the road
hub totals the gathered information with its nearby information before sending the
outcome to its neighbor. The farthest hub in the sequence is in charge of transferring
data to the sink hub.

Lee [12] investigated that TDMA spaces alongside scheduling algorithms enhance
the system lifetime. This made every one of the hubs be functional amid just their
apportioned time. The proposed ACO calculation (Three Pheromones ACO, TPACO)
which utilizes three sorts of pheromones to discover the arrangement proficiently, while
traditional ACO calculations utilize just a single kind of pheromone. One is the
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neighborhood pheromone, which enables a subterranean insect to arrange a scope set
with lesser sensors; the others are the global pheromones. One global pheromone is
utilized for the advancement of the quantity of desired dynamic sensors per PoI, and the
second global pheromone is utilized to frame a set of hubs that have the same number
of hubs as an insect has chosen the count of dynamic hubs by utilizing the previous
pheromone. They demonstrated that TPACO calculation can unravel the EEC
(Efficient-Energy Coverage) issue with a more reasonable approach and enhances the
lifetime of the system by finding the ideal cover set of sensors in each time slot.

Jain [13] built up another fuzzy graph based displaying technique for remote hub
organize that considers the dynamic idea of the system, unstable parts of radio con-
nections and physical layer vulnerability. Fuzzy neighborhoods are developed by the
fuzzy graph which is utilized to distinguish all the forthcoming part hubs of a group. To
calculate the ideal centrality of a cluster another centrality metric to be specific fuzzy
k-hop centrality is characterized. The new centrality metric thinks about the leftover
vitality of individual hubs, connect excellence, hop space among the forthcoming
cluster head and particular part hubs to guarantee improved group leader choice and
bunch value. This method Fuzzy logic and ACO based OD-PPRP directing has
enhanced system lifespan, less communication hindrance, improved parcel conveyance
proportion and a decline in operating cost than other steering conventions like EARQ,
EEABR, and EAODV.

Yadav [14] exhibited Newton divided difference interpolation for interface
expectation strategy. This joins the impact of ideal transmit control and received signal
strength based connection accessibility appraisal with AODV steering convention
utilizing cross-layer approach. The proposed strategy introduced to utilize ideal
transmission control for transferring the information to the neighbor to build the battery
life of ad-hoc hubs and got received signal strength based connection expectation to
expand the accessibility of the connections. The outcomes demonstrate that there is a
huge diminishment in packet loss and end-to-end postpone parameters and change in
information parcel conveyance proportion for AODV with connecting expectation.

Gopal [15] exhibit a hybrid system by consolidating the Virtual Circle Combined
Straight Routing (VCCSR) and Virtual Grid-based Dynamic Route Adjustment
(VGDRA) methods for elongating the lifetime of virtual remote sensor Network. This
strategy gives sink versatility and proficient in finding an ideal way as indicated by the
position of the sink. In this strategy, the VCCSR steering tradition is utilized for the
arrangement of nodes for cluster formation and assembling the information by making
a dynamic tree structure. Then again the VGDRA is utilized to parcel the sensors into
cells and setting up a course to forward the information to sink. The strategy has
indicated preferred outcomes over VCCSR and VGDRA in the terms of energy effi-
ciency, normal postpone time and system lifetime for expansive WSNs.

Mohamed [16] analyzed that by using genetic algorithm the directing definition
decreases the deferral and vitality utilization. Their work assesses the vitality utilization
and outline systems are tended to with expanded adaptability in WSN interchanges.
They utilized stream rate task strategies and MOPT-based steering for WSNs. The
primary strategy utilizes Karush-Kuhn-Tucker (KKT) circumstances to locate the ideal
arrangement, while the second one depends on hereditary calculations (GA). Another
plan is presented mutually limit the vitality and the postponement. The strategy
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proposed causes arrange originators to address plan methodology proficiently and
increment the adaptability in the vitality defer tradeoff for correspondences in WSN.

Tarasia [17] proposed an algorithm in which the progressive structure is built and
stretched out for finish scope region to fulfill the network and a similar structure is
additionally reached out to accomplish full scope in WSN. In this approach, a tree is
developed by utilizing a directing component with sleep schedules, to such an extent
that every single transitional hub which is partaking in steering is in dynamic mode,
and whatever remains of the hubs are probably going to be in rest mode. To guarantee
reasonable vitality utilization among the hubs, recreations of tree happens intermit-
tently. To satisfy the scope prerequisite, the leaf hubs are separated again into two
sections, i.e., the leaf hubs that are dynamic, however not taking an interest in steering,
and the leaf hubs that are totally in rest mode. In this way, while the steering tree is
remade, the leaf hubs which are totally in rest mode in the past round, have more
opportunity to be in the dynamic mode in the following round, thus the lifetime of the
system gets extended.

3 Motivation

The nodes with lesser batteries characterize Wireless Sensor Networks. If illegitimate
hub focuses on draining the power of the nodes, then the life span of the network would
become much less. In this case, replacing the nodes is the only way out which is a
costly affair. This paper has focused on the discovery of node, which becomes
aggressive during information transfer phase by sending extra number of packets than
genuine nodes. This node will consume power of the nodes participating in the data
transfer. The existing PDORP scheme detects such node by computing the trust values
based on abnormal energy consumption of the nodes. By the time difference in the
energy levels of the nodes get to an abnormal level, the attacker node would have
launched the attack successfully. Thus, the existing scheme might not be much energy
efficient in detection of such malicious node. Thus, it motivates us to propose a scheme
to detect these kind of nodes in an energy efficient way.

4 Proposed Work

The authors in the scheme “Energy Efficient Direction Based PDORP Routing Protocol
for WSN” has focused on detecting the nodes, which are aggressive while forwarding
the data packets. For this, the energy consumed by each node is taken as basic criteria
to detect any abnormality.

The proposed technique, however, considers the packet-forwarding behavior of the
nodes considering their aggressive behavior as the criteria to detect the abnormality.
Now, if the node has been detected successfully as the aggressive node then the
removal of such a node from the existing path would require second path readily
available for data transmission else re-building the path would produce an unwelcome
delay in the network. Thus, there must be more than one paths stored in the cache
memory for the immediate availability of the second path.
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When the source hub has some data to transmit to the destination hub, it will use the
GPS routing to formulate a path. It will first look for the neighbors in the communi-
cation range. All the neighbors whose x as well as y coordinates are in the direction
towards the destination node are considered. From all these neighbors, the two nodes
will be selected that will be closest to the destination node thus resulting in two paths
from source to destination. The source hub would transmit data to the destination using
the first path. After the first round, the number of packets forwarded by each node
would be checked in order to find out the fitness value of the trust of each node. If any
node has forwarded the greater number of packets than the others, then its trust value
would be reduced. After the end of second round, if the same node is found to behave
aggressively then its trust value would be reduced to zero and source node would fetch
the second path from its cache memory to forward the data (Fig. 2).
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5 Results

The proposed scheme was implemented in NS2.35. The language used to construct the
system and implement the method was tool command language and awkward scripts.
The simulation parameters used have been described in Table 1 below:

Analysis of Experimental Outcomes
The examination of the proposed strategy to PDORP technique and interpretation of
the framework was analyzed in perspective of three parameters

1. Throughput: It is defined as a measure of information got at the base station from
the group heads. It is measured in Kbps.

2. Remaining Energy: This parameter indicates the lifespan of the system. More is
the remaining power, better is the network’s lifetime.

3. Packet Forwarding Ratio: This is the ratio of the count of packets forwarded by
the hubs to the count of packets received by them. This is an important factor in
determining the aggressive nature of the node.

Figure 3 illustrates the value of throughput. The amount of data received at the
destination is approx. 1400 Kbps. During the first round, the value of throughput
increased to 524 Kbps, during the second round, its value was increased by further
536 Kbps. These two rounds indicate the aggressive forwarding of the data packets in
the network, which increases the throughput. During the last round, when the attacker
has been detected, the throughput increased by 350 Kbps. Thus, the aggressive for-
warding gets reduced. In addition, it is clearly indicated by the results that proposed
trust value based technique outperforms than PDORP.

Figure 4 represents the percentage of packets forwarded by the nodes in the net-
work. Since this work was focused on aggressive data forwarding node, the evaluation

Table 1. Simulation parameters

Parameter Value

Channel Wireless
Number of nodes 60
Simulation tool NS2.35
Initial energy 30 Joules
Mac 802.11
Propagation Two ray ground
Sensing region 1150 m * 1100 m
Antenna Omni directional
Routing protocol DSR
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of this parameter was necessary, as this would allow us to measure the impact of
attacker node in the network. The value of PFR was around 2.5 two times through the
entire simulation. This represents the run of simulation for two rounds during which the
trust value of the nodes is being computed. This indicates aggressive nodes are present
in the path as the number of packets forwarded are much more. The third time, the trust
value of the malicious node reduces to zero and is removed from the path over which
data is being forwarded. Consequently, the value of PDR reduces down indicating no
more aggressive data forwarding is happening in the network. Figure 4 clearly

Fig. 3. Comparison of throughput of the proposed strategy - red to existing PDORP technique -
green. (Color figure online)
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demonstrates that proposed scheme is more effective than PDORP in discovering the
malicious node in the network.

Figure 5 shows the variation of remaining energy in the network versus simulation
time. Initially, the network was supplied with the initial average energy of 30 J and
remaining energy in the network was approx. 21 J. Figure 5 illustrates that the energy
consumption of existing PDORP method is slightly higher than the Proposed method.
Hence proposed method is performing better than the existing method in case of energy
conservation of the system and improving the lifespan of system.

Fig. 4. Comparison of packet forwarding ration(PFR) of the proposed approach - red to existing
PDORP technique - green. (Color figure online)
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6 Conclusion

The focus of this study was to use trust value of the nodes calculated based on their
packet forwarding nature, to check if a node is aggressive or not. The value of PFR
obtained went up to 2.4 for the first time, 2.6 for the second time. Consequently, for the
third time, the value was reduced. Likewise, the value of throughput increased more
during the initial two rounds and it reduced to lower levels for the third round after
successful detection of the malevolent node. The proposed schemes require a run of
two rounds to reduce the trust rate of the malicious hub to zero and thereby eradicate it
in the successive rounds. Thus, more rate of PFR in initial two rounds of simulation
means more power will be consumed for a minimum of two rounds only, (since energy

Fig. 5. Comparison of remaining energy of proposed strategy - red to existing PDORP
technique - green. (Color figure online)
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is proportional to the number of packet transmissions). Since, after the second round
the value of PFR reduces, this would mean that network’s energy consumption would
occur in a normal way. This indicates successful detection of the aggressive node from
the network without much wastage of network resources.
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Abstract. An adequate construction of shared session key for wireless-resource
constrained devices is a challenging task than conventional wired, memory and
power-rich devices. Since several two-party key establishment schemes have
been proposed but they are not suitable for resource-constrained devices. It has
been seen that pairing operations on elliptic curves are computationally more
costly than scalar multiplication and addition operations on the elliptic curve. In
this article, we proposed pairing-free two-party authenticated ID-based key
agreement protocol (PF-AID-2KAP) for such resource constrained devices.
Under the assumption to solve ECDLP and CDHP problems, the propose PF-
AID-2KAP scheme is provably secure. Further, we show that the key agreement
scheme is resilience to following adversarial attacks: perfect forward secrecy,
MITM attack, key control, known session key security. As compared to other
schemes, our proposed system have less running time, less bandwidth cost and
takes less number message exchange during communication.

Keywords: Identity based cryptosystem � Elliptic curve cryptosystem
Key agreement protocol � Resource- constrained devices

1 Introduction

Today, the exponential growth of wireless-electronic technology, for example, mobile
phones, personal computer, personal digital assistant (PDA), etc., made people’s daily
life interesting, efficient and convenient [1, 2]. The secure communication between two
resource-constrained devices, having less memory space and less battery power
requires lightweight cryptosystem [3, 4]. For instance, one device wants to make
private conversation with the second device in the same network; both parties must
ensure the authenticity of identity with other for confidential communication. It can be
implemented with conventional public key cryptography [5].

In the conventional communication system, public key cryptography was the
essential techniques for providing the security requirements [5]. In public key cryp-
tography, user computes the pair of public and private key in which the private key is
used for signature and decryption purpose, and the public key is published publically
for encryption and signature verification. Both keys are mathematically interconnected
to each other in such a way that public key can be efficiently computed from private
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key, but it is hard to generate the private key if public key is given. Since wireless-low
power devices are restricted to high computational, and memory overhead, so tradi-
tional public-key cryptosystem based on RSA cannot deploy in low power devices as
they are the computationally rich operation, for example, modular exponentiation [4].

Compared with RSA based-public key cryptosystem, elliptic curve cryptosystem
(ECC) has significant advantages, for example, faster computation and more secure on
small key sizes [6]. It shows that ECC-based authentication has remarkable benefits in
low power devices than other cryptosystems [7]. However, the ECC requires the public
key infrastructure (PKI) managed by the trusted third party known as the certification
authority (CA). CA computes the digital certificate for every device that binds the
device public key with his/her unique identity. This system is beneficial for a small
network, but in practice, if the network size grows it suffers from the certificate
management overhead.

In order to address the such issues associated with PKC, Shamir [8], gives the
identity-based cryptosystem (IBC) in 1984. In this approach, author supposed the
device’s unique identity such as phone number, SSN, email address, postal address,
etc., as the public key and the trusted authority is known as the private key generator
(PKG) authenticates the device and compute the private key corresponding to device’s
unique identity. Till 2001, this scheme was used for the signature and verification
purposes only. Later, Boneh and Franklin [9] was the first to implement the fully
functional identity-based encryption scheme using bilinear pairing and after that several
identity-based signature and encryption schemes [10–14] have discussed.

Several authenticated two-parties identity-based key agreement schemes that
exploit the advantages of IBC have addressed in [15–24]. However, these protocols are
based on bilinear pairing, and integer factorization and some of the protocols are
susceptible to the security attacks, for example, man-in-the-middle (MITM) attack,
perfect forward security, known session key attack and key control attack. Addition-
ally, it has been seen that pairing operations are around 20 times slower than the
operations on elliptic curves [25]. In this article, we proposed two-party authenticated
ID-based key establishment protocol based on ECC (PF-AID-2KAP). Our proposed
scheme is considered as provable secure against discrete logarithm problem on the
elliptic curve (ECDLP) and computational Diffie-Hellman problem. Further, we show
that proposed key agreement scheme is secure against MITM attacks, perfect forward
security, known session key attack and key control attacks. Additionally, the proposed
system performs better as compared to the other related schemes.

The rest of the paper is arranged as follows: mathematical background includes
elliptic curve cryptography, bilinear map, resource-constrained devices, identity-based
encryption, and mathematical complexity are given in Sect. 2. The definitions and
security notions of our proposed key establishment protocol are discussed in Sect. 3.
Sections 4 gives the construction of the proposed scheme. Security analysis and
computation comparison of our scheme against with existing systems are analyzed in
Sect. 5. Finally, the conclusion is given in Sect. 6.
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2 Background

2.1 Elliptic Curve Cryptography

Koblitz [25] and Miller [26] introduce an extension of Public Key Cryptosystem called
the elliptic curve cryptosystem (ECC) which security is defined over the elliptic curve.
To have an ability to improve computation efficiency and complexity of traditional
cryptosystem, concerning the parameters (such as having smaller key size, smaller
system parameter, lower bandwidth and power requirements, and tiny hardware
requirements), ECC is recommendable in the area of the sensor network and ad-hoc
wireless network.

Consider two integers, x and y 2 FP, an equation E : y2 ¼ x3 þmxþ nð Þmodp and
condition C : 4m2 þ 27n2 6¼ 0. Formally, if the set of points x; yð Þ satisfied the equation
E and formed an abelian group with points 0 is considered its identity element, then it is
known as the elliptic curve. The condition C on above equation support that the
equation E consists of the finite abelian group defined over the set of points EP m; nð Þ on
the elliptic curve. A sample of elliptic curve is shown in Fig. 1(a) for m = −1 and n = 0
and in Fig. 1(b) for m = −1 and n = 1.

Consider the two points on elliptic curve E are P ¼ xP; yPð Þ and Q ¼ xQ; yQð Þ, the
third points which are obtained by performing addition of A and B on the elliptic curve
is R ¼ xR; yRð Þ. The addition of two points on elliptic curve is represented as
P + Q = R.

xR ¼ l2 � xP � xQ
� �

modp

yR ¼ l xP � xQð Þ � yPð Þmodp

Where,

and l ¼
yQ�yP

xQ�xP

� �
modp; if P 6¼ Q

3x2
P þm
2yP

� �
modp; if P ¼ Q

8
<

:

Adding points: The addition of two points of the elliptic curve is computed as R ¼
PþQ with the help of equation defined above, where two points are different.

Doubles points: The double points of elliptic curve is computed as R ¼ PþP ¼ 2P
with the help of equation defined above, where two points are same.

Scalar multination points: The scalar multiplication on the elliptic curve is computed as
R ¼ nP ¼ PþPþ :::þP n timesð Þ with the help of adding points.

Private and Public Key. Scalar multiplication on elliptic curve plays the central role in
cryptography to compute the pair of the public and private key. Consider user calcu-
lates the pair of private and public key, he chooses a random number n from a finite
field, kept a secret to him, act as a private key, and he picks a point on elliptic curve E,
say P, which published publically. User then perform the scalar multiplication to get the

PF-AID-2KAP 427



points R on elliptic curve, such that R = nP is act as a public key. Table 1 gives the
comparison of security level achieved by the Digital Signature Standard (DSS), RSA
and ECC scheme and reader may observed that as compared with the public key
cryptographic based on RSA and DSS, ECC provide same level of security with small
key size.

The security of ECC is equivalent to solve the discrete logarithm problem on
Elliptic Curve (ECDLP) and Computational Diffie-Hellman problem (CDHP).
The ECDLP [25] is described as: given P, Q = xP 2 Ep(a, b) where x 2 Zq, it is
computationally difficult to compute x. Those readers who are not familiar with tra-
ditional public key cryptosystem; the ECC-based addition operation and ECC-based
multiplication operation is equivalent to modular multiplication and modular expo-
nentiations respectively. Computational Diffie-Hellman Problem [27] state that given x,
y 2 Zq, and <X, xX, yX> 2 G1, it is computationally hard to find xyX.

2.2 Bilinear Mapping

Assume G1 be an additive group and G2 be multiplicative group are two group with
same order q, and let P 2 G1 denotes the generator of group G1. The mapping between
the two groups denoted as e: G1 X G1 ! G2 which meets the following requirements:

1. Bilinearity: For any two points P and Q 2 G1, and a and b 2 Zq, the pairing
operations is defines as:

e aP; bQð Þ ¼ e P;Qð Þab

2. Non-Degeneracy: For any points P 2 G1, such that e P;Pð Þ 6¼ 1, that means the
generator of G2 cannot be the identity element.

3. Computability: For any two points P and Q 2 G1, there exists an algorithm which
computes e(P, Q) easily.

A mapping function that satisfying the above three conditions is known as
admissible bilinear map. The security of pairing function is equivalent to solve the
Bilinear Diffie-Hellman (BDH) Problem. The BDH problem [9] in P;Q;R; S;G1;G2h i

Table 1. NIST guidelines for public key size.

Security level (bits) Public key size (in bits) Ratio
DSS RSA ECC ECC:RSA

80 1024 1024 160–223 1:6
112 2048 2048 224–255 1:9
128 3072 3072 256–383 1:12
192 7680 7680 384–511 1:20
256 15380 15380 512+ 1:30
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is described as: given four points P;Q;R; S 2 G1 and a; b; c 2 Zq, where Q ¼ aP,

R ¼ bP and S ¼ cP. It is hard to compute the e P; Pð Þabc 2 G2.
Now, we are ready to define the lightweight form of ECC and PBC. In our fol-

lowing implementations, we assume the TinyPBC library, which has an efficient
implementation over binary fields F2

m with 80-bit security [28] and achieves 1024-bit
RSA level security for pairing-based cryptosystem, This library is written in C lan-
guage running on operating system, TinyOS and MICAs sensor user. MICA sensor
user is one of the most generic sensor platform used in industry as well as in academic
for research purpose. The configuration of MICA is 128 KB ROM, 4 KB RAM, and
microcontroller of 8-bit/7.3828-MHz ATmega128L.

2.3 Resource Constrained Devices

In the very initial years of the last decade, many researchers had predicted that billions
of isolated computing devices would be connected and aggregated with the computer
network in future Internet of Things (IoT) [29]. These computing devices are nothing
but the sensors node that senses the nearby surrounding, process the inputted data and
transmit it to other sensor node or the controlling device. Because of the low com-
putational and storage capabilities, and run on limited battery, these sensor nodes are
also known as the resource constrained devices [3]. Due to this issues, it is severe to
have substantial security measure for resource-constrained devices. Consequently, they
are subjected to adversarial attacks. One way is to provide the security is to adopt the
encryption and decryption, but they require more computational and memory. Thus,
they use a lightweight algorithm that comfortable for resource-constrained environ-
ments [30].

2.4 Identity-Based Encryption

The basic idea of IBE is to considered the user’s unique identification as the user’s
public key and the trusted third party known as a private key generator (PKG) issues
the private key. IBE consists of following four algorithms (Setup, Encryption, Extract,
and Decryption), defined as follows:

• Setup: The PKG computed the pair of master key s and public parameters, param.
PKG kept s secret and published param.

• Encryption: Sender encrypts the message M using the receiver’s identity as public
key gives ciphertext C to receiver.

• Private Key Extraction: Receiver first request to PKG to issue private key SIDB
against his identity IDB. PKG validate the receiver’s identity and computes the
private key as SIDB = sH1(IDB) using his secret key s and issue to the receiver on
secure channel.

• Decryption: Now, receiver decrypts the encrypted message C with their private key
SIDB.

With taking the advantage of ECC and IBE, we give the overview of key agreement
protocol in next section.
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3 Pairing Free-Authenticated Identity-Based 2-Party Key
Agreements Protocol

This section gives the overview accommodating the PF-AID-2KAP to resource con-
strained devices which is unable to perform online computation.

3.1 Overview

The key agreement scheme for heterogeneous wireless-devices is designed to provide
the two-party session key for secure communication over an unsecured wireless link.
The proposed scheme is completed in three phase between the devices and trusted
device, known as the Base device (BD) in which devices denotes the resource-
constrained wireless devices, and BD denotes the one device in a single network or
manufacturer. The responsible of BD is to compute the long-term private key using
IBC technique and passes to the corresponding devices in the network or installed at
the time of device manufacturing. The three phases are defined in Sect. 3.2. In this way,
we exploit the advantages of the IBE that provides the mutual authentication between
two entities and ECC (whose operations are based on TinyPBC library) that contains
the lightweight cryptographic way to establish the secure key agreement protocol.

3.2 Definition

The proposed PF-AID-2KAP involves three algorithms: Setup, Key generation, and
Key agreement. They are defined as:

1. Setup: This phase is completed on BD. Given some security parameter, the BD
selects master key s on its choice and sets the public parameters, param, where
master key is secret to BD and param is available on public domain

2. Key generation: This phase is run on BD side in which BD issues the long-term
private key SIDX against all devices identity in the network. The long-term private
key is securely sends to corresponding device or installed at the time of device
manufacturing.

3. Key agreement: This phase is run between the two devices in which they used their
long-term private key, other’s identities and public parameter to establish an
authenticated session key Sk .

The very first two phases of above scheme, i.e., Setup and key generation are
considered as the offline phase as it pre-computes the public parameter and pre-installed
the long-term private key to the devices. The third phase i.e., key agreement is con-
sidered as the online as it allows two devices in the same network to establish an on
demand secure authenticated key agreement whenever they want.

3.3 Security Notion

In this section, we gives key agreement security requirements:

• Provable secure: Under the assumption of solving ECDLP and CDHP problem is
hard, the proposed scheme is provably secure.

430 M. Kumar and P. C. Saxena



• Mutual authentication: It make sure that two device must prove their identities to
each other before generating the session key.

• Perfect forward secrecy: A key agreement scheme is known as perfect forward
secrecy or forward secrecy, if any adversary A is able to compromise the device
long term private key but could not compromise session keys that have been
established previously.

• Man-in-the-middle attack: Any adversary cannot intercept the communication
between the two devices.

• Known session key attack: A key agreement scheme is said to secure against the
known session key attacks, if any adversary A is able to compromise the previously
established session keys but could not compute the current session key.

• No key control: It make sure that device cannot compute the session key before
proving his identity.

4 Construction

Here, we construct the pairing-free authenticated key agreement protocol. Suppose two
devices, namely A and B are resource constrained devices for example IoT sensors,
mobiles etc. To make secure conversation between them, they need a shared session
key Sk. Notations and abbreviations are given in Table 2.

According to the framework given in Sect. 3, our proposed key protocol consists of
three phases: Setup, Key generation and key agreement protocol and defined as:

1. Setup: On given security parameter k, BD performs following operations:

– Select a random s 2 ZP, known his secret key and computes the public key
PPub ¼ sP.

– Select two one-way hash function

H1 : 0; 1f gnX G1 ! Zp:

H2 : 0; 1f g�! Zp

– Published the parameter param ¼ P;PPub;G;H1;H2f g and keep master key s
secret.

2. Key Extract: Given system parameter param, master key s, and devices identifier
IDA and IDB as input and BD outputs the identity-based long-term private key SA
and SB as follows:

– Pick two random number rA and rB 2 ZP, and computes:

RA ¼ rAP; QA ¼ H1ðIDAjjRAÞ

RB ¼ rBP; QB ¼ H1ðIDBjjRBÞ
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– Now, BD computes private key for A and B as follows:

SA ¼ rAsQA

SB ¼ rBsQB

Where, SA;RAf g and SB;RBf g are considered as the A’s and B’s private key
respectively and send via a secure channel or preloaded at the time of device
installation.
Meanwhile, device i can validates their private key with the following equation:

e SiP;Pð Þ? ¼ eðH1ðIDijjRiÞPPub;RiÞ

where i 2 A;Bf g.
3. Key Agreement: Now, two device establish an authenticated session key Sk (shown

in Fig. 1) as follows:

– A pick a 2 ZP and compute TA ¼ aRA and sends IDA, RA and TA to device B.
– B pick b 2 ZP and compute TB ¼ bRB and sends IDB, RB and TB to device A.

Table 2. Abbreviations and notations

Abbreviations/Notations Meaning

k 2 Z þ Security parameter
G1 Additive cyclic group on elliptic curve
G2 Multiplicative cyclic groups on elliptic curve
q, P Order and generator of G1

e: G1 X G1 ! G2 Bilinear mapping
s, PPub Master secret key and public key of BD
IDX 2 0; 1f gn Unique identification of device X

SIDX Long-term private key of device X
rX 2 Z�

q BD’s chosen random number for device X

a; b 2 Z�
q Random number chosen by device A and B

aX ; bX 2 Z�
q Random number chosen by adversary against device A and B

H1 : 0; 1f g�XG1 ! Z�
q Hash function that takes a string of any length and point on G1 as

input and gives a finite field of any length
H2 : 0; 1f g�! Z�

q Hash function that takes a string of any length as input and gives a
finite field of any length

Sk Secret session key
BD Base device
PKC Public key cryptosystem
IBC/E/S Identity-based cryptosystem/Encryption/Signature
MITM Man-in-the-middle attack
PF-AID-2KAP Pairing-free Authenticated Identity-based key agreement protocol
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– Using his private key SA, A compute KAjB ¼ SAaH1ðIDBjjRBÞTB and compute
Sk ¼ H2 IDA; IDB;RA;RB; TA; TB;KAjB

� �
.

– Using his private key SB, device B compute KBjA ¼ SBbH1ðIDAjjRAÞTA and
compute

Sk ¼ H2 IDA; IDB;RA;RB; TA; TB;KBjA
� �

This completes the establishment of secret session key Sk between two devices.

5 Protocol Analysis

Here, we give the security analysis and efficiency comparison with other related
scheme.

5.1 Security Analysis

Theorem 1: The proposed key agreement protocol is correct.

Proof: The common secret key are agree because:

KAjB ¼ SAaH1ðIDBjjRBÞTB
¼ rAsQAaH1ðIDBjjRBÞTB
¼ rAsH1ðIDAjjRAÞaH1ðIDBjjRBÞTB
¼ rAsH1ðIDAjjRAÞaH1ðIDBjjRBÞbrBP
¼ brBsH1ðIDBjjRBÞH1ðIDAjjRAÞarAP
¼ bSBH1ðIDAjjRAÞTA
¼ KBjA ¼ KAB

This set of equalities verifies the correctness of shared session key Sk.

Fig. 1. Proposed two party authenticated identity-based key agreement protocol.
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Theorem 2: Assuming the H1 and H2 are two random oracle model and ECDLP and
CDH problem are difficult to compute, our proposed is a secure key agreements
protocol.

Proof: The security proof of our proposed is proved as similar to Theorem 2 in Wang
et al. [15].

Theorem 3: The proposed pairing-free authenticated Identity-based two-party key
agreement protocol achieves mutual authentication.

Proof: In our proposed identity-based key agreement scheme, device issues his long-
term private key from BD such that BD compute using his master key s and a random
variable ri. Then, two device can come-up with the common key agreement using their
long-term private key, identity and random chosen integer. Although, session key
includes the private key of first device and identification of another device. Only those
devices who registered/authenticated with BD can establish a session shared key.
Therefore, the proposed provides device authenticity.

Theorem 4: The proposed pairing-free authenticated Identity-based two-party key
agreement protocol is secure against man-in-the-middle attack.

Proof: Suppose an adversary and his assistant X impersonate between two devices, A
and B. Suppose adversary attack on the public channel and obtains some information
RA;RB; TA; TBID1; . . .IDnf g. Attacker chooses two random number ax, bx, rxA and rxB 2

ZP and computes the parameters Rx
A ¼ rxAP; R

x
B ¼ rxBP; T

x
A ¼ axRx

A and Tx
B ¼ bxRx

B and
passed them to A and B respectively.

1. On given received parameter Rx
A; T

x
A

� �
, A computes KAjB ¼ SAaH1ðIDBjjRx

BÞTx
B.

2. On given received parameter Rx
A; T

x
A

� �
, B computes KBjA ¼ SBbH1ðIDAjjRx

AÞTx
A.

3. On given received parameter, assistant X pick x 2 ZP computes

KXjB ¼ xH1ðIDAjjRx
AÞH1ðIDBjjRBÞTB

KXjA ¼ xH1ðIDBjjRx
BÞH1ðIDAjjRAÞTA

Now, we show that the session key established between the attacker X and any
device in the network is not equal. Since, for session key between attacker X and
device A, we have
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KAjB ¼ SAaH1ðIDBjjRx
BÞTx

B

¼ srAH1ðIDAjjRAÞaH1ðIDBjjRx
BÞTx

B

¼ srAH1ðIDAjjRAÞaH1ðIDBjjRx
BÞrxBbxP

¼ bxsrxBH1ðIDAjjRAÞH1ðIDBjjRx
BÞarAP

¼ bxsrxBH1ðIDAjjRAÞH1ðIDBjjRx
BÞTA

Or ¼ abxrArxBH1ðIDAjjRAÞH1ðIDBjjRx
BÞsP

¼ abxrArxBH1ðIDAjjRAÞH1ðIDBjjRx
BÞPPub

6¼ KXjA

Similarly, for session key between attacker X and device B, we have

KBjA ¼ SBbH1ðIDAjjRx
AÞTx

A

¼ srBH1ðIDBjjRBÞbH1ðIDAjjRx
AÞTx

A

¼ srBH1ðIDBjjRBÞbH1ðIDAjjRx
AÞaxrxAP

¼ axsrxAH1ðIDBjjRBÞH1ðIDAjjRx
AÞbrBP

¼ axsrxAH1ðIDBjjRBÞH1ðIDAjjRx
AÞTB

Or ¼ axbrxArBH1ðIDBjjRBÞH1ðIDAjjRx
AÞsP

¼ axbrxArBH1ðIDBjjRBÞH1ðIDAjjRx
AÞPPub

6¼ KXjB

To achieve the equality, the attack should have to compute the value of either
master key s or random a, b, rA and rB, that is similar solve the ECDLP problem.
Therefore, our proposed scheme is secure against main-in-the-middle attack.

Theorem 5: The proposed pairing-free authenticated Identity-based two-party key
agreement protocol is provable perfect secure.

Proof: In our scheme, the use of pre-image and uniformly distributed cryptographic
hash function H2 preserves perfect forward secrecy. The result of hash function H2

gives the shared session key Sk ¼ H2 IDA; IDB;RA;RB; TA; TB;ð KAjBÞ ¼ H2 IDA;ð
IDB;RA;RB; TA; TB;KBjAÞ, where public parameter TA; and TB computed with device
A’s and B’s random chosen secret value a and b respectively. If adversary A com-
promised the private key SA and SB of both device, he must require to compute the
secret value a and b of both device which is equivalent to solve the ECDLP and CDHP
problem. Thus, assuming the ECDLP, CDHP and given private key of both device, our
proposed scheme is secure against perfect forward secrecy attack.

Theorem 6: The proposed pairing-free authenticated Identity-based two-party key
agreement protocol is resilience to key control attack.

Proof: In our proposed protocol, session Key Sk is the hash of H2 IDA; IDB;RA;RB;ð
TA; TB;KAjBÞ or H2 IDA; IDB;RA;RB; TA; TB;KBjA

� �
, where KAjB ¼ SAH1ðIDBjjRBÞTB

and KBjA ¼ SBH1ðIDAjjRAÞTA, and a and b are random chosen number chosen by A and
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B respectively. Thus, neither A nor B could not pre-compute the session key Sk.
Therefore, it proves that our protocol does not have control on key.

Theorem 7: The proposed pairing-free authenticated Identity-based two-party key
agreement protocol is secure against known session key attack.

Proof: Given list of past session keys, adversary cannot obtain the current session keys
in key agreement protocol. Our protocol uses pre-image and uniformly distributed
cryptographic hash function H2, which inputs the identity, public parameter and secret
key of both device and outputs is uniformly distributed session key Sk. Since the result
of hash function is uniformly distributed in {0, 1}k, the probability that two session key
has relation is 1/2 k which is very negligible. Assuming the pre-image and uniformly
distributed cryptographic hash function H2, we achieve the known session key resi-
lience scheme.

5.2 Efficiency Comparison

Here, we give comparison, in term of computational cost (in operations), execution cost
(in msec) and bandwidth cost (in Bytes), of our key agreement protocol with other
related schemes He et al. [19], Tseng et al. [20], Islam et al. [21] and Tseng et al. [22].
It takes 0.89 s, 0.38 s, 0.38 s, 7.75 s, 2.45 s and 5.32 s to complete hash-to-point TH,
point compression TPC, point decompression TPD, scalar point multiplication before
optimization TEMorig, scalar point multiplication after optimization TEMopt and pairing
operation TP on elliptic curve as shown in Table 3.

Table 3. Notation and execution time of pairing-related operations on MICAs [28].

Operations Notation Execution cost (sec)

Hash-to-point TH 0.89
Point compression TPC 0.38
Point decompression TPD 0.38
Scalar point multiplication (original) TEMorig 7.75
Scalar point multiplication (optimized) TEMopt 2.45
Pairing TP 5.32

Table 4. Computational and execution cost comparison our proposed scheme with other related
schemes.

Schemes Computational cost Execution cost (sec)

He et al. [19] 5TEMop 12.45
Tseng et al. [20] 3TP + 8TEMop 35.52
Islam et al. [21] 8TEMop 19.60
Tseng et al. [22] 8TEMop 19.60
Our Scheme 2TEMop 4.90
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As compare with the computation time of ECC-based scalar multiplication, pairing-
based scalar multiplication, and modular exponentiation, the computation cost of hash
function operation is very less. Thus, we could ignore the computation cost of hash
function operation. Thus, we consider only pairing operations, pairing-based scalar
multiplication, ECC-based scalar multiplication and modular exponentiation. We then
show the efficiency of our scheme with related schemes in terms of computational cost
(running in sec), Bandwidth cost (Bytes) and number message exchange in Tables 4
and 5.

In Table 4, reader can see that proposed scheme takes only two multiplication
operation on elliptic curve executed in (2 * 2.45) = 4.90 s while He et al. [19], Tseng
et al. [20], Islam et al. [21] and Tseng et al. [22] take 12.45 s, 35.52 s, 19.60 s and
19.60 s respectively to complete the key agreement process. That means, our proposed
scheme is 39.35%, 13.80%, 25%, and 25% of He et al. [19], Tseng et al. [20], Islam
et al. [21] and Tseng et al. [22] respectively, in terms of computational running time.

We assume the size of device identity be 16 bit and order of elliptic curve group be
80 bit. From Table 5, we show that proposed scheme consumes only (2 * 80 + 16)/
8 = 22 bytes while He et al. [19], Tseng et al. [20], Islam et al. [21] and Tseng et al.
[22] consumes (3 * 80 + 16)/8 = 32 bytes, (4 * 80 + 16)/8 = 42 bytes, (4 * 80 + 16)/
8 = 42 bytes and (3 * 80 + 16)/8 = 32 bytes respectively, of channel bandwidth
during the key establishment completion. That means, our proposed scheme is 68.75%,
52.38%, 52.38% and 68.75% of He et al. [19], Tseng et al. [20], Islam et al. [21] and

Table 5. Bandwidth cost comparison of our proposed scheme with other related schemes.

Schemes Bandwidth (Bytes) #Round

He et al. [19] (3 * 80 + 16)/8 = 32 3
Tseng et al. [20] (4 * 80 + 16)/8 = 42 3
Islam et al. [21] (4 * 80 + 16)/8 = 42 2
Tseng et al. [22] (3 * 80 + 16)/8 = 32 3
Our scheme (2 * 80 + 16)/8 = 22 2

Fig. 2. Execution cost (sec) comparison of PF-AID-2KAP scheme with other related schemes.
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Tseng et al. [22] respectively, in terms of bandwidth requirement. Additionally, we
protocol completes in two round while other takes three rounds except Islam et al.
protocol [21] which takes 2 round. Figures 2, 3 and 4 represents the graphic view
comparison of Execution cost, Bandwidth cost and number of rounds.

6 Conclusion

Several authenticated key agreement protocol has been proposed since now. But their
construction is based on pairing based cryptography. however, pairing operation on
elliptic curve is computationally more as compare to the elliptic curve operations. In
this article, we proposed pairing-free two party authenticated ID-based key agreement

Fig. 3. Bandwidth comparison of PF-AID-2KAP scheme with other related schemes.

Fig. 4. Number of rounds comparison of PF-AID-2KAP scheme with other related schemes.
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protocol whose security is based on solving the ECDLP and CDHP. Further, we
demonstrate that our proposed scheme is secure against man-in-middle-attack, perfect
forward secrecy, no key control, and Known session key security. The performance of
proposed key agreement protocol found better in terms of computational cost, band-
width cost and number of rounds as compare to the other related schemes.
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Abstract. Monitoring of network is an essential part of the current digital
world to analyze the traffic in the organizational networks to detect the intrusions
and cyber-attacks. For Intrusion detection system, many approaches have been
used till now, but network administrators are still facing the problems due to
false alarms. In this manuscript, we have monitored the organization network in
real time for the analysis. We have also compared the different data mining
approaches being used for intrusion detection method and malicious activities
detection in the database using log mining approach. A model is proposed using
process mining approach to detect the malicious transaction automatically in the
database. The process mining approach can help to reduce the false positive
alarms as compared to the current intrusion detection and prevention systems.
To implement the process mining concept, audit trails for road traffic fine
management process was collected and it has been analyzed to generate the
processes using PRoM tool.

Keywords: Process mining � Log events � Data mining � Network monitoring
Intrusion detection � Security

1 Introduction

Managing any educational and corporate network is becoming harder as the amount of
data in the organizational networks are growing day by day due to the more data. Since,
world is moving towards the digital age, networks are becoming larger and more
complex. When we talk about network management, it includes not only the compo-
nent that transports information in the network, but also systems that generate the traffic
in the network. What is the use of a computer network if there are no systems in the
network to provide service to the users? The system could be client host, or database
servers or file servers, or mail servers. In the client/server environment, the network
control is no longer centralized, but distributed. In general, network management is a
service that employs a variety of tools, applications, and devices to assist human
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network managers in monitoring and maintaining networks. Now, network manage-
ment is becoming tough due to the different types of attacks. Since, most of the internet
users are using the smart devices like smart phone and gadgets, Browser-based attacks
are becoming more popular now. The goal of network management is to ensure that the
users of a network receive the information technology services with quality of service
that they expect. From a business administration point of view, network management
involves strategic and tactical planning of the engineering, operations, and maintenance
of a network and network services for current and future needs at minimum overall
cost. A well established and secure communication among the various groups is
necessary to perform these functions. Figure 1 shows different network management
model which is currently in use.

1.1 Introduction to Analyzer

This analyzer operates in agent - manager relationship. The Analyzer application is
regarded as the manager, and it can communicate with any device that supports Simple
Network Management Protocol (SNMP) and Remote Monitoring (RMON). SNMP is a
basic protocol that allows different devices on a network to communicate.

2 Monitoring the Network in Real Time

When we launch Analyzer, the two main windows will display. The Summary View
window provides a list of all of the monitored devices and their status information. The
other window, Map View, shows the devices as icons and displays their up/down
status. Summary View uses to see the Flow Index, alarms, and other statistics about the
devices in our network. When new devices are discovered and added to the Summary
View, no message is logged to the system log file. The Event Log table contains the
following fields: Index, Time and Description. If Discovery is enabled, Analyzer will
attempt to contact each device in the Seed IP addresses list (which we specified during
installation or later in the RMON Discovery window) and use the list of default
community names. Each name in the list is tried until a response is received from the

Fig. 1. Network management model
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device or the list of names is exhausted. As soon as Analyzer receives a response from
a device using a given read community name, that name will be used for all further
communication. The log file can be found in <Install Directory>\Log\Discvr.log. We
can open the text file with Notepad or with another similar application. Figure 2 shows
the port summary where information about each port which is being currently used in
the network is available. In the port summary widow, each port is visible in any or
combination of following three colors: red, yellow and green. Red color port shows that
the flow index is good, yellow color shows that the flow index of that port is fair and
green color shows that the flow index for the port is poor. This window also shows the
total number of devices currently available in the network and arrow show that whether
link is up or down for that port or device. Figure 3 shows that the top servers which are
being used currently in the network.

Fig. 2. Port summary of the network (Color figure online)
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3 Comparison of Data Mining Approaches Being Used
for Intrusion Detection Method

Following data mining algorithms have been used till now: K-Nearest Neighbor,
Support vector machine, Bayesian Method, Decision tree and Artificial neural network
method [1–4]. A comparison has been made in Table 1 with advantages and disad-
vantages of each method. From the Table 1, it is observed that, the data mining
algorithms used for IDS are still having the limitation. The most common problem is
slow speed. Due to these limitations of data mining algorithm we need the process
mining approach which can work in real time to detect the intrusions [5–7].

Fig. 3. Top servers being used in the network
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Table 1. Data mining algorithms used in intrusion detection: a comparison

Algorithm
name

Method Advantage Disadvantage

K-nearest
neighbor

1. This is instance based
learning to classify objects
based on closest training
examples in the feature space

1. Use the local information
and because of this it may be
adaptive in behavior

1. When we need to classify
the test tuple, it’s very slow

2. By majority vote of its
neighbors, an object classified
and most common amongst
its K-nearest neighbors,
object being assigned to the
class

2. Storage problem (need
large storage)

3. To find the locally optimal
hypothesis function, uses the
similarity based search

2. Can be used for parallel
implementation

Support
vector
machine

1. It makes the set of hyper
planes which can be used for
regression, classification etc.

1. Less chances of over fitting
in comparison to other
algorithms

1. Testing speed is slow

2. Through linear
programming, support vector
machine algorithm maps the
real valued feature vector to
higher dimension feature
space

2. More accurate 2. Kernel choice is difficult

Bayesian
method

1. Bayesian method encodes
the probabilistic relationships
in variable of interest

1. In large database accuracy
and speed is more

1. Probability data is not
available easily

2. This is generally used with
the combination of statistical
schemes for intrusion
detection

2. Computation is simple in
comparison to others

2. The main disadvantage of
Bayesian method is that the
results are similar to those
derived from threshold-based
systems, while considerably
higher computational effort is
required

Decision
tree

1. Mainly used for the
classification in data mining

1. This algorithm is able to
handle all types of data

1. Algorithms are unstable

2. It uses the value of its
attributes for the classification
of data. Initially decision tree
constructed from pre-defined
data

2. No need of any particular
domain knowledge for
construction

2. Need of categorical output
attribute

3. Firstly it selects the
attributes and then it divides
the data items into classes

(continued)
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3.1 Limitations of Intrusion Detection Methods for Database

Query optimization is the essential part for database query completion process. Query
completion process is having four stages like parsing, cost-based optimization, sim-
plification and plan preparation. For database security and monitoring of information
system, detection of intrusion can be a passive approach i.e. whenever security vio-
lation is detected then only alarms will be generated. Weighted sequence mining,
CANDID, using positive tainting & syntax aware evaluation and RBAC are the major
approaches which have been used for the intrusion detection in database. In all the
above methods are having some limitation like:

• In RBAC method, updating and maintaining of large number of user profiles is not
an easy task.

• In weighted sequence mining, handling the attributes at deferent level in not pos-
sible in efficient manner.

• The major limitation of Using positive tainting & Syntax aware evaluation is the
efficiency.

• In CANDID method, automatic detection of SQL injection attack is still challenging
task.

Log mining approach has been also proposed and being used but still this method is
having limitation like it’s not able to handle the large data [8–11]. Processing power is
also having less than the required. Data dependencies rule capability is also limited.

4 Process Mining Approach for Intrusion Detection System

The purpose of process mining is to determine new procedures, monitor and improve
existing procedures using the information received after examination of event logs
[12–14]. It is useful to detect the intrusions in effective manner (Fig. 4).

Table 1. (continued)

Algorithm
name

Method Advantage Disadvantage

Artificial
neural
network

1. This algorithm is adaptive
in nature and change the
structure on the basis of
internal and external
information pass through the
network/system during initial
phase

1. High tolerance to noisy
data

1. Over fitting

2. It has high degree of
accuracy to recognize known
suspicious events

2. More computation is
required

2. It measure how far the
particular solution is from
optimal solution. The concept
is used in ANN is called Cost
function

3. It has the ability to learn
the characteristics of misuse
attacks and identify instances,
which have been observed
before by the network

3. Black box in nature

4. It is used to learn complex
nonlinear input-output
relationships
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As prior methods and algorithm used in data mining approaches are not able to
detect the intrusions in effective manner. There are three steps in process mining:
process discovery, process conformance and process enhancement [15–17]. Process
analytics and mining combines many fields together like process modeling, data
integration, visualization, optimization and machine learning, data analytics and min-
ing, domain knowledge and business process management. Using process mining
approach system continuously monitors the network and discover the various processes
for analysis. After analysis if there is any difficulties, unusual pattern or problem in
processes is found, it can enhance the processes automatically [18–21].

5 Proposed Model

Using Fig. 5(a), system can get the information whether IDS need to check the
intrusions or attack in real time or not. Traffic in real time i.e. data rate in real time will
be taken from the network monitoring software and if any unusual traffic will be found
then this system will automatically activate the IDS to detect the suspicious activity in
real time as proposed in Fig. 5(b). To detect the suspicious activity or network attack,
especially the DDoS attack in real time we need a strong system which can work with
the help of audit trails. For this we can use the approach of process mining to create the
process automatically using the log events in real time if there is any unusual traffic is
found. When this system will experience any unusual traffic, profile detector generator
will be active, and it will detect the profile. For the automatically detected profile, the
stored process will be accessed. The accessed profile will be compared using delta
analysis with the process is being created with real time audit trails. If any mismatch is
found, this system will give the alarm and current user will be stopped to access the
network until the verification process is not being completed.

Fig. 4. Process analytics and mining fields [20]
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Fig. 5. (a): Process to check the need of Active IDS (b): IDS to detect the suspicious activity in
Real-Time
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6 Result and Discussion

Audit trails for road traffic management system was collected from 2000 to 2013 and
analyzed to create the processes using PRoM tool. Figure 6 shows that sample of audit
trails. PRoM tool accepts the log event file in XES format. Figure 7 shows the log
visualizer for road traffic management process where two graphs are available: Event
per case and event classes per case. In event per case graph, for single process 150370
cases, 561470 events are shown and in event classes per case, 11 event classes, with
one event type and 149 originators are available.

Fig. 6. Audit trails for road traffic management system

Fig. 7. Log visualizer for road traffic fine management process
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As per model proposed in Fig. 5(a) and (b), this system will create the process in real
time once the audit trail/log event will be available. As per the traffic available using
Figs. 2 and 3, Fig. 5(a) will compare the traffic rate and if traffic rate is unusual or
suddenly increases then immediately IDS will be activated as shown in Fig. 5(b).
Once IDS is activated, the profile generator will generate the profile of the user and it will
access the processes stored for that user profile. This stored process for the profile will be
compared with the process generated in real time as per the system proposed in Fig. 5(b).
If it will not match, then immediately system will be stopped till further verification
otherwise it will continue. Figure 8 shows that the process generated by the PRoM tool
for the analysis. To generate this process inductive visual miner is being used.

7 Conclusion and Future Scope

In this manuscript, monitoring of network in real time is discussed and shown. Using
real time monitoring of the network, traffic can be monitored easily with the network
analyzer and this will help to analyze the unusual traffic. During DDoS attacks, traffic
on the network can be more and in this situation this system will work in an efficient
manner. A comparison of data mining algorithm has been done and limitation of
algorithms used in IDS for the database are also discussed. Current IDS are still not
able to detect the intrusion in real time. The proposed method may be helpful to detect
the intrusions and DDoS attacks in real time. In the proposed method, the process
mining approach has been used which works with audit trails and this may work on real
time as well. In future the proposed algorithm can be used in the real-time network of
any organization to get the accurate result. In future this method can also be extended
for the further verification and authentication.

Fig. 8. Process created of audit trail of road traffic management process using PRoM tool
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Abstract. Localization in a Wireless Sensor Network (WSN) is the process of
discovering location by a location unaware node with the help of known
locations of reference nodes. Among the available localization techniques, a
category of localization technique called range-free localization has received
considerable attention in the WSN research due to low processing, memory, and
energy overheads. However, each localization method has its own advantages
and limitations in the view of performance. To this end, this paper analyses four
well-known range-free localization methods such as Distance Vector Hop (DV-
HOP), 2D-Hyperbolic (2DH), Weighted Centroid Localization (WCL) and
Concentric Anchor Based (CAB) localization with respect to their performance.
With the experience gained from the analysis, this paper then proposes and
analyses the performance of DV-HOP based hybrid localization methods for
WSNs. The simulation results from MATLAB shown that the DV-HOP with
2DH resulting into high localization accuracy as compared to other methods.

Keywords: 2D-Hyperbolic � Concentric anchor based method
DV-HOP � Localization � Sensor nodes � Wireless Sensor Networks
WCL

1 Introduction

Wireless Sensor Networks (WSNs) are widely used in reporting of events in the hostile
and remote environments [1]. These networks are termed as distributed networks that
work without the presence of a centralized control. WSNs are composed of several tiny,
low cost, limited energy sensing and communication devices (or sensor nodes (SNs))
and they communicate among them via wireless links. Location information is a vital
requirement in various applications such as environmental monitoring, area monitor-
ing, medical and health-care monitoring, traffic control etc., where decisions need to be
taken based on location of event. For this, when SNs are deployed in the network, they
have to calculate their location data. In conventional wireless networks, it is done by
using Global Positioning Systems (GPSs), however, use of GPS may lead to fast
energy drain in SNs.

An alternative approach used to evaluate location data is by implementing local-
ization algorithms. Localization in Wireless Sensor Network (WSN) is the process of
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discovering location by a location unaware node with the help of known locations of
reference nodes. WSNs require self-localization capability because sensor data without
location information is not useful for necessary action. For this reason, effective local-
ization and positioning of SNs received significant attention, and a many algorithms have
been proposed by the researchers in the literature. Most of the research on localization in
WSNs assumes that the beacon nodes are equipped with GPS receivers. Beacon loca-
tions are then used to determine the positions of normal SNs. Equipping a GPS receiver
at SNs may not be feasible due to the limitations of energy resource. GPS based methods
are said to be absolute localization methods which acquire the global coordinate in
network environment. On the other hand, in relative localization all nodes in the network
estimate the range between themselves and their neighboring node [2, 21–23].

There exist several localization methods available in the literature. They are broadly
classified as Range-Based (RBL) and Range-Free Localization (RFL) methods [3].
Range based method uses angle estimation or absolute point-to-point distance esti-
mation location calculation. Range-based schemes are angle-estimation-based tech-
niques and distance-estimation. Important techniques used in range-based localization
are Angle of Arrival (AOA), Time of Arrival (TOA), Received Signal Strength Indi-
cation (RSSI), and Time Difference of Arrival (TDOA). Requirement of additional
hardware and high energy consumption are the bottleneck for these methods [3]. On the
other hand, in range free localization algorithms the position estimation of unknown
nodes is obtained not by any measurement technique. Location of unknown node is
obtained by the connectivity information of network nodes. In this localization tech-
nique, no need to calculate the angle or any distance measurement between the nodes.
Location estimation depends upon the connectivity of the nodes. Connectivity has a
limited range of communication in the network. Examples of this category are DV-
HOP, Concentric Anchor Based (CAB), Centroid, Weighted Centroid (WCL), 2D-
Hyperbolic (2DH) and others [3–14, 21–23]. Range-free localization has received
considerable attention in the WSN research due to low processing, memory, and energy
overheads. To achieve localization accuracy using range-free localization algorithms,
this paper proposes and analyzes DV-HOP based hybrid localization method. Details of
the contributions in this paper are

1. Performance of four well-known range-free localization methods such as DV-HOP,
2DH, WCL, and CAB localization with respect to their advantages and limitations.

2. With the experience gained from the analysis, Hybrid Range-Free Localization
methods with DV-HOP for WSNs are proposed.

3. The performance of the proposed method is evaluated using MATLAB and found
that DV-HOP with 2DH results into high localization accuracy as compared to other
methods.

Rest of the paper is organized as follows. Section 2 presents the brief literature
survey on localization algorithms and then analyses the four well-known range-free
localization methods DV-HOP, 2DH, WCL, and CAB with respect to their advantages
and limitations using MATLAB simulations. Section 3 describes the proposed hybrid
range-free localization method. The performance of the proposed method is evaluated
in Sect. 4 using the simulation study. Finally, Sect. 5 concludes the paper with future
work.

DV-HOP Based Hybrid Range-Free Localization Methods 453



2 Related Work

The first part of this section presents a brief literature survey on localization algorithms
and the next part presents the performance of DV-HOP, 2DH, WCL, and CAB
methods.

2.1 Literature Survey

Figure 1 depicts non exhaustive list of localization methods available in the literature.
The descriptions of these algorithms are as follows

• Range based localization [3] – Range based localization calculation utilizes dif-
ferent estimation systems for finding the separation between an anchor node and an
unknown node. Some examples are Time of Arrival, Time difference of Arrival,
etc., are used to estimate the distance. Although RBL methods are more accurate
than RFL methods, the distance estimation with topology maintenance and local-
ization in a global coordinate system is not attempted.

• Range free localization [4] – In these algorithms, the location information of
unknown nodes are found without any measurement technique. Location of an
unknown node is obtained by the connectivity information of the network. Location
data is obtained based on the availability of the nodes.

• Anchor Based Localization [6] – In this approach, location of few anchor nodes is
known to the network. In order to find the location information of other nodes, these
anchor nodes are used. Location unaware nodes are localized with the help of these
localize nodes.

• Anchor-Free Localization [7] – These algorithms compute relative positions of
nodes instead of absolute position computation.

• GPS Free Localization [10] – These methods calculate the relative distance
between the nodes without GPS.

• GPS based Localization [10] – In these methods, a GPS device is equipped with
each node in the network. Due to the presence of GPS the localization accuracy is
very high. Equipping GPS device in each SN is a costly effort.

• Static Node Localization [11] – Static Localization deals with localizing SNs in a
static WSN.

Fig. 1. Types of localization algorithms
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• Mobile Node Localization [11] – Oppose to the static node localization, SNs are
mobile in WSN. Mobile anchors nodes are responsible for disseminating location
information such that unknown nodes calculates their location periodically.

• Centralized Localization [12] – In centralized localization method, one node act as
a “sink node”, which is responsible for computing locations of all nodes in the
network. The advantage of this method, energy consumption of high configuration
sink node is less as compared to the distributed system.

• Distributed Localization [12] – In these methods, nodes calculates and estimates
their positions individually with the help of neighboring nodes.

• Single Hop Localization [13] – In these methods, location data is communicated
and computed between anchor nodes and unknown nodes via a single hop.

• Multi Hop Localization [14] – In multi-hop localization methods, location com-
putation and communication happens between two nodes is carried out through the
number of intermediate nodes. The role of the intermediate nodes is to relay
information from on hop to another.

From the above mentioned localization methods, next subsection presents a study
on RFL methods.

2.2 Performance Analysis of DV-HOP, 2DH, WCL and CAB Range-Free
Localization Methods

This section first briefly describes DV-HOP, 2DH, WCL, and CAB range-free local-
ization methods and then shows the localization accuracy of these methods using the
results obtained from MATLAB simulations.

• Distance Vector-HOP Localization [15–17]: In this method, Unknown Nodes
(UNs) calculate their location information with the help of location information and
the hop count received from Anchor Nodes (ANs). ANs are equipped with GPS
devices and periodically broadcasts a beacon contains identity, location informa-
tion, and hop limit. All UNs in the vicinity of AN check for hop limit. Beacon will
be forwarded further by increasing the hop count by 1 if the UNs hop count is less
than the hop limit. Else the beacon will be discarded. This way of forwarding
message helps to maintain minimum hop count with every AN in the network. UNs
calculate hop size (Hopsize) between two ANs i and j with locations xi; yið Þ and
xj; yj
� �

as follows

HopSize ¼
X

i 6¼j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xj
� �2 þ yi � yj

� �2q
Hopi;j

ð1Þ

With this UNs estimates their distance from AN by multiplying HopSize and
HopCount. With this distance value, UNs calculate position by applying triangulation
or multiliteration.
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• Two Dimensional Hyperbolic Localization [18]: In this method, each UN calculate
HopSize with similar procedure followed in DV-HOP method. With the HopSize,
in 2DH arrange HopSize is calculated

HopSizeavg ¼ HopSizei
n

ð2Þ

Where n is the number of ANs, HopSizei is evaluated using Eq. (1). This
HopSizeavg is transmitted in the network. UNs evaluate distance with this value by
multiplying it using the number of hops between them. UNs use 2DH method to
calculate locations instead of triangulation.

• Weighted Centroid Localization [19]: WCL is an enhancement of centroid local-
ization method. In this, the coordinates of UN remains at the centroid of the polygon
constructed by ANs. Let a UN calculates its location (x, y) from the locations of
ANs as

x; yð Þ ¼ 1
n

Xn

i¼1
xi;

1
n

Xn

i¼1
yi

� �
ð3Þ

Further, distance between UN and ANs is considered as weight and this value is
being multiplied by ANs coordinates and then divides by the sum of the weights to get
the location information. Let W(i) is the weight value between k anchor nodes using
these weight values the location is calculated as follows

x; yð Þ ¼
Pk

i¼1 W ið Þ � xiPk
i¼1 W ið Þ ;

Pk
i¼1 W ið Þ � yiPk

i¼1 W ið Þ

 !
ð4Þ

• Concentric Anchor Based Localization [20]: In this method, each AN periodically
broadcasts beacons by varying power levels. Each beacon consists of information
such as the anchor’s location data, its power level, and the maximum distance that
the beacon can transmitted. Nodes observe and record the beacons from the ANs.
Nodes then determine within which annular ring they are located using the infor-
mation received beacons.

The performance of these algorithms has been evaluated using MATLAB.
A 500 � 500 m2 network is considered in which 1500 nodes are randomly deployed.
The number of beacon nodes is varied from 100 to 500. Each node has 50 m com-
munication range. The results presented here are the average of 10 simulation runs.

Localization error resulted by these algorithms has been verified in two scenarios
such as (1) by varying the number of beacon nodes, and (2) by varying communication
range of network nodes.

Figure 2(a) shows the localization error in case of increasing number of BN in the
network. It is observed from the figure that a CAB method has very low localization
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error as compared to other RFL methods. It is because CAB can be used to locate nodes
in the network.

Figure 2(b) shows the localization error in the case of increasing the communi-
cation range of nodes in the network. As the communication range increases the
number of UNs fall under a BN increases. It is observed from the figure that the CAB
method is performing well in varying communication range as compared with other
methods.

The localization error is dropped suddenly in the DV-Hop method is due to UNs are
able to identify BNs. However, as the communication range increases to 200, DV-
HOP, weighted centroid, and 2D-Hyperbolic methods resulted into almost same
localization accuracy. Among all communication ranges, CAB method outperforms the
other RFL methods.

In addition, some more observations from the simulation results of the four RFL
algorithms are

• Node distribution plays a major role in achieving localization accuracy in DV-Hop
localization method. In addition, the number of ANs placed in the network also
affects the localization performance such as localization error and localization
coverage. Further, DV-Hop method is best suited for isotropic environments and
hence some specialized methods are required to improve the localization accuracy
in any network environment.

• Localization accuracy of DV-Hop method is affected by the distance between the
ANs and UNs.

• CAB has many advantages as compared to other range free approaches such as
(1) CAB is cost effective as it does not require specialized range-determining
hardware in the sensor nodes, (2) CAB is distributed and energy efficient, and
(3) CAB is simple to implement.

• Centroid and WCL methods are showing low localization error than DV-Hop
method in high density of the ANs.

Fig. 2. (a) Number of beacon nodes vs. localization error; (b) communication range vs.
localization error
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UN locations are estimated using location data received from three neighboring
ANs. To increase the estimated position accuracy, it is essential to minimize the region
of overlapping by choosing the three farthest ANs. This is done by calculating all the
possible triangular areas that are made up of the ANs heard and by choosing the three
ANs which form the large triangle. In these methods, a UN has a great impact of its
nearest AN. Further, these methods will only calculate the coordinates of UN which is
directly connected to AN. Therefore, improvements to this method are still required. To
this end, in the next section hybrid range free localization methods based on DV-HOP
method have been proposed and verified.

3 Proposed DV-HOP Based Hybrid Localization Methods

This section first presents the network model and assumptions considered in the study.
Then, proposed hybrid range free localization method is described.

3.1 Network Model and Assumptions

The system model considered for the study is as follows.

1. A set of N homogeneous sensor nodes is randomly deployed in a M X Mm2 net-
work area.

2. Nodes are static in the network.
3. Each node in the network has a fixed communication range.
4. Communication between each node is symmetric.
5. Only anchor nodes are equipped with GPS.
6. Anchor nodes send out a beacon consists of identity, and location information to

initiate the localization process.

3.2 Proposed DV-HOP Based Hybrid Localization Methods

Algorithm 1 and Fig. 3 shows the proposed DV-HOP based hybrid localization
method. In order to reduce the positioning error of DV-HOP localization algorithm, a
hybrid algorithm using 2D hyperbolic, WCL, and CAB is proposed. Similar to DV-
HOP, in the proposed algorithm ANs periodically broadcast beacons consisting of
location data and hop limit. Normal nodes receive the beacon packets and save the
beacon information that has small hop count. Then, each node calculates the average
hop count using Eq. (1). Nodes drop the beacon they receive beacons with higher hop
limit. Once average hop count is calculated, each node runs the 2D hyperbolic, WCL,
and CAB sequentially with DV-HOP localization to reduce the position error. This
process will be repeated till position error is reduced. The simulation analysis of the
proposed method is presented in the next section.
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Algorithm 1. DV-HOP based hybrid localization method
Input Location data from anchor nodes (ANs), and hop count from neighbor nodes

Output Location estimation by unknown nodes (UNs)
Step 1 ANs periodically broadcast beacons consist of identity location data, and hop limit.
Step 2 UNs when receive the beacon record the anchor identity, location data, and hop

count.
Step 3 UNs calculate the HopSize using Eq. (1). Forward the beacon further if the hop

limit prescribed by AN is not reached. Otherwise, drop the beacon.
Step 4 Once HopSize is calculated, UNs use 2D Hyperbolic, WCL, and CAB methods to

evaluate location data individually.
Step 5 With AN beacons, UNs repeat Step 2 to 4 till localization accuracy is improved.

4 Simulation Study

This section first presents the simulation setup and followed by simulation results.

4.1 Simulation Setup

A static WSN deployed in M � N meters area with n sensor nodes is considered. Two
categories of nodes are considered. They are Beacon Nodes (BNs) and UNs. Each node
including BN is having a fixed communication range. It is assumed that each BN
periodically broadcasts a beacon message consisting of node identity, location data, and
timestamp. UNs make use of this information to run the RFL methods to compute their

Fig. 3. Flow chart of the proposed hybrid localization algorithm
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location data. Table 1 shows the simulation parameters considered for the study. The
proposed algorithm has been evaluated for position accuracy. Localization accuracy is
measured by the difference between the actual locations of nodes to the estimated
location. The results presented in the next section are the average of 10 simulation runs.

4.2 Simulation Results

Three scenarios are considered to evaluate the localization accuracy of the proposed
hybrid localization method. In the first scenario, localization error is tested with
increasing number of BNs. In the second scenario, localization error is tested with
increasing communication range. Finally in the third scenario, localization error is
observed with increasing number of UNs.

Figure 4 shows the first scenario, in which the number of BNs varied from 100 to
450, and the localization accuracy of DV-Hop with 2D-Hyperbolic, Weighted centroid
and CAB localization methods is measured. It is observed from the figure that the DV-
Hop with 2D method has very low localization error as compared to other methods. It

Table 1. Simulation parameters

Simulator MATLAB

Number of nodes 1500
Network area 500 � 500 m2

Node communication range 50 m
Number of beacon nodes 100 to 450
Deployment Random
Simulation runs 10

Fig. 4. Number of beacons vs. localization error
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is because DV-Hop with 2D hyperbolic localization combination can be used to locate
nodes in the network.

Figure 5 plots second scenario i.e., the localization error of the proposed method
with respect to increase in communication range. It is observed that the DV-hop with
WCL and CAB shows similar localization error across varying communication range.
On the other hand, DV-hop with 2D hyperbolic localization shows low localization
error as compared to other methods. It is due to the reason that the proposed method
utilizes the advantage of 2D hyperbolic to minimize the error.

Fig. 5. Communication range vs. localization error

Fig. 6. Increasing number of nodes vs. Localization error

DV-HOP Based Hybrid Range-Free Localization Methods 461



Figure 6 plots third scenario i.e., the localization error of the proposed method with
respect to increase in number of nodes. The node count is varied from 100 to 500 while
keeping total anchors and communication range as constant. It is observed from the
figure that DV-Hop with 2D hyperbolic is resulting into low localization error as
compared to other RFL method combinations.

5 Conclusion and Future Work

This paper proposed DV-Hop based hybrid range free location methods for WSNs.
First, the existing range free localization methods are analyzed using a simulation
study. In this study, it is observed that each method have several limitations under
different network scenarios. To overcome them, hybrid range free localization methods
are proposed. The proposed methods are analyzed by conducting a simulation study. It
is observed from the simulation results that even though CAB algorithm performs
better independently, when it combines with DV-Hop its performance was significantly
degraded. Finally, it was observed that DV-Hop with 2D hyperbolic method show
significant improvement in position accuracy as compared to other methods. In future,
we attempt to extend it to 3 dimensional localizations of sensor nodes.
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Abstract. With the advent in VANET (Vehicular Adhoc Network) technology,
the need of innovation in social issues is demanding at high pace. VANET
correspondence as of late turned into an undeniably prominent research point in
the zone of wireless networking. Routing in VANET is an essential subject.
Position based routing protocols are more reasonable for VANET when con-
trasted with every other protocol. GPSR is a standout amongst most appropriate
routing protocol that works as position based. Here a hybrid PHRHLS
(A Movement Prediction based Joint Routing and Hierarchal Location Based
Service) approach collaborating HLS area advantage and GPSR protocol is
utilized. In this GPSR protocol has been improved and our model gives enhanced
outcome regarding parcel average latency and packet delivery ratio (PDR).

Keywords: VANET � RSU � Routing protocols � GPSR

1 Introduction

VANET is one of the applicative branches of MANET. VANET has a place with
wireless communication network in which correspondence among means of trans-
portations happens. Here automobile go about as hubs in system. The message cate-
gories are Vehicle to Infrastructure (V2I), Vehicle to Vehicle (V2V), and Vehicle to
Roadside (V2R). VANET is designated as the most crucial division of intelligent
transportation system (ITS) wherein automobile are outfitted through various small area
and several medium-extend remote communication. A VANET transform all associ-
ated automobile into a remote switch or hub enabling means of transportation to
interface plus thus make system with a broad diversity. Essential VANET objective is
to build street wellbeing, enhancing transportation framework and expanding vehicle
security. To carry out this, automobile go about as sensors as well as interchange
threatening that empower the drivers to respond ahead of schedule to strange and
conceivably risky circumstances like accidents, congested roads. Rather than wellbeing
applications it likewise gives comfort applications to street clients. For instance web
access, internet business and interactive media applications. Through web access cli-
ents can download song, fire messages and take part in recreations. Different appli-
cations which were produced in mutual attempt of different administration and vehicle
maker several of them are ADASE2, CAMP.
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In Fig. 1, VANET architecture is shown along with its communication types.

Vehicle to Vehicle (V2V) – Considering this Vehicle to Vehicle communication as
appropriate for the favor of small collection vehicular system. It gives immediate
security, quick and trustworthy. It needn’t bother with any roadside foundation. It isn’t
extremely helpful in the event of meagerly associated system or little thickness
vehicular system. In V2V cautioning significances be communicated from automobile
to automobile.

Vehicle to Roadside (V2R) – Vehicle to Roadside gives correspondence amongst
automobile and the wayside entities. It composes utilization of prior system framework,
for example, remote access hub. In V2R cautioning communication are send to way-
side entities and afterward from that wayside entities cautioning communication send to
the automobile.

Vehicle to Infrastructure (V2I) – In VANET, Vehicle to infrastructure communi-
cation gives long operating vehicular systems.

2 Routing Protocols in VANET

The existing routing protocols in VANET are classified into numerous groups such as
Position based routing, Topology based routing, Geographic routing, Geocast routing,
Cluster based routing, and Broadcast routing.

Fig. 1. VANET architecture
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• Topology based routing do package sending through utilizes the connections be
present in the system. Different sort of routing based on topology are Reactive,
Proactive, and Hybrid. Proactive protocols are generally based on table driven
routing e.g. OLSR, FSR, and TBRPF. Receptive protocols are examples of routing
protocols that are on demand and may diminish operating cost originated by
proactive type routing protocols. It utilizes way toward flooding e.g. DSR, AODV,
and TORA. Hybrid protocols will try to minimize manage operating cost of
proactive type routing protocol and it is blend of receptive and proactive routing
protocols e.g. HARP and ZRP.

• In position based routing protocols each hub be familiar with it’s neighbor by
utilizing GPS data. It doesn’t keep up any direction-finding chart. These protocols
need learning as regards neighbor hubs and target hubs to propel small package
effectively. Hi post or reference point post is utilized to refresh the data. A supply
hub utilizes hi post to discover area of the neighbors. Situation data of all hubs and
automobiles are distinguished by region services. Different position categorized
routing protocols are GSR, GPSR, A-STAR, BMFR, GYTAR, BMAR, and
AMAR.

• In Cluster oriented routing protocols, means of transportation near every node frame
a cluster. Accordingly, there can be two kinds of correspondences intra-cluster and
inter-cluster. In intra-cluster means of transportation speak with each other means of
transportation by means of the immediate connections and in inter-cluster means of
transportation speak with each node utilizing cluster leader.

• Broadcast oriented routing protocols otherwise called flooding based routing pro-
tocols that broadcast data toward the most extreme hubs while a mischance
happens.

• Geocast routing protocols otherwise called the area type routing protocols that may
be utilized to propel messages present in the chose zone referred as Zone of Rel-
evance. The referred protocols are isolated into beaconless and beacon based
conventions. Beaconless are Cached Geocast, Abiding Geocast, ROVER, DG-
Castor, DTSG, Mobicast routing, and Constrained Geocast. Beacon based are DRG
and IVG.

3 Related Work

Authors in [1] worked upon examined regarding different uses of VANETs like smart
transportation appliances, ease functions, crash shirking, agreeable driving, traffic
enhancements, instalment services and area based services every one of these functions
enable vehicle drivers, to stay away from blockage on street, and keep up security and
any more. At that point in the given paper, they talked on the subject of the advantages
as well as disadvantage of different routing protocols.

Authors in [2] evaluated different place based routing protocols specifically GSR,
GPSR, A-STAR, BMFR, AMAR, GYTAR and BMAR. Routing protocols based on
position utilizes the GPS data to pick following sending step. The referred protocols
have need of learning regarding neighbor hubs along with goal hubs to forward the

466 A. K. Luhach et al.



packets effectively. Hi post or beacon post are utilized to refresh data. A supply hub
utilizes hi communication to discover area of the neighbors. The situation data of every
single one hub and automobiles are distinguished by their location services. The
authors simulated protocols EBGR, GyTAR, B-MFR on two parameter bundle con-
veyance proportion and end-to-end defer.

Authors in [3] matched up to execution factors related to three distinctive VANET
based routing protocols which are DSDV, DSR, and AODV. In adhoc network, on
request distance vector routing protocol is used to set up a path while information
packet remit by the hub it keeps up directing table moreover inside assured time stage if
hub isn’t utilized then it gets erased from the existing table. On the other hand, in
destination sequenced based distance vector it utilizes the bellman ford algorithm
where each hub keeps up a routing table. It utilizes two way sorted renew packages
incremental packets and full dump. In dynamic source based routing the source hub
remit RREQ package through assistance of different hubs to a specific target moreover
while package achieves target then it remits RREP bundle to goal. At that point in this,
they thought about every one of these protocol on different parameters which
demonstrate no protocol carry out fit.

Authors in [4] has worked upon the two blends first one is GPSR having grid
location service (GLS) known as HRGLS hybrid routing and grid location service
furthermore second one works with hierarchical location service referred as HRHLS
hybrid routing and hierarchical location service. This research works for directing
packet GPSR utilized locality data. Further, to locate correct target place, package is
remit to the old target location and as of that previous location nearby area ask for send
to get back the correct place. Here the GLS and HLS calculations are adjusted by
HRGLS and HRHLS where previous place is utilized to onward information bundle At
that point middle hub send location appeal to locate the new target.

Authors in [5] examined planned routing method that is blending of Hierarchical
location service and geographic routing protocol greedy perimeter stateless routing. All
routing packets are dealt with by the GPSR protocol and hierarchical place service.
Further benefit is utilized to discover object location. Major issue that emerges here is
place operating cost considering the resource and object are far away. Thus mix of HLS
service and GPSR protocol will diminish operating cost and enhance system
exhibitions.

Authors in [5] projected a hybrid approach where, mixture of HLS location based
service and GPSR protocol is used. With the help of predictable position, location
based service and movement prediction based joint routing, route to destination is
originated. Therefore, to accomplish expected object place unit with assistance of
middle hubs, it utilizes older route yet it carries a downside that if moderate hub have
been displaced or changing their current speed then it can’t utilize older route to come
to evaluated cell for spreading and at whatever point packet comes to at halfway hubs
these hubs needs to check the course to the object causes moderate information
exchange issue. They additionally clarified proposed modifications in algorithm in
these two algorithm may be utilized initially Location based services HLS where two
functions are utilized Predictposn and Poslookup. Secondly, the GPSR protocol
wherein two functions are forward packet and GPSRemit The issue may be settled by
picking vehicles having comparative speed to source hub working as transitional hubs.
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4 Problem Definitions and Objective

In vehicular ad hoc network, the vehicles exchange information with every one uti-
lizing dedicated short range communication (DSRC). Data that is traded among
vehicles is typically identified with traffic related monitoring services, visitor directing
data, common risks and so forth. The vehicles move indiscriminately speeds when
contrasted with the hubs in portable specially appointed systems where versatility of
hubs is generally less. The data must be agreed to the target automobile precisely
without influencing it i.e. that ought not rely on the speed of the automobiles. At
whatever point the target automobile moves starting with one place then onto the next,
the supply automobile needs to communicate the path appeal keeping in mind the end
target to discover a appropriate route to target. Hence, there emerges requirement for
routing protocol which have to be intended for the vehicular ad hoc systems so as to
directing operating cost is limited. In the existing research work the authors proposed a
technique so as to discover a route amongst source and goal vehicle utilizing hierar-
chical location service and hybrid routing that makes utilization of the greedy perimeter
stateless routing along with location services and mobility guess. As indicated by
PHRHLS, at whatsoever point the source hub needs to transfer information to goal
automobile. GPSR protocol may refer the location services with a specific end object to
locate the crisp route to the end. It gauges the new region of the object utilizing
movement angle and speed i.e. track of automobile. Subsequently starting place
advances the information significance toward the hubs with the aim of has past track to
the goal and when information achieves the transitional hub which is situated close to
the assessed position of the goal at that point path request message is communicated to
discover correct place of the object. The weakness in the given approach is that
intermediary vehicular hubs may have changed the speed i.e. may turn out to be slower
or speedier. Therefore sending the information through the middle hub before com-
municating the route request message might cause issue if moderate hubs have shifted
their speed constraint so the accompanying purpose have to meet up to beat the issue of
time-consuming information transmit.

5 Research Methodology

The entire system can be organized into specific cells. It is expected that automobiles in
a specific cell will approach street side entity. The street side entities will follow the
speed of the automobiles traveling in its area. As the automobile be in motion at more
prominent velocity in vehicular ad hoc networks, connection splintering among those
circumstances is normal. Keeping in view the ultimate goal to diminish system over-
head that is caused by connection breakage, utilization of idea for choosing way from
source and to goal automobile comprising of hubs that are moving generally at an
indistinguishable speed from source vehicle with the goal that connection splintering
may be narrowed. Each time source hub needs to transfer information to goal auto-
mobile, source hub will send inquiry reminder to street side unit alongside its speed.
Street area entity on accepting question give answer reverse to supply automobile with
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automobiles traveling at moderately similar rate as the resource automobile. The supply
automobile will drive information to the goal utilizing the data gave by the street side
units.

6 Proposed Algorithm

Procedure 1

1. Start to send data packet from vehicle s to vehicle d.
2. Request send to RSU unit within the cell where vehicles is located.
3. If RSU has information of vehicle d then receive the data packet from vehicle s

otherwise follow Procedure 2.
4. Send the data packet received from vehicle s to vehicle d using intermediate RSUs.
5. Finally the packet received by RSU of the destination vehicle’s cell zone RSU.
6. Locate the actual position of vehicle d using HLS and then transfer the data packet.
7. Update the actual position and speed of the vehicle d to source cell RSU.

Procedure 2

1. Request neighbor vehicle for speed update and request for further update of other
vehicles in the network.

2. Accept the request for path creation from those neighbors whose speed is relative to
the source vehicle node s.

3. When path created, start to send the data packet to the neighbor’s vehicles.
4. Update the destination position and speed to cell zone RSU for further successful

communication setup via intermediate RSUs.

7 Performance Evaluations

The simulation parameters that have been taken are listed below (Table 1).

In this graph the red line represents the old delay and green line represents the new
delay. This graph shows the RGPSR have less delay as compared to the GPSR. The
enhanced protocol gives better result in terms of delay as compared to previous pro-
tocol (Fig. 2).

Table 1. Simulation parameters

S. No Parameter Value

1 No. of lanes 4
2 Transmission range 250 m
3 Wireless medium IEEE 802.11
4 Simulation time 100 s
5 Grid Size 4 � 4
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(a) Delay

(b) Packet loss

(c)Throughput

Fig. 2. (a)–(c) The performance of enhanced protocol (Color figure online)
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8 Conclusion

The framework is better as far as execution measures when contrasted with the current
framework. The framework gives more proficient way to broadcasting route request
message when contrasted with the current framework. To decrease the overhead
originated by connection breakage we capture relative velocity of automobiles as for
source hub as the middle of the road hubs and discover the way from source to goal.
This will offer the more solid way when contrasted with past one. This work tends to
expand packet delivery ratio and works on minimizing the average latency when
contrasted with the current framework. This planned and proposed approach offers
better performance as compared to literature.
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Abstract. The recent advances in cellular technologies have led to the intro-
duction of 4G, LTE and 5G wireless services, with the usage of OFDM which is
complex in computation but can easily be taken care of. The paper made an
attempt to highlight the characteristics of two standards of IEEE to keep an open
option for selecting devices. The proposed system utilizes the concept of mul-
tihop relay and has handled power consumption at the mobile station for battery
utilization under high mobile environment. An attempt is made to calculate the
power utilization at all the nodes to analyze the power consumed at the base,
mobile and relay node in IEEE standard 802.11 and 802.16. Different energy
and battery models were used for enhancing the performance. To increase the
spectrum of the signal CDMA is used in between RN and BS and OFDMA is
used in between BS and MS. The objective is to check for an optimal solution in
between two standards of IEEE 802.11 and 802.16 if any one of it is to be
selected.

Keywords: Multi-hop � Duracell-AA � AAA
Code division multiple access (CDMA)
Orthogonal frequency division multiple access (OFDMA) � Relay node (RN)
Mobile station (MS) � Base station (BS)

1 Introduction

The major challenges in current technological advancement is to make old technology
based devices compatible with new ones and managing disconnectivity, power opti-
mization, minimizing the battery usage along with maximizing features at the MS. As
the mobile stations moves with high speed, the battery utilization is wasted, to over-
come this; many attempts were made to reduce the power consumption when MSs
communicate with the BSs. The scenarios are designed by using 802.11, 802.16 with
and without relay node and added with more features of battery model, energy models
and different modulation techniques have been applied to increase the signal capturing
facility. The concept of selecting a station type as that of base and subscriber type is
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available only in IEEE 802.16 but not in 802.11, still the scenario can be designed as
that of destination and source with CBR connecting the source and destination node in
IEEE 802.11. The provision to enable OFDMA at the MAC layer is available in IEEE
802.16 only. Therefore the OFDMA burst received and forwarded to MAC is analyzed
only in IEEE 802.16. To model the PHY layer certain characteristics need to be
incorporated at the source and the destination end like modulation, coding, noise,
interference and antenna gains. In QualNet 7.4, a MAC Layer interface consists of
Ranging type as normal or CDMA, normal type represent OFDMA modulation by
default. The PHY component caters to signal transmission, reception and reflects the
effects of the MAC, distortions and interference. As far as latest network scenarios and
technology development are concerned, power optimization should be the foremost
concern for NGN (Next Generation Networks) when battery discharges while expe-
riencing high mobile environment. Minimizing the battery usage for enhancing the
network performance as well as maximizing the proper utilization is a big challenge.
Two ray pathloss model with −111dBm propagation limit and signal propagation speed
of 3E8 are used for all the architectures in consideration. At the network layer, the
details of AODV route request and reply can be generated for 100 buffered packets of
size 512 bytes transmitted with maximum velocity of 10 m/s.

The rest of the paper is organized as follows: Sect. 2 provides a brief description of
related work, Sect. 3 describes about topologies or architectures designed and ana-
lyzed, Sect. 4 discusses the result analysis of power consumption, energy models and
its statistical analysis. Section 5 portrays conclusion and future research scope.

2 Related Work

The related work surveyed is summarized as follows:
The main aim of the proposal is to reduce power consumption for which concepts

from the different papers were explored, Surveyed and adapted- Paper [1] is about the
routing algorithms, energy models, battery model and propagation model. The different
energy models discussed include user defined, Mica motes, Micaz and Generic col-
laborated with linear battery model and two ray propagation model. [2] Suggested
considering both the total transmission energy consumption of routes and the residual
power of the nodes for designing the system with minimum total transmission power
above some threshold. Realistic consumption model [3] is used for calculation of
energy cost, using channel quality as parameter for ensuring successful delivery of
packet. Efficiency of protocols is evaluated [4] for energy consumption indicating their
usage of node’s energy, taking into consideration nodes density and mobility. A new
approach for optimizing power consumption in MANETs has been proposed and
implemented [5] by introducing a threshold value on each node and transmitting the
equal length of packet on the route. [6] specifies using the multi-hop relay networks to
improvise the range of the existent cells and analyze the power saving obtained, but
still none of the above have taken up the issue of high mobile environments, such as
those experienced while moving in high speed trains, and analyzed networks accord-
ingly. Hence, this paper takes up this task and analyzes as well as compares the
performance of the existent topologies with the multi-hop relay topologies. Paper [7]
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discusses the upshot of power optimization in Mobile stations. Different levels of
power were taken as input using user defined energy model at different nodes
depending on their requirement.

3 Architectures

Qualnet is used to design the architectures with *.cpp, *.pcm, *.utl and *.h files to
obtain the required functionality in collaboration with visual studio c++, which helps in
generating *.stat and *.config files. The parameters used for designing this continental
network topologies with high mobile environment is depicted in Table 1. 3D view of
the network with BS, SS, internet and point to point links is shown in Fig. 1. The
network consist of one base station, one relay station, three mobile stations, two
subnets, CBR (constant bit rate) and point to point links, with random wave point flags
as shown in Fig. 2.

Node 7 is acting as base station and node 1, 2 and 3 are acting as subscriber stations
which moves along the random path set using random waypoint model denoted by red
flags as shown in Figs. 2 and 3. Node 7 is connected to mobile nodes using a subnet
and the traffic is regulated from base to subscriber station using CBR (represented by
Green line). The relay node acts as a caching node, which is an intermediate node
connecting a source and destination node in wireless network used to store and transmit
the data. The shaded circles around the node 1, 3 and 7 are the transmitting regions.
The light green arrow head shows the direction of packet transmission in between node
1 to node 7. The blue dotted line shows the connectivity of node 1, 2, 3 to the subnet
192.0.3.1. Three CBR links are used to connect one source and three destination nodes
for transmitting data using AODV routing protocol. A relay node is being added in
between base and mobile stations connected by a subnet 190.0.3.2 while the relay and
base are connected with a subnet 190.0.3.1 as shown in Fig. 2. As node 2 is far apart
from the base station it receives fewer packets. The reason for taking less number of

Fig. 1. 3D view of BS, SS, subnet and CBR

474 F. Taranum et al.



nodes in the scenario is to ease out the comparison parameters used to measure the
performance metrics. The nodes 1, 2, 3, 7 & 8 are with addresses 190.0.2.2, 190.0.2.1,
190.0.2.4 and 190.0.3.2 and 190.0.2.5 respectively. The mobile nodes moves along the
path of random wavepoint model and the nodes at the shortest distance to mobile
station get good reception and throughput, which be interpreted from node 1 and 3. The
base station and relay are connected with same subnet and all mobile stations and relay
are connected by another subnet.

The Fading model used is Ricean fading model as it supports scenarios in which the
sight signal is dominant signal seen at the receiver and for line of sight communication.
A fading model calculates the effect of changes in characteristics of the propagation

Table 1. Network parameters used in the scenario

Parameter Value

Qualnet version 7.4
Terrain size 1500 * 1500 m
Physical layer 802.11b Radio/802.16 Radio
Mobility model Random waypoint
Fading model Ricean
Traffic type CBR
Network layer IPv4
Routing protocol AODV
Simulation time 60 s and 15 min
Frequencies 2.4 GHz
No of channels 2
Gaussian component file default.SR10000.fading
Battery model Service life Estimator/Residue model
Max transmission power at
PHY layer, power transmission

50 dBm, 802.16 = 20 dBm, 802.11 = 15 dBm

Energy model User-specified
MAC interface ranging type CDMA or normal

Fig. 2. Architecture with relay node Fig. 3. Network transmission
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path on the signal strength. The units of time and average interference are in seconds
and dBm respectively.

The designed scenarios include IEEE 802.16 and 802.11 with relay, energy model,
battery model and CDMA. A default Gaussian Components file, default fading can be
found in INSTALL_DIR/scenarios/default. A segment of this file is SAMPLING-
RATE = 1000 BASE-DOPPLER-FREQUENCY = 30 NUMBER-OF-GAUSSIAN-
COMPONENTS = 16384 used to construct a zero means and unit variance Gaussian
random process. The input parameter must be configured initially for a given battery
type from a battery manufacturer. The categories of the battery model and battery type
used are depicted in Table 2. Service life battery model estimates the total service life
of the battery model which calculates the time taken for the battery to discharge to zero
from start time of simulation. Different types of batteries are used depending on the
usage of battery power at the nodes. Path loss or attenuation is the reduction in density
of a signal when it propagates through medium. It is measured to describe the atten-

uation between receiver and transmitter antenna at the PHY layer as a function of
distance or other parameters as shown in Tables 6 and 7.

PCM file contain each entry in time interval of one second to represent a unit load
applied when the battery will be drained by X. PCM are used by Service life estimator
model. The amount of battery drained is more in Duracell AAA, as Duracell AA has
more power and stores more energy i.e. ten times long lasting power than Dura-
cell AAA. The voltage of all the Duracell battery models is 1.5 V. The Duracell batteries
are made of Alkaline-Manganese Dioxide. Residual life estimator uses *.utl files to
provide values to load table files for each battery types. The scenario value column of
Table 3 depicts the assumption made for user defined energy model, which is a con-
figurable permitting user to specify the energy consumption parameters of the radio in
different power modes. The configurable parameters include the power supply voltage
of the radio’s hardware, electrical current load consumed in Transmit, Receive, Idle, and
Sleep modes. The battery model captures the characteristics of real life batteries and can
be used to predict their behavior under various conditions of charge or discharge. The
three Battery models that are supported by Qualnet are Service life time, Linear and
Residue model works with the parameters like system architectures, power management
policies, and transmission power control. The current and voltage are set high at the BS
as it acts as a short range transceiver. The modulation technique used in between BS and
Relay is CDMA for wide spreading range of signal. The amount of default current
consumed and scenarios values considered are listed out in Table 3. The algorithm used

Table 2. Battery types used at the nodes

Battery model Service life estimator Residual life estimator

Battery charge monitoring interval 60 s 60 s
Battery type MS-Duracell AAA,

RN-Duracell AA,
BS-Duracell AA

MS-Duracell
AAA(MN-2400),

BS-Duracell
AA(MX-1500)
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to calculate the power consumption of all the nodes in the designed scenario for
transmit, receive, idle and sleep mode are defined at the physical layer using steps
defined in program code 1. It can be noted that the sleep current load for all nodes is set
to zero. Sleep is enabled if there is a period of inactivity. The reason for selecting user
defined model of energy is to assign required amount of current according to users need.
The formulae listed below are used in pseudo code to measure the amount of current
used at the nodes. The energy consumed by transmitting (Etx) id the length of the packet
with the preamble times the packet rates (i.e. Energy = Power * Time). The user defined

radio energy model allows the user to specify the energy consumption of the radio in
different power modes according to user requirement.
Formulae
The following formulae are used in the energy.cpp files for calculating different
energies

Transmission Energy Consumed Etxð Þ ¼ Transmitting Current * Voltage * Time ð1Þ

Receiving Energy Consumed Erxð Þ ¼ Receiving Current * Voltage * Time ð2Þ

Idle Energy Consumed Eidleð Þ ¼ Idle Current mAð Þ * Voltage * Time ð3Þ

Sleep Energy Consumed Esleep
� � ¼ Sleep Current * Voltage * Time ð4Þ

Total energy consumed ¼ Etx þErx þ Eidle þ Esleep ð5Þ

Power consumption at Mobile station ¼ Etx þErx þEidle þEsleep allMSð Þ ð6Þ

Table 3. Energy model used-user defined

GUI parameter Parameter Default
value

Scenario
value

Transmit current load ENERGY-TX-CURRENT-
LOAD

280 mA BS = 250 mA
SS = 220 mA
RN = 230 mA

Reception load ENERGY-RX-CURRENT-
LOAD

204 mA BS = 220 mA
SS = 200 mA
RN = 210 mA

Idle current load ENERGY-IDLE-CURRENT-
LOAD

174 mA BS = 180 mA
SS = 150 mA
RN = 160 mA

Sleep current load ENERGY-SLEEP-CURRENT-
LOAD

14 mA SS = 0 mA

Supply voltage of the
interface

ENERGY-OPERATIONAL-
VOLTAGE

3 V BS = 5 V
SS = 3 V
RN = 3.5 V
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Power consumption at Base station ¼ Etx þErx þEidle þEsleep all BSð Þ ð7Þ

Power consumption at Relay station ¼ Etx þErx þEidle þEsleep all RSð Þ ð8Þ

Power in dBm is converted to mW ð9Þ

One dBm ¼ doubleð Þ10:0 * log mWð Þ=log 10:0ð Þð Þ ð10Þ

Step 1: 

: 

Initialize the variables:-Duration, actDuration, load, totalIdlePower,  
totalTxPower, Sleep_load to 0, now=getNodeTime();

Step 2

Step 3: 

: 

Check the state of the battery and do the following updations.
If (battery is alive) then
 decrement the battery charge for currently active antennas
load = load– ( load * (no. of active antenna))
else
now = deadtime of battery;
actDuration = (now- starttime) / second

if (actDuratio n< 0) then exit 
else go to step 4

Step 4

Step 5: Printing the output generated
txPower_mW = txPower_mW/numConfigAntennas;
txPower_dBm = (double) 10.0 * (log(txPower_mW) / log(10.0));
Energy consumed in Transmit mode=Et =(totalTxPower *volt) / 3600.0 
Energy consumed in Receive mode =Er= (totalRxPower*volt) / 3600.0 
Energy consumed in Idle mode = Ei  =(totalIdlePower*volt) / 3600.0 
Energy consumed in Sleep mode =Es= (totalSleepPower*volt) / 3600.0 
Total Energy =Et + Er + Ei + Es

End;

Equation to generate values for the variable:
Duration = (now-lastUpdate) / seconds;
actDuration = (now-starttime) / seconds;
Sleep_load = sleep - currentload;
Get no. of configured and active antennas elements from physical layer
inActiveAntennas = numConfigAntennas-numActiveAntennas;
loadTable = load * (actDuration*numActiveAntennas)

For the state from which PHYSICAL is exiting referred as (prevstatus)
If prevstatus = IDLE then

totalIdlePower = totalIdlePower + loadTable + (sleep_load * actDuration *
inActiveAntennas);

If prevstatus = TRANSMITTING then
totalTxPower = totalTxPower + loadTable + (sleep_load *actDuration*
inActiveAntennas);

If prevstatus = RECEIVING then
totalRxPower = totalRxPower+ loadTable + sleep_load * actDuration *
inActiveAntennas);

If prevstatus=TRX_OFF then
totalSleepPower = powStats. TotalSleepPower + loadTable + (sleep_load *
actDuration* inActiveAntennas));
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Program code 1: Physical Layer _Energy Model.cpp file

The total current consumed at all the mobile stations is calculated separately using
energy consumed in all modes of mobile nodes and compared with the power uti-
lization of the base and the relay node. Program code 1 defined above is used to
calculate the energy consumed by taking input from the properties of physical layer
such as number of configured antennas, packet size, transmission range, transmission
power, data rate and time to live. Network diameter for hops is 35 m with TTL 1, 2, 7
(for start, increment and threshold) are considered for both the standards. Transmission
power is constant 15 dBm in case of 802.11 irrespective of transmitting 1 Mbps to 11
Mbps while 802.16 are fixed to 20 dBm. An analysis of two battery models are made to
estimate the total service life of the battery (i.e. the time it takes the battery charge to
reach zero from the start of simulation) and the remaining service life of the battery at
any time in the simulation using service life model and Residual life estimator.

4 Results Generated and Analysis

The results at the physical layer for all the nodes with the standard IEEE 802.11 and
802.16 are shown in Figs. 4, 5, 6, 7 and Figs. 8, 9, 10 respectively. The average energy
consumed in IEEE 802.16 is less when compared to 802.11, therefore while selecting
the technology it is better to go with 802.16 for resolving the issues of power con-

Fig. 4. Transmit mode of 802.16 Fig. 5. Idle mode of 802.16

Fig. 6. Receive mode of 802.16 Fig. 7. Sleep mode of 802.16 and 802.11
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sumption of the mobile devices in mobile environment. The unicast load is same in

Table 4. Battery model and types used in IEEE standards for 60 s

Residual life estimator Service life estimator
802.11 802.16 Battery type 802.11 802.16 Battery type

Node1 2627.11 2648.63 AAA Duracell-MN-2400 1179.29 1182.2 AAA Duracell
Node2 2627.37 2629.83 AAA Duracell-MN-2400 1179.3 1179.45 AAA Duracell
Node3 2627.36 2604.55 AAA Duracell-MN-2400 1179.3 1178.28 AAA Duracell
Node7 2798.01 2797.55 AA Duracell-MX-1500 2775.28 2770.49 AA Duracell
Node8 2795.68 2796.73 AA Duracell-MX-1500 2754.7 2763.59 AA Duracell

Fig. 8. Transmit mode of 802.11 Fig. 9. Idle mode of 802.11

Fig. 10. Receive mode of 802.11 Fig. 11. Unicast load at application layer

Fig. 12. Residual battery model of 802.11 Fig. 13. Service life estimator of 802.11

Fig. 14. Residual battery model of 802.16 Fig. 15. Service life estimator of 802.16
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both the standards and is represented in Fig. 11.
The actual capacity of the battery decreases when the discharge current increases.

With efficiency of 100% the battery last for one hour. The capacity of the battery for all
the nodes of IEEE 802.11 and 802.16 are depicted in Figs. 12, 13 and Figs. 14, 15
respectively. It may be noted from graphs that there is negligible difference in the IEEE
standards. The residual and service life of the battery remains almost same for base and
relay stations but the value of service life estimators at the mobile stations is almost half
when compared to residual model.

The comparsion of residual and service life estimator is shown in Table 4. It may
be noted that the total power consumption calculated using program code 1 in 802.11 is
more at the mobile nodes and the relay node when compared to IEEE 802.16 as shown
in Table 5.

The analysis in Table 6 shows the sig-
nal arrival power at the mobile stations,
base station and relay station.

The analysis shows that the time spent
in transmission at the base node is quite
high when compared to all the mobile
nodes. Average path loss is high for a
node involved in greater transmission. The

rate of signal transmission, utilization and
average signal power are more at the base station for non relay. The average signal
power required is high at the relay node when compared to other nodes in the archi-
tecture. The physical layer utilization is high in relay node when compared to base
node. Therefore the optimal selection is to be based on the results depicted in Tables 6
and 7.

The analysis of IEEE 802.16 standard used in the physical layer of the devices is
shown in Table 7. The entire signals received are forwarded to MAC and are locked by
physical layer. The value 0 in node 2 indicates that node 2 is not reachable. The
Average interference and the noise ratio remain same in both IEEE scenarios. The time
spent in transmission at the base node is quite high when compared to all the mobile
nodes. The rate of signal transmitted, utilization and average signal power is more at
the base station.

Table 6. Results generated at physical layer of 802.11

Simulation time-60 s, Scenario 802.11
Node Id 1 2 3 7 8

Avg. transmitting delay .000000458 .000000464 .000000627 .000000632 .000000639
Utilization 0.00006 0.000053 0.0001345 0.001393 .001171
Avg. signal power −75.193 −75.427 −77.56 −77.807 .538916
Avg. interference −90.97 −90.97 −90.97 −90.97 −90.970077
Avg. path loss 86.72 86.76 89.526 89.587 75.306

Table 5. Comparison of power consumption

Total power
BS MS Relay

802.11 7.5027 11.2520 9.6276
802.16 8.903 9.7111 7.923
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5 Conclusions

The final analysis confirms that 802.16 outperforms in less energy consumption when
compared to 802.11 with AODV routing protocol and hence can be selected for high
mobile subscriber stations. Node 7 is base station which uses its energy for transmit,
idle but not for receive mode. As the sleep duration is explicitly set to 0 for all nodes,
none of the nodes consume any energy in this mode. The closer the placement of node
the better is the transmission.

The power consumed at mobile station in 802.16 = .1797 mA for no relay node
The power consumed at mobile station in 802.16 = 11.37 mA for relay node

The ratio of energy consumed for service life and residue model using AODV-IEEE 802.16 for
mobile nodes using simulation time of 15 s is 3155:3461.09 mAh and for the base station it is
almost double in both cases.

Therefore it is proved that there is reduction of energy consumed at the base station.
The amount of energy consumed at the mobile station is marginally more than the base,
but is less for other scenarios designed with predefined energy models. Further, the
concept of caching at the relay node increases the possibility of spreading the data but
requires more energy to redirect the data to additional nodes. The future enhancement is
to reduce energy requirement at the mobile nodes. Power aware routing algorithms or
DYMO has been proved to save more energy when compared to AODV. Hence, an
extension to this work would be to redesign the architecture using DYMO or other
power aware routing algorithm to further reduce the power consumption.
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Abstract. The main purpose of our paper is to design efficient smartcard based
authentication and session key agreement scheme for wireless sensor networks.
Our scheme uses registration phase for both user and sensor nodes. We analyze
security and simulation results using AVISPA shows that our scheme is secure
against attacks.
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1 Introduction

Wireless sensor networks (WSNs) consists of small sensor devices. These nodes are
deployed randomly over the target region [5, 13]. In WSNs all the sensor node sense
the environment and send the necessary information to Base station. The user then
access the data from Base station. As the communication network is wireless and not
secure any intruder can attack very easily and get/modify the information. Because of
its imminence and delicacy the significant information in transit must be protected by a
secure channel between user and sensor node. For secure channel we require authen-
tication and key agreement mechanism to allow user and sensor node to mutually
authenticate each other. And the communicating entities develop some common ses-
sion key to protect the information from various attacks.

However, it is not easy to directly utilize internet security protocols because of
resource-constrained sensor node. For secure communication over an unreliable
channel, mutual authentication and key agreement between the entities is important. To
improve security, two-factor (2FA) and three-factor authentication (3FA) scheme have
been proposed in WSNs. In 2FA scheme, smart card and password are used to prove
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user’s identity. Therefore, 2FA is less secure. The 3FA scheme consists of smartcard,
password and biometric as credentials. 3FA is more secure then 2FA because biometric
can neither be forgotten nor can be easily guessed. Below we have also discussed
energy model, network model and desired security features in authentication scheme of
Wireless sensor networks.

1.1 Energy Model

In WSNs, sensor nodes are of low battery and they can neither be recharged nor
replaced easily. Therefore, there is a need to save the battery of sensor nodes. The
sensor node consists of transceiver unit, receiving unit, memory and power source. The
transceiver and receiving unit is responsible for sending and receiving the message. As
we know communication, overhead of sensor nodes depends on three factors that is
transmitted, received message and distance between the communicating components.
Base station has high energy compared to sensor node.

Fig. 1. Network model
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1.2 Network Model

The model discussed in [1] is given in Fig. 1 that includes gateway node (GWN), user
(Ui) and sensor node (Sj). Sensor node and user mutual authenticate each other and
then the sensed information is send to user.

1.3 Security Feature

1. User Anonymity: Privacy is very important factor in today’s era. if any intruder
collects all the transmitted message between the communicating parties during the
scheme execution. In this attack, intruder tries to get the identity of user with the
help of gathered messages.

2. User Untraceability: In this attack intruder gets message from different sessions
and check if they belong to same session.

3. Impersonation attack: Under this attack, if any intruder captures the communi-
cating message of the previous sessions. Then it modifies the login request to
access the information not meant for them.

4. Privileged Insider attack: This attack is possible when user sends the password
either in plaintext or in a format that can be easily guessed. The administrator can
misuse the users password resulting in users impersonation.

5. Stolen verifier attack: Some relevant information are stored in database table. To
handle the problem of loss smart card we need such types of table. Under this
attack intruders can get the data from this table

6. Mutual authentication: Mutual authentication is required because user want the
relevant information from specific sensor node that acts as information provider.

7. Session key agreement and verification: The session key generation is is required
for any authentication scheme to provide secure communication. This provide
mutual authentication between the user, sensor node and gateway node.

8. Smart card stolen attack: In this attack, information saved inside the smart card
can easily be obtained by intruder. Any intruder or attacker can guess some pos-
sible password and update it in the storage space of smart card.If intruder is able to
enter correct password he can even act as a valid user.

9. Password guessing attack: Passwords are the primary target for guesswork by an
intruder. It is because users usually tend to select simple passwords from
their acquainted domain for convenience rather than hard ones that are possi-
ble to forget. An intruder can guess a user password from any price-
containing password despite from where intruder obtains this value. The in-
truder will get this value either from some message traveling over an insecure
network or out of the user’s smart card. The necessary thing is that the in-
truder must be able to verify his guess.

10. Known session specific temporary information attack: Under this attack, the
intruder can find the session key if other relevant data is known of that particular
session.
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2 Literature Review

To improve functionalities and security in WSNs, various user authentication schemes
has been discussed in the literature. Watro et al. [2] proposed a user authentication
protocol that uses RSA and Diffie-Hellman that is known as TinyPK but later it had
been found that it suffers from man-in-the middle attack. In the year 2009, Xu et al. [3]
again proposed the protocol based on RSA, as all keys of sensor node and user is stored
there which leads to high memory overhead. Yeh et al. [15] propose an elliptic curve
based protocol. Wong et al. [5] proposed an authentication protocol that uses hash
function and passwords but it is vulnerable to same login-id and stolen-verifier attack.
Tseng et al. [16] proposed a authentication scheme that is based on dynamic identity.
Vaidya et al. [6] found that authentication scheme [16] suffers from replay and main-in-
the middle attack and it suggested an improved 2FA in WSNs. Das’s proposed an
improved protocol base on passwords. Later in 2010, Khan et al. [7] found that it is
vulnerable to privileged insider attack. Holbl et al. [9] claimed that Das et al. [8] is not
perfect and they propose two enhanced protocol. Fan et al. [13] proposed an authen-
tication scheme for two tiered WSNs and it is resistant to Denial-of-Service attack.
Turkanovic et al. [1] is an energy efficient user authentication protocol based on hash
function that provides high security and low computational overhead. However Biswas
et al. [10] found that Turkanovic et al. suffers from various attacks like impersonation
attack, offline password guessing attack, offline identity guessing attack and is not
suitable for practical application. Farash et al. [11] also found that Turkanovic et al. is
prone to smartcard loss attack, session key disclosure etc. Chang et al. [14] revealed
that Turkanovic et al. is suspectible stolen smart card attack, stolen verifier attack and
spoofing attack. Then they found two protocols P1 and P2. P1 is based on hash
function while P2 employs Elliptic Curve Cryptography. We solve the problem of

Table 1. Notations used in this paper

Symbol Description

GWN
SMi
UIDi
Ti
IDsnj

Gateway node
Smart card number (unique)
Identity of user
Timestamp
Identity of sensor node

⧍T
PWi

Transmission delay
Password of user

MKsnj
Bi

Secret key of sensor node
Biometric template

SK Session key
Ru Random nonce generated by user
Rbs Random nonce generated by base station
h(.)
Rsnj

One way hash function
Random nonce generated by sensor node

⊕ XOR operation
|| Concatenation of message
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attacks by suggesting a new secure scheme. The security of our scheme is demonstrated
by formal verification using AVISPA tool.

The remainder of the paper is organized as follows. Section 2 discussed literature
survey. In Sect. 3, we present a novel three-factor authentication using smart card, which
is efficient and provides mutual authentication. In Sect. 4 AVISPA tool is used for formal
security verification of our authentication scheme. Finally, Sect. 5 concludes the work.

3 Proposed Scheme

In this section, we propose an user authentication scheme for WSNs environment. Here
we will check for authorized user and the sensors before the message transmission
starts. The list of notation used throughout this paper is given in Table 1. Our scheme
consists of (1) sensor registration phase; (2) user registration phase; (3) login phase;
(4) authentication and key agreement phase.

3.1 Sensor Node Registration Phase

Initially GWN deploy sensor node (SNj) and their identity and master key in memory
of sensor node and assume that intruder cannot extract data from sensors’ memory. The
following steps are executed to registration SNj:

3.2 User Registration Phase

In user registration phase, user register itself to base station and base station provides
smartcard to him. The following steps are executed to register user with the base station.

Step 1: Sensor node computes:
and 

Step 2: BS checks if  is correct. Then GWN authenticates sensor 
node and stores its identity in the database.

Step 3: Then GWN sends an acknowledgement message to the sensor node.
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3.3 Login Phase

In login phase user needs to enter its secret value like identity, password etc.; they are
first verified and then login information is sent to GWN.

3.4 Authentication and Key Agreement Phase

In the authentication and key agreement phase phase, mutual authentication is estab-
lished and a key for that particular session is generated between user, gateway node and
sensor node.
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4 Security Analysis Using AVISPA Tool

AVISPA (Automated Validation of Internet Security Protocols and Applications) is
widely accepted tool for formal verification to check if a given security scheme is safe
or not safe.

The code is written in HLPSL language that is converted to IF format by using
hlpsl2if translator. The hlpsl2if generates a specification in IF format. It is a lower level
then HLPSL and it can be easily understand by AVISPA tool. It can implements four
back-ends. These back-ends are called On-the-Fly Model-Checker(OFMC), Constraint
Logic based attack searcher (Cl-AtSe),SAT-based model checker (SATMC) and Tree
Automata based on Automatic Approximations for the analysis of security protocols
(TA4SP). The OUTPUT FORMAT (OF) is generated based on these back-ends. The
result is generated in OF format that gives the information regarding the safety of
scheme or under what condition the output is obtained.

The simulation result of our scheme using and CL-AtSe and OFMC are shown in
Figs. 2 and 3 respectively. The intruder has been provided public data in session and it
can cooperate with other role of scheme. Its goal is to find attacks, compromise the
legitimacy of entities, etc. This verifies whether the security goal can be achieved or
not. It is clear from the Figs. 2 and 3 our authentication scheme is safe against active
and passive attacks.

Fig. 2. HLPSL Result-1 for CL-AtSe
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5 Informal Security Analysis

We will also analyze different type of attacks for security analysis of our proposed
scheme.

User Anonymity: Suppose any intruder access the login and authentication infor-
mation. But these values are protected by hash function and Random nonce Ru and
Rbs. As these values are different during two login message. Hence intruder cannot find
any relationship between them. Hence, our scheme preserves user anonymity.

User Untraceability: To trace a user, intruder captures the message involved in dif-
ferent sessions to check whether the fields belong to same user. However, it cannot
trace each message involved different values. As message of each session are also
different. Hence, our scheme resist user untraceability.

Impersonation Attack: To impersonate user or base station, the intruder needs to
know the identity of user UIDi and the value of hðUIDijjRbsÞ that is not possible. For
this, the intruder needs to know the correct password and the biometric information.

Mutual Authentication: As public messages are passing through the unreliable
channel, therefore mutual authentication is essential between the participants. During
the execution of our scheme, each participant authenticates each other with the help of
message passing.

Session Key Agreement: If authentication is successful, then session key is estab-
lished between user and sensor node. If random nonces are secret, then only our session
key is secret. As we can see these values are well protected. Even if an adversary gets

Fig. 3. HLPSL Result-2 for OFMC
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the session key he/she will not be able to past or future session key as random nonce
are different in each session. Hence our scheme achieves session key agreement.

Smart Card Stolen Attack: In this attack, an adversary attempts to retrieve user and
base station confidential information. As each information is stored in an encrypted
form so its very difficult to guess user identity and password. Therefore our scheme
resist smart card stolen attack.

Password Guessing Attack: As our message through which communication takes
place does not contain password. Therefore extracting password from public message is
difficult in our scheme.

Known Session Specific Temporary Information Attack: In this attack, even if
attacker knows the random nonce of user or base station or sensor node and try to
calculate session key. The session key not only depend on random nonce but also
depend on identity of user and sensor node. But it is very difficult to get the identity.
Hence, our scheme is secure against these attack.

6 Performance Analysis

This section compares our scheme with performance of other schemes based on their
communicational and computational overhead. Since sensor nodes are restricted with
respect to its capacity, computational and communicational capabilities, energy etc.;
therefore proper attention needs to be given to computational cost of security schemes
for WSNs. As discussed in Sect. 1.3 we have found that our scheme is secured against
these attacks.

6.1 Comparison of Computation Cost

In Table 2, we have found and also compared the computation cost of our scheme with
other related scheme, like Turkanovic et al.’s [1], Das et al.’s [8], Holbl et al.’s [9] and
Farash et al.’s [11]. We have considered the computation cost for user, gateway node
and sensor node. We have only considered the hash function in the computation cost..
From this table, it is clear that our scheme is better as compared to other schemes. We
have used Th for hash computation and have assumed its value as 0.0004 ms as given
by experimental analysis done in this paper [1]. In our scheme, the computation cost
during the different phases for User, gateway node and sensor node are 12Th, 15Th, and
5Th respectively. As hash function is very efficient sensor node does not require much
computation cost. We have summarized the computational cost and running time of our
scheme and other schemes [1, 8, 9, 11] in Table 2. From the table we can say, that our
scheme is suitable for wireless sensor network.
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6.2 Comparison of Communication Cost

We have compared the communication cost of our scheme with other related scheme,
such as Turkanovic et al.’s [1], Das et al.’s [8], Holbl et al.’s [9] and Farash et al.’s [11].
This cost depends on length of the messages during the communication. For efficient
message transmission, the communication cost should be as small as possible. In our
scheme, the total communication cost for user, gateway node and sensor nodes of all is
3968 bits. The communication cost of our scheme and other discussed scheme is given
in the Table 3. From this table we can say that our scheme achieves better performance
as compared to other discussed scheme.

7 Conclusion

In this paper, we contributed an efficient three-factor user authentication scheme by
reducing the consumption of energy for sensor nodes. We simulated our scheme using
AVISPA tool for security verification and the results shows that our scheme is secure

Table 2. Computation cost and running time.

Computation
cost for user

Computation
cost for GWN

Computation cost
for sensor node

Total
cost

Running
time (in ms)

Turkanovic
et al.’s [1]

7Th 5Th 7Th 19Th 0.0076

Das et al.’s
[8]

5Th - 5Th 10Th 0.0040

Holbl et al.’s
[9]

4Th 7Th 3Th 14Th 0.0056

Farash
et al.’s [11]

11Th 7Th 14Th 32Th 0.0128

Ours 12Th 15Th 5Th 32Th 0.0128

Table 3. Communication cost of our scheme and others

Communication
cost for user (in
bits)

Communication cost
for GWN (in bits)

Communication cost for
sensor node (in bits)

Total
cost (in
bits)

Turkanovic
et al.’s [1]

3200 1408 1772 6380

Das et al.’s
[8]

0 768 768 1436

Holbl
et al.’s [9]

0 768 768 1436

Farash
et al.’s [11]

2816 1152 1664 5632

Ours 1024 1280 1664 3968
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against active and passive attacks. The mutual authentication and session key is also
established in our scheme. The performance analysis shows that our scheme is efficient
as compared to the other discussed scheme with respect to communication cost,
computation cost and running time. Our scheme also achieves better login phase, very
secure session key, strong security protection etc. The overall efficiencies, security and
functionalities justify that our scheme is suited for Wireless sensor networks.

References

1. Turkanovic, M., Brumen, B., Hölbl, M.: A novel user authentication and key agreement
scheme for heterogeneous ad hoc wireless sensor networks, based on the internet of things
notion. Ad Hoc Netw. 20, 96–112 (2014)

2. Watro, R., Kong, D., Cuti, S.-F., Gardiner, C., Lynn, C., Kruus, P.: Tinypk: securing sensor
networks with public key technology. In: Proceedings of the 2nd ACM Workshop on
Security of Ad Hoc and Sensor Networks, pp. 59–64 (2004)

3. Xu, J., Zhu, W.-T., Feng, D.-G.: An improved smart card based password authentication
scheme with provable security. Comput. Stand. Interface 31, 723–728 (2009)

4. Singh, S., Chand, S., Kumar, B.: Heterogeneous HEED protocol for wireless sensor
networks. Wirel. Pers. Commun. 77, 2117–2139 (2014)

5. Wong, K., Zheng, Y., Cao, J., Wang, S.: A dynamic user authentication scheme for wireless
sensor networks. In: Proceedings of the IEEE International Conference on Sensor Networks,
Ubiquitous, and Trust worthy Computing, vol. 1, pp. 8–17 (2006)

6. Vaidya, B., Silva, J.S., Rodrigues, J.J.: Robust dynamic user authentication scheme for
wireless sensor networks. In: Proceedings of the 5th ACM Symposium on QoS and Security
for Wireless and Mobile Networks, pp. 88–91 (2009)

7. Khan, M.K., Alghathbar, K.: Cryptanalysis and security improvements of two-factor user
authentication in wireless sensor networks. Sensors 10, 2450–2459 (2010)

8. Das, A.K., Sharma, P., Chatterjee, S., Sing, J.K.: A dynamic password based user
authentication scheme for hierarchical wireless sensor networks. J. Netw. Comput. Appl. 35
(5), 1646–1656 (2012)

9. Turkanovic, M., Hölbl, M.: An improved dynamic password-based user authentication
scheme for hierarchical wireless sensor networks. Elektronika Ir Elektrotechnika 19(6), 109–
116 (2013)

10. Amin, R., Biswas, G.P.: A secure light weight scheme for user authentication and key
agreement in multi-gateway based wireless sensor networks. Ad Hoc Netw. 36, 58–80
(2016)

11. Farash, M.S., Turkanovic, M., Kumari, S., Hölbl, M.: An efficient user authentication and
key agreement scheme for heterogeneous wireless sensor network tailored for the internet of
things environment. AdHoc Netw. 36, 152–176 (2016)

12. Manju, Chand, S., Kumar, B.: Selective a-coverage based heuristic in wireless sensor
networks. Wirel. Pers. Commun. 97(1), 1623–1636 (2017)

13. Fan, R., di Ping, L., Fu, J.-Q., Pan, X.-Z.: A secure and efficient user authentication protocol
for two-tiered wireless sensor networks. In: Proceedings of the Second Pacific-Asia
Conference on Circuits, Communications and System (PACCS 2010), vol. 1, pp. 425–428
(2010)

14. Chang, C.C., Le, H.D.: A provably secure, efficient and flexible authentication scheme for ad
hoc wireless sensor networks. IEEE Trans. Wirel. Commun. 15(1), 357–366 (2016)

494 D. Singh et al.



15. Yeh, H.-L., Chen, T.-H., Liu, P.-C., Kim, T.-H., Wei, H.-W.: A secured authentication
protocol for wireless sensor networks using elliptic curves cryptography. Sensors 11(5),
4767–4779 (2011)

16. Tseng, H.-R., Jan, R.-H., Yang, W.: An improved dynamic user authentication scheme for
wireless sensor networks. In: Proceedings of the Global Telecommunications Conference
(GLOBECOM 2007), vol. 1276, pp. 986–990 (2007)

17. Singh, S., Chand, S., Kumar, B.: Multilevel heterogeneous network model for wireless
sensor networks. Telecommun. Syst. 64(2), 259–277 (2016)

Anonymity Preserving Authentication and Key Agreement Scheme for WSNs 495



Performance Investigation of Energy Efficient
HetSEP for Prolonging Lifetime in WSNs

Samayveer Singh1(&) and Pradeep Kumar Singh2(&)

1 Department of Computer Science Engineering, Bennett University,
Greater Noida, UP, India

samayveersingh@gmail.com
2 Department of Computer Science and Engineering,

Jaypee University of Information Technology, Waknaghat, HP, India
pradeep_84cs@yahoo.com

Abstract. In this work, we investigate the performance of heterogeneous stable
election protocol (HetSEP) for prolonging the network lifetime. An order-5
heterogeneous energy network model is proposed in this work that can defines
the order-1, order-2, order-3, order-4, and order-5 heterogeneity. We consider the
SEP protocol to calculate the lifetime of the network and consequently describe
its accomplishments as HetSEP-1, HetSEP-2, HetSEP-3, HetSEP-4, and
HetSEP-5. The SEP protocol is HetSEP-1 in which all the sensor nodes have
same amount of energy. The HetSEP-2, HetSEP-3, HetSEP-4, and HetSEP-5,
contain two, three, four, and five orders of energy, respectively. The network
lifetime increases as increasing the order of heterogeneity. The HetSEP-2,
HetSEP-3, HetSEP-4, & HetSEP-5, prolong the lifetime of the network 100.39%,
126.12%, 186.56%, & 285.67%, in respect to the increase the energy of the
network by 65.0%, 72.58%, 107.10%, & 208.40% with respect to the HetSEP-1.

Keywords: Network lifetime � Heterogeneity � Round
Stable election protocol

1 Introduction

Now a day, a wireless sensor networks (WSN) have turn out to be an attractive
technology, where WSNs deployed easily without increasing the cost of the network in
terms of communication infrastructures. These networks become popular because it
takes very less time in installation where we want to perform monitoring task in the
environment. Sensor networks are a network of network that includes a low size, low
battery power, low memory, and low complex devices, known as sensor nodes.
A WSN consists of thousands of thousand of sensor nodes installed with different
communication, sensing, storing and computing abilities. In the monitoring environ-
ment, every sensor has the facility to capture the object in the monitoring environment
of an activity and these sensor nodes perform calculation, and computations of the
received data from the monitoring environment. Each node create communicates
between the sensor nodes and its peers for collecting the monitored data and forward
the sensed data to the base station (BS) with the help of other sensor nodes. A lot of
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protocol are exits for data collection from the monitoring environment, and these are
energy aware for prolong the lifetime of the network because the substitution of the
battery power of the nodes is a extremely complicated practice, once upon a time these
sensor nodes have been installed in the monitoring environment. Sensor networks can
efficiently utilized the battery power of sensor nodes by considering the different
protocols for increasing the lifetime of wireless sensor networks [1]. There are two
possible ways to deploy the sensor nodes in the monitoring area namely determinis-
tically or randomly. The deployment of the sensor nodes in the deterministic fashion
are additional favorable in different applications such as physically accessibility of the
nodes are easy or nodes are placed manually in the monitoring locations. Example are
as follows for the deterministic fashion deployment the line in sand for target tracking,
city sense for urban monitoring, soil monitoring, etc. Another way of sensor node
deployment is the random deployment where sensor nodes are not physically inac-
cessible in the monitoring area, for example, Mines, bird observation on Great Duck
Island etc. In random deployment environment, the nodes are jumped down through an
aircraft.

Longevity of the network for prolonging the lifetime of networks is the most
important issue in wireless sensor networks, which is directly or indirectly influenced
by the energy of network. There are two possible ways to increasing the lifetime of
wireless sensor networks, firstly add some extra node in the monitoring environment,
and secondly, increase the energy of the existing sensor nodes. Adding some extra node
in the monitoring environment is the ten times costlier to increasing the energy of the
exiting nodes. Therefore, increasing the energy of the existing nodes is the best way to
increasing the lifetime of the networks. The categorizing the sensor nodes into groups
are an efficient way for utilizing the network energy called clusters where each cluster
has a master sensor node and it is also called the cluster head. This type of nodes has
several member nodes and usually called member of the cluster. The cluster head
generally performs the data fusion and data aggregation in order to have longer life-
time, the network should have good amount of energy. The wireless sensor networks
with different energy levels are called heterogeneous WSNs [2]. In this paper, we
propose a 5-order heterogeneous network model for wireless sensor networks to
increasing the network lifetime. This model is capable to define order-1, order-2, order-
3, order-4, and order-5 heterogeneity. The order-1 describes single type of nodes in a
network in term of energy i.e., homogeneous network. The order-2, order-3, order-4,
and order-5 describe two types, three types, four types, and five type sensor nodes,
respectively. The election of cluster heads probabilities are weighted by the initial
energy of a sensor relative to that of other sensors in the network.

The rest of the paper is organized as follows. Section 2 discusses the literature
review based on clustering. Section 3 discusses the proposed heterogeneity network
model for five order of heterogeneity. In Sect. 4, experimental results are discussed and
finally in Sect. 5, the paper is concluded.
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2 Related Work

Now a day’s WSNs have attracted several researchers due to their potential applications
and challenges. Fruitful applications of the WSNs are as military, environmental,
health, scientific exploration, area monitoring and structural health monitoring appli-
cations, etc. At the same point of time, WSNs have numerous challenges like efficient
use of energy, fault-tolerance, connectivity, simplicity, coverage, robustness, scala-
bility, security, etc. The main challenges in wireless networks are related to the
improvement in network lifetime for longevity of the sensor networks. The lifetime of
the network is an essentially related to the efficient use of energy of the network.
Accordingly, lot of protocols have been developed for increasing the lifetime of
wireless sensor networks by considering different deployment techniques, and
heterogeneous networks models. Papers [6, 10] discuss an extremely first protocol for
prolonging the lifetime in WSNs by Heinzelman et al. in 2000, and this protocol is
known as low energy adaptive clustering hierarchy (LEACH) protocol. In this protocol,
sensor nodes are divided into several groups called as cluster, and a cluster node in each
cluster called cluster head that collects the information from its cluster members and
sends that to the base station (BS), and all sensors don’t send the data directly to the
BS. They send their data through cluster heads that is why this protocol is called
hierarchical protocol. In this protocol, the cluster heads may not be dispersed uni-
formly. The solution of this problem has been given in LEACH-C and fixed LEACH
[10], by dispersing the cluster heads all over the network so that it can produce better
performance in terms of network lifetime and energy consumption.

From the past few decades researcher mainly focuses on the homogeneous network
technologies but recently researchers are shifted to the heterogeneous network tech-
nology because it become more popular due to its better performance. It has been
proved by the researchers that lifetime in case of heterogeneous networks is large as
compare to the homogeneous networks. Due to that region many researchers are shifted
to heterogeneous networks and some works has been done the heterogeneous networks
models. In paper [11], stable election protocol (SEP) is proposed by Smaragdakis et al.
for heterogeneous networks, and it is an extension of LEACH and a very first protocol
in the field of energy heterogeneity. The selection of cluster head in SEP is based on
weighted election probability that can be calculated by the remaining energy of the
nodes and node initial energy. SEP considers two level of heterogeneity, which con-
tains two type of nodes namely normal and advance nodes. In this protocol, advanced
node energy is higher than that of the normal nodes. In paper [13], a distributed energy
efficient clustering (DEEC) protocol is discussed by Qing et al. using 2-level and
multilevel heterogeneity. The 2-level heterogeneity network model is precisely iden-
tical as discussed in [12] and multilevel heterogeneous model, the energy of each node
is arbitrarily to be paid from a given energy interval. Therefore, in this network levels
of energy can be infinite due to random allocation of the energy. This model is hardly
of any use because each node has different amount energy level and designing of such
type of nodes may not be practically feasible. In paper [12], an EEHC protocol for
heterogeneous WSNs is discussed by Mao et al. and it considers 3-levels of hetero-
geneity is discussed by using 3 types of nodes namely: normal nodes, advanced nodes,
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and super nodes. Advanced node energy is higher than normal node energy and the
super node energy is higher than advanced node energy. The selection of cluster head is
based on the weighted election probability so that the sensor nodes energy is efficiently
utilized. In [14] authors discuss a balanced energy efficient network integrated super
heterogeneous (BEENISH) protocol to compute lifetime of the network on the basis of
its average energy and its residual energy of nodes. In [15–22] authors discuss a
modified HEED protocol for heterogeneous WSNs. It describes 1-level heterogeneity,
2-level heterogeneity, and 3-level heterogeneity by considering level or order of
energies. It considers one additional parameter for fuzzy clustering called distance
between the sensor node and the cluster head to determine the cluster heads.

In paper [20] a novel energy-efficient clustering protocol (NEECP) for increasing
the network lifetime in wireless sensor networks is proposed. It selects the cluster heads
in an effective way with an adjustable sensing range and performs data aggregation
using chaining approach. It also avoids transmission of redundant data by using a
redundancy check function for improving the network lifetime. It is implemented by
considering the data with aggregation and without aggregation. In paper [21, 22] a
3-level heterogeneous network model for WSNs to enhance the network lifetime,
which is characterized by a single parameter is proposed. Depending upon the value of
the model parameter, it can describe 1-level, 2-level, and 3-level heterogeneity. The
proposed heterogeneous network model also helps to select effective active sensor
nodes for scheduling and compute the network lifetime by implementing two protocols
for our network model, which include ALBP and ADEEPS. The ALBP and ADEEPS
protocols are implemented for the existing 1-level, 2-level, and 3-level heterogeneous
network models, and for the proposed 3-level heterogeneous network model, the ALBP
implementations. The simulation results indicate that heterogeneous protocols prolong
the network lifetime as compared to the homogeneous protocols. Furthermore, as the
level of heterogeneity increases, the lifetime of the network also increases.

Paper [23] discusses a cluster based approach is proposed to increase the network
lifetime and throughput of the heterogeneous wireless sensor networks. This approach
combined the direct data transmission to base station with the cluster head transmission
of data in wireless sensor networks. It uses the twice energy for advanced nodes in
comparison to normal nodes. It is observed that results are found good with the use of
10% of advanced nodes along with normal nodes in the network in this approach.
However, on further increasing the advanced node deployment beyond deployment
30%, network lifetime and throughput of network start degrading. So, the proposed
solution with 10% advanced node may be considered as the best suitable and acceptable
solution for better network throughput and life time in WSNs. This paper [24] gives a
new reputation based ORmetric and some rules, in which the next hop selection is based
on its reputation. This metric considers the reputation level as a primary selection
parameter for next-hop. A new OR metric relies on energy efficiency and packet
delivery ratio of next-hop. This OR protocol selects all middle position neighbors as
next-hop and potential forwarder will be decided on the basis of new OR metric. Energy
consumption is considered to be dynamic. It has been compared with Middle Position
Dynamic Energy Opportunistic Routing (MDOR), and Trust and Location Aware
Routing Protocol (TLAR). Paper [25] discusses a data aggregation approach for
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analyzing in wireless sensor network. This approach minimizes the traffic between the
clusters and the sensor nodes by removing the duplicate data at the cluster heads.

In this work, we discuss an order-5 energy network model for increasing the
lifetime of a wireless sensor networks. We consider SEP implementations for perfor-
mance evaluation of the proposed model and accordingly the implementation of SEP is
denoted as HetSEP-1, HetSEP-2, HetSEP-3, HetSEP-4, and HetSEP-5. The variants of
HetSEP-1, HetSEP-2, HetSEP-3, HetSEP-4, and HetSEP-5 are one, two, three, four,
and five order of nodes, respectively. The heterogeneity is beneficial in networks
because increasing the network energy by adding more sensors is much costlier than by
increasing the energy of some of the nodes. In next section, we will discuss network
assumptions and propose our heterogeneous network model.

3 Proposed Method

We assume the following for the WSNs.

• All the nodes have similar abilities such as its memory, processing power, com-
munication range and having equal significance.

• Sink is stationary in our networks and situated in middle in the networks.
• Sensor nodes have capabilities of data fusion and aggregation.
• The categorization of sensor and their energies depends on the order of

heterogeneity.
• All the sensor nodes are randomly deployed.
• All the nodes have same capability such as link, memory, sensing range and

microprocessor except energy.

We propose an order-5 heterogeneity or non homogeneous network energy model
i.e., capable to describe the order-1, order-2, order-3, order-4, and order-5 hetero-
geneity. Let N be the total number of nodes in the network. The numbers of nodes for
all five order of heterogeneity in the network are denoted as N1;N2;N3;N4;N5 and they
necessity assure the inequality N5\N4\N3\N2\N1. The sum of energy/battery
power of the heterogeneous networks is denoted by Etotal and given by

Etotal ¼ E0 � b � NþE1 � b2 � NþE2 � b3 � N þE3 � b4 � N þE4 � b5 � N ð1Þ

where, b is a parameter and E0;E1;E2;E3 and E4 are the energies of order-1, order-2,
order-3, order-4, and order-5 nodes that necessity assure the inequality
E4 [E3 [E2 [E1 [E0. The battery power of order-i sensor nodes is related to the
battery power of order-1 sensors is give by

Ej ¼ E0 þ lj ð2Þ
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Using (1), (2) can be written as

Etotal ¼ E0 � b � N þðE0 þ l1Þ � b2 � NþðE0 þ l2Þ � b3 � N þðE0 þ l3Þ � b4
� NþðE0 þ l4Þ � b5 � N

l1; l2; l3; and l4 are the new model parameters. Etotal can be simplified as follows:

Etotal ¼ N � E0 � bþ b2 þ b3 þ b4 þ b5
� �þðb2 � l1 þ b3 � l2 þ b4 � l3 þ b5 � l4Þ

� �

ð3Þ

Order-1 Heterogeneity: For l1 ¼ l2 ¼ l3 ¼ l4 ¼ 0, the model defined in (3)
described one non zero term or one type of nodes (order-1) i.e., called order-1
heterogeneity. The total network energy of order-1 is as follows:

Eorder�1 ¼ E0 � bþ b2 þ b3 þ b4 þ b5
� �

The total no. of sensor nodes in order-1 heterogeneity is defined as

N1 ¼ N � bþ b2 þ b3 þ b4 þ b5
� �

With the following condition

bþ b2 þ b3 þ b4 þ b5 ¼ 1:

Order-2 Heterogeneity: For l2 ¼ l3 ¼ l4 ¼ 0, the model defined in (3) contains two
non zero. It defines order-2 heterogeneity and contains order-1 and order-2 nodes. The
total network energy of order-2 is as follows:

Eorder�2 ¼ E0 � bþ b2 þ b3 þ b4 þ b5
� �þ b2 � l1

The total no. of order-1 and order-2 nodes in order-2 heterogeneity, denoted by N1

and N2, respectively, are given as

N1 ¼ N � bþ b2 þ b3 þ b4 þ b5
� �

;

and N2 ¼ N � b2 � l1

With the following conditions

bþ b2 þ b3 þ b4 þ b5
� � � 100 ¼ N1 and, b

2 � l1 ¼ N� N1:
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Order-3 Heterogeneity: For l3 ¼ l4 ¼ 0, the model defined in (3) contains three non
zero terms and define three types of nodes as called order-1, order-2, and, order-3
nodes. The total network energy of 3-order is as follows:

Eorder�3 ¼ E0 � bþ b2 þ b3 þ b4 þ b5
� �þ b2 � l1 þ b3 � l2

The total no. of order-1, order-2 and order-3 nodes in 3-order heterogeneity,
denoted by N1;N2 and N3; are respectively, given as

N1 ¼ N � bþ b2 þ b3 þ b4 þ b5
� �

;N2 ¼ N � b2 � l1; and N3 ¼ N � b3 � l2:

With the following conditions

bþ b2 þ b3 þ b4 þ b5
� � � 100 ¼ N1; and b2 � l1 þ b3 � l2 ¼ N� N1:

Order-4 Heterogeneity: For l4 ¼ 0, the model defined in (3) contains four non zero
terms and define four types of nodes as order-1, order-2, order-3, and order-4 nodes.
The total network energy of order-4 heterogeneity is as follows:

Etire�4 ¼ E0 � bþ b2 þ b3 þ b4 þ b5
� �þðb2 � l1 þ b3 � l2 þ b4 � l3Þ

� �

The total no. of order-1, order-2, order-3, and order-4 nodes in order-4 hetero-
geneity denoted by N1;N2;N3; and N4; are respectively, given as

N1 ¼ N � bþ b2 þ b3 þ b4 þ b5
� �

;

N2 ¼ N � b2 � l1;
N3 ¼ N � b3 � l2; and
N4 ¼ N � b4 � l3:

With the following conditions

bþ b2 þ b3 þ b4 þ b5
� � � 100 ¼ N1; and

b2 � l1 þ b3 � l2 þ b4 � l3 ¼ N� N1:

Order-5 Heterogeneity: the model defined in (3) contains all non zero terms and
define five order heterogeneity. The five typ of are as order-1, order-2, order-3, order-4,
and order-5 nodes. The total network energy of order-5 heterogeneity is as follows:
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Etire�5 ¼ E0 � bþ b2 þ b3 þ b4 þ b5
� �þðb2 � l1 þ b3 � l2 þ b4 � l3 þ b5 � l4Þ

� �

The total no. of order-1, order-2, order-3, order-4, and order-5 nodes in order-5
heterogeneity denoted by N1;N2;N3;N4; and N5; are respectively, given as

N1 ¼ N � bþ b2 þ b3 þ b4 þ b5
� �

;

N2 ¼ N � b2 � l1;
N3 ¼ N � b3 � l2;
N4 ¼ N � b4 � l3; and
N5 ¼ N � b5 � l4

With the following conditions

bþ b2 þ b3 þ b4 þ b5
� � � 100 ¼ N1; and

b2 � l1 þ b3 � l2 þ b4 � l3 þ b5 � l4 ¼ N� N1:

The selection of master node or cluster head is depends on the probability of nodes.
We determine the probability of order-5 heterogeneity nodes i.e., order-1, order-2,
order-3, order-4, and order-5 nodes as follows:

porder�1 ¼
popt

bþ b2 þ b3 þ b4 þ b5
� �þðb2 � l1 þ b3 � l2 þ b4 � l3 þ b5 � l4
� �

porder�2 ¼
popt � l1ð Þ

bþ b2 þ b3 þ b4 þ b5
� �þðb2 � l1 þ b3 � l2 þ b4 � l3 þ b5 � l4
� �

porder�3 ¼
popt � l2ð Þ

bþ b2 þ b3 þ b4 þ b5
� �þðb2 � l1 þ b3 � l2 þ b4 � l3 þ b5 � l4
� �

porder�4 ¼
popt � l3ð Þ

bþ b2 þ b3 þ b4 þ b5
� �þðb2 � l1 þ b3 � l2 þ b4 � l3 þ b5 � l4
� �

porder�5 ¼
popt � l4ð Þ

bþ b2 þ b3 þ b4 þ b5
� �þðb2 � l1 þ b3 � l2 þ b4 � l3 þ b5 � l4
� �

9>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>;

ð4Þ

In Eq. (1), replace the value of popt by the weighted probability for the threshold
i.e., applied to select the master node in each and every round. The threshold of order-
1, order-2, order-3, order-4, and order-5 nodes are define as T sorder�1ð Þ, T sorder�2ð Þ,
T sorder�3ð Þ, T sorder�4ð Þ, and T sorder�5ð Þ, respectively, as in (5).
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T sorder�1ð Þ ¼
porder�1

1�porder�1: r mod 1
porder�1

� � if sorder�1G1

0 Otherwise

8<
:

T sorder�2ð Þ ¼
porder�2

1�porder�2: r mod 1
porder�2

� � if sorder�2G2

0 Otherwise

8<
:

T sorder�3ð Þ ¼
porder�3

1�porder�3: r mod 1
porder�3

� � if sorder�3G3

0 Otherwise

8<
:

T sorder�4ð Þ ¼
porder�4

1�porder�4: r mod 1
porder�4

� � if sorder�4G4

0 Otherwise

8<
:

T sorder�5ð Þ ¼
porder�5

1�porder�5: r mod 1
porder�5

� � if sorder�4G5

0 Otherwise

8<
:

9>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>;

ð5Þ

where, r is the current round, G1;G2;G3;G4; and G5; are the set of order-1, order-2,
order-3, order-4, and, order-5 nodes that have not yet turn into master node in last

1
porder�1

; 1
porder�2

; 1
porder�3

; 1
porder�4

and 1
porder�5

n o
rounds, and T sorder�1ð Þ, T sorder�2ð Þ,

T sorder�3ð Þ, T sorder�4ð Þ, and T sorder�5ð Þ are the thresholds applied to the population of
order-1, order-2, order-3, order-4, and order-5 nodes, respectively.

In the next section, we will discuss the simulation of the exiting SEP i.e., HetSEP-1,
HetSEP-2, HetSEP-3, HetSEP-4, and HetSEP-5 protocols.

4 Simulation Results

In this section, we present the simulation results for our proposed heterogeneous net-
work model by considering SEP protocol and the implementation of SEP protocol over
our proposed model is called HetSEP. Section 3 has discussed a proposed model and it
can define order-1 (original SEP), order-2, order-3, order-4, and order-5 heterogeneity
of the WSNs. On the bases of heterogeneity, we call the implementations as HetSEP-1,
HetSEP-2, HetSEP-3, HetSEP-4, and HetSEP-5 heterogeneity. In this work, we
compute the network lifetime, no. of alive nodes, no. of dead nodes, no. of packets sent
at the sink and total energy consumption for the proposed heterogeneous network
model. In this work, we have randomly deployed 100 no. of nodes in an area of size
100 M � 100 M. The energy dissipation model is used in this work as same given in
[2, 6, 10]. Table 1 shows the input parameters which are used in our simulations.

For different order of heterogeneity, the proposed model has characterized by
different parameters b; l1; l2; l3 and l4: For order-1 heterogeneity (HetSEP-1), we
assume the total no. of sensor nodes are 100 with initial energy 0.5 J. For order-1
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heterogeneity (HetSEP-2), we compute the no. of order-1 and order-2 nodes are 75 and
25 and the energies of order-1 & order 2 are as 0.5 J and 1.80 J, respectively. For
order-3 heterogeneity (HetSEP-3), we compute the no. of order-1, order-2, and order-3
nodes are 70, 20 and 10 and the energies are 0.5 J, 1.64 J and 1.85 J, respectively. For
order-3 heterogeneity (HetSEP-4), the no. of order-1, order-2, order-3, and order-4
nodes are 65, 20, 10 & 5 and the energies are 0.5 J, 1.75 J, 2.06 J & 2.45 J, respec-
tively. For order-5 (HetSEP-5), we compute the no. of order-1, order-2, order-3, order-
4, and order-5 nodes are 60, 15, 12, 8 & 5, and the energies are 0.5 J, 1.54 J, 2.69 J,
4.34 J & 6.82 J, respectively.

In Fig. 1, we have work out for different orders of heterogeneity by considering the
no. of alive nodes with respect to the number of rounds. It is evident from the analysis
of simulation of results, as the order of heterogeneity increases, the network lifetime of
the network increases. It is also clear from the Fig. 1 that the last sensor nodes dead
come about in 1815th, 3637th, 5204th, 4104th and 7000th no. of rounds for all five
variants of HetSEP protocols, respectively. The HetSEP-5 performs the better than
among all others in terms of no. of alive sensor nodes. We also computed the no. of
dead nodes in Fig. 2 for different orders of heterogeneity with respect to the number of
rounds.

In Fig. 2, the first nodes dead become 402th, 662th, 843th, 1020th, and 1602th in
no. of rounds for HetSEP-1, HetSEP-2, HetSEP-3, HetSEP-4, and HetSEP-5,
respectively.

In Fig. 3, we have computed the no. of packets delivered to the sink with respect to
the no. of rounds for different orders of heterogeneity. The no. of packets transferred to
the sink in HetSEP-1, HetSEP-2, HetSEP-3, HetSEP-4, and HetSEP-5, has been
obtained as 1.51 � 104, 2.51 � 104, 2.72 � 104, 3.33 � 104 and 4.73 � 104,
respectively, with respect to the no. of rounds. It is also evident that the HetSEP-5 has
more no. of data packets delivered to the sink than the HetSEP-1, HetSEP-2, HetSEP-3,
and HetSEP-4. In this work, we have also computed the total energy consumption with
respect to the number of rounds as shown in Fig. 4. The five order of heterogeneity
(HetSEP-5) performs better among all orders of heterogeneity of the HetSEP variants.
However, the rate of energy consumption is much slower in case the HetSEP-5 (five
order of heterogeneity) than the all other orders of heterogeneity. The HetSEP-2,
HetSEP-3, HetSEP-4, and HetSEP-5, increase the network lifetime 100.39%, 126.12%,
186.56%, and 285.67%, corresponding to the increase in the network energy by 65.0%,
72.58%, 107.10%, and 208.40% with respect to the HetSEP-1.

Table 1. Simulation parameters

Heterogeneity No. of Nodes b l1 l2 l3 l4 E0 E1 E2 E3 E4 Etotal Lifetime

Order-1 100 NA NA NA NA NA 0.5 NA NA NA NA 50.00 1815

Order-2 75 + 25 0.44 1.31 NA NA NA 0.5 1.80 NA NA NA 82.50 3637

Order-3 70 + 20 + 10 0.42 1.14 1.35 NA NA 0.5 1.64 1.85 NA NA 86.29 5201

Order-4 65 + 20 + 10 + 5 0.40 1.25 1.56 1.95 NA 0.5 1.75 2.06 2.45 NA 103.55 4104

Order-5 60 + 15 + 12 + 8 + 5 0.38 1.04 2.19 3.84 6.31 0.5 1.54 2.69 4.34 6.82 154.20 7000

NA- not applicable
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Fig. 1. No. of nodes alive vs. number of rounds
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5 Conclusions

In this work, an order-5 heterogeneity network model has been proposed for WSNs,
namely: order-1, order-2, order-3, order-4, and order-5 heterogeneity in terms of
energy. As the analysis of simulation of results, prolonging heterogeneity order pro-
longs the network lifetime in much proportion as compared to prolong in the network
energy. However, the HetSEP-2, HetSEP-3, HetSEP-4, and HetSEP-5, prolong the
network lifetime 100.39%, 126.12%, 186.56%, and 285.67% corresponding to the
prolong in the network energy by 65.0%, 72.58%, 107.10%, and 208.40% with respect
to the HetSEP-1. The HetSEP-5 performs better than the HetSEP-1, HetSEP-2,
HetSEP-3, and HetSEP-4.
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