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Preface

The Seventh International Conference on Innovations in Electronics and
Communication Engineering (ICIECE 2018) organized by the Department of
Electronics and Communication Engineering, Guru Nanak Institutions Technical
Campus, was conducted in association with ISRO on July 27–28, 2018. The
conference has grown exponentially over the years and has become a platform for
scientists, researchers, academicians, and students to present their ideas and share
their cutting-edge research in various fields of electronics and communication
engineering. The focus for this year conference was “State of Technical Education
all over the Globe and Smart Technologies,” and we had distinguished speakers
from India and abroad who shared innovative solutions and technologies.

Over 300 papers were received, of which 69 papers have been selected for
Springer Conference Proceedings publication. The papers selected were presented
by the authors during the conference. Parallel sessions were conducted to accom-
modate all the authors and to give them ample time to discuss their ideas. We are
happy to note that all the authors were satisfied with the arrangements and
encouraged us to conduct such conferences in the future as well.

We would like to thank all the keynote speakers, participants, speakers for a
preconference tutorial session, session chairs, committee members, reviewers,
international and national board members, Guru Nanak Institutions management,
and all the people who have directly or indirectly contributed to the success of this
conference. The editors would also like to thank Springer editorial team for their
support and for publishing the papers as part of the “Lecture Notes in Networks and
Systems” series continuously for last 3 years.

Ibrahimpatnam, India H. S. Saini
Ibrahimpatnam, India R. K. Singh
Mumbai, India Girish Kumar
Srinagar, India G. M. Rather
Ibrahimpatnam, India K. Santhi
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Part I
Signal and Image Processing



Detection and Classification of Exudates
and Non-exudates in Retinal Images

R. Tamilselvi, M. Parisa Beham, A. Merline and V. Parthasarathy

Abstract The retina of human eye plays a key function in the vision, and it is a light-
sensitive layer. The optics of eye produces an image figure in the retina. The various
eye diseases like diabetic retinopathy,myopia,macular pucker, andmacular hole have
an effect on the retina. The retina is affected by these diseases which are vascular
disease and cause vision mutilation and blindness. These diseases happen due to
diabetics, aging, and nearsightedness. Exudates are the pathological condition of the
retina. So the early detection of these is very important. In the paper, an efficient
methodology like Otsu thresholding method and the K-means clustering method
is proposed for the recognition of exudates. After detecting the exudates, various
texture feature extraction processes are involved. Finally, the classification method is
performed usingBackpropagationNeuralNetworks (BPN). Themain spotlight of the
projected work is to develop algorithms for exudates recognition and categorization
of retinal images in pathological or non-pathological, convalescing investigation of
the fundus images. The experimental results acquired from the projected method of
extracting the features and classification method exposed that non-diseased cases
were recognized with 90% exactness while temperate and severe cases were 99%
accurate.

Keywords Retinal images · Diabetic retinopathy · Neural networks · Exudates ·
Detection and classification

1 Introduction

Digital images of the fundus image provide valuable information regarding patho-
logical changes caused by the human eye. Diabetic associated eye disease is a major
origin of avertable blindness. Diabetes can cause flagging in the body’s blood ves-
sels. The slim layer of nerve tissue is the retina covering the reverse of the eye that
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identifies light and expresses information to the brain. The macula is the principal
region of the retina and is used for fine detail. Formation of hole in the macula affects
vision, mostly when sensing and achieving other visually challenging tasks, but it
does not damage total blindness. Macular hole commonly affects the people in aged
55 and common in women. Myopia is another eye disorder referred to as “short
sight” or “nearsightedness”. Myopia initiates in early days and distance vision may
happen to blur so gradually, so that the child is unconscious he or she does not see as
clearly as other groups do. Some people practice tardy arrival of myopia, promising
as a problem in middle age even they have not experienced vision difficulties in
their childhood. A lot of technology is growing in daily life to analyze the various
pathological conditions of the eye. Among those, the commonly occurring diseases
are Diabetic Retinopathy (DR), macular hole, myopia, and macular pucker [1].

The aim of our task is to develop a system that senses and identifies exudates and
non-exudates using digital fundus retinal images. Morphological methods recognize
exudates and classified using BPN. In previous research, the accuracy in finding a
disease using image segmentation is difficult. So Otsu thresholding is used and k-
means clustering is proposed to detect the abnormal retina and BPN for classification
with more accuracy with the Gray-Level Co-occurrence Matrix (GLCM) in feature
extraction.

2 Related Works

There are a lot of researches going on in detection of exudates and non-exudates.
Some of the research related to the same is reviewed here. In [1], the authors devel-
oped a method using Probabilistic Neural Network (PNN) classifier to automatically
detect exudates and non-exudates. It provides an accuracy of 96.9% and improved
memory consumption. In [2], the authors describe the plan of detection system for
retinal images using neural network. The most secure method for the recognition of
an identity is the retina-based recognition. The author discussed retina image acquisi-
tion, extraction of some important features, and classification. Extracted features are
given as input to the various neural network classifiers. The performance comparison
is done for the images from DRIVE, STARE, and MESSIDOR, and the segmenta-
tion results of DRIVE and MESSIDOR databases are shown and the performance
measures are estimated to evaluate their proposed method.

In [3], the author addressed the trouble of distinguishing true vessels as an
after processing action to vascular structure categorization. The analyzed solutions
revealed that the BPN classifier is approximatelymore effective when comparedwith
the SVM classifiers. The efficiency achieved is based on the parameters used and
the feature set. In [4], the author described one of the neural network algorithms,
BPN. The hint behind the projected method is quite easy, and the output is expe-
rienced against the desired output. If results are not acceptable, then the weights
between layers are adjusted, and the process is constantly processed frequently until
the error becomes very less. In [5], the authors described the segmentation task as
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a multi-label inference task and observed the hidden advantages of the grouping of
convolution neural networks and planned prediction. In this paper, the convolution
neural network-based replicas accomplish the best performance and significantly
adapt the advanced method for automatically segmenting the retinal blood vessels
on DRIVE dataset with the accuracy of 95.33%. In [6], the author explained the BP
algorithm based on a graphical approach.

Motivated by the issues observed from the related works, the main offerings of
our proposed work are as follows:

• Otsu thresholding and k-means clustering are proposed to detect the exudates.
• Gray-Level Co-occurrence Matrix (GLCM) in feature extraction and selection.
• BPN classification for the classification of pathological conditions such as diabetic
retinopathy, myopia, macular hole, and pucker.

3 Proposed Methodology

The proposed methodology is shown in Fig. 1. The proposed method consists of two
phases. Phase I comprises acquisition of image, preprocessing, and segmentation.
Phase II consists of extraction of important features and classification process.

IMAGE ACQUISITION

PRE-PROCESSING

CLASSIFICATION

FEATURE EXTRACTION AND SELECTION

SEGMENTATION

EXUDATES NON-EXUDATES

Fig. 1 Flow diagram of the proposed work
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3.1 Image Acquisition

The various retinal images are retrieved from the publically available datasets such as
DIARETDB1 and STARE. The four kinds of diseases are considered for the analyses
such as are diabetic retinopathy, macular hole, myopia, and macular pucker.

3.2 Preprocessing

Denoising of image is an imperative component of image reconstruction process.
Various noises get added during acquirement, transmission, reception and storage,
and recovery processes. Without any compromise in the image, denoising operation
is performed to eliminate noises with preserving edges. Peak Signal-to-Noise Ratio
(PSNR) and Mean Square Error (MSE) are the parameters to describe the image
quality [7].

3.2.1 Parametric Description

The performance parameters are most chief criteria to validate the output simulation
results. The PSNR and MSE are considered as evaluation parameters. The MSE is
explained in Eq. 1,

MSE � 1/m × n
m−1∑

i�0

n−1∑

j�0

[I (i, J ) − K (i, j)]

2

(1)

where m × n—a noise-free monochrome image I , and K—its noisy approximation.
The PSNR (in dB) is characterized in Eq. 2,

PSNR � 10 log10(
MAX2

I

MSE
) (2)

where MAXI is the maximum probable pixel value of the image. Three filters such
as median filter, averaging filter, and Wiener filter are used for denoising the images.
Results can be exposed through assessment among them [7].

3.3 Retinal Image Segmentation

Image segmentation is the most imperative and hard crisis in image analysis. In
computer vision, image segmentation is the method of separating an image into
useful parts or objects [8].
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3.3.1 Otsu Thresholding

Otsu thresholding is a significant method to select enough threshold of gray level for
detaching the objects from their background. Otsu is a usual entry selection region
based segmentation method. Otsu method is a worldwide accepted thresholding
method which depends only on the gray value of the image [9].

3.3.2 K-means Clustering

Another efficient segmentation method is a grouping of clusters. K-means clustering
care for each thing as having a position in space. The method features the partitions,
so that objects within each cluster are as close to each other as probable and as far
from objects in other clusters as probable. K-means clustering describes the total
number of clusters and a distance metric to quantify how two objects are very much
intimate to each other [10].

3.4 Feature Selection and Extraction

The segmented images are classified into exudates and non-exudates by analysis of
their features to make it effective. Image textures are extracted using GLCM. The
textural characteristics are correlation, contrast, energy, homogeneity, and entropy
[11].

3.5 Classification Using BPN

Backpropagation is a training method used for a multilayer neural network. It is
a gradient descent method which minimizes the total squared error of the output
computed by the net [3]. Any neural network is anticipated to react properly to the
input patterns. The training of a neural network by backpropagation takes place in
three stages. After the training of neural network, the neural network has to compute
the feed forward phase only. Even if the training is slow, the trained net can produce
its output immediately. For classification new data, known input values and output
values are enough.

4 Results and Discussion

From the preprocessing comparison results, best filter is used for image segmentation
to analyze the affected area in retina [8]. The comparison of filters is performed with
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the help of MSE and PSNR. The simulation result of preprocessing is shown with
the parameters MSE and PSNR considered. The proposed method is evaluated using
publically available DIARETDB1 database [11].

4.1 Results of Filtering Techniques

TheFiltered outputs of theDiabeticRetinopathy Image are shown inFig. 2. The above
results showed that the average filter works well for pepper noise with the PSNR of
51.94 dB. For the same image, median filter holds good for the salt-and-pepper noise
and Poisson noisewith the PSNRvalues of 52.07 and 52.33 dB, respectively, whereas
Wiener does not showed much improved performance for all types of noises. The
above results showed that the average filter showed the performance with the PSNR
of 42.65 dB for Poisson noise. For the same image, median filter holds good for the
salt-and-pepper noise and Poisson noisewith the PSNRvalues of 43.85 and 44.24 dB,
respectively, whereas Wiener does not showed much improved performance for all
types of noises (Fig. 3).

The Filter output of macular hole image is shown in Fig. 3. For the macular
pucker affected eye, the filtered output results are shown in Fig. 4. The above results

Fig. 2 Filter outputs of diabetic retinopathy Image1
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Fig. 3 Filter output of macular hole image

showed that the average filter works well only for the Poisson noise with the PSNR
of 44.35 dB.

For the same image, median filter showed the performance for the salt-and-pepper
noise and Poisson noise with the PSNR values of 46.81 and 47.70 dB, respectively,
whereas Wiener showed better results with PSNR value of 42.95 dB for the Poisson
noise. The above results showed that the average filterworkswell only for the Poisson
noise with the PSNR of 43.35 dB. The PSNR values of the diseased eye images are
tabulated and shown in Table 1.

4.2 Results of Segmentation

This section describes the segmented results of various eye images. As stated, two
methods are used for segmentation purposes such as Otsu thresholding and k-means
clustering method. The preprocessed output of various images is given as input
for the segmentation process. The segmentation output of retinopathy image is
shown in Fig. 5a, b using Otsu thresholding method and k-means clustering method
respectively. Similarly, the segmented result of Macular Hole is shown in Fig. 6a, b.
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Fig. 4 Filter output of macular pucker image

(a) Otsu Thresholding         (b) K-means clustering 

Fig. 5 Segmentation of Diabetic Retinopathy Image1

The segmentation result using Otsu threshold method is shown in Fig. 7a for
Myopia affected eye image. Figure 7b shows cluster index image of Myopia and
the objects in three clusters using k-means clustering method sequentially. The seg-
mentation result using Otsu threshold method is shown in Fig. 7c for Macular
pucker image. Figure 7d, shows cluster index image of macular pucker and the
objects in three clusters using k-means clustering method sequentially.
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Table 1 PSNR (dB) values of filtering methods

Images Noise type Filtering techniques

Average Median Wiener

Diabetic retinopathy Image1 Gaussian noise 25.24 24.83 24.37

Salt-and-pepper noise 30.60 52.07 23.74

Poisson noise 51.94 52.33 49.61

Myopia Gaussian noise 26.52 23.80 26.75

Salt-and-pepper noise 31.17 43.85 25.69

Poisson noise 42.65 44.24 38.77

Macular hole Gaussian noise 25.82 23.95 25.95

Salt-and-pepper noise 29.90 39.44 25.26

Poisson noise 36.00 39.88 42.42

Macular pucker Gaussian noise 26.24 24.36 25.63

Salt-and-pepper noise 30.84 46.81 24.40

Poisson noise 44.35 47.70 42.95

Diabetic retinopathy Image2 Gaussian noise 25.93 24.49 25.26

Salt-and-pepper noise 30.90 43.85 24.46

Poisson noise 43.35 44.02 42.76

4.3 Results of Feature Extraction

As we discussed above, the feature extraction process using GLCM is extracted for
five eyeball images. The basis feature values are tabulated and shown in Tables 2
and 3 for Otsu thresholding and k-means clustering technique, respectively. These
features are given as input to the BPN.

(b) K-means clustering method (a) Otsu Thresholding method

Fig. 6 Segmentation of Image
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Fig. 7 a, bOtsu thresholding and k-means clustering results of myopia; c, dOtsu thresholding and
k-means clustering results of macular pucker image

Table 2 GLCM features for retinal images—Otsu thresholding

Images Contrast Correlation Energy Entropy Homogeneity

Diabetic retino
Image1

0.1018 0.9691 0.3019 4.9425 0.9803

Myopia 0.7966 0.8636 0.1254 7.2502 0.9063

Macular hole 0.2342 0.9374 0.1694 6.7684 0.9500

Macular pucker 0.2978 0.9679 0.1513 7.2301 0.9435

Diabetic retino
Image2

0.1792 0.9555 0.2774 5.9906 0.9556

Table 3 GLCM features for retinal images—K-means thresholding

Images Contrast Correlation Energy Entropy Homogeneity

Diabetic retino
Image1

0.2453 0.9359 0.5298 2.3744 0.9742

Myopia 0.3243 0.8667 0.4834 2.8521 0.9550

Macular hole 0.1357 0.9410 0.5225 2.6317 0.9781

Macular pucker 0.9328 0.9290 0.3897 3.3187 0.9558

Diabetic retino
Image2

0.2550 0.9794 0.3515 4.1742 0.9668

Based on Tables 2 and 3, it is seen that all the features are almost the same for
Otsu thresholding and K-means clustering method. So average of the features can be
given as input to BPN.

4.4 Results of Classification

Output nodes obtain better results bymodifying the weighted connection through the
training data in the learning phase. Here the classification is done for five images. 100
to 50 epochs are taken for iteration. The network parameters are gradient descent
and error tolerance. In the classification phase, size of the gradient descent and error
tolerance is chosen as 0.1 and 0.01 respectively. Test data includes the calculation
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of true positive, true negative, false positive, and false negative. True Positive (TP)
relates to the quantity of exactly that is expected by the classifier. False Negative
(FN) relates to the quantity of wrongly predicted samples as destructive by the clas-
sifier. False Positive (FP) resembles the quantity of nonpositive samples erroneously
expected as positive by the classifier. True Negative (TN) is the amount of negative
samples correctly expected by the classifier. TP Rate � TP/(TP + FN) and FP Rate
� FP/(TN + FP). Precision is the section of samples that essentially turns out to be
positive in the group the classifier has acknowledged as a positive class. Precision
� TP/(TP + FP). The precision or accuracy calculated for the normal cases is 90%,
and for the pathological images such as diabetic retinopathy, myopia, macular hole,
and macular pucker, it is 99%.

5 Conclusion

Early detection and timely treatment of retinal diseases can slow down the progres-
sion of the disease and avert blindness. The preprocessing is performed to get a better
quality of image. The denoised image is further segmented using Otsu method and
the k-means clustering method. Finally, the segmented images are classified using
BPN algorithm. After exudates detection process, we realize the retinal image clas-
sification in pathological and non-pathological. The pathological conditions include
any one of the diseases such as DR, macular hole, myopia, and pucker. The previous
classification results showed the accuracy of 85–95%. The results obtained from the
proposed method exposed that normal images were classified with 90% accuracy
and moderate or severe cases were detected with 99% accurate.

Ethical Approval The database “DIARETDB1—Standard Diabetic Retinopathy Database” used
in this paper is a public database for benchmarking diabetic retinopathy detection from digital
images. The main objective of the design has been to unambiguously define a database and a testing
protocol which can be used to benchmark diabetic retinopathy detection methods. The database can
be freely downloaded and used for scientific research purposes, and it was ethically approved.
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Performance Analysis of Nanoparticles
in Healthcare and Biomedical
Applications

T. Ruba, R. Tamilselvi, M. Parisa Beham and K. Muthukumaran

Abstract Applications of nanoparticles in health care have recently turned into the
most emerging research platforms, since the nanomaterials exhibit novel and superior
properties than the conventional materials, which make it possible for new medical
applications. Extensive biomedical applications are explored by the nanoparticles
domains which are principally either purely organic or inorganic materials. Inspired
by the unique characteristics, novelty, and wide applications of nanoparticles, this
work provides a comprehensive survey on performance analysis of nanomaterials in
biomedical applications. Analysis of new results, techniques, and characteristics of
nanomaterials mainly in the area of biomedicine are well described.

Keywords Biomedical applications · Health Care · Nanomaterials ·
Nanoparticles · Nanostructures · Nanosensitizers · Nanoprotectors

1 Introduction

The advancement of nanoscience and nanotechnology has much engrossed the atten-
tion of modern researchers in the current scenario. In the last period, a wide range
of investigations have been completed on nanomaterials in biomedical applications,
involving hallucination, exploitation, and fabrication of materials on the range of
100 nm down to 1 nm. Nanoscale particles are progressively providing major influ-
ence on humanoid health. So they are extensively used in the applications of diagnos-
tic and therapeutic. The exploit of nanomaterials in the arena of biomedicine opens
up many opportunities in the brawl against each and every kind of cancer, tumor and
cardiac detection, bone marrow generation, and other diseases. Generally, the nano-
materials are categorized into three types based on the dimension: (i) quantum dots,
zero-dimensional materials, having variations in shape and diameter; (ii) nanorods
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Fig. 1 Polymeric nanoparticles-based nanocomposite hydrogels

and nanowires are of one-dimensional materials; and (iii) nanobelts, nanodisks, and
nanosheets are in the variety of two-dimensional materials.

In this paper, our focus is on advanced nanoparticles (NPs) used in different
biomedical applications. Their success rate is also very high compared to other
existing materials used for biomedicine [1]. The properties of NPs such as ultra-
small size (refer Fig. 1), tunable optical emission, enhanced mechanical properties,
extremely high surface area-to-volume ratio, and super-paramagnetic behavior make
them turn into popular in biomedical applications. Multifunctional NPs are also used
in diagnostic and therapeutic applications. There are lots of nanomaterials presents
particularly for clinical applications. Among those, high-quality nanomaterials with
controlled size and shape will lead to tuned responses. The selection of nanomate-
rials based on their properties should be suited for any application. Most common
properties of nanomaterials needed for the applications of biomedicine are extremely
smaller size, appropriate particle surface, controlled shape, ease of chemical modifi-
cation, and good biocompatibility. Though amultiplicity of nanoparticles has already
faced the biomedical applications problem, it is yet a developing field depending on
the application scenario and biomedicine issues. Such a proliferating field requires
review of nanoparticles and materials available as on date to enable researchers to
choose from.

This paper is organized as follows: Sect. 2 describes the analysis and synthesis of
nanoparticles. Section3 explains how theNanoparticles are involved inMRI imaging.
Nanoparticles as radiosensitizers and radioprotectors for radiotherapy treatment are
detailed in Sect. 4. Section 5 accomplishes the work with detailed inference from the
related reviews.
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2 Analysis and Synthesis of Nanoparticles

In the recent decade, more and more NPs have been found, experimented, and ana-
lyzed by the researchers, particularly in biomedical applications. Applications of
nanomaterials in biomedical and healthcare research are shown inFig. 2.Maier-Hauff
et al. [2] used and analyzed the NPs for hyperthermia treatment. Nano auroshell is
proposed by Leung et al. [1] that destroys the target tumor cells by releasing heat
upon absorption of near-infrared (NIR) light. In [3], the silver and copper nanopar-
ticles are produced on glass slides by using magnetron sputtering. In magnetron
sputtering with the sputter time and plasma power, the size and concentration of the
nanoparticles can be easily controlled. Higher plasma power is also required for the
synthesis of silver nanoparticles to cultivate much earlier than copper nanoparticles.

Zamperini et al. [4] synthesized and characterized the pure hydroxyapatite (HA)
and hydroxyapatite decorated with silver (HA@Ag) nanoparticles to analyze the
antifungal effects. Hu et al. [5] described that the (C-dots) carbon nanodots with
<10 nm of typical size are newly exposed fluorescent carbon nanoparticles. All the
physical and chemical characteristics of these C-dots are excellent. Cancerous tissue
detection of systemic emission of chemotherapeutic agents ruins a major issue in
cancer treatment. To address this issue, Brann et al. [6] proposed a near-infrared
responsive oligonucleotide-coated (AS1411, hairpin, or both) gold nanoplate loaded
with doxorubicin (DOX). This becomes nontoxic without the trigger release. After
5 min of exposure to laser, these particles become intensely toxic to cells in order to
activate DOX discharge. They also proved that untriggered DOX-loaded conjugate
with no laser exposure consequences in slight to no toxicity for the exposure of the

Fig. 2 Applications of nanomaterials in biomedical field of research
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Fig. 3 Bright field (left), green fluorescence (live cells), and red fluorescence (dead cells). Top row:
GNP-Hairpin-DOX (1 OD), no laser. Bottom row: GNP-Hairpin-DOX (1 OD), with laser treatment

cells, while laser-triggered release of DOX causes substantial cell death as shown in
Fig. 3.

In recent years, colonic-targeted drug delivery system is widely used to combat
colon cancer.

Dicer-substrate small interfering RNA (DsiRNA) had used for cancer therapy
owing to its strength in aiming particular gene of interest, though its usage is con-
trolled due to poor cellular uptake and rapid degradation. To tackle this, Katas et al.
[7] applied chitosan–graphene oxide (CSGO) nanocomposite to distribute DsiRNA
efficiently into cells. Furthermore, pectin was used as compatibilization agent to per-
mit specific release to the colon and save the nanocomposites from the insensitive
surroundings in the stomach and small intestine.

Also, more works have been going on to obtain higher therapeutic efficiency, and
the inventive combination of phototherapies with other existing treatments might
reduce the intolerable toxicity in normal tissues while sustaining the desired tumor
clampdown effect.

3 Nanoparticles for MRI Imaging

There are various conventional imaging techniques for diagnosing cancer. Among
those, magnetic resonance imaging (MRI) delivers the finest resolution than other
techniques and is noninvasive or at least minimally invasive. In addition to that, usage
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of contrast agent (CA) in MRI further reduces its contrast problem and increases its
sensitivity. In order to enhance and improves the quality of MRI images, superior
nanoparticles are used as a contrast agent. This type of imaging technique is called
nano-MRI. Nowadays, iron oxide nanoparticles have a major role in improving the
contrast of medical imaging.

Lawaczeck et al. [8] conclude that small and ultrasmall superparamagnetic iron
oxide nanoparticles (SPION and USPION) are the foremost to be applied in MRI
contrast enhancement. SPIONs are usually monocrystalline composed of magnetite
(Fe3O4) ormaghemite (-Fe2O4). Parkes et al. [9] proposed that gold (Au@Fe), cobalt
(Co), and platinum (Pt@Fe) have much greater saturation magnetization value than
the iron. They have a greater extended effect on proton relaxation (r1 � 7.4 mM−1

s−1, r � 88 mM−1 s−1 for copolymer at 1.5 T, 3.9 nm core diameter, 28 nm particle
diameter) providing better contrast compared to iron oxide with equal concentration
and permit minor particle to be employed without compromising MRI sensitivity.
Kim et al. [10] employed super-paramagnetic metal oxide nanoparticles with high
magnetization values for improving the contrast of T2 (threshold weighted) images.
Zhou et al. [11] suggested thatMRI is a clinical imaging technique for effective func-
tional imaging of defected soft tissues, and also for imaging solid tumors. Li et al.
[12] constructed uniform,monodisperse, and core–shell structured nanospheres com-
posed of mesoporous silica-coated individual upconversion luminescence/magnetic
nanoparticle. This nanosphere is applied for MRI dual modal imaging and for anti-
cancer drug delivery. Rosa et al. [13] dealt with the problems raised in molecular
imaging and nano-MRI techniques. It is presented that the monitoring of biological
processes and biochemistry via early identification through cell and molecule visu-
alization are two applications of molecular imaging (MI). After the MI era, medical
diagnosis tremendously grew on imaging technologies such as MRI which visualize
tissues in vivo and also the activity of the brain called as functional MRI (fMRI).
Even though this functionality is enough for imaging tissue arrangements, it can-
not readily visualize molecules where the resolution required is in the scale of a
nanometer. Recently, nano-MRI observes structures prospectively which cannot be
envisioned bymolecular imaging [14]. Thus, the authors accomplished that the nano-
MRI techniquewhich has sensitivitiesmany times superior thanMRI technique. This
is the domain in which nano-MRI is emerging with a variety of techniques to support
molecular biology in attaining single-molecule resolution.

4 Nanoparticles as Radiosensitizers and Radioprotectors
for Radiotherapy Treatment

The accurate detection of cancer cell in any imagingmodalitywill lead to a successful
treatment for cancer patients. Radiotherapy places a vigorous role in diagnosing
cancer. The objective of successful radiotherapy is to rises the sensitivity of cancer
cells. Similarly, it minimizes the sensitivity of normal cells. This may be attained
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either by enhanced localization of dose or by using radioprotectors for healthier cells
and/or radiosensitizers for cancer cells. Radioprotectors are intended tominimize the
destruction in healthy tissues during irradiation. Radiosensitizers are used to increase
the sensitivity of the cancer cells during irradiation. There are several conventional
chemical agents that are used as radioprotectors and radiosensitizers, e.g., amifostine,
carbogen, nicotinamide, and betulinic acid. Although they have been potentially used
for effective treatment, there are some limitations regarding size, biocompatibility,
and chemical modification.

In recent years, due to the development in the arena of nanotechnology and supe-
rior properties of nanoparticles, novel nanoparticles have been used as radioprotec-
tor and radiosensitizers. Chandra et al. [15] described the methods for synthesiz-
ing gold nanoparticles (AuNPs). They also described the applications of those for
detecting various diseases using electrochemical detection methods. In [16], they use
hydrothermal reactionmethod for synthesizing superparamagnetic zinc ferrite spinel
(ZnFe2O4) nanoparticles. The synthesized material is then used in cancer therapy as
a radiosensitizers. The result of this work indicated that these ZnFe2O4 nanoparticles
increased the radiotherapy effectiveness, as well as it can be easily alienated from the
cell environment through an external magnetic field after the radiotherapy. Werner
et al. [17] demonstrated that Genexol-PM is better than Taxol as a radiosensitizer
and holds high potential for clinical application. Popov et al. [18] addressed that the
administration of CeO2 nanoparticles increases the time of endurance of the mice
which is exposed to X-ray radiation. Feliciano et al. [19] established the nanoparti-
cles which are conjugated with nitroxide radicals (redox nanoparticles, RNPN). This
effectively scavenged the radiation-induced reactive oxygen species (ROS) that the
conventional lowmolecular weight (LMW) antioxidants. All of these radioprotectors
and radiosensitizers show its potential towards the successful treatment. Performance
of various nanoparticles for different biomedical applications is shown in Table 1.

5 Conclusion

In the recent scenario, advanced nanomaterials have an imperative role in medical
imaging, such as sensitizing agents in diagnosis, targeted drug delivery, and gene
delivery. The use of nanomaterials is not restricted to these issues in biomedical
field. It may extend in various research fields like health and safety, environmental
and industrial applications, and societal impacts. It substantiates that in future, almost
all technologies will come under nanotechnology due to its superior properties like
smaller size, increased power storage, reduced power consumption, etc. In a nutshell,
various nanoparticles were effectively developed and still more can be developed,
and they have a great potential in all therapy treatments in healthcare applications.
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Comparative Analysis of Different
Clustering Techniques for Video
Segmentation

Tunirani Nayak and Nilamani Bhoi

Abstract Video segmentation is an extremely challenging and active area in the field
of video processing and computer vision. Video segmentation techniques can be clas-
sified basically into two approaches: one approach for which there are preassigned
thresholds and another clustering approach for which the number of clusters has been
used, which is known. Here, we have studied and analyzed the cluster-based tech-
niques such as mean-shift, K-means, and fuzzy C-means segmentation algorithms.
We have evaluated and compared the performances of segmentation methods qual-
itatively and also quantitatively. To calculate the different quantitative metrics, the
images and ground truth of the CDnet 2014 database have been used.

Keywords Video segmentation · Mean-shift · K-means · Fuzzy C-means

1 Introduction

The video segmentation refers to decomposing a video data into meaningful elemen-
tary parts that have strong application and correlationwith the real world contained in
the video data. The collective numbers of segments resulted from video segmentation
cover the entire real-time video data. The video signal keeps temporal information,
which introduces the object motion and includes camera motion concept. Therefore,
video has both temporal nature and spatial (static) nature [1]. Segmentation of video
can be set with respect to temporal, spatial, or spatiotemporal [2–5]. In a video, the
static image can be obtained by segmenting a frame in spatial domain. In temporal
segmentation, the sequence of video frames is segmented.
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The segmentation criteria may be motion-based or color/texture-based which can
be used both individually and combine form. In motion-based segmentation methods
[6], there is a group of pixels with similar motion, and they are separated by multiple
layers. In most of the methods [7–9], the optical flow estimation is preprocessed, and
then the pixels are divided based on the pattern of motion. Some methods [6, 10, 11]
are transformed and together have an effect on motion and performance evaluation.

In the last few years, many ways of segmentation have been analyzed for different
images as normalized cuts [12], mean-shift [13], segmentation based on lossy com-
pression [14], weighted aggregation (SWA) [15], and the fuzzy C-means technique
[16]. Many works have been done in application of skin tumor border in medi-
cal images using segmentation which is unsupervised [17]. In these methods [16,
17], adaptive thresholding has been implemented by using scale-space filter for the
extraction of the required number of clusters using histograms. Another method is
proposed for fuzzyC-means algorithmwhich is based on histogram [18, 19] and also
purposed for simplification of mean-shift filter andK-means clustering both by using
background modeling. One of the commonly used models is mixture of Gaussian
(MOG), kernel density estimation (KDE), etc., for background estimation.

Here, we have studied and analyzed the mean-shift algorithm [13], for the seg-
mentation of each frame independently with the given predefined parameters. Fuzzy
K-means (also called fuzzy C-means) and K-means are two simple clustering meth-
ods. K-means finds complex clusters (fusion of single clusters), and fuzzy C-means
is the more formalized statistical method and finds a soft cluster with more than one
block with a certain probability.

The paper is prepared as follows: Sect. 2 deals with methodology of video seg-
mentation methods, i.e., mean-shift, K-means, and fuzzy C-means; Sect. 3 gives
the performance evaluation metrics. The experimental and discussion results are
presented in Sect. 4, and the conclusions of this study are given in Sect. 5.

2 Study of Cluster-Based Video Segmentation Methods

We have analyzed and studied three video segmentation algorithms such as mean-
shift, K-means, and fuzzy C-means that are discussed in the following sections.

2.1 Video Segmentation Using Mean-Shift

Mean-shift is a simplest procedure where each data point moves to the center of data
in neighboring countries, introduced by Fukunaga and Hostetler [13]. The kernel
density function was introduced by Cheng’s research into the mean-shift procedure.

In video segmentation, mean-shift algorithm is a direct resumption to protect the
smoothness of interruptions. Each pixel is in its neighborhood. Then {x1, …, xn} is a
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set of data points that are based on geometric data that measure the dimension whose
function dimension is d, and then the mean-shift vector of x is defined as follows:

M(x) �
∑n

i�1 xi Kw(xi − x)
∑n

i�1 Kw(xi − x)
(1)

where x is the center of the kernel and Kw(x) � |W |−1/2K
(
W−1/2x

)
. W is the

approximate density of the dimension d × d, and matrix values determine the solu-
tion, the detection, the mode, and the smallest number of consecutive pixels. W is
usually a diagonal matrix andW is a symmetric positive bandwidth matrix in which
the values determine the smallest number of contiguous pixels. K(x) is a d-variate
nucleus and is regarded as nonnegative free radical symmetric functions centered at
zero.

The normal kernel defined below was used in our segmentation algorithm:

K (x) � (2π)−
d
2 exp

(

−1

2
‖x‖2

)

(2)

Because of the mean-shift, theM(x) axis always shows the direction of the max-
imal density, and the average intermediate procedure is obtained by calculating the
core change and changing the vectors of the vector K(x). At the end of the approx-
imate procedure, it is guaranteed at the nearest point where the estimate is zero
gradients. Define as

y j+1 �
∑n

i�1 xi Kw

(
y j − xi

)

∑n
i�1 Kw

(
y j − xi

) j � 1 (3)

Equation (2) can be modified as

y j+1 �
∑n

i�1 xi exp

(

− 1
2

∑d
l�1

((
ylj − xli

)
/wl

)2
)

∑n
i�1 exp

(

− 1
2

∑d
l�1

((
ylj − xli

)
/wl

)2
) (4)

where ylj and xli are the lth component of yj and xi, respectively. Thus, mean-shift
algorithm is an update procedure for yj.

The mean-shift segmentation algorithm is as follows:

Step 1: Two-dimensional image size is a map of the two-dimensional space and looks
at each pixel by xi ∈ Rd .
Step 2: Initialize the value j � 1 and yi,j � xi.
Step 3: Calculate the value of yi,j+1 according to Eq. (2) when it is approaching a
certain point and then set zi � yi,c, where yi,c is the convergence value of yi,j.
Step 4: Imagine domain sharing {Cp}p=1,…, m by grouping together all zi than w1 to
the lth function (l � 1, 2,…, d).
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Step 5: For each i � 1, 2, …, n, assign Li � {p∣∣zi ∈ Cp} .
Step 6: Neglect the spatial regions having less than N pixels.

2.2 Video Segmentation Using K-Means

The simplest algorithm for learning without follow-up are the K-means, which can
solve cluster problems. This is one of the easiest ways to divide datasets provided
by a number of clusters (assume k clusters) that are supposed to fix priority. The
main purpose is to set up a wider group for all (k centroids). These centroids are
placed in the way different locations lead to different results. Therefore, everything
is put as far as possible to get a good result. So each point in the dataset is selected
at one time and connects it to the nearest center. When each point is processed, the
first step is complete. So, at this point, the centroid is recalculated by clusters that
came from the previous result. When we have these new centroids, we have to create
a new connection between the same data and the nearest new center. Since it is a
method, a loop is created and uses this cycle; we can notice that centroids k change
their position step by step to further changes. Finally, we minimized an objective
function. The objective function is given as

J �
k∑

j�1

n∑

i�1

∥
∥
∥x

( j)
i − c j

∥
∥
∥
2

(5)

∑n
i�1

∥
∥
∥x

( j)
i − c j

∥
∥
∥
2
is the objective function within group I . xi is a vector and c j

the corresponding cluster center.
The K-means segmentation algorithm is as follows:

Step 1: Consider the first vector of the K function in clusters.
Step 2: Sample vector is calculated using the minimum distance principle.
Step 3: New average is a new cluster for each cluster.
Step 4: Repeat step if the center is moved to Step 2, or stop.

2.3 Video Segmentation Using Fuzzy C-Means

Clear compilation plays an important role in problem-solving in recognizing patterns
and sample identities and organizing video images. Different separation methods are
provided by clusters, and most of them are based on distance criteria. The widely
used algorithm is the C-means (FCM) delaying algorithm. This is useful when the
cluster count is predetermined. In this way, the algorithms try to place each data point
on a cluster. What makes FCM different is that it cannot resolve the absolute mem-
bership in the data points provided in the cluster. Instead, it calculates the probability
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(membership) that the data point given will belong to a cluster. So depending on
the accuracy of grouping required to exercise proper tolerance, it may be advisable.
Since absolute membership is not calculated, FCM can be fast because of the number
of changes required to achieve special components.

In the following FCMalgorithm iteration, the following goals (objective function)
are minimized:

J �
N∑

i�1

C∑

j�1

∥
∥xi − c j

∥
∥2

(6)

Here N is the number of data points, C is the necessary number of clusters, cj is
the central vector j and δij is the membership level for the data point i in the j group.
The ‖xi − ci‖ standard measures the (or near) approximation of the xi data point
with the central vector cj of j clusters. Note that in each iteration, the rules maintain
a vector center for each cluster. These data are calculated on the average weight of
the weighted data displayed by membership.

The fuzzy C-means segmentation algorithm is as follows:

Step 1: Start the membership-matrix U with values between 0 and 1.
Step 2: Calculate the center cluster c.
Step 3: Calculate the function that costs according to the equation. Stop if either it
is below a certain tolerance value or its improvement, than the previous repetition is
below certain threshold levels.
Step 4: Calculate the new U. Please go to Step 2

3 Performance Evaluation Metrics

The quality rating of the video segmentation algorithm is by comparing the result of
the segment with part of the ground truth and obtaining the following statistics:

True Positive (TP): Intersection of pixels in the foreground of the segmented
output and ground truth.

False Positive (FP): Intersection of pixels in the foreground of the segmented
output and pixels in the background of ground truth.

True Negative (TN): Intersection of pixels in the background of the segmented
output and ground truth.

False Negative (FN): Intersection of pixels in the background of the segmented
output and pixels in the foreground of ground truth.

Using these statistics, assessments including FPR, FNR, Precision (Pr), Recall
(Re), Accuracy (Ac), and Specificity (Sp) are calculated.

FPR � number of FP

(number of FP + number of TN)
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FNR � number of FN

(number of FN + number of TP)

Precision(Pr) � number of TP

(number of TP + number of FP)

Recall(Re) � number of TP

(number of TP + number of FN)

Specificity(Sp) � number of TN

(number of FP + number of TN)

Accuracy(Ac) � number of TP + number of TN

(number of TP + TN + FP + FN)

These above parameters describe the performance [20–22] of the moving object.

4 Experimental Results and Discussion

Analysis of video segment algorithms has been tested and implemented usingMatlab.
We have selected some of the testing segments, the standard video clips called CDnet
2014 [23] in the section of the video. These sets of videos differ in size with corre-
sponding ground truth. The mean-shift, K-means, and fuzzy C-means segmentation
algorithms are applied over the above dataset and got the segmentation result.

In mean-shift algorithm, we have taken the spatial_bandwidth � 40,
color_bandwidth � 3 and convergence factor � 3. Different values of bandwidth
W can be taken for the performance measurement.

In K-means algorithm, we have taken the cluster number � 8 and we choose the
cluster center randomly.

In fuzzy C-means algorithm, we choose the cluster center randomly (Fig. 1).
To measure the quality of the segmentation algorithms, we calculate different

metric measurements [20–22]. The metrics were reported for CDnet for 2014 [23].
We have provided a comparative analysis of mean-shift, K-means, and fuzzy C-
means clustering-based segmentation. We can see that for baseline category, the
accuracy is more for K-means method. The baseline and shadow categories consist
of simple sequences where the normal order of pedestrian and car is the focus. With
different types of fraud and variation related to Interm.Objectmotion, fuzzyC-means
method gives very good recall compared to other. In shadow category, the accuracy
is more than 90% for mean-shift segmentation. But the recall is high for fuzzy C-
meansmethod. In dynamic background category, the accuracy ismore than 90%both
in mean-shift and K-means methods but recall is more in fuzzy C-means method
(Tables 1, 2, 3 and 4).
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Input   (i)                         (ii)            (iii)                       (iv) 

Baseline (highway-frame No-in001699) 

Interm.object motion (street light- frame No-in002130) 

Shadow (bus station-frame No-in001000) 

Dynamic background (canoe -frame No-in001010) 

Fig. 1 Segmentation results obtained for various sequences of the CDnet dataset: (i) ground truth
maps; (ii)–(iv) output results of mean-shift, K-means, and fuzzy C-means methods, respectively

Table 1 Performancemeasures (FPR, FNR, Pr, Re, Ac, Sp) of differentmethods for baseline image

Methods FPR FNR Pr Re Ac Sp

Mean-shift 0.0562 0.9389 0.0161 0.0611 0.9307 0.9438

K-means 0.0168 0.9864 0.0123 0.0136 0.9685 0.9832

Fuzzy C-means 0.8484 0.1469 0.0145 0.8531 0.1618 0.1516

Table 2 Performancemeasures (FPR, FNR, Pr, Re, Ac, Sp) of different methods for Interm. Object
motion image

Methods FPR FNR Pr Re Ac Sp

Mean-shift 0.1642 0.8929 0.1200 0.1071 0.7099 0.8356

K-means 0.1481 0.7692 0.2000 0.2308 0.7660 0.8519

Fuzzy C-means 0.3523 0.3333 0.2051 0.6667 0.6500 0.6477
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Table 3 Performance measures (FPR, FNR, Pr, Re, Ac, Sp) of different methods for shadow image

Methods FPR FNR Pr Re Ac Sp

Mean-shift 0.0508 0.9067 0.0505 0.0933 0.9251 0.9492

K-means 0.0535 0.9385 0.0307 0.0615 0.9227 0.9465

Fuzzy C-means 0.8768 0.1095 0.0264 0.8905 0.1431 0.1232

Table 4 Performance measures (FPR, FNR, Pr, Re, Ac, Sp) of different methods for dynamic
background image

Methods FPR FNR Pr Re Ac Sp

Mean-shift 0.0531 0.9620 0.0131 0.0380 0.9304 0.9469

K-means 0.0566 0.9447 0.0182 0.0553 0.9269 0.9434

Fuzzy C-means 0.8599 0.1554 0.0157 0.8446 0.1514 0.1401

5 Conclusion

In the process of visualizing a video and a computer, one of the most difficult and
most active areas of the research is the part of the video material. One of the most
important issues for successful use of successful video sequences is the video segment
that focuses on dividing video files into essential video frames. Various techniques
are being used by the developers in reviewed. We analyzed three video segmentation
algorithms based on the discovery of the changes in the video clip. We have used
mean-shift, K-means, and fuzzy C-means clustering-based segmentation algorithm
for video segmentation and measured the performance evaluation metrics. Mean-
shift andK-means methods provide good accuracy in comparison to fuzzyC-means.
But the recall is generally more in case of fuzzy C-means method.
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Fingerprint Identification
with Combined Texture Features

Namrata V. Jad and Satish T. Hamde

Abstract The recognition using biometric fingerprint is low-cost and superior auto-
mated technique of verifying bestmatch among two humanfingerprints. In this paper,
texture features are used for fingerprint matching. The matching methodology uses
local scale and rotation invariant information. This paper proposes a novelmethod for
fingerprint verification and identification by using combination of features of LBP,
HOGandSIFT. The fingerprint image is first enhanced, segmented and rotated/scaled
for different angles/values. The SVM and multi-SVM are used for verification and
identification, respectively. The methodology is applied on database created by fin-
gerprint sensor H520J00122 and also tested on FVC2004, FVC2002 database. The
analysis points such as accuracy, time, TAR, FAR and FRR are measured. The pro-
posed method also ensures the highest accuracy with moderate time of execution.

Keywords Fingerprint identification LBP · HOG · SIFT · SVM · Multi-SVM

1 Introduction

Authentication of person plays a vital role if we want to restrict fraud person to enter
the facility, or to checkwhether the person is entitled to access the privileged informa-
tion and also to examine whether the person had previously applied for the job. The
biometric system is being tremendously deployed in the government sector, national
ID cards, issuing of driver’s license, mobile, bank account and security criminal
identification [1, 2]. Biometrics are human characteristics. It can be characteristics
of behaviour and physiology. In this paper, a physiological aspect (Fingerprint) is
used to authenticate a person. It has its own challenges too. The drawbacks observed
as
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Total Success Rate � Number of true fingerprint matched

Total no. offingerprints taken in database

False Acceptance Rate � No. of false fingerprint accepted as true

Total no. of fingerprints not taken in database

False Rejection Rate � Rejected no. of true fingerprints as false

Total no. of fingerprint taken in database

These drawbacks are recovered by implementing an efficient fingerprint authenti-
cationmethodology which is discussed in this paper. This paper is separated into four
sections: Sect. 2 consists of literature survey, Sect. 3 includes proposed fingerprint
texture-based method and Sect. 4 concludes the analysis of comparison of single and
group feature descriptor. The conclusion is mentioned in Sect. 5.

2 Literature Survey

The conventional imaging strategy in thefield of person authentication byfingerprints
has been gifted with a variety of advances in some basic and advanced work over
the years. In this section, we revisit the approaches proposed by researchers during
the last 25 years. The overall focus is concentrated on features-based matching.
The fingerprint feature extraction methods can be introduced into the following four
ways: (1) filter bank-based, (2) minutiae-based, (3) minutiae and texture, and (4)
texture-based.

Filter Bank-Based Methods
S. Prabhakar and Jain, Linwith Pankanti in [3] worked on a set of Gabor filters, which
uses [4] algorithm of a filter bank-based, that extract features, which are local and
also global one. However, for matching, Euclidean distance is measured between the
features of two corresponding fingerprints. This method is too fast, but it is observed
that the accuracy obtained by this method is not enough. In [3], Jain et al. show
that for complex oriented textures like fingerprint, local and global information are
needed to be combined. The approach is based on core point extraction.

Minutiae-Based
The authors of [5] introduce minutia feature descriptor named Minutiae Cylinder
Code (MCC). The MCC matches two fingerprints by comparing with to minutiae
structure that is local. Matching is unaffected even if fingerprint undergoes trans-
lation, rotation of minutiae descriptor. This needs alignment of fingerprint at time
of registration. F. Chen, X. Huang, J. Zhou [6] used the hierarchical strategy. This
technique’s key point is it does separation of matching step into many required stages
and rejects a number of wrong fingerprints. Their proposed strategy speeds up iden-
tification and can almost save 50% of searching time computed with conventional
methods.
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Minutiae- and Texture-Based
A fingerprint minutiae detail is clubbed with texture details, which gives rise to a
hybrid matching method [7]. Jain et al. in [7] deal with the hybrid matching system.
Hybrid matching system clubs the details of minutiae as well as texture. It gives
rise to more improved matching performance. Here point decides region of interest;
therefore, the system senses only a limited portion of fingerprint for getting texture
details. Thus, the number of impression of same personmay have a small overlapping
region.

Texture-Based Methods
R. Haralick, K. Shanmugam, Hak D. [8, 9] use a texture image and describe its
second-order statistics. This statistical approachuses gray-level co-occurrencematrix
(GLCM) and two-dimensional histogram. Here, textural features computation is
quicker. Identification accuracy obtained is 89%. Yazdi and Gheysari [10] obtain
texture features using co-occurrence matrices. They have used an ANN artificial
neural network (feedforward) with two hidden layers for classification. Its obtained
results show superior performance. Hence, the further part of paper presents imple-
mented strategies to improve recognition rate and reduce the maximum possibility
of complex way of computation and processing, along with fulfilling the aim of
methodology.

3 Proposed Texture-Based Approach

Person recognition undergoes three stepsmainly: enrolment, verification and/or iden-
tification. Figure 1 shows the proposed texture-based identification methodology. In
enrolment step, a set of biometric data is registered, and its features are retrieved after
each image is segmented. The segmentation is included to get prominent features.
The biometric data includes authorised and some unauthorised fingerprints. The fea-
ture set is obtained by Local form of Binary Pattern (LBP), separate Histogram
of Oriented Gradient (HOG) and Scale Invariant Feature Transform (SIFT) method
from train and test images with five different angular rotations and scales. The feature
set so obtained is used to train classifier-I (SVM) and classifier-II (multi-SVM).

Classifier-II is trained by a set of only authorised person’s fingerprints. In the
second verification step, input fingerprint is classified by classifier-I, i.e. Support
Vector Machine (SVM). Its result shows whether input fingerprint is authorised or
unauthorised. If it is authorised, then only identification is done. The classifier-II
used is multi-SVM with more than one hyper-plane. The no. of hyper-planes of
multi-SVM is decided by number of enrolled classes of data. Its result will be the
best matched database fingerprint.
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Fig. 1 Block diagram of proposed texture-based method

3.1 Enhancement and Segmentation

A contrast enhancement by histogram equalisation improves the perceptibility of
objects [11]. Then fingerprint region in an image is segmented by mean and variance
method [12]. The foreground fingerprint and background region are separated so
that the texture feature of only fingerprint area is retrieved, thus providing features
of only interested fingerprint region.
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3.2 Feature Extraction

The separate and combined feature descriptor is applied to extract features. In this
work, descriptors used are HOG, SIFT and LBP.

Local Binary Pattern (LBP) Descriptor
It is themost popular in texture classification [13, 14]. The steps to create LBP feature
vector are given in the following text.

The images are received from database are first divided into blocks (3× 3) so here
we considered its eight neighbourhood pixels. Now according to pixel intensities of
each pixel (let gc) and its each neighbourhood(gp), the binary value of neighbourhood
is decided. Here replaced neighbour pixel by zero, if centre pixel’s value is more than
the neighbour’s value else replace by one. It is formulated in Eq. (1).

s(x) �
{
1 x ≥ 0
0 otherwise

(1)

where x � (gp − gc). Now each pixel is surrounded by binary values as shown in
Fig. 2.

Fig. 2 LBP representation
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The binary sequence is ordered in a clockwise direction to get an eight-digit binary
number and is then converted to decimal equivalent using the following equation:

LBPPR �
P∑

P�0

S
(
gp − gc

)
2P (2)

where gp stands for the central pixel’s gray value, gc represents the value of its neigh-
bours, P stands for the all involved neighbours and R is the radius of the neighbour.
Thus, equation depicts that given image is converted to decimal equivalent image.

Then, the histogram is calculated and it can be a 256-dimensional feature vector.
Suppose image size is I * J , and once LBP patterns of every pixel are computed. The
texture is represented by its histogram as represented in Eq. (3) as

H(K ) �
I∑

i�1

J∑
j�1

f (LBPPR(i, j), k ∈ [0, k]) (3)

where

f (x, y) �
{
1 x � 0
0 otherwise

Normalise the histogram, which is LBP feature vector for that image. The LBP
feature vector can pass to the classifier (SVM).

SIFT Descriptor
Some details may change if the scale of an image is changed. Thus, SIFT plays an
important role in those case [15, 16]. SIFT algorithm depicts that it first calculates
Gaussian filter for a number of scales and subtracts Gaussian (DOG) of one scales
from other. It does a comparison of each and every pixel obtained in DoG image with
its nearby eight pixels’ intensity then each pixel of DoG images is Compared to its
nine pixels at neighbourhood. It is followed for each nearby scales. If it is observed
the pixels’ intensity value is the more or less than neighbouring pixels then it is
treated as a candidate key point. Then store key point for all training data. Compare
the location of key point of the given image with the key points of training data.

HOG Descriptor
The use of HOG descriptor can be called the characterization of the orientation and
magnitude of the pixels. A group of local histograms of an image is computed. These
histograms have information of the different orientations of the gradients in a local
region of an image [17]. HOG descriptors steps include the computation of the image
gradient, orientation histograms for corresponding locations and normalisation of the
histograms.
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3.3 Classifier

The classification task is distributed to two classifiers. In order to classify the person
as authorised or not, a primary classifier support vector machine is used. The SVM
provides the final result in case of unauthorised person. The Identification is done at
secondary classifier, in case of authorised person.

Primary Classifier (SVM)
For primary classification task, supervised learning algorithm that is support vector
machine is used [3]. It does binary classification in which a known training dataset
contains authorised and some unauthorised dataset to make predictions. Its crucial
step is finding the best hyper-plane [1, 2]. The feature set provided to SVM ismapped
into a dimensionality which is higher. It uses f (x) (mapping function) for best pro-
vided feature sets. It does a linear separation. It is desired to get the largest distance
among two different fingerprint data within feature space. It is needed to solve an
optimization problem. The optimization can be solved by using information, input
vector and type of kernel function (RBF, linear, polynomial and sigmoid). The selec-
tion kernel function plays a vital role in SVM. The accuracy of themodel is improved
by proper selection of kernel function available in SVM. Here, we use the RBF ker-
nel due to finite and localised response across the total range. A residue xj which is
unlabelled can be classified by the function shown in Eq. (4)

f (x j ) �
l∑

i�1

yiαi K
(
xi x j

)
+ b (4)

This labels x j . If the value of f (x j ) is above zero, the value residue x j is classified
as authorised; otherwise, xj is unauthorised class. The best prediction is obtained by
adjusting the threshold.

Secondary Classifier (Multi-SVM)
Multi-SVM classification model is similar comparison of one with all. Here multi-
SVM is trained if query fingerprint is authorised. It is considered for differential
identification, in which each person’s fingerprint has its own sub-classifier, that is,
binary SVM. For database of 80 authorised person, 80 differential classes are gen-
erated so that differential identification is done. Multi-SVM training would make
use of 80 networks, as each 80 separate SVM would include in the recognition of
particular person.

4 Result and Comparative Analysis

The database considered for analysis of result is obtained from the database by sensor
H520J00122 and database FVC 2002 and FVC 2004. The result shows the compar-
ative analysis of the effect of features on identification performance, as shown in
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Table 1 Comparative
analysis

Descriptor SVM Multi-
SVM

Time

LBP 75 84 12.76

SIFT 75 82 72.89

HOG 75 85 29.69

LBP + HOG 92 96 23.68

LBP SIFT 75 89.05 69.89

LBP + SIFT + HOG 97.50 98.05 434.63

Table 2 Match count FAR,
FRR and TSR

Match count FAR FRR TSR

34 4.91 44.44 94.44

26 0 65.38 100

30 4 63.33 93.33

14 1.52 71.42 92.85

10 0 60 100

7 0 28.57 100

Fig. 3 Analysis chart

Table 1. This analysis depicts that accuracy is improved, and the result of matching
and identification is invariant to rotation and scale change, if we combine feature
descriptor HOG, LBP and SIFT. The match count is varied for different groups of
test data. False/true accepted/rejected rate (FAR value, FRR value and TSR value in
percentage) is measured for some test data as shown in Table 2. The false (unautho-
rised) fingerprint acceptance rate obtained is less. The rejection rate of unauthorised
ismore. TSR is near to highest. Table 3 depicts the person identification performance,
when proposed descriptor used. Figure 3 represents the analysis chart showing accu-
racy and time of separate and proposed descriptor.
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Table 3 Performance evaluation

Database Descriptor Accuracy Time (s) Train
images

Test images

Created DB HOG 8.57 21.93 80 35

10 19.32 80 70

93 20.73 80 80

LBP 84.12 18.56 80 35

81.24 20.77 80 70

77 25.46 80 80

SIFT 99 290.18 80 35

94.29 416.02 80 70

95 434.1 80 80

HOG + LBP + SIFT 96 293.88 80 35

96.53 596.68 80 70

97.31 437.43 80 80

5 Conclusion

In proposedwork, the preprocessing is carried out by scaling and rotating afingerprint
image. The mean variance algorithm properly extracts fingerprint portion of the
image to which, five rotations, five scales variations are applied. Then, the image
is applied to descriptors like LBP, HOG and SIFT combinations. It is observed
that the final combined LBP, SIFT and HOG features improve the classification of
authorised and unauthorised fingerprints. This reduces execution time if input query
fingerprint is unauthorised; hence, no multi-SVM is in picture. Thus, SVM itself can
provide the final result for unauthorised person. Performance evaluation is also done
by parameters like FAR, FRR and TSR. The proposed work provides the highest
accuracy.
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Tuberculosis Detection Using Shape
and Texture Features of Chest X-Rays

Niharika Singh and Satish Hamde

Abstract Tuberculosis (TB) is a major life-threatening hazard, globally. Mortality
rate increases if the disease remains undiagnosed and untreated. Detection of disease
in the early stage is the most promising way to increase the lifespan of patients,
especially in the regions with limited resources worldwide. We present an automatic
TB detection method which uses conventional digital chest radiographs. The method
consists of three main stages. We first extract the lung region from the Chest X-
Ray (CXR) image using log Gabor filtering technique followed by morphological
methods. A set of texture and shape features of segmented dataset is computed. The
feature vector thus computed enables the support vector machine to classify the input
CXR into healthy and TB-infected. ROC curve and confusion matrix of classifier
show its exceptionally good performance. We attain an AUC of 0.98 and 0.96 on
MC and CHN dataset, respectively, with 100% specificity.

Keywords Features · CXR image · TB · Support vector machine (SVM) ·
Classifier

1 Introduction

Tuberculosis is the second largest killer in theworld among all the infectious diseases.
In 2016, over 1.7 million TB-infected people died, of which nearly 400,000 people
were co-infectedwithHIV [1]. TB is a challenge globally. Althoughmany progresses
are made in diagnosis and treatment of disease, unfortunately, TB remains a major
cause of mortality worldwide. TB is prevalent in sub-Saharan Africa where poverty
and malnutrition diminish patients’ immunity [1]. Moreover, the problem has been
aggravated by increased rate of infections in HIV positive population and rapid
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emergence of multidrug-resistant TB. Immunodeficient people are at higher risk of
latent TB getting turned into active.

The emergence of disease and shortcomings of available clinical tests make a
room for the development of economical screening system to monitor the recovery
during treatment. Chest radiography is an important tool to diagnose pulmonary TB
when it is not confirmed bacteriologically [2].

Conventional radiographic techniques have been gifted with many notable
advances over the years. Many trendsetting papers based on CAD system have been
presented in the previous 15 years. Jaime Melendez [3] deals with Multiple Instance
Learning (MIL) based CAD system. Their system handles the problem of TB detec-
tion by classifying the pixels in supervised manner. Though this approach gives good
results with high accuracy, it is an exhausting and sluggish method. Moreover, if new
training data is to be used, complete reprocessing is to be accomplished.

CAD system development for X-ray analysis is really complex. To reduce the
complexity of the task, researchers started to concentrate on solving the sub-problems
instead of developing a full-edged CAD system. Segmentation of the lung field is
one of the typical tasks to proceed in this direction. Candemir [4] introduces the
segmentation of lung field using graph cuts optimization approach. Karagyris [5]
introduces the lung anatomy segmentation. He has segmented out the ribs and heart.
This work is helpful in locating the manifestations of TB.

van Ginneken [6] uses a multiscale filter bank to extract texture feature. They
handle the problem by subdividing the lung lobe into overlapping regions of various
sizes. Texture features are extracted for each of these subdivided regions. Feature
vectors from corresponding regions in left and right lung lobe are subtracted to get
some additional features for each region. The separate training set is constructed.
Every region is classified by voting among the KNN.

Xu [7] works on the fact that TB is mainly characterised by the presence of
cavities in the upper zone and focuses on the cavity detection. However, the presence
of cavity is only one of the TBmanifestations. Jaeger in [8] segments the CXR image
by taking the average of the three different masks: the intensity mask, lung model
mask and log Gabor mask. In the proceedings of the same work [9], they introduce
a lung model for segmentation. Features are extracted in two sets—features inspired
by object detection and contrast-based features. They achieve very low specificity.

The proposed method combines a few object detection inspired features, a few
of content-based image retrieval-based image features and a set of GLCM-based
features [9, 10, 11] and gives improvised results. The paper is framed in the following
manner: Sect. 2 describes the overview of the proposed screeningmethod. It includes
all the three steps of processing—segmentation, feature extraction and classification.
Experimental results are discussed in Sect. 3. Section 4 concludes the work.
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2 Methodology

In this section, the implemented method of lung field extraction, feature extraction
and classification are going to be discussed. The flow of work is shown in the flow
diagram in Fig. 1.

2.1 Extraction of Lung Field

In chest radiographs, it is difficult to separate out lung fields using pure pixel-based
approaches. Thresholding based on visual appearance does not work due to highly
mingled intensities. However, wavelets can extract solid regions of our interest with
accuracy. The enhanced image can be further binarised easily by thresholding.

Log Gabor is found adequate for the enhancement of image [12]. Log Gabor
function is nothing but the Gaussian transfer function when scaled on the logarith-
mic frequency. In the polar coordinate system, log Gabor filter is composed of two
components: radial component, which varies radially and angular component, which
shows angular variations. The radial filter is given as

R(ω) � exp

(
−[

log(ω/ω0
]2

2log
(
σ 2
r

)
)

(1)

And angular frequency response is given as

A(θ) � exp

(
−[θ − θ0]2

2log
(
σ 2

θ

)
)

(2)

Thus, the overall log Gabor function is given as

Fig. 1 Flow diagram
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Fig. 2 Flow of segmentation: a, b segmentation of randomly chosen normal and abnormal CXR
image from Montgomery dataset, respectively

G(ω, θ) � R(ω) ∗ A(θ) (3)

where

(ω, θ) the polar coordinates;
ω0 centre frequency;
θ0 angle of orientation;
σr deals with the scale bandwidth and
σθ handles angular bandwidth.

The segmentation is carried out in five steps: First, CXR is enhanced using log
Gabor filter in Eq. (3) with ω0 � 1/9, θ0 � 0, σr � 0.5, σθ � π/9 [10]. After
enhancement, the threshold of 0.5 is applied to the enhanced image [6]. After this,
edge detection using Sobel operator finds the edges. The reason for applying the
edge detection step after thresholding is to avoid unnecessary large amount of edges
[13]. The edges so found are not prominent as shown in Fig. 2. So as to highlight
and smoothen the edges, dilation with an appropriate structuring element is done.
Finally, the closed-loop enclosure of lung field is filled, and rest all the edges in the
image are removed.

2.2 Feature Extraction

Following feature descriptors are used:

• Histogram of Intensity (ID),
• Histogram of Gradient magnitude (GD) and
• Shape Descriptor histogram (SD),

SD � tan−1

(
λx

λy

)
(4)
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• Curvature Descriptor (CD),

CD � tan−1

⎛
⎝

√
λ2
x + λ2

y

1 + I (x, y)

⎞
⎠ (5)

where I (x, y) denotes intensity of pixel (x, y), and λx , λy are the eigenvalues of
Hessian matrix with λx ≤ λy .

The eigenvalues of Hessian matrix for shape and curvature feature descriptor as
given in Eqs. (4) and (5) are computed using multiscale approach by Frangi in [14].

• Histogram of Oriented Gradients (HOG) and
• Local Binary Patterns (LBP).

Each of these descriptors is quantised into 32 bins of histogram.

• Colour Layout Descriptor: CLD gives information regarding the dominant colour
in the image using discrete cosine transform coefficients [15].

• Edge Histogram Descriptor (EHD): EHD gives information about the local edge
distribution in image [15].

• Tamura Texture Descriptor: Tamura descriptor is actuated by human perception of
vision. It is comprised of a set of six features; three of them (contrast, directionality
and coarseness) have a strong correlation with human perception [16].

• Texture features by GLCM approach: Statistical texture analyse the spatial distri-
bution of intensity values [10, 11].

2.3 Classification

Support Vector Machine (SVM), which is a supervised learning algorithm, is used
as classifier to detect chest radiographs with TB manifestations. SVM generates
hyperplane with largest margin to distinguish samples within two classes. In general,
larger margin indicates lower generalisation error of classifier. Results are calculated
with linear SVM.

3 Experimental Results

Experiments are done over two different datasets. Both of themare publicly available:
(1)Montgomery County Hospital (MC) collection and (2) Shenzhen Hospital, China
(CHN) collection. We have used 160 images of CHN dataset, out of which 75 are
normal and 85 are TB-infected. Among 160, we have taken 115 images for training
and rest 45 images (20 and 25—normal and abnormal, respectively) for testingwhich
contributes about 28%of dataset.We use the reports by radiologists, confirmed on the



48 N. Singh and S. Hamde

Table 1 Classification performance analysis on both datasets

Dataset Accuracy (%) AUC Sensitivity (%) Specificity (%)

MC dataset 96 0.98 91 100

CHN dataset 97.8 0.96 95 100

Table 2 Confusion matrix of SVM for Shenzhen dataset

Normal Abnormal

Normal 20 0

Abnormal 1 24

Table 3 Confusion matrix of SVM for Montgomery dataset

Normal Abnormal

Normal 20 0

Abnormal 2 28

Fig. 3 ROC curve for SVM model efficiency analysis on both datasets

basis of clinical findings and patient history as ground truth. The proposed algorithm
is showing very promising results on both the datasets. Table 1 shows the accuracy
of the algorithm on the two respective datasets. In experimentation, it has been found
that 1 out of 25 TB-infected CXR is incorrectly diagnosed while all the 20 normal
CXRs are correctly predicted by the classifier as shown in confusion matrix of SVM
in Table 2.

MC dataset consists of 138 CXRs. 58 of those are of infected patients while 80
are healthy images. We take 20 from healthy images and 30 from diseased images
for training the classifier.
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Classifier predicts all the healthy images perfectly while 2 of the diseased are
predicted incorrectly. The confusion matrix of SVM for MC dataset is given in
Table 3. Specificity of the algorithm on both the datasets is calculated as 100%,which
shows that all the TB negative cases are predicted correctly. However, we achieve a
sensitivity of 91 and 95.2% on MC and CHN datasets, respectively. Figure 3 shows
the ROC curve for efficiency analysis of the classifier for both the datasets.

4 Conclusion

In this study, the potential of selection of features for classification can be appraised.
We input a combination of texture and shape features to support vector machine. This
approach is giving a really commendable result on both of the datasets. To check the
robustness, we could have been tested on another dataset. But due to the lack of more
datasets, it has not currently been possible. We are trying to get more datasets from
Indian hospitals. The achievement of this algorithm is an AUC of 0.98 and 0.96 on
MC and CHN datasets, respectively. In future experiments, we will experiment on
more datasets to check the robustness of the algorithm.
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Role of X-Rays in Assessment of Bone
Mineral Density—A Review

S. M. Nazia Fathima, R. Tamilselvi and M. Parisa Beham

Abstract Application of X-rays in healthcare applications is the energetic field
involving more research challenges. The physician uses conventional or traditional
X-ray images of the bone which is the majority used imaging modality to treat bone
diseases, which disclose the potential for new medical applications. Inspired by the
special characteristics, novelty and wide applications of X-ray, this work provides a
comprehensive survey on the role of X-ray in the medical field. X-ray involves bone
mineral density (BMD) measurement which is the conventional method to assess
the fracture risk. Even though a lot of papers are describing the methods involved in
X-ray, this paper explains the current trends with the advantages and disadvantages
of X-ray in the medical field. Principles, fundamentals and characteristics of X-ray in
the emerging area of biomedicine are also well described. The various recent works
related to the principle, BMD measurement and analysis methods of X-ray are also
discussed.

Keywords Medical field · Health care · X-ray images · Bone mineral density
(BMD) · Osteoporosis

1 Introduction

Digital early experiments of the quantity of BMD used traditional X-rays which
comprise a wedge with a step design made from an aluminium or ivory phantom.
At each step of the phantom with the known densities, the minerals or density of the
bone is estimated by an image assessment of the concentration of the minerals in
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the bone. The next development in the area of measurement of bone density is the
invention of single-photon absorptiometry (SPA) in the year 1963 by Cameron et al.
Iodine (I-125) or americium (Am-241) which is a radioactive source, with energies
of 27 and 60 keV is used in this method. The principle behind this technique is
that the subject positioned their specific region in a water bath to afford the same
path extent through which the gamma rays would be passed. Measurement of bone
density involves the procedure of estimation of quantity of minerals present in the
bone region examinedby the procedure of subtraction e photonsfiltered by the spongy
tissue from the photons filtered by both the tissues. This procedure established a good
place in the medical field in the condition of quantification of the bone, but it was
restricted to a marginal site. But when the density of the bone is to be measured
at axial portions such as hip or spine, two different energies from gamma rays are
mandatory to differentiate both hard and soft tissue, in which the soft tissue is of
inconsistent depth [1].

Dual-energy problem is engaged in dual-photon absorptiometry (DPA), facili-
tating the concurrent diffusion of two photon energies of 44 and 100 keV from
gadolinium-153 from gamma rays [1]. Algebraic equations derivation is used for
the estimation of bone and soft tissue. In the late 1980s, single X-ray absorptiom-
etry (SXA) and single-photon absorptiometry (SPA) have been outdated which are
superior and expensive radioactive sources.

A dual-energy X-ray absorptiometry, commonly known as densitometry or dual
X-ray absorptiometry (DXA) can produce whole body image and discriminate dis-
similar body structures. The basic rule of DXA is similar to the DPA that the strength
of the X-rays communication, formed from a constant X-ray source, at elevated and
small energies. History of various techniques for BMD measurement is shown in
Table 1. A lot of papers in X-Ray explained the basic principles and operation of
X-ray. No review paper is available to discuss the survey related to the X-ray. This
scenario motivated us to present a review paper on X-Ray.

In this paper, our focus is on X-Ray image review that is being used extensively in
BMDapplications. Themain objective is to present a survey onX-ray that appeared in
the literature over the past decade under all severe conditions that were not discussed

Table 1 History of BMD measurement

Technique Principle

X-rays Measurement of BMD is based on the aluminium or ivory phantom

SPA Measurement of BMD is based on the gamma rays. Bone density is estimated by
the process of decreasing of the photons filtered by the soft tissue from the
photons filtered by bone and soft tissue

DPA Works based on the concurrent communication of two photon energies of 44 and
100 keV from gadolinium-153 from the gamma rays

SXA Based on the photon source as an X-ray system with solid state detectors

DEXA Based on the quantity of the X-rays produced during the transmission and
derived from an unwavering X-ray source, at huger and small amount of energies
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Fig. 1 X-ray images of spine

in the previous survey. The X-Ray image of the spine and femur are depicted in
Fig. 1.

Some features of X-ray images are as follows:

1. Fracture diagnosis and treatment,
2. Evaluation of skeletal maturation,
3. Bone densitometry and
4. Hip replacement.

Osteoporosis is a diverse disease that influences diverse parts of the bones with
different harshness. In the United States, more than 1.5 million osteoporotic fissures
occur every year. This disease occurs commonly in women; in particular, people who
are more than 50 years, osteoporosis occurs commonly in men also [1].

The primary obstacle of osteoporosis is fractures happening after minimum
trauma. The proximal femur, the vertebral bodies, the distal radius and the prox-
imal humerus are the normally frequent sites of fracture. Hip fractures are associated
with increase in the short term death and high morbidity. Hip, vertebral and radius
fractures boost the threat of upcoming risk of bone fractures. Common features of
ageing are the diminishing minerals present in the bone and alteration of structure of
the bone. The densitometry clarity of osteoporosis was traditionally given by consent
of a board organized by the World Health Organization (WHO) in the year 1994.
Only limited papers are available for describing the BMD measurement in X-Ray
images.

This paper is planned as follows: Sect. 2 described the Principles of X-Ray.
Section 3 explains the fundamentals of X-ray images in BMD measurement. Differ-
ent methods in X-ray absorptiometry are described in Sect. 4. BMD measurements
and various algorithms in X-rays are detailed in Sect. 5. Section 6 explains the BMD
measurements and interpretations for osteoporosis. The work with detailed inference
from the related reviews is concluded in Sect. 7.
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2 Principles of X-Ray

Roentgen in the year 1896 successfully established X-rays. The first X-ray operation
is executed to extort a part of a darning needle entrenched in the hand of a seamstress.
Non-invasive diagnostic methods are overwhelmed by X-ray methods. In a simple
nutshell, it is known that even today the specialized adjustment of conventional X-ray
radiography is the dominated andmost regularly used diagnosticmethod inmedicine.

X-ray tube is used for producing X-Rays. Al filter used in the tube removes the
minimal energy because as they are unable to break through the entity and involve-
ment to the data on the film, they can simply append needless to the dose observed by
the entity. Collimator extracts or filters the radiation of the X-rays external to the area
of the image on the film. Reduction and Compton spreading appears at the object.
The grid at the bottom allows the photons straight away from the source to the film.
Figure 2 explains the basic principle of X-rays. The normal linear attenuation law
explaining the reduction of X-rays are given by the equation:

I (x) � I0 exp(−μx) � I0xp(−μ/ρxρ) (1)

InEq. 1, x is the distance passed through thematerial andμ is the linear attenuation
coefficient in units of m−1. I0 is the intensity at the entry to the material (x � 0), I(x)
is the intensity at distance x, and ρ is the density of the material [2]. Mass attenuation
coefficients for some common tissues are given in Table 2.

Fig. 2 Tissue density based on the attenuation
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Table 2 Mass attenuation
coefficients for typical tissues
in μ/ρ

μ/ρ given in cm2/g 50 keV 100 keV 200 keV

Air 0.208 0.154 0.122

Water 0.227 0.171 0.137

Adipose tissue 0.212 0.169 0.136

Muscle 0.226 0.169 0.136

Bone 0.424 0.186 0.131

Lead 8.041 5.549 0.999

3 Fundamentals of X-Ray Images in BMDMeasurement

Radiographic absorptiometry (RA) explains the measurement of bone mass from
the normal radiographs of marginal spot, regularly the hand or heel. The merits of
conventional radiographs are less costly, more specific and perfect. This technique
most commonly existing than any other bone mineral density calculating techniques
as there is no necessitate for dedicated equipment. The main drawback of RA is that
measurement of bone mineral contents is responsive to variations in the background
of the soft tissues; the technique is restricted to the appendicular bones. The variables
involved in the measurement are voltage setting, exposure time and film variables.
An aluminium wedge is included in the radiograph to spot on for the above said
variables. But, however, it has been accepted as a selection measure for the BMD
measurement. Two dissimilar energies are used for radiographs of the region (hand)
and an aluminium reference wedge. In the radiograph, the image is locked electron-
ically and was investigated to establish the mean density of the middle phalanges of
the second, third and fourth fingers. The results are stated in aluminium equivalents.
Aluminium based on step-wedge captures the hand radiographs positioned on the
film and optical densitometer is used for the image analysis which is a very standard-
ized one. There exists a defined density of the aluminium step-wedge for comparing
the obtained BMD results. From the survey, it is stated that RA dimensions were
used to create or estimate the low bone mass of the lumbar spine and femoral neck
with 90 and 82% sensitivity, respectively [3].

4 Different Methods in X-Ray Absorptiometry

Dual-energy problem is engaged in dual-photon absorptiometry (DPA), facilitating
the concurrent conduction of rays from the gamma with the use gadolinium-153 of
two photon energies of 44 and 100 keV. Algebraic equations derivation is used for
the estimation of bone and soft tissue. In the late 1980s, single X-ray absorptiometry
(SXA) and dual-energy X-ray absorptiometry (DEXA) have been outdated which
are superior and expensive radioactive sources. A dual-energy X-ray absorptiometry,
commonly known as densitometry or dual X-ray absorptiometry (DXA) is capable
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of producing whole body image and discriminate dissimilar body structures. The
basic rule of DXA is similar to the DPA that the depth of the X-rays transmission,
formed from a constant X-ray source, at the elevated and small amount of energies.
The analysis technique differentiates hard and smooth tissue in a different way. The
stationary scan table is used with axial bone densitometry; the modality of option to
calculate the BMD and whole body densitometry are the major modalities of DXA
in medical techniques to assess body composition [1].

5 BMDMeasurements and Various Algorithms in X-Rays

Sheng et al. [4] evaluate the recital of edge detectors used for outline detection of the
right and left femur bone in X-ray images. Various edge detectors such as Roberts,
Sobel, Prewitt, Canny’s and Laplace operators are used for experimentation. The end
results show that the Laplace operator could give good accuracy than any other in its
application to X-ray images of femur bones, which has importance to medical and
forensic experts. The results of Laplace operator can be compared with the results
of other edge detection methods. Another method explains the estimation of BMD
from the volume of human femur. The first step involves the extraction of femur.
The second step involves the finding of reference point. If the centre point is a circle,
parameters such as intensity and diameter can be estimated at the midpoint. From the
value of the first midpoint, new point is established. The third step is the estimation
of the quantity of the bone. Then the last step is the calculation of BMD for the
detection of osteoporosis.

6 BMDMeasurements and Interpretations
for Osteoporosis

Table 3 provides the general performance of theX-Rays in themedical field. The table
explains the fundamentals and principles of X-rays and various methods involved
in the BMD measurements. BMD measurements have a significant responsibility
in the assessment of patients at risk of osteoporosis and in the suitable use of anti-
fracture treatment. Genetics is the farmost vital feature in both genders, where family
history and revise of monozygotic and dizygotic twins have revealed that hereditary
feature can make 80% of the unevenness in mass of the bone, where age, heredity,
previous fragility fracture, parental history of fragility fracture, female gender and
early-stage menopause are the most imperative osteoporosis-related threat factors
that cannot be distorted [5, 6]. The most crucial risk factors that can be malformed
and are correlated to lifestyle are smoking, inactive lifestyle, low body mass index,
diet lacking in calcium, high alcohol consumption and low levels of vitamin D due
to shortage of sunlight exposure or malnutrition. Since there is no bone density



Role of X-Rays in Assessment of Bone Mineral Density—A Review 57

Table 3 General performance of X-rays in medical field

SL. No. Author Year Remarks

1 Haidekkera
et al. [3]

2004 The author explains the need for animal models,
which are widely used to link in vivo modification
in bone mineral density (BMD) with alteration in
disease state of bone

2 Kheng [10] 2006 In this proposal, medical image segmentation
methods are reviewed. According to the review, no
perfect segmentation methods are existing in X-rays

3 Lim et al.
[12]

2006 In this paper, three different stages are used such as
removal of outline of the bone of attention, taking
out of features from the X-ray image and
organization of the bone based on the extracted
features

4 Damilakis
et al. [13]

2010 This article describes concise survey of the current
X-ray techniques used for the accurate amount of
minerals estimation of the skeleton, data on the
intensity of radiation revelation linked with these
techniques and details relevant to the radiation
protection problems

5 Reimer
et al. [14]

2011 This article explains the concordance between
spine fracture detection on traditional lateral X-ray
and lateral X-rays obtained from DXA scans.
Vertebral anterior and posterior heights and the
anterior/posterior (AP)-ratio were calculated

measurement which gives high percent accuracy results, the BMD test is a chief
interpreter of whether an individual will have a fracture in the future [7, 8].

Generally, results of BMD measurement was evaluated with the normal or peak
BMD of a healthy 30-year-old adult. Based on this the T -score value is presented.
The difference was calculated in the units of standard deviations (SDs). T -score of 0
indicates that the person is a healthy young adult. If there aremore standard deviations
(below 0, designated as negative numbers), then the lesser your BMD and the greater
your threat of fracture. T -score between +1 and−1 is measured as normal or healthy
[9]. A T -score between−1 and−2.5 designate that you have small bonemass, which
does not represent that the person was diagnosed with osteoporosis. But a T-score
of −2.5 or lower indicates that the person was diagnosed with osteoporosis. The
more value of negative number, the more cruel the osteoporosis. Correct analysis of
a BMD quantity will be inclined by the reason of measurement such as to diagnosis
osteoporosis, to evaluate fracture risk [1, 10, 11].
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7 Conclusion

In the recent scenario, a lot of advanced scanning systems play the main role in
medical imaging, as accuracy is needed in diagnosis and targeted drug delivery. But
in the past decade, X-Ray images played a major role in the analysis of various bone
fractures.BMDplays a vital role in the detection of osteoporosis. In a nutshell, various
scan images were successfully developed and still more can be developed, and they
have a great potential in all therapy treatments in healthcare applications. Even though
a lot of scan systems are accessible for measurement of BMD, in the present system,
DEXA is the acceptable gold standard for BMD measurement. Although handiness
of DXA may be different from place to place, this method presently extensively
exists in both hospitals and educational medical centres. Even though DEXA has
its own advantages, it also has certain limitations. Only two-dimensional capacity
of bone mineral content is provided for a three-dimensional bone. Also, it does not
provide the information about the bone depth. Another important issue is the failure
of bone detection algorithms in paediatric DEXA images. Thus, there is a lot of scope
for the researchers to carry out further research in terms of this BMD measurement
especially in children.
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Estimation of Face Pose Orientation
Using Model-Based Approach

M. Annalakshmi, S. M. Mansoor Roomi and M. Parisa Beham

Abstract In the domain of computer vision and pattern recognition, though there
are numerous methods for face recognition, it is still remaining as a very challeng-
ing problem in real life applications. Face detection and recognition suffer from
many problems which are caused by the variations in orientation, size, illumination,
expression, and poses. This paper mainly revolves around face detection and oriented
pose identification. The state-of-the-art Constrained Local Model (CLM) is applied
to detect the face from any wild facial image. The extracted feature points are used
to segregate the dominant parts of faces. From the dominant feature points, nose tip
and eye points have been identified. Applying the geometrical parameters between
the nose tip and eye points, the pose orientation of the wild face has been identified.
This method is very simple and accurate. The performance evaluation has been done
on unconstrained Essex database and internal wild database collected from internet.

Keywords CLM model · CLM search · Segregation · Pose estimation ·
Geometrical parameters

1 Introduction

The most significant human sense is vision. Henceforth, the fact that images play
vital role in human perception is not surprising. Computer vision is the science
that develops algorithmic basis by which useful information can be automatically
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Fig. 1 Various pose orientations of wild face images

extracted and analyzed from a set of images. The need to emulate perception makes
image understanding a vital ingredient of any computer vision system.

In the literature, so many algorithms are proposed for face detection and recog-
nition. The pose orientation (as shown in Fig. 1) is a major issue in recognizing face
which drastically reduces the recognition rate. Asthana et al. [1] proposed an ideal
approach to the problem of pose-invariant face recognition which uses a 3D pose nor-
malization method. This outperforms state-of-the-art recognition for datasets with
widepose variation.Thoughvarious poses are considered, extremecases are not taken
into account. Asthana et al. [2] proposed a novel discriminative regression-based
approach for the CLM frame-work, which is known as Discriminative Response
Map Fitting (DRMF) method. This method outperforms the state-of-the-art RLMS
fitting method and the tree-based method. Zhu & Ramanan [3] depicted a tree-
structured model which is easy to optimize compared to dense graph structures. A
novel method for pose robust face recognition towards practical applications is pro-
posed by Yi et al. [4]. An extended 3D Morphable Model (3DMM) which isolates
identity variations from those due to facial expressions is proposed by Chu et al. [5].
Some of the facial deformations are not handled well in [4] and [5]. To overcome
those problems Sarode & Anuse [6] proposed a model-based approach in which
moment based feature extractions (Hu’s and Zernike Moments) are implemented.
The performance of Hu’s moments is not satisfactory and thus the recognition rate
is poor. Tai et al. [7] used an Orthogonal Procrustes Regression based approach.

This method shows high efficiency for the misaligned test images with pose varia-
tions in spite of the training images (frontal or non-frontal). The primary contributions
of this work are as follows:

1. The standard CLM model is used to identify the feature points of the wild face
images.

2. The eye points and nose tips have been identified using geometrical formulation
by which the face orientation is estimated.
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Fig. 2 Overall flow diagram
of the proposed method

3. The proposed algorithm is validated with the unconstrained and wild database
having high degree of pose variations.

2 Proposed Method

The proposed method is used to detect the orientation of the face captured in an
unconstrained environment. The overall flow diagram is shown in Fig. 2. First, the
input image is applied to a CLM model where the face is detected and then the face
model is fitted. This model gives 68 feature points for the detected face. These points
include nose, eyes, mouth, and outer boundary of the face. For the ease of analysis,
the face regions are cropped. The feature points obtained are then used for segregating
the various parts of the face. Following which an axial line is drawn which passes
through the nose tip. Depending on the slope of this line, the orientation of the face
is determined. This methodology aids in the automatic categorizing of database in
many face detection and recognition algorithms.

3 CLMModel

Face detection and alignment is a two-step process involved in CLM. As a first step,
human face is detected using a Viola–Jones face detector [8]. This detector finds face
in the given input image and gives rectangles of where the faces are found. Next,
the rectangle has to be closely observed to determine the boundary of nose, mouth,
etc. Feature points are detected for that parts on face. The basic architecture of CLM
model is given in Fig. 3.
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Fig. 3 Basic architecture of CLM

3.1 Model Building

CLM model consists of two parts; one part describes the shape variations of feature
points called ‘ShapeModel’, and the other part describes each patch of image around
the feature points, called ‘Patch Model’. The shape model describes how the face
shape can vary and is done with PCA. Average of all shapes is calculated to obtain
the mean shape. The mean shape is subtracted from each shape, which gives the
information of how each shape varies from themean face. The Patchmodel describes
how image around each feature point should look like. In this model, Linear Support
Vector Machine (SVM) is employed to recognize the local patch around the feature
point.

3.2 CLM Implementation

To apply CLM on face alignment, first, a CLM model has to be built which contains
the shape information and patch appearance information. This information can be
used to search given image for faces.

Building Shape Model with PCA: The building shape model includes two steps:
i. Remove scale, rotation, and translation with Procrustes analysis, output aligned
shapes. ii. Do PCA on aligned shapes.

Procrustes Analysis: Two shapes of the applied face are obtained using Procrustes.
Here, it is mandatory to find rotation ‘θ ’, scale ‘a’ and translation parameters ‘(tx, ty)’
to minimize the mean square error between the first and transformed second shape.

The optical parameter values can be derived analytically by taking partial deriva-
tives of the mean square error function. All the shapes are aligned to the first shape,
which removes scaling, translation, and rotation variation leaving only the face vari-
ation. Finally PCA can be applied on the aligned shapes.

PCA on Aligned Shape: PCA is used to find the basis of face variations. The basis
of variations (Eigenvectors) and a value indicating how much the total variation that
basis function accounts for eigenvectors is obtained by considering M images, each
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image containsN feature points, and each feature points is given by (x, y) coordinates,
representing the feature coordinates of an image into one vector:

x � [x1, x2, x3, . . . , xN , yN ]
T (1)

Since the number of images isM, we have xi , where i � 1, 2, 3, …,M. The mean
shape is given by

x � 1

M

N∑

i�1

xi (2)

Then the mean shape is subtracted from every xi . Now the resultant will be given
as

X �

⎡

⎢⎢⎢⎢⎢⎣

x (1)1 y(1)1 x (1)2 y(1)2 · · · x (1)N y(1)N

x (2)1 y(2)1 x (2)2 y(2)2 · · · x (2)N y(2)N

· · ·
· · ·
x (M)
1 y(M)

1 x (M)
1 y(M)

1 · · · x (M)
1 y(M)

1

⎤

⎥⎥⎥⎥⎥⎦
(3)

where each of X is the vector xi from one shape. Then PCA is calculated from eigen-
vector and eigenvalue of XTX. The eigenvectors corresponding to large eigenvalues
are alone considered. Now the eigenvectors and eigenvalues are used to form amatrix
P.

Shape Decomposition: x can be written as a linear combination of eigenvectors
plus the mean shape, where x̄ represents the mean shape.

x � x + PB (4)

P is the eigenvector and B is the weight vector given by

B � PT(x − x) (5)

Thus the shape is reconstructed using Eq. 4.
Building Patch Mode: The most common notation of linear SVM is to express

output as inner product of input data and support vectors.

y(i) �
Ns∑

j�1

α j
〈
x j , x

〉
+ b (6)

where x j is a subset of input training sample, called support vectors, and α j the
weight of the support vector, N s being the number of support vectors, and ‘b’ is a
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bias. For CLM, SVM output is written as a linear combination of elements of input
vector:

y(t) � wt · x (i) + θ (7)

where wt represent the weight for each element of input data, and θ is a constant
acting as a bias. In CLM case, the set of training data are the patches extracted from
the training images, and the output y(i) is set to 1 if the sample comes from its feature
point position, and −1 if the data is randomly sampled away from the feature points.
Using these data, linear SVM can be trained by finding w and θ . By allowing output
errors, a solution is found for w and θ . Now, that the output is not exactly −1 and 1,
then the output is interpreted as an indicator of closeness of the output.

3.3 CLM Search

The process of finding the nose, eyes, and mouth in the rectangle image is called
Searching. The search process consists of the following steps: (1) Viola–Jones face
detector is used to find faces in the image which draws rectangles around the faces.
(2) An initial guess of each feature point position is made using mean shape. (3) For
each feature point, a patch of image from its current position is cropped, and linear
SVM is employed to find output at each point in the local region. A quadratic function
is fitted to the response image thus obtained. (4) The best feature point positions are
found by optimizing a function, created by combining the quadratic functions from
step 3 and shape constraints fromCLM shape model. (5) Each feature point is moved
to its new position, and the above steps are repeated, until all feature points reach
their best position. For each feature point, a response image is obtained. If high value
is obtained in the response image, then the match score is high. This response image
is used to determine the position of each feature point. The best position for each
point from the response image is obtained by taking into account the allowed shape
variation. Since the search is done only in a local region around current position, the
result may be the best one locally. To find the global best position, the above steps
have to be repeated until all points reach a stable position.

3.4 Segregation

The CLMmodel provides the final fitting for the face. From this model, a total of 68
feature points are obtained. These feature points are distributed over the face. The
feature points are numbered as:

• 1:18 is used to represent the outer boundary
• 19:27 is used to represent the eyebrow
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• 28:36 is used to represent the nose
• 31 is used to represent the nose tip
• 37:48 is used to represent the eyes
• 49:68 is used to represent the mouth

The required features points are extracted from the total feature points and can be
further used for analysis.

4 Pose Orientation Estimation

The proposed pose orientation estimation is described in this section. The cropped
face is used for the analysis. The first step is to draw the axial line which divides
the image into two equal halves. The line that connects the eye points is drawn first
and then the vertical line is drawn. The vertical line is drawn using midpoint of the
horizontal line and the slope computation. Then the vertical and horizontal lines are
extended for the full image. This process is further analyzed to find the pose of the
image. The pose of the face is estimated using the slope of the drawn axial line. If
the slope of the line is negative, then the face is said to be tilted towards the left. On
the other hand, if it is positive then the face is said to be tilted towards the right.

5 Results and Discussions

The ultimate aim if this work is to identify the pose orientation of different facial
images taken in an unconstrained environment. As manual classification of pose ori-
entated database is tedious, it is necessary for an automatic system. For performance
evaluation and validation of our algorithm, the wild face images which are more
unconstrained are collected from the Internet. The database consists of 5 different
subjects, each constituting 20 sample images. Our proposed algorithm has also been
evaluated on Standard Essex unconstrained database [9].

5.1 CLM Fitted Images

In the proposed methodology, the input image is first applied to the CLM model
fitting. The sample of CLM fitted images is shown in Fig. 4.
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Fig. 4 CLM fitted images

Input Image  Fitted Model Final Fittings 

Fig. 5 Eyes and nose points
are extracted from the face
feature points

Fig. 6 Axial lines drawn between eyes points and nose tips

Fig. 7 Result of pose orientation estimation

5.2 Segregation

From the feature points, the various parts of the input image can be extracted. Figure 5
shows various dominant parts that are extracted from the feature points. After extract-
ing the nose tip, the vertical and horizontal axial lines are drawn that passes through
the nose tip. In the next step, a line is drawn which connects the eye points of the
detected face. Figure 6 shows the axial lines through eyes and nose tips. In Fig. 7a,
both axial lines have been extended for the full image. By calculating the slope value
of the vertical axial line, the pose orientation or direction of tilt of the input face
image is obtained as shown in Fig. 7b.
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Fig. 8 Qualitative results on Essex database

5.3 Results on Essex Database

The Essex database is taken under extreme illumination condition, wild background,
various facial expressions, and pose orientations. From the Essex database, 10 sub-
jects eachwith 20 samples have been considered for performance evaluation. Figure 8
shows the qualitative results of the proposed algorithm.

6 Conclusion

This study of pose orientation and estimation presents an effective way of fitting a
model to the input face image. The CLM model proved to be highly invariant to
scaling, translation, and poses. This proposed algorithm has no constraints on the
size of the image or the quality of the image. The best way of analyzing the parts of
the face is presented.

The various parts of the face are segregated for further analysis. This algorithm
is best suited for automatic grouping of images. This can be used in face recogni-
tion algorithms for pose orientation normalization prior to matching. Our qualitative
experiments have demonstrated that the proposed method is competitive at recogniz-
ing faces with different horizontal wild pose orientations different from those in the
gallery. The results have been shown on Essex and Internally collected wild database.
The future work revolves around determining extreme poses. The model is obtained
by analyzing the patch model individually. This might take more time. Hence, it is
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required to build parallel processing for patch analysis. The database samples have
to be increased for obtaining higher accuracy.
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Accurate Classification of Cancer
in Mammogram Images

M. Parisa Beham, R. Tamilselvi, S. M. Mansoor Roomi and A. Nagaraj

Abstract In the last decade, machine learning plays a vital role in the detection of
breast cancer. Mammography is a proficient tool for early stage detection of breast
cancer. In this work, a simple technique for breast cancer image classification in
l mammogram images is proposed. Highly discriminant local binary patterns are
extracted from the wavelet normalized mammogram images. K-nearest neighbor
classifier is used to categorize the abnormal cancer cell images. A mammogram
database is created to evaluate the efficacy of our algorithm. From the experimental
results, the performance of our algorithms is comparatively good with very less
computational time.

Keywords Mammogram database · Cancer cell detection · Benign and
malignant · LBP · K-NN classifier

1 Introduction

In biomedical engineering, the concepts are related to biotechnology that is used for
various healthcare purposes. It solves problem in engineering field that is related to
biotechnology and it is used for advanced treatment. Biomedical filed focuses on
human health and healthcare at various levels. It includes the development of various
diagnosis and therapy medical devices that range from clinical equipment to micro-
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implants. A biomedical engineering application includes the design and development
of active medical devices, orthopedic and medical imaging. In the biomedical imag-
ing, mammogram is an X-ray scan of the breast to detect and experiment any changes
in the breast. Medicolegal implications and high volume variability in interpretation
are an issue in mammography. Also, double reading is not feasible in mammogram
images. More modalities/procedures can be helpful in patient management but are
time consuming. Positioning was one of themain challenges identified by the radiog-
raphers. First, we do the positioning with a phantom, then with their peers and finally
on patients. Image quality assessment and control in mammography are significant
due to the impact on Breast Pathology detection (BPD).

Mammogram (MGM) image analysis has been an active research area and much
research has been carried out by early researchers. A comprehensive literature survey
on various techniques to identify cancer cells inMGM images is collected. Analyzing
the entire image and by referring many papers, many attempts were made to improve
its rituality of the X-ray images and accuracy of the calculating relative parameters.
Sapate and Talbar [1] focus on the efforts made in the direction of solving the pectoral
muscle extraction issue in the preprocessing task for detecting breast cancer in the
early stage using MGMs. On the other side, there are very rare cases where the
computational complexity has been calculated with a due importance.

Sivakumar et al. [2] used an enhanced artificial bee colony optimization algorithm
to detect the borders and to find the nipple spot. Their proposed EABCO algorithm
is used to resolve the extraction of suspicious region from the MGM image using
bilateral subtraction. The experimental results and comparison based on the bilateral
approach produce better result. Maitra et al. [3] used more number of algorithms
such as binary homogeneity enhancement algorithm, standard convolution meth-
ods, image segmentation method, seeded region growing algorithm, pectoral muscle
detection algorithm, and breast boundary detection algorithm. The combination of
these methods has provided magnificent detection of mass in MGMs images like
cyst, calcification, or fatty masses. Nithya et al. [4] proposed region growing algo-
rithm with top-down methodology. This process isolates the region of interest (ROI)
from the background image. From the segmented images, they are using genetic
algorithm features. In this survey paper, the mammography is regarded as one of the
optimal ways to find breast cancer in the early stage. Enhancement of the mammog-
raphy image is done by median filter. The overall segmentation is handled by region
growing algorithm.

Percha et al. [5] presented methods such as plasmon coupling effects, back prop-
agation neural network, and detection method. They used micro-calcification algo-
rithm, computer-aided detection (CAD) algorithm, and clustering algorithm to detect
themicro-calcification clusters and show the result of 84.3%. Rubin et al. [6] describe
how to differentiate the speculated masses and cyst. The most frequently occurred
abnormalities to indicate breast cancer are masses and calcifications. Gray level co-
occurrencematrices (GLCM), a texture feature is used to differentiate themasses and
normal breast tissues from the input image.Angayarkanni et al. [7] use edge detection
and segmentation method for the detection of tumor in the breast from mammogram
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images. By applying various image processing algorithms, the demarcation of cyst
and tumor in the mammogram image is acquired.

From the literature survey,many researchers used different algorithms to detect the
cancer cells, but those methods could not obtain high accuracy and the computation
time is also high. Motivated by this fact, the aim of our paper is to detect abnormality
of mammogram images in a simple and efficient manner. Filtering techniques are
used to remove the noise, normalization is used for improving the quality of MGM
image and feature extraction techniques, and K-NN classifier is used to increase the
classification accuracy. Our experimental analysis proves that the cancer cell images
are detected more accurately.

2 Proposed Methodology

In this proposed methodology, the complete steps involved to diagnose the breast
cancer using digital mammogram images are given in Fig. 1. The first step is database
of mammogram images are collected and grouped for further process. Next, in the
preprocessing step, discrete cosine transform (DCT), single-scale retinex (SSR),
gradient and wavelet normalization techniques are used for the enhancement of the
mammogram images. Then the discriminant features are determined using standard
local binary pattern (LBP) algorithm. Finally, the abnormality detection has been
obtained using simple k-nearest neighbor classifier.

2.1 Database Collection

Internally, the mammogram images have been collected from Pixels Scan Centre,
Trichy. Totally, 149 mammogram images are collected from different age group
persons. The total number of images in normal mammogram is 122 and the abnormal

Fig. 1 Step by step process
of the proposed methodology
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Fig. 2 Sample MGM images from our database top: normal, center: malignant, bottom: benign

mammogram is 27 images. From that normal image, we further separated the benign
and malignant images. Thus, these images are further classified into three groups,
namely normal images, benign images, and malignant or abnormal images. All the
122 normal images and 27 abnormal images are used for our experimentation and
evaluation. The dimension of all the images is 3540 × 4740. So as to reduce the
complexity, all the images are resized to 128 × 128. An example of images from
mammogram database is shown in Fig. 2.

2.2 Preprocessing

In image processing, normalization is a technique that alters the dynamic range of
image pixel intensity values. Normalization is also called as contrast stretching or
histogram stretching.Wavelet normalization is frequently applied for image enhance-
ment because of lower computational complexity. Wavelet normalized images are
shown for normal, malignant, and benign mammogram images in Fig. 3.

2.3 Feature Extraction

Feature extraction technique is the one, which is used to extract discriminant features
from the normalized images. These features can be applied to standard classifier to
classify the abnormal mammogram images accurately. Local binary pattern (LBP)
[8], a standard feature extraction algorithm is used in this work. The main objective
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Fig. 3 Top row: a original
image, b benign image,
c malignant image. Bottom
row: respective wavelet
normalized images

of LBP is used to sum up the local formation of an image by comparing each pixel
with its neighborhood pixel.

The LBP is found by

LBPP,R �
P−1∑

P�0

s(gp − gc)2
p (1)

s(x) �
{
1, x ≥ 0

0, x ≤ 0
(2)

2.4 K-NN Classifier

K-NN classifier is used for binary or multiclass classification or regression problems.
In training phase, a model using the training images is created from the training
instances for given data, and the classification algorithm is used to find the rela-
tionships between predictors and targets objects in an image. In testing phase, a
test sample class labels is known, but that class label is not involved in the training
model. The K-NN classifier is comparing the objects by converting all features of
the instances into numerical value for different types of data that is numbers colors
[9]; geolocation, Booleans, etc., and it represents instances as vectors of features in
an n-dimensional space. The k value will be chosen. If k is too small then it is called
as over-fitting. The algorithm performs too well on the training set, compared to its
true performance on unseen test data.
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3 Experimental Results

The internal mammogram database is randomly divided into training and testing
data. The data can be divided such that all classes have balanced representation in
both testing and training. Feature vectors which are extracted from the normalized
images are nothing but a collection of features of an MGM image. In case of MGM
images, geometric features or texture features can be derived.

In this work, after wavelet normalization, texture features are extracted using
LBP and then the feature vectors are applied to the K-NN classifier for accurate clas-
sification. Using K-NN classifier, by varying the k values, the classification accu-
racy has been obtained under various normalization techniques. From Table 1, it
is observed that compared to all the other normalization techniques [10], and LBP
features extracted from the wavelet normalized images have produced better classi-
fication rate of 73.46% when the k value is one. The experimentation has also been
done by varying the block sizes of LBP as 3, 8, 9 and 12. From Fig. 4, it is inferred
that the higher classification accuracy of 71.14% is obtained by the proposed method
when the block size is 12.

Table 1 Classification rate of
various normalization
techniques

Normalization
method

Classification rate

K � 1 K � 2 K � 3 K � 4 K � 5

DCT 63.26 67.34 57.06 59.18 55.10

SSR 73.46 61.22 59.18 63.26 67.34

Gradient 69.38 61.22 57.14 59.18 55.1

Wavelet 73.46 63.26 63.26 63.26 53.06

Fig. 4 Classification rate is
shown for various LBP block
size
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4 Conclusion

It is mandatory to detect the breast cancer in its earlier stage to save/extend the life
of women. In this work, wavelet normalization technique is applied to enhance the
image quality and to improve the edge and line points. LBP is used to extract the
highly discriminant features. The classification results have been shown for various
normalization techniques by varying the k values and LBP block sizes. Our proposed
method performswell compared to other normalization techniques. As a future direc-
tion, still more prominent feature extraction algorithms and fusion of normalization
techniques can be applied to improve the overall classification accuracy of abnormal
mammogram images.

Ethical Approval Themammogram database used in this paper is provided by Pixel scans, Trichy.
The ethical committee of Pixel scans has reviewed and approved to conduct research using this
mammogram database and publish papers based on the results using that biomedical images.
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Low-Power Extended Binary Pattern
Image Feature Extraction

S. Arul Jothi and M. Ramkumar Raja

Abstract The blindness in the people is due to various reasons such as age-related
macular degeneration (AMD) anddiabetic retinopathy (DR) [1]. Thiswork dealswith
identification of affected and healthy images based on the discrimination capabilities
in fundus image textures. For this purpose, texture descriptor algorithm extended
binary pattern (EBP) is used for retinal images and the area and time consumption
has been reduced by the means of it. The main aim of the work is to reduce time
consumption and also categorize the retinal diseases with the retina background
texture.

Keywords Extended binary patterns · Retinal disease

1 Introduction

The retinal disease destroys the sharp, central vision which in turn increases the cases
of visual problems. It is found that most of the visual problems are curable if they
are diagnosed in the early stage. The age and the diabetics are the two main causes
of retinal disease. The early diagnosis of the disease, through appropriate method,
will reduce the cost of treatment than that of the disease become chronic (Fig. 1).
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Fig. 1 Affected retina
images. a Healthy, b DR and
c AMD

2 Literature Survey

In grayscale, the variations are a very robust approach. In local image, the texture of
spatial configuration has been differentiated by the operator. The tools used for rota-
tion invariant texture analysis are the joint distribution [2]. In the facial representation
that has been proposed here is LBP, it has been used inmany applications like the clas-
sifications of textures and retrieval of images areas. Here, the proposed methods are
assessed using the task, face recognition [3]. Myocardial infarction disease affected
persons are been mentioned in this work. Here, the difference in texture of scarred
myocardium tissue is obtained using LBP [4]. In the brain, lesions of white matters
are the signals of hypertense in weighted-T2 MRI. The idea is to find the patients
with dementia and healthy elderly can be distinguished using classification of frame-
work [5]. Treatment of different eye diseases the retinal fundus images are used. Big
screening of DR has been done with the help of its main resources. Abnormal signs
have been obtained by the processing of fundus images [6]. Multi-resolution analysis
is used for detection of age-related macular degeneration. In the wavelet coefficient,
the textural pattern distributions are used to describe an image [7]. There are few
operators that are defined to extract the local gray level of the image along with the
magnitude and sign features of local difference [8]. Small spatial support area of it
is LBP. For a 3 × 3 neighborhood, the features are calculated [9]. LBP features the
robust to rotation of image, and it is very less sensitive to histogram equalization
and also for noise [10]. To handle the noises of image, the directed and undirected
difference masks of Noise-robust descriptor are designed. These patterns obtained
as results are consecutively encoded to form texture of final representation [11].

3 Materials and Method

The database consists of images of retina that are affected. The databases used are
structured analysis of the retina (STARE) and E-OPHTHA [12].
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Table 1 Comparison
between LBP and EBP

Parameters Feature TPR TNR

AMD LBP 1.000 0.990

EBP 1.000 0.992

DR LBP 0.856 0.897

EBP 0.924 0.941

4 Existing Method

An effective local binary pattern (LBP) feature extraction is used for retinal disease
classification [13]. Local binary pattern is used to calculate texture pattern probability
that is summarized into histogram, and LBP values for all the pixels of the image
are calculated and the feature is extracted to identify the retinal disease. After the
features extraction, the data set has to be preprocessed before the classification of
the retinal disease.

5 Proposed Method

An automatic method without prior segmentation for retinal image classification has
been developed. Extended binary pattern (EBP) algorithm based on the texture anal-
ysis of the retina is used for classification. Figure 2 shows the flow diagram of the
proposed method where the input image is rescaled, masking is done with neigh-
borhood pixels, filtering process to remove the noise, angular difference and radial
difference are two features extracted, principal component analysis is used for optic
disc detection. Statistical information obtained from these histograms are used as fea-
ture set in the classification stage. After the features are extracted, the data must be
preprocessed using data normalization and data resampling before the classification
stage. The true positive and the true negative value are calculated for the statistical
analysis. Cross validation of the data is carried out for the extended binary pattern
algorithm to validate the data sets as in Fig. 3. VLSI implementation of extended
binary pattern algorithm is carried out and the area, power, and device utilization of
the algorithm are calculated and compared with the local binary pattern algorithm.
Identification and classification of the retinal disease by the extended binary pattern
algorithm based automatic system are carried out with less time and low power when
compared with the local binary pattern algorithm as shown in Table 1.

Formula:

Sensitivity � TP/(TP + FN)

Specificity � TN/(TN + FP)
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Fig. 2 Flow diagram of the proposed method

6 Result

Classification of the retinal disease was experimented with proposed procedure. The
performances of the algorithms were measured using two parameters: true positive
rate and true negative ratewhich in turn are used to calculate sensitivity and specificity
of the retinal images. The values of the parameters are highlighted in tables. The
performance of EBP was compared with LPB (Figs. 4, 5, 6, 7 and Tables 2, 3).
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Fig. 3 Flowchart of cross validation

Fig. 4 Feature extraction using a AMD fundus image, b–d EBP images calculated on R, G and B
components, respectively. Optic disc and vessel segments are removed. e–gVAR images calculated
on R, G and B components, respectively. Optic disc and vessel segments are removed
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Fig. 5 Final identification of the eye disease

Fig. 6 Here a and b are time comparisons

Fig. 7 Here a and b are comparison between device utilization
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Table 2 Device utilization
between LBP and EBP

Parameter LBP EBP

Number of Slices 660 51

Number of 4 input LUTs 1278 90

Number of IOs 185 105

Number of bonded IOBs 184 96

Table 3 Time summary and
power consumption between
LBP and EBP

Parameter LBP EBP

Maximum combinational path
delay

19.950 ns 13.800 ns

Power consumption 0.707 W 0.582 W

7 Conclusion

In this paper, a new approach for retinal disease identification and classification was
proposed. To differentiate disease-free patients from visually impaired patients, tex-
ture discrimination was used. The performance of EBPwas compared with LBP. The
obtained results of EBP provide valuable features for eye disease screening and
reduction in the size and time consumption when compared with LBP.
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A Study on Smart Electronics Voting
Machine Using Face Recognition
and Aadhar Verification with IOT

Kone Srikrishnaswetha, Sandeep Kumar and Md. Rashid Mahmood

Abstract Voting is an important process in which people can choose their own
leader for the government. The device which we use for the voting process is an
electronic voting machine with highly secured steps such as having unique number
aadhar card, biometric of face recognition with IOT. This had a secured database
saved system. Voting was an important role in our democratic system as we have the
right to select our leader for the government.

Keywords Smart voting machine · IOT · Embedded systems · Security systems ·
Biometric of the face · Aadhar card

1 Introduction

Voting for a leader is the most important process which carries the essential result
of the opinion of the people in selecting their leader for the government [1]. Of
course, the voting machine is a mechanical device but more commonly designed by
an electronic substance so it is an electronic voting machine. The process of voting
is proposed that was highly secured and a technology of face recognition. It was
designed for different uses for long usage, for security purpose, for high efficiency
and accuracy of votes and many. This may be useful in more or less to all voters.
This electronic machine is also called as e-voting, which mean it can do two different
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Fig. 1 Smart voting machine related field for the last 15 years without IOT

Fig. 2 Smart voting machine related field for the last 8 years with IOT

types of voting such as counting a number of votes and casting which is meant that
selecting of their right leader [2, 3]. Some of the examples of the electronic voting
technologies are optical scan voting, punch card, and voting kiosks. It also includes
some of the different types of networks such as the usage of the telephonic mobile
network, private use of a computer network, and Internet socialmedia network.As for
how the e-voting system involves DRE voting system (Direct Recording Electronic
voting system) [4]. Now in our world of different technology, many old methods of
this voting system are hence being changed to match the present situations in other
fields of life. The voting involves the secret listing of votes and secret voting boxes to
these electronic machine methods. The research community work on the technology
of the voting machine without IOT from the last 15 years was increasing in every
year as shown in Fig. 1 and data were taken for this graph from the well-known site
from Science Direct.

The research community work on the technology of the voting machine without
IOT from the last 10 years was increasing in every year as shown in Fig. 2 and data
were taken for this graph from the well-known site from Science Direct.

2 Literature Analysis

“A Novel Electronic Voting Machine Design with Voter Information Facility Using
Microcontroller” was proposed by “D. Ashok, in 2011” in this paper and the votes
are calculated by using the keys given and the result is shown on the LCD screen.
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Fig. 3 Some of the techniques used the voting machine

The design of electronic voting machine explained in this paper is secured and
accurate and it can be improved in the future for the power savings. The voting
machine design explained in this system is accurate, clearly displays the message
and highly secured [1].

“Development of Electronic Voting Machine with the Inclusion of Near Field
Communication ID Cards and Biometric Fingerprint Identifier (Near Field Commu-
nication), fingerprinter Arduino” was proposed by “Syed Mahmud in 2014” as we
are using NFC cards as the voter’s ID card and it allows each one by one card to carry
some data which can be used to link and identify the owner of a card. It is also simple
technology and quick technologies that can identify the correct owner. The advantage
of this technology is by using fingerprint so they cannot cheat by duplicate voting
[5]. “Electronic Voting Machine EVM system” was proposed by “Kumar in 2012”
that has to be studied further and should reach all the levels of different communities,
so that the confidence of the voter will be increased and official’s election will make
more involvement in using the secured EVMs for conducting faster, secure, accurate
voting elections as shown in Fig. 3 [6].

“Online Voting System for India based on AADHAAR ID” was proposed by
Agarwal in 2013 and it is more secure and highly efficient than the regular voting
system. Invalid votes and time are taken in announcing the results can be removed
easily. A common AADHAAR identity card is an important component used in this
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Table 1 Comparison of the proposed techniques for voting machine

S. No. Author name Year Title of paper Methodology Remarks

1 Kumar et al.
[6]

2012 Electronic voting
machine

EVM (electronic
voting machine),
biometric EVM

It was an
automated
system. By this,
the vote will be
accurate,
democracy,
privacy, and
verifiability

2 Agarwal
et al. [3]

2013 Online voting
system for India
based on
AADHAAR ID

AADHAAR ID,
electronic voting
machine, the
online election
process

Identify the
details of the
voting person. It
was the easy and
correct
verification of the
voters as well as
candidates

3 Kumar DA,
Ummal
Sariba
Begum T [1]

2011 A novel design of
an electronic
voting system
using a
fingerprint

LCD,
microcontroller,
sensors

Votes are accurate
and clear display
by the LCD

4 Hasan et al.
[5]

2014 Development of
electronic voting
machine with the
inclusion of near
field
communication
ID cards and
biometric
fingerprint
identifier

EVM (electronic
voting machine),
NFC (near field
communication)

Identification of a
person was
correct so that the
same person
cannot be
repeated for
voting. Secure
voting will be
done

5 Ali et al. [4] 2014 Microcontroller
based smart
electronic voting
machine system

(EVM), direct
recording
electronic (DRE),
control unit (CU),
and smart
electronic
systems

Automatic count
of votes. It
reduces the work

6 Anandaraj
et al. [7]

2015 Secured
electronic voting
machine using
biometric

GSM module,
fingerprint reader,
Arm 7 cortex

GSM is used for
sending and
receiving data

7 Kalaiselvi,
Fabio
Trindade
VK, de
Carvalho
JPA [8]

2017 Smart voting EVM, Aadhar
card, fingerprints,
voter id

Transparent
voting machine.
Reduces manual
work
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Table 2 Comparison of proposed techniques for voting machine with IOT

S. No. Author name Year Title of paper Methodology Remarks

1 Santhosh
et al. [12]

2016 Electronic voting
machine using
internet

Voting,
fingerprint
identification,
web-based
voting, e-voting,
encryption and
description,
counting

It is a method of
voting through
the Internet
without going to
the voting booth.
It is fast to access,
high insecurity.
The online voting
process does not
create any error.
Even soldiers
from abroad can
participate in
elections

2 Nithya et al.
[10]

2016 Advanced secure
voting system
with IoT

Fingerprint
scanner, PIC
16F877A, GSM
module, cloud
storage

Due to this
biometric
process, the
recognition of the
person’s
fingerprint will be
easier and the
duplicate person
can be identified

3 Gawhale
et al. [9]

2017 IOT based
E-voting system

Raspberry Pi B+
Model, Atmega8
microcontroller,
LCD display,
matrix keyboard,
USB to TTL
converter, router

In this, the system
is used for long
distance. It saves
time, money, and
effort to reach the
polling booth.
Display of result
will be easy and
quick. It gives
high data security

4 Devgirikar
SJ,
Deshmukh
SA,
Paithankar
VP,
Bhawarkar
NB [11]

2017 Advanced
electronic voting
machine using
the internet of
things (IoT)

Fingerprint,
voting system,
web technology,
security

Here scanner is
used to reduce or
remove the
unwanted human
error. It is capable
to handle
multiple modules
in various centers

5 Channakeshava
et al. [13]

2017 Distributed
voting system
using IOT

Terminal, IoT,
biometric,
polling, voter,
candidate,
elections,
Aadhaar. Pooling
station. Security,
authentication

It increases
voting
percentage. It
reduces error of
duplicate voting.
Reduces
manpower.
Reduces cost

(continued)



92 K. Srikrishnaswetha et al.

Table 2 (continued)

S. No. Author name Year Title of paper Methodology Remarks

6 Khan et al.
[14]

2018 IoT security:
Review,
blockchain
solutions, and
open challenges

IoT security
Blockchain IoT
protocols
network security
data security

IOT security
having mainly
three issues
depending on
high level, low
level, and
intermediate level
layers

7 Coulter, Pan
et al. [15]

2018 Intelligent agents
defending for an
IoT world: a
review

Intrusion
detection,
artificial
intelligence,
machine learning,
internet of things,
cybersecurity,
data driven

Development of
IOT requires
flexible agents
they should be
adjusted, heal,
and trust in
actions

paper aswe can identify the duplicate voting persons. It is used for the identifying and
helps in the verification of both voters and candidates [3]. “Secured Electronic Voting
Machine using Biometric” is highly secured voting machine and which reduces
manpower efficiently makes the work completed on time. In this machine, they
introduced some new topics and that is implemented by ARM processor. Due to
adding the implementation of aadhar card system, it can be improved in the future by
the adding of identifying of votes in the system for more secured polling [7]. “Smart
voting” can identify the people trying to vote the second time is not being allowed as
once the fingerprint is scanned, authentication the login is being locked for the user.
The casted vote is being updated at each instance of time in the database. The election
results can be published on the same day with high accuracy and efficiency [8].

“Microcontroller Based Smart Electronic Voting Machine System” is the fast
method of conducting the elections and accurate counting. It reduces the strength
of frauds on large scale. Because its code is not accessible and cannot be changed
once it is scanned [4]. “Electronic Voting Machine Using Internet” is a method of
voting through the Internet without going to the voting booth. It is fast to access, high
insecurity. The online voting process does not create any error. Even soldiers from
abroad can participate in elections [9]. “Advanced Secure Voting System with IoT”
explained about the biometric process and recognition of the person will be easier
and the duplicate person can be identified [10].

“IOT Based E-Voting System” is in this and the system is used for long distance.
It saves time, money, and effort to reach the polling booth. Display of result will
be easy and quick. It gives high data security [11]. “Advanced Electronic Voting
Machine using the Internet of Things (IoT)” is here scanner and is used to reduce or
remove the unwanted human error. It is capable to handlemultiplemodules in various
centers [12]. “Distributed Voting SystemUsing IOT” is in this and it increases voting
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percentage. It reduces the errors of duplicate voting. It reduces manpower. It reduces
cost [13] (Tables 1 and 2).

3 Proposed Methodology

According to our literature analysis, we have found many problems in last 15 years
of voting process as shown in Fig. 4.
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the voting button 

Start the 
process 

Rejected for 
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done by using IOT 

Voting is done and 
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display 

Fig. 4 The voting process of proposed methodology
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1. In the process of the online voting system, a person can repeat the voting process
and can create duplicate votes.

2. In the process of the secured electronic voting machine, we cannot send the data
for longer distance and on time and cannot save the data.

3. In the process of the advanced secure voting system, the problem was through
wireless communication and they may have Illegal voting due to this number of
votes may increase.

4. In the process of EVM using the Internet, they will be a secured system but the
people who are staying in villages cannot vote through the internet.

5. In the process of distributed voting of using IOT, it can be done using only one
stage of election procedure at same polling stations.

They are a number of problems since few years but we giving a solution for few
of the above problems with the new proposed methodology in Fig. 3. The above
flowchart was explained by the following steps:

1. The process was started by entering the unique aadhar number.
2. If the unique number was wrong, then the person is rejected for voting. If the

unique number was correct, the person can enter into the next step.
3. The person’s face will be verified in this step and if he/she fails in this step, they

are rejected for the further process.
4. If the face of the person matches, they are eligible for the voting of their leader

and they can select the voting button.
5. After selecting the voting button, the data is saved automatically by using the

Raspberry concept. So, that the same person cannot be eligible for voting for the
second time.

6. Finally, on the LCD display, your voting is done will be displayed.

4 Conclusions

In India, the electronic votingmachine was not secure at present days. They are many
security problems. So, this design of the electronic voting machine was completely
based on security purpose to show the original result to the people. This system is a
small contribution to a fair election. The review proposed in this paper was voting
machine with highly secured. We can secure the votes using some technologies by
using IOT in the voting machine and it can develop a smart system of detecting an
incorrect match of biometric at booth and biometric in aadhar card, it can trigger
alertness and can communicate to the authorized person. A country with less voting
percentage will struggle to develop their country by choosing the right leader. This
is mainly due to the failure of the security level in the present voting system.



A Study on Smart Electronics Voting Machine … 95

References

1. Kumar DA, Ummal Sariba Begum T (2011) A novel design of an electronic voting system
using a fingerprint. Int J Innov Technol Creative Eng 1(1):12–19

2. Jacobi RP, Trindade F, de Carvalho JPA, Cantanhede R (2000) JPEG decoding in an elec-
tronic voting machine. In: IEEE 13th symposium on integrated circuits and systems design, pp
177–182

3. Agarwal H, Pandey GN (2013) Online voting system for India based on AADHAAR ID. In:
11th international conference on ICT and knowledge engineering (ICT&KE), pp 1–4

4. Ali SM, Mehmood CA, Khawja A, Nasim R, Jawad M, Usman S, Khan S, Salahuddin S,
Ihsan MA (2014) Micro-controller based smart electronic voting machine system. In: IEEE
international conference on electro/information technology (EIT), pp 438–442

5. Hasan SM, Anis AM, Rahman H, Alam JS, Nabil SI, Khalilur Rhaman M (2014) Develop-
ment of electronic voting machine with the inclusion of near field communication ID cards
and biometric fingerprint identifier. In IEEE 17th international conference on computer and
information technology (ICCIT), pp 383–387

6. Kumar DA, Ummal Sariba Begum T (2012) Electronic voting machine—a review. In: IEEE
international conference on pattern recognition, informatics andmedical engineering (PRIME),
pp 41–48

7. Anandaraj S, Anish R, Devakumar PV (2015) Secured electronic voting machine using bio-
metric. In: IEEE international conference on innovations in information, embedded and com-
munication systems (ICIIECS), pp 1–5

8. Kalaiselvi, Fabio Trindade VK, de Carvalho JPA, Cantanhede R (2017) Smart voting. In:
Second international conference on computing and communications technologies (ICCCT’17),
pp 1–10

9. Gawhale S, Mulik V, Patil P, Raut N (2017) IOT based E-voting system. Int J Res Appl Sci
Eng Technol (IJRASET) 5(5)

10. Nithya S, Ashwin C, Karthikeyan C, Ajith Kumar M (2016) Advanced secure voting system
with IoT. Int J Eng Comput Sci 5(3):33–37

11. Devgirikar SJ, Deshmukh SA, Paithankar VP, Bhawarkar NB (2017) Advanced electronic
voting machine using internet of things (IOT). In: 2nd national conference recent innovations
in science and engineering (NC-RISE 17), vol 5, no 9, pp 83–85

12. Santhosh M, Kavitha S, Keerthana R, Suganya L, Krishnakumar S (2016) Electronic voting
machine using internet. Int J Commun Comput Technol 4(2)

13. Channakeshava RN (2017) Distributed voting system using IOT. Int J Innov Res Comput
Commun Eng 5(2)

14. Khan MA, Salah K (2018) IoT security: review, blockchain solutions, and open challenges.
Future Gener Comput Syst 82:395–411

15. Coulter R, Pan L (2018) Intelligent agents defending for an IoT world: a review. Comput Secur
73:439–458



Exhaustive Analysis of Image
Enhancement Using Point-to-Point
Transformation

Pratima Manhas, Shaveta Thakral and Parveen Arora

Abstract Image can be processed via variety of transformation techniques. Trans-
formations of signals not only extract useful information from any real signal but
also process it as per demanding application. Image transformation can be histogram
equalization, discrete wavelet transform, morphology or point transformation. Point
transformation just improves visual appearance of an image without fetching any
new information. It is just required for detection or extraction of some information
as per demanding application. Point transformation can be point-to-point transfor-
mation, local-to-point transformation, or global-to-point transformation. Transfor-
mation technique can be chosen based on complexity of transformation technique.
The aim of this paper is to discuss point-to-point transformation technique which is
advantageous in terms of constant complexity compared to local to point and global-
to-point techniques as it is calculated per pixel and it is point to point. Different
types of image enhancement techniques such as image negative, separation of image
into RGB parts, gamma correction and log transformation are implemented using
MATLAB.

Keywords Pixel · Point transformation · Image · Signal · Local · Global ·
Enhancement
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1 Introduction

Transformations of signals not only extract useful information from any real signal
but also process it as per demanding application. Natural signal in raw form is taken
and processed in one form or other depending upon application. The transformed
signal after processing can be used further to retrieve useful information. Image can
be processed via various types of transformation techniques. It can be point-to-point
transformation, global-to-point transformation, or global-to-point transformation.

In point-to-point transformation technique, the value of pixel chosen in a specific
coordinate in processed image is only dependent on the value of pixel falling in
the same coordinate in the input image. In local-to-point transformation, a window
of pixels usually rectangular shape is chosen in input image and the value of one
element in a specific coordinate of processed image depends on pixels taken within a
window surrounding same specific coordinate in the input image. In global-to-point
transformation, the value of the output at specific coordinates in processed image
is dependent on all the pixels in the input image. The example of global-to-point
transformation is Discrete Fourier Transform (DFT).

Transformation technique can be chosen based on the complexity of transforma-
tion technique. Point-to-point transformation technique is advantageous in terms of
constant complexity as compared to local-to-point and global-to-point techniques as
it is calculated per pixel and it is point to point [1]. In local-to-point transformation,
complexity per pixel is dependent on window size. Complexity tends to be w2 for
window sixe of w * w. In global-to-point transformation, complexity per pixel is
dependent on complete image size. Complexity tends to be I2 for image size of I * I .

Point transformation just improves the visual appearance of an image without
fetching any new information. It is just required for detection or extraction of some
information as per demanding application. One of the applications of point transfor-
mation is to enhance the contrast of an image or another may be to convert grayscale
image to colored image. Point transformation can improve visual appearance ormake
targets easier to detect/extract.

2 Point-to-Point Transformation Types

Image enhancement techniques majorly improve contrast and helpful in exhaustive
analysis useful for wide range of applications [2]. Image enhancement proves to
be useful in medical image processing, remote sensing, satellite communication,
etc. Image enhancement works on intensity transformations to increase the contrast
between certain intensity values so that image can be analyzed by various angles
from deeper regions. Various types of image enhancement techniques are:

(1) Inversion/Photo Negative
(2) Gamma Correction
(3) Logarithmic Transformation
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Inversion

It is one of the basic techniques which found enormous applications in medical field
of digital image processing popular as medical image processing. Basically, negative
of an image is created through inversion technique where values of gray pixels are
inverted. One of the most useful applications of inversion can be seen with digital
mammogram image. Digital mammogram image when transformed into its negative
after applying Inversion transformation may be helpful to detect white patch which
may be an indication of cancerous region.

Gamma Correction

Gamma correction is another image enhancement technique which works on the
principle of controlling the overall brightness of an image by reproducing colors.
Sometimes images look too dark or other time seems bleached out.Gammaparameter
is varied in such a way that brightness or RGB ratio is controlled and image looks
superior [3].

Technically every image can be seen as a group of pixels where each and every
pixel represent intensity level. Usually, grayscale images have pixel values varied
between 0 and 1. As pixel value changes from 0 to 1; brightness also varies means 0
indicating no brightness and 1 indicating full brightness. No brightness means dark-
ness and can be seen as black color and full brightness means no darkness and can
be seen as white color. Brightness level basically indicates luminance. Sometimes
while capturing images, nonlinear luminance effect occur and sometimes display-
ing them also causes nonlinearity in luminance levels and pictures seen are very
annoying. Hence, Gamma correction technique basically compensates the nonlinear
luminance effects to enhance display.

It is given as

Gamma Correction Function [G]: � G∧γ

where γ is a constant and “ˆ” is called power operator. The value γ is called as
gamma.

gamma correction � 1/gamma

Gamma correction function works luminance of image. The luminance value lies
between 0 and 1. A default gamma value of 2.2 is usually popular and gives good
results on most monitors [4].

Logarithmic Transformation

The log transformation is given as:

s � c log(1 + r)
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where c is a constant and it is assumed that r ≥ 0. Log transformation is working
on mapping principle where a narrow range of low-level grayscale intensities are
mapped into a wider range of output values and wide range of high-level grayscale
intensities are mapped into a narrow range of high-level output values. Inverse-log
transform works in an opposite manner as compared to logarithmic transformation.
This transform is used to expand values of dark pixels and compress values of bright
pixels.

3 Matlab Code and Results

Following are the Matlab codes to visualize the image into three RGB planes, nega-
tive/complement function, gamma correction, and logarithm transformation.

3.1 Matlab Code to Visualize Three RGB Planes and Image
Negative

J=imread(‘download.jpg’);
I=rgb2gray(J);
imshow(I);title(‘Original
Image’); vector=0:1/255:1;
r=vector;
g=vector*0;
b=vector*0; lutr=[r’ g’ b’];
r=vector*0; g=vector;
b=vector*0; lutg=[r’ g’ b’];
r=vector*0; g=vector*0;
b=vector; lutb=[r’ g’ b’]; figure;
image(I(:,:,1));
colormap(lutr);title(‘Red
Plane’); figure;
image(I(:,:,1));
colormap(lutg);title(‘Green
Plane’); figure;
image(I(:,:,1));
colormap(lutb);title(‘Blue Plane’);
k=imcomplement(I);
figure;imshow(k);title(‘Negative Image’);

The R, G, and B indicates the red, green, and blue color plane. I have taken my
own image for performing various operations. It is shown in Figs. 1, 2, 3, 4, and 5.
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Fig. 1 Original image

Fig. 2 R Plane of image

3.2 Matlab Code for Gamma Correction

Matlab code for gamma correction is given below:

p � imread(‘download.jpg’); I
� rgb2gray(p);
J � imadjust(I,[],[],0.5);
imshow(I)
figure, imshow(J); title(‘gamma correction’);
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Fig. 3 G Plane of image

Fig. 4 B Plane of image
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Fig. 5 Negative of image

3.3 Matlab Code for Logarithm Transformation

The Matlab code for gamma correction is given below:

a1 � imread(‘log.jpg’); % Read the image
a � double(a1)/255; % Normalized Image
c � 2; % Constant
f � c*log(1+(a)); % Log Transform
subplot(1,2,1),imshow(a1),title(‘Original Image’);
subplot(1,2,2),imshow((f)),title(‘Log Transformation Image’);

4 Conclusion

The different types of transformation techniques are applied on the image. The results
show the image enhancement by using different techniques. Image negative is used
to convert the darker region of the image into brighter region which will identify the
image more clearly. So, it is used in medical image processing. Similarly, gamma
correction and logarithm transformation also lead to enhance the image brightness.
The work can be further modified by using various frequency transformation method
and arithmetic operation on image which helps in reducing the noise (Figs. 6 and 7).
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Fig. 6 Gamma correction of image

Fig. 7 Log transformation output
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Quantized Local Trio Patterns
for Multimedia Image Retrieval System

P. Rohini and C. Shoba Bindu

Abstract In this paper, we propose a novel feature descriptor named quantized
local trio pattern (QLTP) for multimedia image retrieval application. The QLTP
extracts quantized edge information from the pixels in a specified neighborhood.
QLTP integrates the quantization and trio patterns for image retrieval. Performance
of the QLTP is evaluated by conducting experiments on Corel-10,000 databases.
Experimental results exhibit an improvement in terms of avg. retrieval precision
(ARP) and avg. retrieval rate (ARR) as compared to the other related methods.

Keywords Retrieval · Local binary patterns · Avg. retrieval precision · Avg.
retrieval rate · Database

1 Introduction

Rapid advancements in the Internet and some allied technologies have made the way
for the generation of number of images every moment by medical, academic, sci-
entific, industrial, and many more applications. Huge databases make the user’s job
tedious to browse and manage. Content-based image retrieval describes the image
according to the explored parameters. It extracts the features from visual part of the
image such as texture, shape, and color. Contributions made for the improvement
in the efficacy of retrieval systems are given in [1–4]. Texture is one of the primary
features used in CBIR. Researchers proposed many retrieval methods by using the
texture as the primary element [5–7]. Local binary pattern (LBP) [8] became the
foundation for a few retrieval algorithms. Takala [9] introduced Block-based LBP.
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Yao and Chen proposed LEPSEG, LEPINV for texture description [10]. Concepts
of local trio patterns [11] and quantized patterns [12] motivated us to propose a new
feature descriptor named quantized local trio patterns binary pattern (QLTP) for
image retrieval. Major contributions of the proposed work are as follows. (1) The
new feature descriptor (QLTP) integrates the quantization and local trio patterns
for image retrieval. (2) The proposed method collects the texture information
by extracting the relationship between pixels. (3) Retrieval performance of the
proposed descriptor is tested on benchmark Corel-5k database. The retrieval results
show significant improvement as compared to the state-of-the-art feature for image
retrieval. Organization of the paper is as follows: Sect. 1 provides an introduction of
CBIR. Section 2 presents a review of local patterns. The proposed descriptor is given
in Sect. 3. Experimental results using different similarity measures are discussed in
Sect. 4. Section 5 covers the summery of the work.

2 A Review of Local Patterns

2.1 Local Binary Patterns

LBP depicts the connectivity between the pixels in a specified neighborhood. A 3× 3
window is considered to derive the pattern. When the intensity of the center pixel is
equal to or more than that of a neighboring pixel, a binary 1 is coded, else 0 is coded
as mentioned in the equations below.

LBPY,Z �
Y∑

p�1

2(p−1) × f (M(xp) − M(xc)) (1)

f (y) �
{
0 otherwise
1 y ≥ 0

(2)

M(xc) and M(xp) represent the intensity values of central pixel and neighbor,
respectively. The number of neighbors is represented by Y and the radius is shown
by Z .

2.2 Local Extreme Sign Trio Pattern

Vipparthy [12] proposed the local extreme sign trio patterns for an image retrieval
system. LESTP extracts the extreme sign information from an image using trio val-
ues. First extreme edge is obtained by considering sign of local difference between
the reference pixel and its eight surrounding neighbors at radius one. A detailed
presentation on LESTP is available in [12].



Quantized Local Trio Patterns for Multimedia … 109

3 Proposed Method

Motivated by Local trio patterns, we propose a novel feature descriptor by applying
the quantization to the image as specified in Eqs. (3)–(6). Trio patterns are obtained
according to Eq. (7).

DQE(I (pc))|0◦ � {g(I (p1), I (p4), I (pC )); g(I (p2), I (p5), I (pC )); g(I (p3), I (p6), I (pC ))} (3)

DQE(I (pc))|45◦ � {g(I (p13), I (p16), I (pc)); g(I (p14), I (p17), I (pc)); g(I (p15), I (p18), I (pc))}
(4)

DQE(I (pc))|90◦ � {g(I (p7), I (p10), I (pC )); f2(I (p8), I (p11), I (pC )); f2(I (p9), I (p12), I (pC ))}
(5)

DQE(I (pc))|135◦ � {g(I (p19), I (p22), I (pC )); g(I (p20), I (p23), I (pC )); g(I (p21), I (p24), I (pC ))}
(6)

where

g(t1, t2, p) �
⎧
⎨

⎩

1 if (p>� t1)
−1 if (p1<� t2)
0 if (t1 > p < t2)

(7)

The process of quantization is depicted in Fig. 1. Calculation of QLTP is shown in
Fig. 2 for the pixel at the center. Local difference between the center pixel and the
neighbor pixels on both the sides is “18, 12, 7, −7, −3, −2” which are arranged n
descending order according to the magnitudes. The first value refers to extreme edge

Fig. 1 A 7 × 7 image and
the quantized structure

22 46 41 38 42 43 12

44 32 45 13 46 32 47

47 33 16 17 25 30 46
21 18 17 20 11 24 28

34 39 11 14 37 54 59

45 48 37 32 42 41 38

33 60 61 27 62 63 39

22 38 12
32 13 32

16 18 25
21 18 17 20 11 24 28

11 17 37
48 32 41

33 27 39
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22 38 12
32 13 32

16 18 25
21 18 17 20 11 24 28

11 17 37
48 32 41

33 27 39

38
13

18
20
17

32
27

18 12 7 -7 -3 -2 

1 1 1 -1 -1 0 

1 1 1 0 0 0

0 0 0 1 1 0

Threshold (t1) =3, Threshold (t2) =-3 

Fig. 2 Calculation of the proposed pattern from the quantized structure

of higher pixel. These edge values are converted into trio, (−1, 0, 1), values using
two threshold limits τ1 and τ2. In this paper, we consider thresholds as τ1 � −3
and τ2 � 3. According to (7), the conversion QLTP is represented as 1, 1, 1, −1, −
1, 0. Similarly, the procedure is followed in case of all neighboring pixels. Finally,
the QLTP is converted into one upper and one lower pattern. This pattern shows a
significant improvement than other state-of-the-art techniques. QLTP extracts edge
information as compared to the popular LBP.

In our proposed method, the given image is quantized to get HVDA structure
as shown in Fig. 1. The HVDA reflects the stretch of pixels in horizontal, vertical,
diagonal, and anti-diagonal directions.

Upon quantizing the image in different directions, the trio patterns are extracted
in all the four directions of the quantized structure. For instance, extraction of trio
patterns for the vertical strip of pixels is shown in Fig. 2

3.1 Algorithm

Input: Image Output: Retrieval result

(1) Convert the color image to grayscale image
(2) Extract the quantized patterns for the grayscale image
(3) Collect the trio patterns by setting any two threshold values
(4) Derive the ULESTP and LLESTP from the strips of pixels
(5) Construct a histogram to create the final feature vector
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(6) Compare query image with database images
(7) Retrieve the images according to the best matches.

4 Experimental Results and Discussions

The efficiency of the proposed method is determined by means of the experiments
on standard databases. During the experimentation, each database image becomes a
query image. Accordingly, the proposed work identifies n images Y � (y1, y2,…, yn)
according to the shortest distance. Performance is evaluated in terms of avg. precision
(ARP), avg. recall (ARR) as indicated below: Evaluation metrics for a query image
Imq are calculated according to the equation given below.

Pre: P(Imq ) � No. of related images retrieved

Total images retrieved
(8)

Avg. Retrieval Prec: ARP � 1

|DBS|
|DBS|∑

k�1

Pr(Imk)

∣∣∣∣∣ (9)

Recall: Re(Imq ) � No. of related images retrieved

Total relevant images in database
(10)

Avg. Retreival Rate: ARR � 1

|DBS|
|DBS|∑

k�1

Re(Ik)

∣∣∣∣∣ (11)

4.1 Corel-10k

Corel-10k [13] repository is an agglomeration of 10,000 images classified into dif-
ferent categories. Performance of QLTP is determined by means of precision, recall,
ARR, and ARP. Retrieval results in terms of precision and recall are given in Table 1.

Comparisons of the results are shown in Fig. 3; The improvement in performance
is mainly due to the discriminating ability of the proposed method against any other
method mentioned.

Table 1 Precision and recall values of various methods (Corel-10k)

Image
repository

Evaluation
metric

CS_
LBP

LEP
SEG

LEP
INV

BLK_LBP DLEP LECTP QLTP

Corel-10k %Prec 22.1 24.3 24.8 25.5 26.4 28.3 30.1

%Recall 11.2 12.4 13.4 14.1 14.9 16.6 18.2
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Fig. 3 Comparison of various methods in terms of a ARP b ARR

5 Conclusions and Future Scope

A new method for image retrieval is introduced in this paper. It explores the quan-
tized trio patterns for image indexing and retrieval. Corel-10k repository is used to
test the effectiveness of the method. Results after investigation exhibit a substantial
improvement in the performance metrics such as precision and recall.

By extracting the facial features of a given image, the proposed approach can be
extended in the field of face recognition.
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Multiple Color Channel Local Extrema
Patterns for Image Retrieval

L. Koteswara Rao, P. Rohini and L. Pratap Reddy

Abstract A novel feature descriptor, multiple color channel local extremal pattern
(MCLEP) is proposed in this manuscript. MCLEP combines the key features of
local binary and local quantized extrema patterns in a specified neighborhood.Multi-
distance information computed by theMCLEP aids in robust extraction of the texture
arrangement. Further, MCLEP features are extracted for each color channel of an
image. Retrieval performance of the MDLP is evaluated on benchmark datasets
for CBIR, namely Corel-5000, Corel-10000, and MIT-Color Vistex, respectively.
Proposed technique exhibits substantial improvement as compared to other recent
feature descriptors in terms of ARP and ARR on standard databases.

Keywords Color · Texture · LBP, LQEP, and retrieval

1 Introduction

Rapid advancements in the Internet and the allied technologies have paved the way
for the generation of large number of images every moment by medical, academic,
scientific, industrial, and other applications. It becomes burdensome for a user to
browse through the large databases.Content-based image retrieval describes an image
according to some explored features. It resolves the key issues in traditional annota-
tion method by extracting the features from visual data of the image such as texture,
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shape, and color. Some contributions made for the improvement in the efficacy of
retrieval systems are discussed in [1–4]. Texture is one among the primary features
used in the automated retrieval system such as CBIR. Many researchers proposed
several retrieval methods by using the texture as the key element [5–8].

A feature vector, local binary pattern (LBP) [9] became the foundation for a
few retrieval algorithms. Takala [10] introduced Block-based LBP. Yao and Chen
proposed LEPSEG, LEPINV for texture description [9]. S Murala et al. introduced
a novel frame work, DLEP for retrieval [10]. Koteswara Rao et al. [11] introduced
LQMeP for image retrieval. Koteswara Rao et al. proposed local color Oppugnant
quantized patterns [12]. Koteswara Rao and Venkata Rao have proposed the local
quantized Extrema patterns [13].

In the present work, the texture from the image is derived by using a new feature
descriptor. Performance is evaluated on Corel image repository.

Contents are arranged as follows: Sect. 1 covers a review of retrieval approaches.
Two primary ways of extracting the information are given in Sect. 2. Section 3
provides a detailed framework of the proposed method explains the algorithm of
the proposed MCLEP method. In the next section, a summary of results is given.
Conclusions and future scope are provided in Sect. 5.

2 Relevant Work

2.1 Local Binary Patterns (LBP)

LBP [9] explores the connectivity between a pixel at the centre and its immediate
neighbors from a 3 × 3 window. When the intensity of the centre pixel is equal to
or more than that of a neighboring pixel, a binary 1 is coded, else 0 is coded (see in
Eqs. 1 and 2).

LBPY,Z �
Y∑

p�1

2(p−1) × f (M(xp) − M(xc)) (1)

f (y) �
{
0 otherwise
1 y ≥ 0

(2)

M(xc) andM(xp) represents intensity values of central pixel and neighbor respec-
tively, the no. of neighbors are represented by Y and radius is shown by Z .
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Fig. 1 LQEP calculation for a given 7 × 7 pattern

2.2 Local Quantized Extrema Patterns (LQEPs)

By applying the quantization to DLEP, Koteswara Rao [13] proposed a feature
descriptor named LQEP. In the first step, geometric structures are separated from an
image in specific directions. Extremal operation is performed on the derived struc-
tures. Figure 3 shows the calculation of the pattern described in [13]. For instance,
computation of pattern in horizontal direction is done using the equation. Then, the
four directional extremas (DE) in 0°, 45°, 90°, and 135° directions are obtained as
follows (Fig. 1).

DE(I (gc))|0◦ � {
y2((g1), I (g4), I (gp)); y2(I (g2), I (g5), I (gp)); y2(I (g3), I (g6), I (gp))

}
(3)

here,

y2( j, k, p) �
⎧
⎨

⎩

1 if ( j > p) or (k > p)
1 if ( j < p) or (k < p)
0 otherwise

(4)

LQEP is computed according to Eq. (5).

LQEP � [
DE(I (gc))|0◦ , DE(I (gc))|45◦ , DE(I (gc))|90◦ , DE(I (gc))|135◦

]
(5)

At the end, image is converted to LQEP maps with range of pixel intensities from
0 to 4095. A histogram is built using Eq. (6).

HstgLQEP(s) �
Q1∑

b�1

Q2∑

c�1

y2(LQEP(b, c), s); s ∈ [0, 4095]; (6)
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3 Proposed Method

Proposed MCLEP inherits the salient properties of LQEP and LBP, i.e., the relative
difference of information between a central pixel and its neighbors in a local neigh-
borhood. MCLEP is capable of capturing the texture information at various places
for any color channels. Let Mx is the xth channel of an image M, with X, Y , C as
size. Here, x ∈ [1, N] and N denotes the total number of color channels. Let the N
neighbors at the radius D of any pixel with location coordinates J t (m, n) for m ∈ [1,
P] and n ∈ [1, Q] are defined as JUt (x, y) where s ∈ [1, R].

MCLEPt,dN ,D(x, y) � {
MCLEP1(x, y);MCLEP2(x, y)

}
(7)

MCLEP2(x, y) � LQEPt,dN ,D(x, y) (8)

MCLEP1(x, y) � LBP
′
N ,D(x, y) (9)

Here, d � 1, 2, 3, 4 represents various distances at which theMCLEP is computed.
LBP and LQEP are computed using the equations above in (1)–(5). MCLEP for tth
space contains one LBP and four LQEPs.

3.1 MCLEP Feature Vector

Twomajor components of pattern recognition applications are feature representation
andmatching/classification techniques. For delivering competitive performance, it is
essential to ensure robust implementation of both parts. MCLEP histogram HSTG is
generated as the feature vector for robust image feature representation where HSTG
� {HSTGx}, x ∈[1,N]. Let J(m, n) be a color image of size X, Y ,C withW intensity
levels, i.e., I ∈{0,1, …,W − 1}, where (m, n) is the location coordinate for m ∈[1,
X] and n ∈[1, Y ]. The MCLEP histogram HSTG(.) is computed as given in Eq. (10),

HSTGt (MDLP) �
N1∑

i�1

N2∑

j�1

f (MCLEPt,dNb,R(x, y), l) (10)

f (x, y) �
{
1 x � y
0 else

(11)

Algorithm
i/p: image; o/p: retrieved image

1. Load the image
2. Compute the MCLEP
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3. Match the query image with the database image
4. Retrieve the similar images

3.2 Query Matching

A distance metric such as given in Eq. (12) is used to compute the distance
between the images under consideration. Here, sR � (sR1 , sR2 , . . . sRLg ) denotes
the feature vector of query image. Similarity matching is carried out using d1 dis-
tance metric as mentioned in Eq. (12). Each image is denoted by feature vector
sDBSj � (sDBSj1 , sDBSj2 , . . . sDBSjLg ); j � 1, 2, . . . , |DBS|.

d1 distance: d(R, I1) �
Lg∑

k�1

∣∣∣∣
sDBS jk − sR,k

1 + sDBS jk + sR,k

∣∣∣∣ (12)

where sDBS jk represents kth feature of j th image of database |DBS|.

4 Experimental Results and Discussions

Efficiency of the devised method is calculated by means of the experiments on stan-
dard databases. Corel image repository is used for this purpose. In every experiment,
each database image becomes a query image. Accordingly, the proposed framework
identifies n images X � (x1, x2, …, xn) as per the shortest distance. Performance is
evaluated in terms of avg. precision/retrieval precision (ARP), avg. recall/retrieval
rate (ARR) as indicated below: Evaluationmetrics for a query image Iq are calculated
according to the equation given below.

Prec: P(Iq) � Number of related images retrieved

Total images retrieved
(13)

Avg. Retrieval Prec: ARP � 1

|DBS|
|DBS|∑

k�1

P(Ik)

∣∣∣∣∣ (14)

Recall: Re(Iq) � Number of related images retrieved

Total relevant images in database
(15)

Avg. Retreival Rate: ARR � 1

|DBS|
|DBS|∑

k�1

Re(Ik)

∣∣∣∣∣ (16)
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Fig. 2 Comparison of
various methods in terms of
a ARP b ARR on Corel-10k

a. Corel-10k
Corel-10k [14] is a collection of 10,000 images classified into different categories.
Results of precision and recall are provided in Table 1. Comparisons of the results
are shown in Fig. 2 whereas the retrieved images are provided in Fig. 3. The
improvement in performance is mainly due to the discriminating ability of the
proposed method against any other method mentioned in Table 1, Figs. 2 and 3.

b. ImageNet-25k
ImageNet-25k is a composition of 25,000 images. These are classified into dif-
ferent categories. Performance of MLCEP is determined by means of ARR and
ARP (Fig 4).
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Fig. 3 Retrieved images using the proposed method

Fig. 4 Comparison of
various methods in terms of
a ARP b ARR on
ImageNet-25k
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5 Conclusions and Future Scope

Anewmethod for image retrieval is introduced in this paper. It explores the directional
data using multiple color channel local extrema pattern from color planes. Two
types of repositories are used to test the effectiveness of the method. Results after
investigation exhibit a substantial improvement in the performance metrics such as
Precision and Recall.

By extracting the facial properties of any image, the proposed approach can be
extended in the field of face recognition.
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Home Automation and E-Monitoring
Over ThingSpeak and Android App

K. Susheela, E. Sri Harshitha, M. Rohitha and S. Maheswara Reddy

Abstract The paper discusses the usage of Internet of Things utilized for remote
checking of the encompassing physical parameters and different stuffs with the uti-
lization of sensors that for remote detecting of continuous information and move
them into the coveted shape and forward the detected information over the system
cloud by means of ‘Web Connection’ [1]. Here, the venture work manages the IoT
‘ThingSpeak’ web server which is a liberal open API server that goes about as a host
for the assortment of sensors to screen the detected information at cloud. And further-
more introduces an adaptable home control and observing framework utilizing an
installed small scale web server, with IP network for getting to and controlling gad-
gets and apparatuses remotely utilizing Android-based smart telephone application
called Blynk. This process utilizes Wi-Fi Modules that procedures and exchange the
detected information to the ThingSpeak Cloud and controlling the gadgets through
App. Themodelwas tried to produce constant data graphically over thing talkwebsite
page and on Blynk App as well.

Keywords IOT ·Wi-Fi module (NODE MCU ESP8266) · API (application
program interface) · Android app (blynk)

1 Introduction

The improvements in web advances and remote sensor networks (WSN), a fresh
out of the plastic new example are being figured it out. Gigantic expand in clients
of web and changes on the internetworking connected sciences empower systems
administration of day by day protests [1]. “Internet of Things (IoT)” is about physical
articles addressing each other, machine-to-machine interchanges and individual-to-
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pc correspondences will presumably be enhanced to “things” [2]. Key connected
sciences with the goal that it self-discipline the more drawn out term IoT will respect
insightful sensor connected sciences including WSN, Nanotechnology and Minia-
turization. Individuals when in doubt inside their home interface with nature settings
like light, air, and numerous others and control hence. In the event that the settings
of the environment will likewise be made to answer to human conduct mechanically,
there are a few points of interest.

2 Internet of Things: Home Automation and E-Monitoring
Over ThingSpeak and Android App

Usage for Internet of Things utilized for checking standard home stipulations by
methods for minimal effort universal detecting process. The depiction about the
incorporated system structure and the interconnecting instruments for the solid esti-
mation of parameters with the shrewd sensors and transmission of information by
means of Wi-Fi [2] through web is being exhibited. It gives an adaptable home
control and observing framework utilizing an implanted microweb server, with IP
availability for getting to and controlling gadgets and apparatuses remotely utilizing
Android-based smart telephone application.

2.1 Wireless Home Automation Technology (What) Using
Internet of Things

IoT (web of things) is snappy rising science which involves communication among
issues by methods for web without human impedance. It has made human presence
simpler and quiet. Now-a-days advanced gadgets in home are becoming expediently
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because of which there’s a need of approaching and controlling the contraptions
remotely. This paper demonstrates to an ease and adaptable abiding control approach
using an Arduino, web server with IP availability for interfacing with devices and
home gear remotely utilizing Android-focused shrewd portable application [3].

It exhibits the value of the strategy making utilization of contraptions much the
same as delicate switches, temperature sensors, and water-level sensors.

2.2 Towards the Implementation of IoT for Environmental
Condition Monitoring in Homes

On this a strong implementation for Internet of things used for monitoring regular
home stipulations by the use of low price ubiquitous sensing system. The description
about the integrated community structure and the interconnectingmechanisms for the
riskless measurement of parameters by wise sensors and transmission of knowledge
through Internet is being offered [4]. The longitudinal learning system used to be
ready to provide a self-control mechanism for higher operation of the instruments in
monitoring stage.

3 System Overview

IoT (web of matters) is rapid technology which includes interaction amongst matters
through Internetwithout human interference. It hasmade human life less complicated
and relaxed. Nowadays, digital instruments in house are growing speedily due to
which there is a need for accessing and controlling the gadgets remotely.

The fundamental aim of the mission support a strategy that interface the issues
mechanically by means of sensors and the detected learning will screen or envision
over web cloud or net server and in like manner outfit an economical and adaptable to
control frameworkmaking utilization of amicrocontroller, net serverwith IP network
for associating with apparatuses remotely using Android established android app and
in like manner give security.
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3.1 Atmega328 Microcontroller

Atmega 328P is a 28 pin DIP. The Atmel eight-bit AVR RISC headquartered micro-
controller combines 32 kB ISP flash reminiscence with learn-even as-write capabil-
ities, 1 kb EEPROM, 2 kB SRAM, 2 normal rationale I/O traces, 32 normal cause
working registers, three flexible timer/counters with examine modes, inside and out-
side interrupts, serial programmable USART, a byte-oriented 2-wire serial interface
and a SPI serial port, 6-channel 10-bit A/D converter having eight channels in TQFP
and QFN/MLF programs, programmable watchdog timer with internal oscillator and
five application-selectable power savingmodes. The device operates between 1.8 and
5.5 V. The gadget achieves throughput drawing near 1 MIPS.
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3.2 Wi-Fi (Wireless Fidelity)

Wi-Fi is the name popular with wireless network technology that uses radio waves
to provide wireless high-speed Internet and network connections. Wi-Fi is short for
wireless fidelity means which reproduces exactly the same. Wi-Fi is used to cover
the distance up to 10–100 m with a frequency band of 2.4 and 5 GHz. Wi-Fi is based
upon 802.11 standard protocols and it is one of the fastest communication protocols.

One of the best Wi-Fi module that suits this project is Nodemcu because of its
following features

• NodeMCU is Wi-Fi for Internet of things.
• NodeMCU contains a single-chip ESP8266 WiFi SoC.
• The NodeMCU board adds a USB/UART converter chip.
• It is becoming more popular because of its integrated wifi-PCB antenna.
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3.3 ThingSpeak Web Server

ThingSpeak is an “open-source information stage and application program interface
(API) for Internet of Things”. It empowers constant information accumulation, inves-
tigate, picture, and information put in channels. Each channel permits to put away to
8 fields of information, utilizing something like 255 alphanumeric characters each.
ThingSpeak is an API which tunes into approaching information, timestamps it, and
yields it for both human clients (through visual diagrams) and machines. As indi-
cated by the Things crest site, ‘Things’ are objects that are offered sensors to gather
information. Information is sent and obtained by means of basic “Hypertext Transfer
Protocol” (HTTP). “Things peak” speak with the assistance of web office which goes
about as an ‘information bundle’ transporter between the associated ‘things’ and the
“Things top” cloud. The information is then transferred to the cloud and from that
point it can be utilized for an assortment of purposes.

3.4 Android App (Blynk)

Blynk is an application which is easy to understand stages for controlling equipment
over the Internet. Blynk is Platform for Makers and electronic specialists to enable
them to attach their Smartphone to any associated equipment and assemble a visual
UI for their venture in minutes.

1. BlynkApp permits to youmake astonishing interfaces for your activities utilizing
different gadgets we give.

2. Blynk Server is in charge of all correspondences between advancedmobile phone
and equipment. You can utilize blynk cloud or run your private blynk server
locally. Its open-source cloud effortlessly handles a huge number of gadgets.
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4 Architecture

This system consists of one Atmega 328 microcontroller and two node MCU Wi-
Fi modules. All the sensors and relay switches are connected to microcontroller.
Microcontroller continuously monitors the sensors data and sends them to twoWi-Fi
modules, one transfers the data to “ThinkSpeak” cloud and other transfers the sensors
data to “Blynk” android app. The Node MCU which transfers the sensors data to
android app also takes the commands from the userwho ismonitoring and controlling
the system. Here, there are four buttons for applications likemotor controlling for Pet
feeding, AC socket for external electrical devices controlling, fan control and door
opening and closing motor controls which are placed at door. There is one intensity
slider to increase or decrease the light intensity in a room. A graph is also there to
know the air quality levels in a room.
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5 System Flow Chart



Home Automation and E-Monitoring … 135

6 ThingSpeak Output Result

7 Blynk IoT Output Results

“ThinkSpeak” cloud and other transfers the sensors data to “Blynk” android app. The
NodeMCUwhich transfers the sensors data to Android app also takes the commands
from the person who is monitoring and controlling the system.
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8 Future Work

The future of MATLAB in ThingSpeak and vice versa provides a deep study and
analysis of sensed data at critical level that is to manage the surrounding environment
where the parameters are important to measure.

9 Conclusion

Hence, the Internet of Things facilitates numerous benefits to the society and from
my project, can provide, and prove the strength of IoT using the ThingSpeak-based
sensing and monitoring devices over Internet. ThingSpeak API is capable to con-
tribute the services for the purpose of building vast number of IoT applications and
any Android-based Smartphone with built-in support for Wi-Fi that can be used to
access and control the devices at home.
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Smart Automation to Robot

G. Prutha and G. S. Anitha

Abstract In this paper, the concept of the Smart Automation to Robotics is dis-
cussed. The main constraint of this paper is to obtain the power supply and to adjust
the angle for the robotic arm. The power supply from the grid supplies to the power
cord of the robots. The power is converted from theAC-DCbridge converter using the
bridge rectifier converter. Then, the DC–DC conversion is made to reduce according
to the required amount of voltage (Liu et al. in Robot assisted smart firefighting and
interdisciplinary perspectives, 2016, [1]). The buck converter is used in this paper
to reduce the voltage and to supply the power constantly to robotics. It supplies to
brushless DCmotor (Aamir et al. in Express Briefs 62(8):816–820, 2015, [2]). There
will be sixmotors used in this paper. The angle of eachmotor difference ismaintained
such that the pallet from each station is picked and placed easily at the respective
station. For this process, even position sensor is used (Chinag et al. in 40th annual
conference of the IEEE industrial electronics society (IECON-2014), Dallas, TX,
USA, 2014, [3]). By this, the robot simulation is done in the MATLAB/SIMULINK
in 2017a version. The same process is carried in the hardware but the controller
used in it is PLC programming. PLC is used for the robot to control the move to the
required station in the store.

Keywords PLC · PI · Robotic arm · Load · Buck converter · PI controller

1 Introduction

Now in the world is stepping ahead to go with the new scheme of work in under
automation process. So even in this paper, the automation to the robotics with the
smart and intelligent process is done in this work. The main intention of this work
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Fig. 1 Block diagram of
smart automation to robotics

is to automate each thing such that the manpower applied to it is made down. The
robots are the one where the work of man can be replaced by this machine. This in
turn will do its work more appropriate than man. The mistake consumption will be
lesser compared to the human [4] in the industries. So everywhere in the industry,
they are going for the robotic automation [5].

The smarter way in improving the timing to be covered for all six stations is one
of the smartness to be improvised in this work.

The robot used in this paper has six-axis motor where in that they have six motors
present in it each motor has their own strategy to rotate at this angle as the program is
made in that format and fed to it. Thework of robot in this paper is to place andpick the
pallet at the required station to continue with the operation it is to undergo. Figure 1
shows the block of smart automation to robotics with the working conditions [6–8].
The output of bridge rectifier is provided to DC–DC converter where the converter
buck is preferred as the motor requirement is lesser voltage compare to the supply
so the converter buck is considered [9]. Then the output of is given to the motor. The
motor axis and motion is sensed with the position sensor is considered such that to
provide the power flow continuously such that the robot work continuously [10–12].
The drive controller is considered to drive motor accordingly to the mechanical load
requirement.

Figure 2 shows the circuit of the smart automation to robotics. Theworking is done
by converting the AC supply to DC. Using bridge rectifier the, in this paper, robot
arm is used to do its operation the pallet for all six station and the continuous loop
operation as to be performed for production of glow plugs in the industry [13–17].
As the company requirement of the glow plug is very high rated, they require 24 h
operation as to be performed. So, this was a challenging aspect to run the robot 24 h
without a stop. The continuous loop operation was must in this peak area. This paper
was selected at this area to get good amount of production as well as a good quality
of glow plug.
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Fig. 2 Circuit diagram of smart automation to robotics

Fig. 3 Block diagram of
robotic arm with controller

2 Robotic Arm with Controller

Figure 3 shows the block of arm of robotics with controller. The controller is mainly
used will sense the positions of each motor. The work of the robotic arm is divided
with six divisions with each motor [18]. Each motor is placed accordingly with the
portion the rotation undergoes in the robot. The work is considered from supply of
the power till the load will be completed. The teaching to the robot is one with teach
pendant in the hardware to each motor. Each motor is considered as base, shoulder,
elbow, wrist 1, wrist 2, and wrist 3. The angle of eachmotor will be fed with the teach
pendant according to the required work for all the station in the glow plug heating
unit line.
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Fig. 4 Bridge rectifier

3 Concepts

The intention of this paper is robotic applications for the designing of power supply
to give the continuous power to the robot. The second concept is to maintain the
position of each motor using position sensor [19].

3.1 Power Supply

The AC-DC conversion is required as the power supply from the grid is 240 V, 50 Hz
that is to be converted to 24 V. So first the Bridge Rectifier is used to convert from
AC to DC (Fig. 4).

In Fig. 4 during the positive cycle, the diodesD1 and Diode 3 will be forward bias
and the flow of current will be in forward direction, i.e., ADCB. Then, the diodesD2
and D4 will be verse bias and the flow of current will be in reverse direction. During
the negative cycle, the diodes D2 and D4 will be forward bias and the current flows
in forward direction, i.e., ACDB. Then the diodes D1 and D3 will be reverse bias
and the current flows in reverse direction [20].
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Fig. 5 Circuit of buck converter

Table 1 Angle inclined for
the motors

Position of motors Angle inclined Torque (Nm)

Base 360° 25

Shoulder 180° 20

Elbow 120° 20

Wrist 1 120° 15

Wrist 2 90° 15

Wrist 3 90° 10

The buck converter is to convert from 240 to 24 V. The buck converter is used to
maintain constant voltage and send to the motors present in the robot [21].

In Fig. 5, the circuit of buck converter is shown. Its operation is to lesser the
voltage according to the requirement of the work.

• Switch will be open (off-state), current is zero.
• Switchwill be closed (on-state), current increases, and inductor produces opposing
voltage across the terminals is used for changing current.

This is the working procedure of the buck converter in this work [3].

3.2 Position Sensor

The position sensor used in motors where the Hall effect sensor will be used. The
Hall Effect sensor senses the position of the magnet present in the motors [4].

The motor magnet is positioned with the effect of hall sensor. The torque load is
weighed from base to wrist 3 the load varies from one motor to the other motor.

In this Table 1, the position of each motor is given with the angle inclined. The
load carried by the pallet is mentioned in this table. The angle is set accordingly for
required movement in the Robot to move to the required position to all the station.



144 G. Prutha and G. S. Anitha

Fig. 6 Simulation of smart automation to robotics

Fig. 7 Buck output voltage

4 Simulation Results

The Robot is designed in this paper to the high-risk area in the BOSCH Company
in Glow Plug area. The robot is installed in the heating unit line to pick the pallet
and place the pallet to store the plugs after the work is done. In this paper, our
main intention is to reduce the consumption of human energy where the person was
working hard in this area. So, the robot plan was made to execute to this work. The
robot’s main concern of work in this paper is to implement and to design the power
supply and to teach the position angle to robot. The robot is thought to move the
required station to place and pick the pallet to that station (Figs. 6, 7, 8, 9, 10, 11,
12, 13 and 14).
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Fig. 8 Rotor speed

Fig. 9 Torque at base

Fig. 10 Torque at shoulder
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Fig. 11 Torque at elbow

Fig. 12 Torque at wrist 1

Fig. 13 Torque at wrist 2



Smart Automation to Robot 147

Fig. 14 Torque at wrist 3

5 Hardware Implementation

The working of hardware is implemented in Bosch company. Hardware components
and their implementations. Later it discusses the method to create a dc–dc converter.
The battery will charge and discharge through dc–dc converter. The designing of the
converter of buck is done with this value. Here: D � 0.4, V in � 240 V, V out � 24 V,
f S � 50 kHz, Iout � 0.5 A, L � 2.4 mH, C � 2.5 µF (Figs. 15, 16 and 17). The
motors rotation format is mentioned in Fig. 16.

6 Results and Discussion

Using SIMULINK, the model of Robot is simulated to support the hardware. The
simulation consists the process of robot simulation in this project which intends to
support the hardware with the power supply and position angle of all six motors. The
power supply from 240 to 24 V is achieved using DC–DC Buck converter is given to
motor. The position angle is set in the teach pendant. The robot is made to run with
continuous cycle for 24 h a day in the company to achieve good production.

7 Conclusion

The hardware implementation and test results of the converters are presented. A
detailed analysis of the power supply applied and position angle obtained for robot
is presented. Power supply and position sensor are designed. Switching sequences
are developed to sense each motor angle. Simulation of the model is carried out and
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Fig. 15 Hardware setup of smart automation to robotics

Fig. 16 Different position of motors present in robotic arm
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Fig. 17 Teach pendant of
robot

comparison between hardware and software is made. The voltage is converted from
240 to 24 V by using buck converter. The base motor angle 360° is achieved by
providing load of 17 Nm. Similarly for all motors present in robot is calculated:

• At Base: 360° is achieved for 17 Nm.
• At Shoulder: 180° is achieved for 16 Nm.
• At Elbow: 120° is achieved for 16 Nm.
• At Wrist 1: 120° is achieved for 15 Nm.
• At Wrist 2: 90° is achieved for 15 Nm.
• At Wrist 3: 90° is achieved for 10 Nm.

Considering rotation angle and load, robot is designed to pick and place the pallet.

8 Future Scope

The intelligence automation could be used tomake simpler programs of PLC. Instead
of PLC, we can go with microprocessor where the cost cutting can be done to this
project.
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Posture Monitoring and Back Pain Relief
Using ATmega328, Android and Unity

Aishwarya S. Acharya, Pavitra Gandhi, Sushmita Karkera, Nimish Ghagare
and Sanjay Deshmukh

Abstract Neck and back pain is one of the most common medical problems that
are faced by 80% of individuals at some point in their lives. Bad posture decreases
the flexibility of the joints making them prone to injuries. It can also lead to hyper-
kyphosis, an extremely hunched back. This leads to numerous visits to physicians
and physiotherapists. These sessions are expensive, making affordability a major
concern. In this paper, we propose and implement a cost-effective approach that pro-
poses a device that detects bad posture and helps the user correct it using ATmega380
and Inertial Measurement Unit (IMU) which is equipped with various accelerome-
ters and gyroscopes. Once the patient is familiar with using the device, he/she will
be able to improve his/her posture and reduce muscle pain from home itself, elimi-
nating costs arising from visits to physiotherapists and orthopaedists. Our proposed
method will monitor the upper body movement alerting the user through vibrations
in the device and notifications in an Android application. It will visually show the
correct movements to go through day-to-day activities using animations. Also, it will
provide pain relief exercises using Virtual Reality (VR) for improved posture and a
healthier lifestyle.

Keywords ATmega380 · Cost effective · IMU · Posture monitoring ·
Biofeedback · Back muscle pain relief · Spondylitis · Forward head posture ·
Texting neck

1 Introduction

The average human head weighs about 5 kg. However, based on the degree of tilt of
the neck, the weight on the cervical spine can be as much as 27 kg [1]. Short-term
effects of bad posture are not very significant; however, poor posture has shown to
have severe long-lasting effects. The long-term effects are spondylitis which is a
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Table 1 Angles of the head
and their corresponding
weights in pounds and
kilograms

Angle of head (degrees) 0 15 30 45 60

Weight on spine (lbs) 10 27 40 49 60

Weight on spine (kg) 4.5 12 13.6 22 27

common age-related problem that affects both the joints and the discs present in the
human body, hyperkyphosis which is an extremely hunched back, to name a few.
Back pain has also proved to increase the risk of early death by 13% [2]. These
severities could have had been avoided simply by more care and attention to the
body. This paper aims to build a device that users can attach around their neck and
back to encourages healthy and an improved lifestyle. This device will keep track of
user’s head tilting angles along the X and Y axes using an IMU chip, thus alarming
the user using sound or vibration and a notification on the smartphone. The data
collated will be sent to the Android application through a Bluetooth Module, HC-05
which makes communication possible between the microcontroller and the mobile
application.

Accelerometers and gyroscopes are commonly incorporated in an IMU. They
detect the position change, measuring inclination and angles of rotations from two
sensors that are combined to obtain the positions. When attached on the body, the
sensors attached will monitor the force of the head subtended on the backbone [3].
Studies have revealed that people having improper posture have more severe neck
pain than others. The application also provides games in which virtual reality is
incorporated. This game will not only encourage users to be in an upright position
but also teach them how to use these exercising models in their day-to-day life. The
biofeedbackmechanismwill ensure correct posture. Themotion animations aremade
on Akeytsu version 1.0.3.0. Akeytsu is a powerful tool used to create 3D animations
for game development. Unity software was used for the Virtual Reality games. Unity
is a cross-platform game engine that is used to develop simulations for computers,
smartphones and consoles.

2 Literature Survey

A survey was conducted for the Indian population where 41% of men and women
between 30 and 60, in urban areas had neck and back pain. On doing further research,
we found that the average cost of one session with a physiotherapist is about Rs.
800–1500 per session, and the physiotherapist recommends somewhere around 8–10
sessions for the patient. The cost of therapy combined with the lack of awareness
leads to high negligence regarding back pain. This posture negligence came out to
be among 55% of people. For the user to experience minimum pain in the neck and
back, the posture should be such that the spine faces minimum weight (Table 1).

A group of students in Mountain View, California, manufactured a device called
Lumo Lift [4]. It monitors the body posture and helps the body to maintain correct
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Fig. 1 Graph of neck angle
versus weight on neck

Fig. 2 Comparison of
various back postures

posture, much like Upright Go [5]. These products’ prime market reach is in the
United States. University of Illinois, Urbana-Champaign has also created a simi-
lar device [6]. In India, the major population is ignorant about their health, which
encouraged us to make a device for posture control along with an inbuilt coach using
interesting Virtual Reality Exercises which makes you exercise. The solution pro-
posed in the paper is a simplistic, low-cost one which not only monitors posture
but also makes people exercise daily, making it different than the existing solutions
(Figs. 1 and 2).
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Fig. 3 System block diagram

3 System Overview

The proposed posture monitoring system contains a wearable device will have three
major components: control unit, sensors feedback and virtual reality. The control
unit consists of a Central Processing Unit (CPU). We are using Arduino Nano board
with an ATmega328 chip as the processing system. It consists of an ATmega380
which is a high-performance 8-bit microchip AVR RISC based microcontroller. It
can operate between 1.8 and 5.5 V [7]. The Arduino Nano chip has 8 analogue input
pins and 14 digital I/O pins so interfacing sensors is easy [8].

We have used two Inertial Measurement Units (IMU) which contain gyroscopes
for angular velocity and the accelerometer measures the linear acceleration, which
would measure the user’s neck angle as compared with the ideal position. The IMU
provides us with three values: roll, pitch and yaw. Using this data, we have calculated
the angles with the X, Y and Z axis.

The user’s posture details will be communicated with the help of a Bluetooth
module and an Android application (Fig. 3).

4 Implementation

We interfaced IMU6050with Arduino and the connections were debugged for proper
functioning [9]. The sensor was calibrated to get stable X, Y and Z values, based on
yaw, pitch and roll withminimum error, displayed on SerialMonitor of Arduino IDE.
The communicationwill take place via Bluetoothwhich is a reliable and ordered con-
nection [10]. BluetoothModule HC-05 was paired with the Android device on which
developed application was installed. Android Studio IDE was used to develop the
application. Themobile application will real-time track posture of the user indicating
whether posture is healthy and provide Virtual Reality games.

For incorporating exercises, Unity software and Akeytsu software are being used
with the mobile application. Figure 4 shows the flowchart of the working of the
system. The sensors initially will be calibrated with the threshold values of the
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Fig. 4 The flow of the
Android application

Fig. 5 VR game to be
viewed through VR headset

angles as suggested by the physiotherapist. These values will be constantly checked
again the current values and if greater, the user will be alerted. All the mentioned
exercises and games will be created in accordance with health regulations and have
been verified by physiotherapists for safety and effectiveness (Figs. 5, 6 and 7).

5 Results and Discussion

The objective of the project is to assist the users in practicing good posture. We aim
in providing users confident and healthier lifestyle.

Table 2 compares values obtain from the protractor versus values measured by
the IMU (Table 3).
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Fig. 6 Human animated
model created using Akeytsu
software used for
demonstrating muscle
movements

Fig. 7 Circuit diagram of all connections with individual units
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Table 2 Comparison of real angles with measured angles

Real angle from protractor (degrees) 10 30 50 70 95

IMU measured angle (degrees) 11 31 49 70 94

Table 3 Sensors and their description

Sensors Output Results obtained

IMU 6050 VDD analogue voltage range
of 2.1–3.6 V

Angle values obtained are
approximately equal to the
angles measured by protractor
with ±1° error

Bluetooth module HC-05 Power: +3.3 V DC 50 mA Successful serial
communication of angle
values obtained from IMU to
the mobile application

Vibration sensor Digital output: 3.3–5 V Vibrating successfully when
the angle exceeds calibrated
threshold

6 Conclusion and Future Scope

This paper has described awearable neck brace tomonitor the upper bodymovements
ensuring a healthy posture, and interactive VR exercises for relief from pain that
would help in the prevention as well as quick recovery from back muscles pain at
home. This approach is novel in the sense that it provides an entertaining way to
exercise and improve body posture. This method is likely to gain response because
a significant percentage of urban adult human population suffers from back pain.
The mentioned approach offers over 10–15 times reduction in cost in comparison
with the package cost of painkiller medicines, massage therapy, relieving sprays,
transcutaneous electrical nerve stimulation and cost of physiotherapy. This one-time
cost of the device will prove to be a blessing to the working population who do not
have the time to take care of their health and later have to face back pain problems
because of their negligence. We aim to expand this product in the future such that the
entire body posture can be improved and add various technologies for communication
with a doctor while using the device. Finally, a more compact design can be made
using smaller components and more efficient design and placement.
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Adaptive Neural Network-Based LMS
for DSTATCOM

Vivekananda Ganji, D. Suresh and K. Chandrasekhar Koritala

Abstract This paper presents distributed static compensator (DSTATCOM) to elim-
inate harmonics and reactive power of the nonlinear load. The DSTATCOM is real-
ized using voltage source inverter with DC bus capacitor. The DSTATCOM acts
as a harmonics current source and inject reactive compensation current. The con-
trol schemes for determining the reference compensating currents of the three-phase
DSTATCOM based on least mean square (LMS) algorithms are presented. The per-
formance of LMS algorithm with PI and artificial neural network controller (ANN)
is studied. The algorithm used for training ANN controller is Levenberg–Marquardt
backpropagation (LMBP). The training data for ANN controller is generated offline.
The firing pulses for DSTATCOM are obtained with hysteresis current controller. An
extensive simulation study is carried out to test the performance of ANN controller
and compared with PI controller.

Keywords PI controller · LMS · Active power filter · Harmonic

1 Introduction

Nowadays, there has been advancement in semiconductor technology, power
electronics devices with high voltage, high current and high switching frequency
devices. Power electronics devices employed in the electrical apparatus such as
uninterruptible power supply, switched mode power supplies, electric drives, battery
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charger, etc. The most of these electric apparatus may generate the harmonics and
reactive power due to the nonlinear characteristics of such loads. The existence of the
harmonic current and reactive current leads to increases power losses. In addition, it
will also reduce the active power flow capability of the distribution system. The exis-
tence of unbalanced load on the distribution system causes heating of transformers
and generators [1]. The DSTATCOMwas also known as active filter and can be used
for compensation of harmonics, reactive power, voltage regulation, power factor
correction and load balancing in the distribution system, etc. [2]. The compensation
performance characteristic of DSTATCOMdepends on reference current assessment
and the control process used for drawing out of same reference current. In literature,
many control schemes are reported for efficient estimation. Some of these reported
schemes are instantaneous reactive power (IRP) theory, synchronous reference frame
(SRF) theory, neural networks-based approaches and per phase dc voltage regulation
methods [3–10]. Among these projected control methods, instantaneous reactive
power and synchronous reference frame theories are commonly used. But these
control algorithms suffer from various transformations, addition and multiplications.
This paper presents DSTATCOM which is controlled using LMS algorithm inte-
grated with PI andANN controller algorithm for compensation of harmonics current,
and reactive power demand and performance characteristics of these controllers are
compared. This LMS-based control algorithm is simple to implement and needs less
computational efforts [10–11]. A fast least mean square-based reference current esti-
mator extracts reference current without any phase shift. The assessment of reference
currents was carried with neural network-based LMS adaptive online estimator
algorithm for the computation of weights [10]. An extensive MATLAB simulation
is presented for these two control techniques of DSTATCOM. Simulation results
demonstrate the effectiveness of these two control algorithms of DSTATCOM
for the elimination of harmonics and oscillatory reactive power demand of the
nonlinear load.

2 System Configuration

Figure 1 depicts the topological circuit diagram of DSTATCOMwith nonlinear load
connected to electrical distribution system.

3 Control Algorithms

The performance characteristics of the DSTATCOM depend mainly on the control
scheme implemented to generate the compensating reference currents. This paper
presented two controller schemes to get the reference current, which is significant
matter in the control of the DSTATCOM.
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Fig. 1 DSTATCOM topology

4 ANN Controller

In order to improve the dynamic performance of the DSTATCOM ANN controller
is designed and integrated with LMS adaptive estimator algorithm for reference
current extraction. In this paper, multilayered feedforward network with three layers
is designed. The three layers, namely, input layer with two neurons, hidden layer
with 20 neurons and output layer with one neuron, respectively, are designed. The
ANN controller is tuned with the conventional method. The activation functions are
sigmoidal for input and hidden layers and pure linear in the output layer, respectively.
The ANN controller topology is shown in Fig. 2.

Fig. 2 Adaptive neural network controller
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The training algorithm used is Levenberg–Marquardt backpropagation (LMBP).
The MATLAB programming of ANN training is given as follows:

net � newff(tric,troc,10,{‘tansig’,‘tansig’},‘traingd’);
net.trainParam.show=50;
net.trainParam.epochs=10000;
net.trainParam.goal=0.0001;
net=train(net, trinc, troutc);
y=sim(net,trinc);
gensim (net,-1);

5 Reference Current Generation

The performance of the DSTATCOM depends on its reference current generation.
The instantaneous source voltage is

vsn (t) � Vmn sin(ωt) (1)

When the nonlinear load connected to the source, then it injects the current har-
monics in the source. The load current consist of both fundamental and harmonics
components, which can be expressed as follows:

iLn (t) �
∞∑

n�1

Inn sin
(
nωt + φnn

)

� I1n sin(ωt + φ1) +
∞∑

n�2

Inn sin
(
nωt + φnn

)
(2)

Thus, the instantaneous load current can be expressed as follows:

iLn (t) � I1n sin(ωt) ∗ cos
(
φ1n

)

+ I1n sin
(
φ1n

) ∗ cos(ωt) +
∞∑

n�2

Inn sin
(
nωt + φnn

)
(3)

The load current is consists of active, reactive and harmonics component and can
be expressed as

iLn (t) � i fn (t) + irn (t) + ihn (t) (4)

where ihn (t), irn (t) and i fn (t) represent the sum of the harmonics, reactive compo-
nent and represent active component of current, respectively. If DSTATCOM injects
harmonics and reactive component of current, under this condition source needs to
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Fig. 3 Reference current generation using LMS algorithm

Fig. 4 DC voltage
regulation loop

supply only active component of the current. The current injected, which is injected
by DSTATCOM, can be expressed as

icn (t) � iLn (t) − i fn (t) � iLn (t) − I1n cos(φn) sin(ωt) (5)

From (3), after compensation, current supply by DSTATCOM

icn (t) � iLn (t) − Ismn sin(ωt) (6)

where Ismn � I1n cosφ1n .

The voltage across the dc side capacitors varies with the load demand. In order to
maintain dc capacitors voltage constant, the PI/ANN controller is used Fig. 3.

The dc link voltage control loop of DSTATCOMwith ANN/PI controller is shown
in Fig. 4.

6 Simulation Results

An uncontrolled rectifier with RL load on dc side is used as nonlinear load.
Figure 5a–d shows the simulated response of currents, dc side capacitor voltages and
harmonics spectrum, respectively, of DSTATCOM using PI controller. Figure 6a–b
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(a) Source current waveforms

(b)

(c) Load current THD (d) Source current THD

Fig. 5 Compensation characteristics of DSTATCOM with PI controller

shows the simulated response of currents, dc side capacitor voltages and harmonics
spectrum, respectively, of DSTATCOM with ANN controller. After compensation
with DSTATCOM, in both the cases the source current is changed from stepped
waveform to sinusoidal waveform as seen in Figs. 5a and 6a. Source current is in
phase with source voltage to conform the power factor becomes almost unity. After
compensation with DSTATCOM, the load current THD is 26.7% but the source cur-
rent THD is reduced to 3.41 and 3.40% with PI controller and ANN controller as
shown in Figs. 5d and 6d. In both the cases dc side capacitor voltage is controlled
at reference level but the settling time required for dc side capacitor to attain refer-
ence value is 0.06 and 0.05 s for PI controller and ANN controller, respectively, as
observed from Figs. 5b and 6b. At instant t � 0.3 s, the load current is increased from
20.2 to 40 A. The equivalent variation in the source current, compensating current
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(a) source current waveform

(b) dc side capacitors voltages

(c) Load current THD (d) source current

Fig. 6 Compensation characteristics of DSTATCOM with ANN controller

dc side capacitors voltages has been observed to be compensating the increased load
current. However, the increase of compensating current observed to be smooth in
case of ANN-LMS than PI-LMS controller-based control scheme.

The increased load current also causes the decrease in the dc side capacitors
voltage from it reference value to compensate the increase in load current. The
settling time of the dc side capacitors voltage is 20 and 10 ms for PI controller-based
controller algorithm and adjustable step-size algorithm, respectively. The dc voltage
regulation is smooth in both the cases but restoration time is more in case of PI
controller than that of the ANN controller.
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7 Conclusion

A control scheme for high-performance three-phase DSTATCOM with improved
power factor and displacement factor has been proposed. The compensating per-
formance of controller has been investigated with different controllers. The current
control based on hysteresis controller has been implemented. The simulation results
of DSTATCOM have been carried in MATLAB/Simulink power system block sets
with proposed control schemes. The simulated response shows that the proposed
control schemes with ANN controller have a good performance in the harmonic
compensation and improving the power factor, displacement factor and dynamic
performance of the system.
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Modeling and Simulation of Dual
Redundant Power Inverter Stage
to BLDCM for MEA Application

B. Suresh Kumar, B. V. Ravi Kumar and K. Sindhu Priya

Abstract The increasing demand for electrification functions on control surfaces of
aircraft leads to a new concept of new advancement “more electric aircraft (MEA)”.
In the aviation industry, an electromechanical actuator (EMA) is used to maintain
the orientation of aircraft, landing gears, and braking systems. As the electrical
components such as inverter and BLDC motor are key components in EMA, the
designing of these components became a critical issue. To enhance the reliability
in actuation system in aircraft, this paper proposes dual redundant power inverter
system to run BLDC motor with redundancy management and logic, fault tolerant,
and fault diagnosis by using MATLAB/SIMULINK with the results.

Keywords Electromechanical actuator (EMA) · Dual redundant · Inverter ·
BLDC drive · Fault diagnosis

1 Introduction

More electric aircraft (MEA) [1] is a new concept which involves the maximum
utilization of electrical technology in control surfaceswith expertisemastered control
architectures. In such flight control surfaces, an electromechanical actuator (EMA)
[2] plays a major role to control the direction of aircraft. A subsystem of an EMA
includes power electronic circuitry, controller, a BLDC drive, ball screw mechanism
for position detection, and its associated components. As the fundamental structural

B. Suresh Kumar · B. V. Ravi Kumar · K. Sindhu Priya (B)
CBIT, Gandipet, Hyderabad, India
e-mail: kalvasindhupriyareddy@reddifmail.com

B. Suresh Kumar
e-mail: bskbus@gmail.com

B. V. Ravi Kumar
e-mail: venkataravi.kumar@rcilab.in

B. V. Ravi Kumar
Research Centre Imarat (RCI), Hyderabad, India

© Springer Nature Singapore Pte Ltd. 2019
H. S. Saini et al. (eds.), Innovations in Electronics and Communication
Engineering, Lecture Notes in Networks and Systems 65,
https://doi.org/10.1007/978-981-13-3765-9_18

167

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3765-9_18&domain=pdf
mailto:kalvasindhupriyareddy@reddifmail.com
mailto:bskbus@gmail.com
mailto:venkataravi.kumar@rcilab.in
https://doi.org/10.1007/978-981-13-3765-9_18


168 B. Suresh Kumar et al.

Fig. 1 Electromechanical actuator block diagram

blocks in EMAare power converters andBLDCdrive, designing of these components
became a challenge.A simple fault occurrence in any subsystemof electromechanical
actuator leads to whole outage in the system and many lives would be at risk. So,
aircraft applications require safety and accessibility. So “redundancy management”
is necessary.

Dual redundant [3] logic consists of two modules consisting of power inverter
stage and BLDC motor windings as shown in Fig. 1. If any fault occurs, the other
alternative module will drive the whole actuation system maintaining the reliability.
But how rather it switches to other alternative is discussed in this paper.

This paper presents the MATLAB simulation of mathematical model of BLDC
drive, power inverter stage to EMA.

2 Redundancy Management

The redundancy logic [4] to this system is limited for only one fault in each module.
In Fig. 2, Primary chain is always in operation under normal conditions. If any fault
occurs, then only redundant chain takes the service. If there is a fault in PI-1, the
system can runwithout interruption either through PI-2,W2 and PI-2,W1.Of course,
the latter is preferred because if the second fault occurred in W2, and then the whole
system will be out of redundancy.

3 Mathematical Modeling of BLDC Motor

The BLDC motor can be modeled in the same way as conventional dc motor. The
detailed approximated equations d-q transform is discussed in the paper [5]. The
equivalent electrical circuit is shown in Fig. 3.
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Fig. 2 Redundancy management

Fig. 3 Mathematical model of BLDC motor

The electrical equivalent of the armature coil can be described by an inductance
(La) in series with a resistance (Ra) in series with an induced voltage (V a) which
opposes the voltage source.

A differential equation for the equivalent circuit can be derived by using Kirch-
hoff’s voltage law around the electrical loop.

Va � IaRa + Ladi/dt + eb

By using Laplace transform of the above equation,

I (s) � (Ia(s) − eb(s))/(Ls + Ra)

The electromagnetic torque is proportional to the current and can be written as
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Table 1 Possible switching
cases

Healthy/section Faulty section Recommended
path

Case-I

PI-1 → W1 If Fault at W1 PI-1 → W2

PI-1 → W2 If fault at PI-1 PI-2 → W2

Case-II

PI-1 → W1 If Fault at PI-1 PI-2 → W1

PI-2 → W1 If Fault at W1 PI-2 → W2

Case-III

PI-1 → W1 If Fault at both
PI-1 and W1

PI-2 → W2

Te � Kt Ia and Te � Jdw/dt + Bω;

where ω � dθ/dt

On Laplace transform ω(s) � Te/(Js + B).
Here Kt is torque constant and J is inertia of motor.

3.1 Power Inverter Design

A various number of inverter topologies with the fault diagnosis and fault treatment
have been presented in the previous papers [6]. On comparison and analysis, two
three-phase standard six switch power inverters are used.

4 Fault Diagnosis and Fault Management

With the aim to improve the reliability of the system, dual redundancy brushless dc
motor [7] is designed. Fault diagnosis and fault treatment are discussed in previous
research papers [8] by various techniques. In this paper, the probability to occur faults
in various available subsections is presented in the table for different cases (Table 1).

5 SIMULINK Diagram

The whole actuation system with the redundancy is shown in Fig. 4. It consists of
primary chain and redundant chain, an LC filter to get smoother current waveform,
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Fig. 4 Simulation diagram of EMA with dual redundancy logic

Table 2 Simulation
parameters

Rating of BLDC motor 10 Kw

Voltage 100 V

Current 50 A

Inductance 160 µH

Armature resistance 0.1 �

Torque constant 0.08

Torque 8 Nm

Inertia J 2 × 10−5 kg m2

and a mechanical transmission system where the electrical motor output is converted
into mechanical system as position, and this position is taken as feedback signal.

The chosen parameters which are used in the simulation of this paper have been
presented in the following tabular column (Table 2).

5.1 Simulation Results

In Fig. 5, the output of the actuator position follows the input signal. Due to the
velocity feedback loop, the phase delay occurs between the input commands and
output produced, which is shown in Fig. 6. When an overload fault occurs in motor
Winding1, due to high rise in current, the motor could not drive the load and deviates
from the output and comes out of scope which is shown in Fig. 7. And the respective
fault currents and the power inverter voltages switching are shown in Figs. 8 and 9,
respectively.
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Fig. 5 Electromechanical actuator position under normal condition

Fig. 6 Phase lag due to velocity loop

Fig. 7 When fault occurs in Winding1 due to overload
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Fig. 8 Motor currents when W1 fails

Fig. 9 Power inverter voltages

6 Conclusion

An electromechanical actuator comprised of position control system with the dual
redundancy technique applied to both BLDC motor and power inverter has been
designed and simulated, and results are presented. The fault diagnosis and treatment
within the stipulated time are well explained through the presented output results.
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Comparative Analysis of Unstacked
and Stacked Bow-Tie Antenna Structures
for Wireless Applications

Kumari Laxmi and Amanpreet Kaur

Abstract The research article presents a comparative analysis of stacked and
unstacked fractal antenna geometries. Four fractal antenna geometries, namely, an
aperture coupled bow-tie antenna, a scaled aperture coupled bow tie with the same
dimension on upper and lower patch, a stacked bow-tie geometry with smaller upper
patch and larger lower patch, and a stacked geometry with larger upper patch and
smaller lower patch with bow-tie antennas for both stacked layers are studied and
analysed. The overall size of antenna is 57.84 × 57.84 mm2 for all the four geome-
tries. The ground used for an unstacked geometry is DGS, i.e. defected ground
slot, and ground used for stacked geometry is partial ground. The effect of both the
grounds has been shown and studied. The submitted antenna results for all the four
geometries are analysed and studied in terms of impedance bandwidth, broadband
gain and VSWR.

Keywords DGS · Partial ground · Sierpinski gasket fractal antenna

1 Introduction

Among all the technologies, wireless communication is the biggest contribution to
mankind.Without the use of cables, wires or any other forms of electrical conductors
information can be transmitted over a long distance. Antennas are a medium between
transmitter and free space or between free space and receiver at transmitter or receiver
side. In the last two decades, microstrip antennas (MSA) have been proposed as the
best antenna because of their low profile and good output. Fractal microstrip antennas
are small, efficient and reliable antennas that offer multiband characteristics. These
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antennas show lower frequency band resonances with small sized. To increase the
bandwidth with single fed structure microstrip antenna, an approach called stacking
of multiple antenna layers is used. The stacked patch antenna works at multi-bands;
the reason for this operation is that they offer multi-resonance properties [1].

In the current research paper, an analysis of improvement in the output in terms
of impedance bandwidth when stacked microstrip antenna structures are used is
presented. Four different geometries are chosen. First, an unstacked bow-tie antenna
is presented and its results in terms of impedance bandwidth are presented. Then a
stacked antenna structurewith same patches on two stacked substrate layers is chosen
and outputs are analysed. A comparative analysis is done by taking a 3/4th smaller
patch above the standard patch and smaller patch below standard patch. Antenna
geometries and outputs are discussed in the next section.

2 Antenna Geometry

(1) Simple unstacked bow-tie geometry:

The antenna geometry has three layers. The topmost substrate layer has a metal patch
on in, i.e. of a bow-tie pattern formed by joining two Sierpinski gasket fractals at
the apex. The middle layer is metallic ground which is 0.035 mm in height having
cross-shaped and triangular-shaped defects in it [2]. The lower layer is a substrate at
its bottom a feed line printed up to the centre of the patch that has a stub of length
λ/4 attached to it (Fig. 1 and Table 1).

The bow-tie patch has two triangles joined at the apex. Each triangle is subjected
to two iterations so as to make a Sierpinski gasket individually of second order.
The design equation used to get a resonance of 4.31 GHz from the antenna input is
mentioned in Eq. (1) (Fig. 2 and Table 2).

Fig. 1 Front view of
unstacked antenna

Table 1 Dimensions of
unstacked antenna

Parameters Dimensions (in mm)

a 19.5

b 3

h 1.57

w 0.035
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Fig. 2 Defective ground of
unstacked bow-tie antenna

Table 2 Dimensions of
defected ground

Parameters Dimensions (in mm)

a 27.5

b 15

c 19

d 4

Fig. 3 Front view of stacked
antenna

Table 3 Dimensions of
stacked antenna

Parameters Dimensions (in mm)

a 19.5

b 3

h 1.57

w 0.035

fm,n,1 � 2c

3aeff(εreff)
1
2

(
m2 + mn + n2

) 1
2 (1)

aeff � a + h(εr )
− 1

2 (2)

εeff � 1

2
(εr + 1) +

1

4
(εr − 1)

(
1 +

12h

a

)− 1
2

(3)

(2) Stacked structure with identical patches on active and parasitic layers (Fig. 3
and Table 3):
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Fig. 4 Partial ground of
stacked structure with same
patch above and below

Table 4 Dimensions of
Fig. 4

Parameters Dimension (in mm)

a 37.84

b 19

c 17

Table 5 Dimensions of
Fig. 5

Parameters Dimensions (in mm)

a 37.84

d 21

e 10

The stacked microstrip antenna presented here has three layers of FR4 substrate.
Above the existing geometry as mentioned in Sect. 1, an FR4 substrate with identical
bow-tie pattern as earlier is printed. In order to increase the bandwidth of the two new
resonances that arise from this configuration the ground is made partial with plus
shape aperture slot modified to achieve the desired results [3] (Fig. 4 and Table 4).

(3) Stacked structure with a parasitic patch 3/4th of the size of the standard patch
below:

This geometry is the sameas the stacked structurementionedpreviously.Theparasitic
patch is made 3/4th of the size of the standard patch below. Due to the scaling of the
parasitic patch, the resonances get excited on higher frequency. The partial ground
is same but the plus slot has been optimised as to get a good bandwidth (Fig. 5,
Table 5).

(4) Stacked structure with an active patch 3/4th of the size of the standard patch
above:

In this geometry, the active patch is made 3/4th of the size of the standard parasitic
patch. Due to this higher frequency, resonances get excited. And a bandwidth of
1250 MHz is achieved (Fig. 6 and Table 6).
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Fig. 5 Partial ground with
optimised plus slot of
stacked structure with
smaller patch above

Fig. 6 Partial ground with
optimised plus slot of
stacked structure with
smaller patch below

Table 6 Dimensions of
Fig. 6

Parameters Dimension (in mm)

a 37.84

f 10

g 2

3 Results and Discussions

This section presents the simulated results of the antenna in terms of return loss,
radiation pattern and broadband gain.

3.1 Return Loss

Figures 7 and 8 show the return loss plot for all four geometries presented in the previ-
ous section. It can be observed from Fig. 7 that unstacked structure covers resonance
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Fig. 7 Simulated values of S11 for first two geometries

of 4.31 and 8.28GHzwith bandwidths of 380 and 270MHz. A stacked structure with
the same dimension on the above and below patch shows four resonances at 3.82,
4.1, 4.46 and 6.04 GHz with bandwidths of 440, 90, 80 and 330 MHz, respectively.
Figure 8 shows the stacked structure with patch 3/4th of the size of the standard patch
below covers resonances of 3.846, 4.418, 4.937 and 7.928 GHz with bandwidths of
1120, 160 and 420 MHz. Fourth structure with patch below 3/4th of the size of the
standard patch above shows resonances at 5.25, 6.00, 7.394 and 8.057 GHz with
bandwidths of 190, 160 and 1250 MHz, respectively.

3.2 Broadband Gain

Figure 9 shows the combined plot of broadband gain of two geometries. As seen, the
unstacked geometry has a peak gain of 2 dBi. The stacked structure with identical
patches on active and parasitic layers has a peak gain of 5.3 dBi. The stacked structure
with a parasitic patch 3/4th of the size of the standard patch below has a peak gain
of 2.5 dBi. The fourth geometry with an active patch 3/4th of the size of the standard
patch above has a peak gain of 4.0 dBi as shown in Fig. 10.
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Fig. 8 Simulated values of S11 for next two geometries

Fig. 9 Broadband gain for first two geometries
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Fig. 10 Broadband gain for next two geometries

4 Conclusion

The paper presents a comparative analysis of four aperture coupled fractal microstrip
antenna geometries. It is observed that unstacked geometry proposed above shows
two resonances at 4.317 and 8.28 GHzwith bandwidths of 380 and 270MHz, respec-
tively. A stacked structure with the same dimension on the above and below patch
shows four resonances at 3.82, 4.1, 4.46 and 6.04GHzwith bandwidths of 440, 90, 80
and 330 MHz, respectively, because of partial ground. Stacked structure with patch
3/4th of the size of the standard patch below covers resonances of 3.846, 4.418, 4.937
and 7.928GHzwith bandwidth of 1120, 160 and 420MHz, respectively. Fourth struc-
ture with patch below 3/4th of the size of the standard patch above shows resonances
at 5.25, 6.00, 7.394 and 8.057 GHz with bandwidths of 190, 160 and 1250 MHz. It
is also seen that a stacked structure with same sized antenna on both the driven and
parasitic layers shows the highest gain and directional characteristics. The unstacked
structure is suitable for WLAN and ITU satellite communication band. The stacked
structures cover E, G and C bands, which are used for short range Wi-Fi, wireless
broadband and some cordless telephone.
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An Efficient Method to Classify
the Peer-to-Peer Network Videos
and Video Servers Over Video
on Demand Services

M. Narayanan

Abstract As one of the wildest emerging technologies, P2P has attracted attention
on live streaming and VoD. Video plays an energetic part in communication and any
kind of relaxing activity for entertainment. In order to provide reasonable service
across all seasons, two machine learning techniques are used where the availability
of server depends on the hits across the season. Popular videos are sorted out based
on the greatest number of hits primarily and the recovery phase selects solitary
or many similar cases from the preceding popularity videos that are stored. The
updated/modified video records are reused as per query. In the revised phase, the
present popularity record is updated. Finally, the updated popularity records are
preserved in the retaining phase. Application of AODE algorithm results in grouping
video server as seasonal and nonseasonal. The content of the video is categorized
on the basis of the hearer’s test at the commencing remains additionally scrutinized
emerging in 90% clarity of classification.

Keywords Average estimators · Reasoning based on case · Categorizing video
server · Peer-to-Peer networks · Seasonal-based videos · Video on Demand

1 Introduction

Video is believed as a kind of enjoyment that gives the vision of steady motion of a
report across the representation of an arrangement of pictures and is recognized as a
film. Until the nineteenth century, the world could not unravel its mystery, though the
origin dates back to the second century in China. Gradually, television became the
major means of entertainment, substituting newspaper and radio. One good reason
for its fame above newspaper and wireless is the discernible charm that enables
viewers to investigate deeper and be engrossed in the involvement.
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At the end of the twentieth century, advancing movies appeared alongside the
progress of the Internet and WWW. The foremost facilities, endowed through the
Internet are browsing the web and transferring files. Nevertheless, the needs of the
clients are not met with these services providing data about transcript, pictures, and
exchange of documents.

The motivation for this study to find ways for transmitting live broadcast over
the Internet to a PC is the accomplishment of radio and television. Subsequently,
multimedia information like audio and video above the web are communicated. The
entire multimedia data are distributed by using protocols meant for file download.

Case-BasedReasoning (CBR) algorithm is used for classifying popular videos and
Averaged One-Dependence Estimators (AODE) algorithm is used for categorizing
video servers into seasonal video server and non-seasonal video server. A literature
review of P2P networks is included in Sect. 2, followed by proposed work in Sect. 3.
Implementation is explained in Sect. 4 and finally, Sect. 5 comprises the conclusion.

2 Literature Survey

P2P (Peer-to-Peer) computing is the most desired overlay network distribution setup.
In this system, super-peer network portrays a contemporary centralized topology
pattern. Therefore, this overlay aids in improving the presentation of P2P requests,
especially live streaming. Using Firefly algorithm, the problem of node failure is
addressed in this work by the application of gossip protocol. From a collection of
peers, it chooses the failover node to sustain the entire network performance [1, 2].

P2P Networks offer video services based on the seasons. Case-Based Reasoning
algorithm is used for categorizing acquainted videos and Averaged One-Dependence
Estimators (AODE) algorithm is used to categorize video servers on the seasonal
and nonseasonal basis. Mature and local domains are classified as nonseasonal with
maximum hits in every season. As a result, the audiovisual service engages specific
server for providing services. Therefore, the P2P network provides quality service
during all periods and depending upon the hits of the season the server is availed [3].

Management of video contents in P2P computing is discussed in this paper. Usu-
ally accepted data blocks are allocated in the cache and algorithms are used for
replacing it. There is less data on account of nonavailability or less availability of
old data. Multilevel cache solves this problem by saving the old data segments and
therefore there is an increase in speed. Connectivity problems are addressed by
bandwidth-based clusters [4].

Video streaming is considered to be one among the foremost common applica-
tion of P2P computing and close peers facilitate for accessing information segments.
Cache replacement algorithm replaces old data blocks with new data blocks. Mul-
tilevel cache is used to retain both new and old data segments. The success rate is
increased as a result and the data segments are also maintained efficiently [5].

To examine P2P traffic and to find a competent resolution to tackle the alike
employingUnsupervisedMachine Learningway is the target of this paper. An expec-
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tation–maximization (EM) algorithm is counseled to become themaximum probable
estimation of peers. This is a type of artificial intelligence technique. The EM succes-
sive approximation will trade between an expectation (E) step and a maximization
(M) step. Using the current estimation for the factors, expectation (E) step will cre-
ate a function for the expectation of the log possibility calculation. Alternatively,
maximization (M) step estimates the factors maximizing the feasible log-possibility
found on the E step [6].

P2P computing has its own challenges, like offering quality service mainly due to
network traffic issues. For reducing the traffic congestion, the traffic is analyzed by
engaging adaptive routing and design observation. The traffic depends upon hidden
listening peers on traffic statistics. To get the highest likelihood approximation of
peers, an iterative technique called adaptive routing scheduling algorithm is sug-
gested. It consists of two parts; the first part gives the next peer location and the
second part explains about the exact response given to the node by the peer in the
explicit adaption request (EAR) [7].

This research discloses the outline of mesh-based P2P Networks to evade over-
loading issues with the servers. This type of network addresses the problem of data
download, as there exists neither master nor slave relationship between the clients
and is suitable for live streams. The requested data is stored in the peers’ cache.
The header contains the latest data blocks and the tail contains the old [8]. The part
selection subjects that external after broadcasting video contents above P2P webs are
introduced. This algorithm periodically decides the pieces that are to be requested
from other peers for downloading [9].

The protocol and algorithm suggested by Lloret et al. (2012) are methodical to
enable selecting the best relevant video characteristics and highest coding methods
to hold the streaming of videos. A server for controlling videos will choose the finest
video server and also selects the algorithm and the web presentation [10]. The results
are judged in contrast to those existing in the journalism and give a recommendation
for effort on network supervision [11]

To tackle the P2P layered video streaming, Hua et al. (2013) give an illustration
of a new block arrangement mechanism. The main function is about striking a good
balance between the different aspects. The block arranging subject is next adjusted to
a subject that uses the significant sum of the distributed video segments. Simulation
is grasped out to assess the presence of the algorithms. Analysis proves that the
suggested algorithm is successful in utilizing the bandwidth and by providing quality
audiovisuals [12].

The suggested method is not probable to be utilized for green certification or
legislation/regulation satisfaction because of its nature as an estimate. Further, the
system is not meant for developing new products. However, the process can boost
up monotonous product development techniques by providing immediate and satis-
factory accurate evaluation method [13].

Context-aware peer invention and peer selection are considered on the basis of
the request context information. The benefits of CA-P2P in accomplishing rapid
detection and alliance have been demonstrated via experiments. CA-P2P is capable
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of supporting current and evolving services like the commercial ad and catastrophe-
related communication [14].

3 Proposed Model

3.1 Categorizing the Popular Video

Case-based reasoning is an area of artificial intelligence, which comprises of the
hypothetical fundamental analysis, system development and practical application
built on experience-based issue resolving. At present, the CBR is believed as one of
the most enthusing and core scrutiny areas. It has the scope of generating diverse
methods and applications and then effectively apply them for determining the prob-
lems in the specific area.

One or several appropriate cases (made earlier/stored experiences) are chosen to
rectify the new complications that arise. The answers/responses from the cases are
perused here. The key assumption in this approach is that the same issues have the
same type of remedy. Subsequent to selecting the similar kind of issues, the responses
from the preceding cases are adjusted to spiral into a solution for the current issue.

3.2 Categorizing Video Server Using Averaged
One-Dependence Estimators

It is a classification learning probability-based algorithm used for the categorizing
purpose. During the training sequence, a three-dimensional combined frequency
chart is created where the benefits of the class indexes single dimension and the
supplementary binary dimensions are accompanied by the benefits of the features.
This systemwas built for dealing with characteristic independence obstruction of the
well-known inexperienced Bayes classifier. This algorithm differs strikingly from
the naive Bayes because of the fact that it builds more precise classifiers by slightly
enhancing the amount of calculation.

Averaged one-dependence estimators (AODE) possess a greater interest in the
enhanced efficiency in training and classification. The outcome and conversation
segment encompasses the various categories of video server and the categorization
of video server into seasonal- and nonseasonal-based video server in terms of their
high categorizing effectiveness.

Each seasonal comprehensive one-dependence estimators in AODE is learnt and
also the kind of video demand obtained from the video server. The kind of demand
could beBASICSOFCOMPUTER,C++,ORACLE,NS2,VB,MATLAB,VB.NET,
LINUX, JAVA, or others. And the forecasting is created by forecasting averages of
the whole season using one-dependence estimator. A one-dependence estimator is
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crafted for every single attribute for cutting its intricacy and averting construction
learning. The attribute is the basis for all features. The AODE classifier is stated
below.

P(S|F) �
∑

(Seasonal(Ai) ≥ mP(S, F)
∏n

j�1 P(F j |S, Fi)
∑

(S ∈ F
∑

(Seasonal(Ai) ≥ mP(S, F)
∏n

j�1 P(F j |S, Fi)

where

P Probability
Ai Set of Training Instances
m Threshold
Seasonal Defined as the seasonal BASICSOFCOMPUTER, C++, ORACLE, NS2,

VB, MATLAB, VB.NET, LINUX, JAVA, or others
S Video Server
F Features ∈ Seasonal

The limited possibility is P (S|F), the grade of belief in S, assumed that the
proposal F is correct. This is the concept that determines the possibility of an event
assumed that another event has occurred either by theory, assertion or confirmation.
The video server finds the plethora of regular videos which might be BASICS OF
COMPUTER, C++, ORACLE, NS2, VB, MATLAB, VB.NET, LINUX, JAVA, or
others. Compared to representative discovering algorithms, the examinations clarify
that AODE achieves improved possibility assessment. For enhanced performance of
probability estimation and managing a bigger list, the AODEmust be improved. The
drawbacks in a feature collection of AODE for possibility assessment are reviewed
and examined in order to suggest an effective algorithm.

4 Result and Implementation

The development handles the categorization of video server and its details. AODE
classifies Video Server as seasonal and nonseasonal. First, the video details are clas-
sified on the basis of the hypothesis which could be BASICSOF COMPUTER, C++,
ORACLE, NS2, VB, MATLAB, VB.NET, LINUX, and JAVA.

By and large, the number of servers for classification is 200 with 272 videos
in a plethora of arrangements like FFmpeg, mp4, DVD, avi, and mjpeg. Based on
the number of hits for a particular video on particular days, the server is labeled
as seasonal and nonseasonal. First, classification is carried out depending on the
listener’s test and by applying AODE it is again classified which yields higher clarity
close to 90%.

The subsequent parameters are supposed for executing with Java programming.
Declaration of parameters is embodied in Table 1 and the parameter terms are
remarked as Seeds, Peers, Cache, Fragment time, Sendport, Receiveport, Capac-
ity, Packets/sec. Each parameter contains the lowest and the maximum values that
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Table 1 Declaring
parameters

Parameter name Min Max Threshold value

Seeds 2 50 25

Peers 2 100 50

Cache 1 mb 3 mb 3 mb

Fragment time 1 s 2 s 2 s

Sendport 1022 – –

Receiveport 1900 – –

Capacity 100 500 300

Packets per sec 1 5 3

Table 2 Listener test
assessment

Sl. no Video
categories

No. of videos Occurrence in
no. of server

1 BASICS OF
COMPUTER

33 11

2 C++ 14 24

3 ORACLE 35 14

4 NS2 27 13

5 VB 27 14

6 MATLAB 14 27

7 VB.NET 6 5

8 LINUX 46 27

9 JAVA 70 25

can be realized by a Java program. For each parameter, the threshold rate is requested
and larger aftermath attained alongside this value.

Table 2 denotes primarily 3 columns. Column 1 displays video categories accord-
ing to the client request. Column 2 displays the quantity of video hits made by and
column 3 denotes the subsequent videos accessible in servers.

Figure 1 has been ready on the premise of the hits generated throughout every sea-
son. For example, BASIC OF COMPUTER video gets 3273 hits in the odd semester
and gets 101 hits in even semester.

Embodies an association upheld the server hit for e period and additionally the
servers’ hits are computed for every single period and drawn in Fig. 3.

Table 3 and Fig. 2 display the amount of hits for every videowith the server in both
semesters. Here is an attempt to classify servers as odd semester and even semester.
Based on the semester result, the hit rate will vary. The subjects in the corresponding
semester always have a solid hit rate. Along with corresponding student hit rate, the
failed candidate hit ratewill be combined to give a higher hit rate in the corresponding
semester. The representations of acronymsutilized inTable 3 andFig. 3 are as follows.

B BASICS OF COMPUTER; C-C++; O-ORACLE; N-NS2; V-VB
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Table 3 Total no. of hit videos in every season

Sl. no B C O N V M VN L J

1 Odd 120 140 15 110 70 25 200 300

2 Even 170 190 166 160 120 75 250 350
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M MATLAB; VN-VB.NET; L-LINUX; J-JAVA

5 Conclusion

By using the method of Retrieve, Reuse, Revise and Retain, case-based reasoning
algorithm categorizes the popular videos. Averaged one-dependence estimators algo-
rithm classifies the video server according to the period. The algorithm shows that
the JAVA and LINUX domain has the greatest or stable hit in each and every season.
On this basis, the video service allocates a certain server and that specific server
provides service to customers. So, by applying these algorithms, the P2P network
offers improved service during the various seasons and the servers aremade available
depending on the hits at that particular period.
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A Robust Wavelet Based Decomposition
and Multilayer Neural Network
for Speaker Identification

M. D. Pawar and Rajendra Kokate

Abstract The major aim of this research paper is to recognize and figure out the
problem of recognizing a speaker from its voice, we propose a new methodology
for feature extraction based on speakers pitch, stationary Wavelet, and multilayered
Neural Networks. In this exercise, we designed a methodology to study for Text-
Dependent Speaker Identification. Wavelet analysis comprises Stationary wavelet
analysis, Continuous wavelet analysis, and discrete wavelet analysis, the classifi-
cation module comprises an artificial neural network, General regression forming
the decision through majority test/train result scheme. A performance test is con-
ducted using the recorded database for text dependent and text independent. Sta-
tionary wavelet with the multilayered neural network has shown better accuracy and
faster identification time compared with traditional MFCC, discrete, and continuous
wavelet transform approaches.

Keywords Speaker identification and recognition · Stationary wavelet · Neural
networks methodology

1 Introduction

Acoustic Communication is one of the fundamentals required as a prior condition for
the existence of human society, nowadays application based on information technolo-
gies are growing faster with an increase in these applications for secure transaction.
There are many areas where the secure transaction is needed for remote access ter-
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minals, phone banking, and biometric identification techniques for a secure access to
many applications. From speech samples taking alone could be an accurate conclu-
sion made whether the speaker is male or female, adult or child. Speaker recognition
divides person verification and identification [1]. The earlier work or published data
exists with different terms for speaker identification including voice verification and
recognition system [2].

To execute the planning of speaker identification/verification system requires the
human voice samples to convey meaning to the machine, the human voice consists
of sound samples which are characterized by behavior and physiology of the indi-
vidual. For instance, utterance produced by individuals are from the same vocal tract
[2, 3] to have a typical pitch range along with characteristics associated with gender.
This results in a highly correlated speech signals for any particular speaker iden-
tification system that can be categorized into text independent and text dependent
[4], pitch frequency is the one kind of quality that makes easy to identify sound
range, which will be calculated by F0 � 1/T0 which also varies person wise, pitch
frequency of child is as extreme as 400 Hz, an adult male’s pitch frequency is as
low as 100 Hz, [5, 6]. The speaker identification system uses the following tech-
niques or combinations, like linear Predictive system (LPC), LPCC, Mel-frequency
cepstral coefficient (MFCC) [5, 7] Wavelet transform method, Vector quantization
method, Dynamic time wrapping (DTW), Hidden Markov model (HMM), Gaussian
mixture model (GMM) [8], etc. According to the feature, the pitch frequency varies
in different contexts and time, mel-scale algorithm dynamically construct mel filter
bank based speaker’s pitch frequency by detecting the variations of the pitch [8, 9].
The training time and equal error rate between LS-SVM and conventional SVM is
compared, to improve HMMperformance for speaker identification/verification sys-
tem used a combination of (HMM), (VQ). Basically, vector quantization is used for
data compression purpose and distance measures which are vector mapping process
as classifiers in speech recognition system [10–12]. The motivation is to develop
generalized, accurate, and less recognition time creating the most efficient system
which can work on a large dataset, using wavelet transform for feature extraction
and multilayered neural network as classification purpose, the primary goal is to
develop an understanding of the acoustic features to be used in speaker identifi-
cation/verification system. For speech and speaker identification system, artificial
neural network (ANN) model have been effectively worked, radial basis network,
general regression (GRNN) models, multilayered perceptron, ADALINE and devel-
oped neural network techniques with cascade neural network [13–15]. This paper’s
setup is as follows:

Section 1: describes the general introduction for the speaker identifica-
tion/verification methodology.

Section 2: discusses the proposed methodology with feature extraction using
wavelet and its types.

Section 3: Database.
Section 4: describes the multilayered neural networks and its types.
Section 5: Discussed experimental results and conclusion.



A Robust Wavelet Based Decomposition … 199

2 Proposed Method

The proposed and developed method in this paper, Stationary wavelet transformwith
neural network is explained in this section. The introduced methodology based on
numbers of the block as shown in Fig. 1 which is into four stages: Recording the input
speech/voice samples or dataset, feature extraction, classification, and final stage is
correct speaker identification (Fig. 2).

2.1 Feature Extraction by Wavelet

Theoretical Overview
In the wavelet analysis, the basic wavelet transform is a generalized wavelet decom-
poses and gives richer signal analysis. Wavelet transform provides the solution to
represents a signal in time as well as frequency domain, or wavelet transform is com-
puted when the signal analyzed by multiplying function to signal [16, 17] mother

Fig. 1 Proposed system

Fig. 2 Speech sample
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wavelet function is used for signal transformation which can be further used in trans-
lation and scaling for transformation, continuous wavelet and discrete wavelet trans-
formations are the basic two types, continuous wavelet transform signal equation can
be represented by the following equation:

XWT (τ, S) � 1√
s ∫ x(t)

.ϕ
(
t − τ

s

)
dt (1)

where x(t) is signal to be analyzed and (t) is mother wavelet function, a role related
to the location of the window as the window is shifted across the signal and scaling
parameter relates with frequency.

2.2 Discrete Wavelet Transform

Wavelet transform decompose a signal in high as well as low frequency components
by passing the signal in a high bandpass filter and a low bandpass filter succes-
sively [18, 19]. High frequency represents global information of the signal whereas
low frequency represents local information or frequency information, capturing this
low-frequency information is important here because it contains the acoustic char-
acteristics of speakers shown by following equation:

ϕ j, k(t) � i√
s
ϕ

(
t − kτ0s

0

s0

)

τ Translation and s is scale parameter in wavelet transform for signal translation
parameter.

ϕ j, k(t) � i√
s
ϕ

(
t − kτ0s

0

s0

)
(2)

The decomposition shown by

Y high (k) �
∑

n
x(n).g(−n + 2k) (2.1)

y low (k) �
∑

n
x(n).h(−n + 2k) (2.2)

where y high[k] and y low[k] are the output of the low-pass and high-pass filter
respectively.
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2.3 Continuous Wavelet Transform

Continuous wavelet transform is basically used as a continuous wave processing tool
for calculating and showing stationary and nonstationary signals in the time-varying
frequency spectrum, mathematically represented by

F(w) �
∞∫

−∞
f (t)e− jwt dt (2.3)

Multiplied by a sinusoidal frequency, and constituent transform resulted in Fourier
coefficients, [20], whereas in CWT ‘C’ is scale,

C(Scale,Position) �
∫

f (t)ϕ(Scale,Position, t)dt . (2.4)

2.4 Stationary Wavelet Transform

The discrete wavelet transform method is frequency-invariant transform and to
restore translation invariance is slightly different to discrete-level transform, called
decimated discrete wavelet transform also known as stationary wavelet trans-
form (SWT), which performs possible decomposition at different levels of signals
[21, 22]. Figure 3 shows the basic structure of stationary wavelet transform (SWT)
having different decomposition levels, for a given maximum level j, denoted by j �
0 or 1 as per the choice of even or odd indexed elements at j step, at every decom-
position level labeled by a sequence of 1 and 0’s. All calculated transformation is
known as decimated discrete wavelet which is again possible to calculate all dec-
imated values for a given speech signal without filtering, by computing detail and
approximation coefficients for every sequence. The stationary Wavelet transform is
very simple and close to the discrete wavelet transform, in stationary wavelet given
signal is obtained by convolving with the appropriate filters downsampling, which is
done at level 1 only, whereas detail coefficients and approximation coefficients are
both of size N at level 1. The basic step j involves approximation coefficient at level
j − 1, with upsamples can be seen in the following figure [23, 24].

Features used in the proposed system

Wavelet coefficient provides information about the signal in frequency and time, the
following are features used in this work:

1. Mean of absolute value for the approximation and each level of detail coefficients
with frequency distribution information provided,

2. The standard deviation at each level and amount of change in frequency distri-
bution information provided by these features.
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Fig. 3 Stationary wavelet transform

3 Database

For speaker identification system, the function of feature extraction and classification
is performed using wavelet and its types with multi-neural network expert system. To
implement this system speech samples for text-dependent contain 10 speech samples
per 20 speakers, a PCmicrophone is used to record speakers voice. Theword “Jordon
Kingdom” from 40 speakers (20 Male and 20 Female) of 400 utterances and each
speech was recorded 10 times by the speaker, To record the clips, used a microphone
and recording software called Sound Forge to converted into.wav files with 44 kHz
sampling frequency. In-house dataset contains speech samples of institute’s students
which contains 10 speech samples per speaker for 40 speakers and Sound Forge
software was used to take the speaker’s voice in.sfg file and converted into.wav file.

4 Classification

Figure 4 shows the architecture of a multilayered network using FFBPNN which
consists of three layers namely the input layer, hidden layer, and output layer and
the neurons are arranged along these layers [25]; more than two neurons can be
combined in one layer and appropriate network could contain two or more layers,
in the proposed work each input vector x1 is allied with each single neuron input
through weight matrix w1, weighted inputs and bias function is used to form its
owner scale output, bias function is used as a threshold which is associated with
neuron in the input layer, various input neurons are taken together from s-element
net input vector for effective mapping of input values to output values.

Standard multilayered network is backpropagation which is a gradient descent
algorithm, as this is the Widrow-Hoff learning rule, and the backpropagation algo-
rithm is as follows [19, 26 and 27].

Step 1: Initialize the weight to small random values.
Step 2: do the following steps for each training pair
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Fig. 4 Architecture of
multilayered network

Step 3: Feed-forward, each input units receive input signals and transmit these signals
to all layers,
Step 4: Each hidden unit (zj, j � 1, …, p) sums its weighted input units, apply
activation function and calculate the output.
For training, we need to define training rule and use delta learning rate,

�Wi � η(D − Y )Xi (4.1)

where η is learning rate, ‘D’ is desired output and Y is actual output.
Step 5: At the last stage, test the stopping condition, where error value become zero
with numbers of epochs.

Next term is GRNN, Generalized regression, which is introduced by Specht in
1991 [27] widely used in most of the identification/verification tasks, as the basic
principle of general regression neural network needs training data to train itself by
containing input–output mapping, in this calculated output using weighted average
output training database where weight is calculated using the Euclidean distance, if
distance or weight is very large then weigh will be very low and if it gives more
weight to output means the distance is very small. Generalized regression neural
network is a learning algorithm used for deriving continuous variables like transient
samples in the sound sample [28–30]. Extracted feature vectors from the test signal
are fed to all the ANNs in parallel and three classification outputs are calculated
corresponding to the three classifiers used here. Figure 6 shows the linear regression
of input and output performance values, the majority voting scheme is employed for
the classification results of the ANNs (Fig. 5).
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Fig. 5 Performance of neural network classification female-20 and male-3

5 Result and Discussions

The experimental setup was as follows: In-house dataset, a laboratory in the institute
contains speech samples of institute’s students. This contains 10 speech samples
of 40 speakers. Each saved sound clip was a partially spoken word present for a
particular English word (Jordon Kingdom) speakers age is varied between 19 and
24 years and included 20 males and 20 females, Sound Forge software was used
to record speaker’s voice in.sfg file and converted into.wav file. As the system is
“Text-Dependent” system, 10 same utterances were used to record a speaker’s sound
sample. Speech signals were recorded via PC-sound card with a spectral frequency
of 44 kHz and sampling frequency of 8000 Hz, bit rate of 256 Kbps. Table 1 shows
all the related parameters for the best performance result and their description in the
neural network.

Table 1 Parameters used under neural network

Function Description

Type of network Feed-forward

No. of epochs 50

Performance function (MSE) 10–5

Differential transfer function Tan-sigmoid, Sigmoid, Linear

Number of neurons in layers 40—inputs, 40—hidden, and 6—outputs

Training function Levenberg–Marquardt

Minimum performance gradient 10–10

Goal_error 10e-5

Performance function MSE
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5.1 Performance of Stationary Wavelet Transform
with FFBPNN and Regression on Dataset

In the current study, feed forward backpropagation multilayered network is utilized.
For the proposed system 40 input sound signals in that 20 male sound signal and
20 female sound signals of 400 utterances which are extracted by using Stationary
wavelet and these extracted features designed with target (T ) are designed as six
binary digits for each feature vector and fed to FFBPNN as a classifier. Table 2
shows the six-digit binary target output for 40 features in that 1–20 are binary set
target output for female and from 21 to 40 are male target output. Decided way to

Table 2 Target binary matrix

Table 3 Output binary actual output for female

Fig. 6 Generalized
regression
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Fig. 7 Speech samples at
training

arranged desired output matrix is to use the number of columns which is equal to
the number of speakers, binary-decoded columns were used where a binary value of
each column shows speakers number as an identity, Fig. 7 shows training of epochs
with input speech signals for 390 samples. For the present system, 20 input sound
samples for female and 20 input voice samples for male with target (T ) is designed as
a six binary digits for each input features vector. Table 3 shows the table of the actual
output value of the female feature vector of six binary digits and Fig. 5 represent the
performance output result of Female-10 and Male-37 with target input and actual
output values. During supervised training, a set of weights are described to find out
to converge on which the value is needed to produce the correct training response
called network training convergence (Figs. 6 and 7).

6 Conclusion

In the current methodology, different types of wavelet transforms and multilayered
neural network based approach have been used for speaker identification/recognition
system. SWT is successfully used to extract feature in order to build a dynamic
identification system.

The main purpose of the multilayered neural network is to design a model that
strongly map input with output using an in-house created database so that the model
can be used to produce the actual outputwhen the suitable output is unknown.Tables 4
and 5 shows the comparative result with other methodology. Feature extraction was
the main task for speaker identification/recognition system, which involved speaker-
specific features extraction from a speech signal in the stationary wavelet transform
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Table 4 Output result comparison

Class Database DWT at
level 1

CWT SWT at
level 1

Std as
threshold

% Accuracy
using DWT

% Accuracy
using SWT

Male−Female 40 (400 utterances) 34 30 38 0.09/0.04 85 95

Male 20 (200) 17 13 19 0.0982 85 95

Female 20 (2000 17 17 20 0.0412 85 100

Table 5 Comparative result

Parameters Class Database (voice samples) Identified % Accuracy

Standard dev. Male–Female 40 38 95

Mean 40 28 70

Max. 40 33 82

Min. 40 32 80

domain. The accuracy of the proposed method depends upon the feature vector was
which needed to build the speaker’s model for classification purpose.

The speech dataset used for analysis contains ten samples per of twenty male and
twenty female voice profiles. Proposed method stationary wavelet transform––Neu-
ral network, compared to the number of introduced methods like MFCC-NN, CWT-
NN, DWT-NN using text-dependent recording from a combination of 40 speakers
under different noise levels is shown in Table 5, Experimental analysis shows that
the proposed method had a high recognition rate for verification and identification,
in comparison to other published methods results indicated that the proposed method
is superior with the highest recognition with the identification system used 40 fea-
ture vectors containing 400 utterances of 40 people in that 20 male and 20 female
speakers. The presented speech corpus reached 98% accuracy.
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A Novel Multiband Star-Shaped Dipole
Antenna for GSM and LTE Application

Gunjan Parihar and Milind Fernandes

Abstract A novel multiband dipole antenna for GSM and LTE application is pre-
sented in this paper. The antenna is comprised of two radiation dipoles which are
orthogonal to each other, a pair of microstrip stubs and a pair of coaxial cable. The
antenna is designed for dual-band operation (i.e., at 1.45 and 2.6 GHz) andmultiband
operation (i.e., 0.9, 1.4, 2.1 and 2.6 GHz). Also, an additional spike is introduced
between each half of the dipole antenna which further achieves multiband operation
at 0.94, 1.42, 2.19 and 2.76 GHz. The design of the antenna element has been com-
pleted using IE3D software. The antenna is placed upon and under the FR4 substrate,
having a dielectric constant value of 4.4 and a thickness of 0.8 mm.

Keywords Star-shape · Dual-band · Multiband · Dipole antenna

1 Introduction

In recent years, there has been a rapid and diverse development of communication
services. Also, it has become necessary to have a multiband antenna because every
wireless carrier or nation uses different frequency bands. These multiband antennas
are required to support wireless communication as shown in [1–5]. Global System
of Mobile Communication (GSM) has 900MHz as its working frequency and Long-
Term Evolution (LTE) has 2600 MHz as its working frequency. Both GSM and LTE
are part of these communication services and technologies.

The antenna used in [6–15] are all dual-polarised antennas. Their structure differs
only in the basic design and in the manner in which they are fed. The structure in [7]
is in shape of bow-tie which is orthogonally placed. It is excited by a microstrip stub.
Thus, it has planar configuration and is lightweight. Also, obtains an impedance
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bandwidth of 45%. The different parts in antenna structure of [8] are orthogonal
dipoles which is part of the main radiator, dipoles are excited with the help of baluns,
reflector and a bedframe. The bandwidth achieved is 48%. Y -shaped structures in
[9] are used to feed the dipoles. Both of them are printed on FR4 substrate. A wide
45% bandwidth is obtained. Antenna configuration in [10] comprises of the folded
dipoles along with strip lines as the part of the main radiator, feeding is through
Y -shaped structures and the coaxial cables. Stable radiation pattern with a high
cross-polarisation discrimination (XPD) over its frequency band is achieved. The
major difficulty with the butterfly-shaped antenna in [11] is its narrow bandwidth of
21% and its size which restricts its usage.

In this paper, a novel structure for GSM and LTE operation is proposed. The
antenna is designed for dual-band and multiband operation. Also, the characteristics
of the antenna are observed after the introduction of an additional spike between
each half of the dipole antenna. Moreover, this structure is simple and planar and
hence easy to be manufactured. Completion of the dipole antenna design is done
using IE3D software.

2 Star-Shaped Dipole Antenna Element

Figure 1a shows the basic configuration of the proposed star-shaped antenna. The
antenna is comprised of two radiation dipoles, a pair of microstrip stubs and a pair of
coaxial cable. Here the radiation dipoles and the feeding microstrip stubs are placed
upon and under the FR4 substrate, having a dielectric constant value of 4.4. Thickness
of FR4 substrate is t � 0.8 mm. Each pair of dipoles consists of one element on top of
FR4 substrate and the other element on the bottom of the substrate. Microstrip stub
extends from one element of a dipole to the ports connected on the opposite element
in the individual pair. The height of substrate from the ground is H. At port 1, the
feed extends from height h1 to height h2 and at port 2, the feed extends from height
h2 to h1. The stubs are at a height of h2 and h1 for port 1 and port 2 respectively to
avoid intersection.

3 Simulation Results for Dual-Band Operation

With the proper adjustment of the angle between the two spikes in each half of the
dipole, a second resonant mode is obtained. For angle greater than 90 degrees we
obtain return loss of −14.71 and −14.86 dB at 1.45 and 2.6 GHz respectively as
shown in Fig. 1b. The bandwidth achieved at each of these frequencies is 160 and
126 MHz respectively. This is the dual-band operation of the star-shaped dipole
antenna. Figure 2 shows the radiation patterns of the star-shaped dipole antenna for
dual-band operation simulated at (a) 1.45 GHz, (b) 2.6 GHz.
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Fig. 1 a configuration of the star-shaped antenna; L1 � 88, D1 � 3.5, D2 � 9.7, t � 0.8, w � 3, l
� 15.5, H � 36 (parameter � mm) b Effect of variation of angle between the 2 spikes

Fig. 2 Radiation patterns of the star-shaped dipole antenna for dual-band operation simulated at
a 1.45 GHz, b 2.6 GHz

Fig. 3 Configuration of the star-shaped antenna as points A and B are moved from its original
position a original shape, b movement vertically upwards, c moving A and B inside, d moving A
and B outside, e moving A and B more inside as compared to (c)

The centre point of each side of the dipoles is marked as A and B as shown in
Fig. 3 and the deviation of it from its original position is also shown. As we increase
the centre point A and B return loss of lower resonant frequency increases and that
of higher resonant frequency decreases. Also the movement of these points inside
and outside shifts the resonant frequency towards left.
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4 Simulation Results for Multiband Operation

Point C is marked in Fig. 3. The antenna is shown to have high return loss value as
the distance of point C increases inside the antenna. The antenna is shown to have
high return loss value as the distance of point C increases inside the antenna. As
shown in Fig. 4a Return loss of −16.63, −18.17, −20.37, −19.64 dB at 0.998, 1.5,
2.32, 2.82 GHz, respectively, is obtained.

Further, increasing and decreasing the length L1 also has an effect on the move-
ment of resonant frequencies as seen in Fig. 4b. The optimum value of L1 is found to
be 80 mm so as to get the multiband operation at 0.9, 1.4, 2.1, 2.6 GHz. The radiation
patterns of the star-shaped dipole antenna for multiband operation is shown in Fig. 5.

Fig. 4 a Effect of movement of mid-point A and B on S11 parameter. b Multiband operation as
length L1 is optimised

Fig. 5 Radiation patterns of the star-shaped dipole antenna for multiband operation simulated at
a 0.9 GHz, b 1.4 GHz, c 2.1 GHz, d 2.6 GHz



A Novel Multiband Star-Shaped … 215

5 Dipole Antenna Element with Additional Spike

In this section, the discussion is made on the proposed antenna with the introduction
of an additional spike of length L between each half of the dipole antenna. Thus the
change in the antenna structure is as shown in Fig. 6a.

6 Simulation Results for Dipole Antenna Element
with Additional Spike

Now, the effect of various important parameters on this modified structure of star-
shaped dipole antenna is studied. Distances D1 and D2 are important parameters in
the antenna design. As the distances D1 and D2 increase resonant frequencies shifts
to 0.922, 1.309, 2.053, 2.412 GHz having return loss values of −11.96, −18.03,
−7.73, −8.82 dB, respectively. But if we decrease distances D1 and D2 resonant
frequencies shifts to 0.876, 1.42, 2.206, 2.769 GHz having return loss values of −
7.576, −9.838, −13.056, −21.878 dB, respectively. Thus, it is evident that as the
distance between dipoles is increased the lower two resonant frequency becomes
significant and is shifted towards the right and left respectively. Whereas with the
decrease in distance between dipoles the higher two resonant frequency becomes
significant and these two frequencies is shifted towards the right simultaneously.
This is shown in Fig. 6b.

The next important parameter is the length of edges of the dipole antenna L1.
The effect of increasing and decreasing the size of L1 is as shown in Fig. 7a. For
L1 � 80 mm the corresponding return loss values are −21.632, −14.453, −12.3, −
12.361 dB at 0.949, 1.42, 2.188, 2.76 GHz, respectively.

Fig. 6 aGeometry of the star-shaped antennawith additional spike.bEffect of variation of distance
between dipoles D1 and D2 on S11 parameter
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Fig. 7 a Effect of variation of length of edges L1 on S11 parameter b Effect of change of angle β

on S11 parameter

The effect of variation of the angle between the two spikes β of individual half
of dipole on the return loss is shown in Fig. 7b. The higher value of return loss
is obtained as the angle is increased. Also, with the increase in the angle the first
resonant frequency shifts towards lower frequency and second resonant frequency
shifts towards higher frequency whereas third and fourth resonant frequency remains
constant. The optimum values of return loss obtained after increasing the angle are
−24.239 dB at 0.879 GHz, −15.887 dB at 1.389 GHz, −17.57 dB at 2.108 GHz and
−12.717 dB at 2.658 GHz respectively.

The length of the spike L also plays an important role in the performance of the
antenna. The values of return loss as we decrease the length of the edge by 10 mm
are −11.49 dB at 0.888 GHz, −14.434 dB at 1.4 GHz, −24.07 dB at 2.16 GHz and
−20.36 dB at 2.628 GHz respectively. The values of return loss with the increase in
L3 by 10 mm are −8.4 dB at 0.89 GHz, −10.409 dB at 1.432 GHz, −25.952 dB at
2.197 GHz and −22.957 dB at 2.631 GHz, respectively.

7 Conclusion

A multiband planar antenna has been developed for GSM and LTE application.
For the dual-band configuration the two resonant frequencies are 1.45 and 2.6 GHz
having a bandwidth of 160 and 126 MHz respectively. For multiband configuration,
the four resonant frequencies are 0.99, 1.4, 2.1 and 2.6 GHz. After the introduction
of an additional spike between each half of the dipole antenna resonant frequencies
are obtained at 0.94, 1.42, 2.19 and 2.76 GHz. Hence, the proposed configuration is
suitable for GSM and LTE communications.
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Performance Enhancement for VANET
Security Using Attack-Resistant Trust
(ART)

Bhakti V. Pawar and Manoj M. Dongre

Abstract The significant research work in vehicular ad hoc networks (VANETs)
has managed to change the way of traveling and transportation with help of wireless
network, in order to improve the standards of intelligent transport system (ITS). There
are several challenges inVANET technologieswhereQoS and security are key points.
Many security-related challenges are posed by VANETs such as data reliability, non-
repudiation, availability, privacy protection, access control, network overhead etc. So,
in this paper, an attack-resistant trust (ART) scheme for VANET communication is
used and compared it with baseline method. The proposed technique is capable of
exhibiting superior performance with respect to the baseline method in terms of QoS
metrics like throughput and communication overhead.

Keywords Malicious · Precision · Security · Trust · Vehicular ad hoc network
(VANET)

1 Introduction

The VANET is a non-centralized form of communication which, unlike MANET,
does not consist of any centralized administration. Here, nodes are vehicles; they are
needed to be in contact with each other to deliver the important data using multi-hop
paths. The VANETs have potential to share data same way as human being making
communication in VANET more practical and safe [1].

There are three fundamental parts of VANET correspondence i.e., onboard unit
(OBU), roadside unit (RSU), and application unit (AU). There is communication
between the vehicles and roadside units (RSUs). RSUs are processed with many
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capabilities such as to sense any wrong thing happening nearby, to process the data
received, and to share data with other vehicles. The OBUs are in car with the driver;
it communicates with the RSU it came across [2].

The AU contacts with both OBU and RSU. Vehicle-to-vehicle (V2V) and vehicle-
to-infrastructure (V2I) communications are two types of communications present in
VANETs. These communications have capabilities to providemessages or if required
warnings of accidents, traffic situations such as crowd, mishap, natural damage, and
other transport related situations.With the increase in dependence of communication,
processing, and maintenance technologies, the security and privacy difficulties in
VANET have occurred which includes trust, security, control of access, requirement,
privacy, and availability. The use of wireless communication links inVANET leads to
attacks such as eavesdropping, active tampering aswell as other types of sophisticated
attacks. These attacks are difficult to detect and cope with the malicious attacks.
This makes the security of driver, vehicles as well as passengers to be in danger
causing trouble in transportation. We trust that the reliability of VANETs could be
enhanced by addressing the data trust and node trust individually. Vehicular ad hoc
network is a communication network for vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure (V2I) communications which are formed to develop the intelligent
transport system (ITS) in road traffic activity for the avoidance of accidents, post-
accident examination, mitigation of traffic jams, and other non-security applications
[2, 3].

2 Security Trust Schemes

2.1 CTMR

CTMR stands for categorized trust-based message reporting scheme for VANET.
It is a decentralized trust management scheme. There are two trust schemes such
as role-based and experiment-based, combined to form a trust scheme; they also
used piggybacking process whenever required. The nodes involved are individually
evaluated during interactions. The trust value of nodes helps to assign its category
level, and the degree of trust is assigned by measuring the confidence. The data
related to drivers has been saved. Hence, CTMR presents a node trust management
for VANETs. In this decentralized scheme, the systemmonitors malicious nodes and
records their actions with respect to their consumed time. V2I and V2V communi-
cation are the two forms of communication with advisory network used to message
efficiently using RSU [4].
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Fig. 1 Overview of the ART scheme [5]

2.2 Attack Resistance Trust (ART)

In VANETs, data is transferred among the nodes, RSUs, OBUs, and AUs as well and
stored for further use. The stored data is gathered andverifiedwhenever required. This
gathered data is stored in compressed form, by properly analyzing it. The reliability
on the trust of the administration depends on this stored data; the data trust and
nodes trust for their progress depend on the same. Collaborative filtering is used for
recommending the trust [5] (Fig. 1).

To trust any node blindly is not so good for the security of the network. The data
sent by nodes can be true or false or partially right or wrong. The trusts in ART are
classified into two different types: data trust and node trust. Data trust is how true the
information is and node trust is about the nodes’ loyalty during exchange of data.

2.3 Evidence Combination Using DST

Evidence is proof used to verify the trust, in ART scheme. In order to gather data,
the trustworthy and non-trustworthy nodes send data which is verified but it is not
that easy to search proof and combine these data. But it is important to combine dif-
ferent bits of proofs, so that the information trust and important data trust can be
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appropriately evaluated. Bayesian interference can also be used instead of
Dempster Shafer theory (DST). Bayesian has a drawback that it completely ignores
the refused event, whereas DST not actually refuses the event, but this makes DST
more appropriate in case of uncertainty or less availability of information. In this
work, in Dempster Shafer theory of evidence (DST), whether it is right or wrong, all
the proofs or evidences must be used in fused form. In Dempster Shafer theory of
evidence (DST), uncertainty is replaced by probability and the level of uncertainty is
bounded by belief (bel) and plausibility (pls). The supporting evidence is represented
by belief and it is a lower bound of the interval. The non-refusing evidences are the
upper bound and are termed as plausibility. For example, if node Nk observes that
any of its neighborhood node, such as NJ , has q probability of dropped packets, then
Nk will have belief of q degree and no or zero degree belief for its absence. The value
of belief is considered as αi and the observations by node Nk can be considered as
follows [5]:

belNk (αi ) �
∑

e:αi∈αi

mNk (αe) (1)

Here, αe are all basic events that compose of the event, αi andmNk(αe) stands for
the view of event αe by node Nk . In this case, node Nk merely gets one single report
of node N j from itself, i.e., αi ∈ αi . Therefore, we can derive that belNk(αi ) �
mNk(αi ). Note that ᾱi denotes the nonoccurrence of the event ᾱi . Since the equation
pls(ᾱi ) � 1 − bel(ᾱi ) holds for belief and plausibility, we can further derive the
following [5]:

belNk

(
N j

) � mNk

(
N j

) � q

and

plsN j
� 1 − belNk

(
N̄ j

) � 1 − q

Given that belief indicates the lower bound of the uncertainty interval and repre-
sents supportive evidence, we define the combined packet dropping level of node Ni

as follows [5]:

pdNj � bel
(
N j

) � m
(
N j

) � ⊕K
K�1mNk

(
N j

)

Here,mNk

(
N j

)
denotes the view of nodeNk on another nodeNj. We can combine

reports from different nodes by applying the Dempster’s rule which is defined as
follows [5]:

m1
(
N j

) ⊕ m2
(
N j

) �
∑

q,r :αq∩αr�N j
m1

(
αq

)
m2(α)

1 − ∑
q1r :αq∩αr�φ m1

(
αq

)
m2(αr )
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The evidences received by themobile node in local area and other proofs shared by
nonlocal nodes are used together in the fused form in dumpster’s rule of combination.

3 Simulation and Evaluations

It is not easy for two nodes to communicate directly and without any difficulties. So,
the node has to depend on other node, that is, vehicle for communication. However, a
node may deny to share data due to some reasons, and then it is required to compro-
mise by adverse. Therefore, it is very critical to trust any vehicle and interact with it.
But if the vehicle has never been interacted with other vehicles, then it has to depend
on the trust factor of other nodes, to evaluate the trustworthiness of the neighboring
nodes. Assume that P � [P1, P2 . . . Pq] signifies the arrangement of q nodes in the
VANETs. The vector V X � [

VX1 , VX2 . . . VXq

]
means the suggestion trust ratings

that node X makes for each Pi in P. So also, the proposal trust evaluations that node
Y keeps for every node can be meant as VY � [

_VY1 , VY2 . . . VYq

]
. The validity of

proposals of node Y can be figured by the closeness of the trust rating data between
nodeX and node Y . In this report, the cosine-based likeness metric is used tomeasure
how comparable the two vectors are [5].

cos
(
ī · j̄) � ī · j̄∥∥ī

∥∥ ∗ ∥∥ j̄
∥∥

Here, the user-based collaborative filtering is used to help determine the recom-
mendation trust of other nodes. More specifically, the value of the unknown trust
rating τA; B for node A and another node B is usually computed as an aggregate of
the ratings of some other users for the same node B, which is shown as follows [5]:

τA,B � aggτNi∈N̂ τNi , B

where N̂ denotes the arrangement of nodes that have most comparable suggestion
trust ratings with regard to the trustworthiness of node B. At the end of the day,
nodes which have comparable trust preferences on a few nodes may likewise have
comparable preferences on others. Consequently, this technique gives suggestions or
expectations to the objective node based on the feelings of other similarly invested
nodes. In specific, the proposal trust is determined utilizing the following steps [5].

• Trust rate formation: The trust rating of each node Ni for each individual node Nj

is written in the form of q × q matrix R.
• Selection of trustful nodes: The topmost K node will be selected only after com-
puting all the similarities in all nodes. The functional trust of every selected node
is also considered, so that only recommendation of the nodes can be considered
which can complete the given task.
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• Trust calculation to be predicted: On basis of Resnick’s standard prediction for-
mula, Tik is calculated as follows, where the predicted trust rating of node i on
node k, Tik is calculated. Let Si be the set of most similar nodes for node i.
R̄i � ∑

k R(i, k) and R̄ j � ∑
k R( j, k) stand for the overall trust ratings of node

i and node j, respectively [5].

Tik � R̄i +

∑
j∈Si cos(i, j) ∗ (

R(i, j) − R̄ j
)

∑
j∈Si |cos(i, j)|

3.1 Abbreviations and Acronyms

• P � Precision
• R � Recall
• DST � Dempster Shafer theory
• ART � Attack-resistant trust
• RSU � Roadside unit
• OBU � Onboard unit
• AU � Application unit
• CTMR � Categorized trust-based message report
• ITS � Intelligent transport system
• VANET � Vehicular ad hoc network

3.2 Performance Evaluation

We use network simulation 2 as the simulation platform, and Table 1 lists the param-
eters used in the simulation scenarios. We utilize the weighted voting strategy as the
baseline technique when we assess the execution of the ART method, on the basis
of the fact that the weighted voting technique has been broadly utilized as a part of
numerous past trust methods for wireless systems [6, 7]. We utilize the accompany-
ing two parameters to assess the exactness of the ART conspire: Precision (P) and
Recall (R), which are both generally utilized as a part of machine learning and data
recovery to evaluate the exactness [5, 8]. Here, we utilize both P and R esteems to
assess how exact the proposedARTplot is the point at which it is utilized to recognize
fake nodes in VANETs. The parameters considered for simulation are in Table 1.

P � number of truly malicious nodes found

total number of untrustworthy nodes found

R � number of truly malicious nodes found

total number of truly malicious nodes
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Table 1 Simulation
parameters

Parameters Value

Simulation area 600 × 600

Number of nodes 50, 100, 200

Transmission range 120 m

Number of malicious nodes 5, 10, 15, 20, 25, 30, 35, 40

Node motion speed 5 m/s, 10 m/s, 20 m/s

Simulation speed 900 s

Type of network Mobile

Routing protocol AODV

Node movement Random

Tool NS2

Fig. 2 Throughput rate of 50, 100, 200 nodes

The ART scheme always manages to show a higher accuracy than the baseline
strategy when the nodes’ number changes. In addition, when the number of nodes is
higher, both the techniques show superior accuracy. This is genuine on the grounds
that it will probably get true information from others when there are a higher number
of all-around acted nodes. Network simulation 2 is used as the simulation platform,
and Table 1 lists the parameters used in the simulation scenarios. On the basis of the
fact, the baseline weighted voting technique has been broadly utilized as a part of
numerous past trust methods for wireless systems [6, 7].

The two parameters that assess the accuracy of the ART are Precision (P) and
Recall (R); both are generally used as a part of machine learning and data recovery
to evaluate the exactness [5, 8]. Both P and R tell approximately how accurate the
proposed ART plot is the point at which it is used to find the fake nodes in VANETs.
In Fig. 2, the graph shows the comparative study of simulation between the ART and
baseline for throughput parameter.
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Fig. 3 Communication overhead for 50, 100, 200 nodes

Fig. 4 Packets dropped for 50, 100, 200 nodes

• Throughput: It is defined as the amount of data transferred over the period of time
expressed. The throughput measures accuracy of the network that can constantly
provide information to the sink. The throughput is typically measured in bits every
second.

Throughput � Received data/Data transmission period

• Communication overhead: It can be considered as the ratio of the control infor-
mation sent to the actual data received at each node in VANET. It can also be
explained as processing time required by node to transmit a data (Fig. 3).

• Packets dropped: Packets dropped is the ratio of the number of packets that never
reached the destination to the number of packets originated by the source.
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Here is the comparative study of baseline and ART for the number of packets
dropped in the VANET communication. These packets are dropped because of the
fake or malicious nodes. The graphical representation is shown in Fig. 4.

4 Conclusion

InART,we studied the two separatemetrics such as data trust and node trust. The sim-
ulations are conducted and results are compared for both ART and baseline schemes
for observing throughput, packets drop and the communication overhead. The results
show that there is improvement in throughput, packet drop and overhead readings in
ART scheme compared to the baseline scheme.
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Wireless Protocols: Wi-Fi SON,
Bluetooth, ZigBee, Z-Wave, and Wi-Fi

Gollu Appala Naidu and Jayendra Kumar

Abstract The 4G/5G/fast growing world wireless technology plays a vital role as
wired connections nowhere using because of its installation complexity. Wireless
accessing of networks, wireless services, and IoT controlling are the current trend in
technology for providing quickness, easiness, mobility, feasibility, and/or flexibility.
Apart from that, other merits include wireless networks that can dynamically from
the network in the real world and it is easy deployment than wired. Wireless proto-
cols such as Bluetooth (IEEE 802.15.1), ZigBee (IEEE 802.15.4), Wi-Fi (Wireless
Fidelity) (IEEE 802.11), and Z-Wave (proprietary-based standard) are widely used
technologies, andWi-Fi SON (Wi-Fi Self-organizing/Optimizing network) is a newly
raising technology. Wi-Fi SON is an automated intelligent network. In this research
paper, we are describing the wireless technologies importance, features, working,
and comparison among them and mainly focused on Self-organizing/Optimization
Networks (SONs); one such network is Wi-Fi SON.

Keywords Wireless protocols · SON ·Wi-Fi SON · Bluetooth · ZigBee ·
Z-Wave ·Wi-Fi

1 Introduction

Nowadays, diverse wireless devices are implemented, such as smart hubs for home
automation, by supporting short-range wireless or Internet of Things (IoT) proto-
cols as shown in Fig. 1. Homes are becoming automated through smart hubs and
mobile applications using cloud storage (Virtual Storage). Smart home providers
give user interfacing a mobile application for easy controlling of smart home
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Fig. 1 Smart home with
wireless protocols ZigBee,
Z-Wave, Wi-Fi, and
Bluetooth-supported smart
hub and devices

appliances (that are installed at user’s home). The mobile application communi-
cates with the smart hub placed at home via the cloud of that vendor provides. Smart
home appliances such as smart bulbs, door locks, switchboards, sensors, etc. are
supporting one of the short-range protocols among ZigBee, Z-Wave, Wi-Fi, and
Bluetooth. These smart home appliances can be controlled via smart hub by pairing
with it. In recent world, smart hubs evolve with intelligence and interact with humans
by supporting voice commands. From past few years, automation in every field has
been increased throughout the world in a greater growth. It expanded the scope for
disciplines including telecommunication, information theory, artificial intelligence,
computer networks, IoT control, sensors, and actuators technology in a consolidated
way, the route to better solutions, new implementations, and optimized performance.

In automation industry, the preferences increase to employ wireless technologies
for greater mobility, scalability, low cost, and making easy in smart home and smart
city applications.

Wireless service provided should ensure users a guaranteed quality of experience
and speed every time, at any place through all devices. At the same time, among the
different wireless protocols, they have their own merits and demerits. To find right
applications of protocol or technology at an exact place, it is mandatory to get rid of
unwanted loss and high cost, and acquires best range or coverage of it. As a fact, the
short-range wireless industry is currently lead by four protocols: the Bluetooth [1],
ZigBee [1], Wi-Fi [1], and Z-Wave which are corresponding to the IEEE 802.15.1,
802.15.4, 802.11a/b/g, and proprietary-based standards, respectively.

For accessing Internet, Wi-Fi has become the most popular network preferences
for network providers and for network operators because of its easiness in estab-
lishing the connection. This brings new challenges and requirements for upcoming
generationsWi-Fi service to give ideal or picture perfect and uniformnetwork/service
quality. Due to that automation, wireless network has become crucial. The challenges
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can be eliminated by Wi-Fi Self-organizing/Optimizing Networks (Wi-Fi SON) [2].
This paper provides the solution to a seamless wireless connection.

2 Wireless Protocols

In this section, the Bluetooth, ZigBee, Wi-Fi, and Z-Wave protocols are introduced
which correspond to the IEEE 802.15.1, 802.15.4, 802.11a/b/g, and proprietary-
based standards, respectively. The IEEE organization is only responsible for defin-
ing protocol standards in Mac and Physical layers, for worldwide usage. For the
implementation of each protocol feature, specifications covering the network, secu-
rity, and applications areas are maintained by a group of companies called alliance.
Such alliance examples are ZigBee alliance, Z-WaveAlliance, etc. Basic comparison
among the protocols is shown in Fig. 2.

2.1 Bluetooth

Based on the wireless radio system, Bluetooth comes under IEEE 802.15.1 stan-
dard, initially implemented by Ericsson. Bluetooth’s most common application is
“cordless computer” [3] having several devices including PCs, laptops, mouse, key-
board, scanner, printer, etc. All them are equipped with Bluetooth card and connect
wirelessly. It supports short range and uses personal network application known as
Wireless Personal Area Network (WPAN). It is also a solution for data exchange
between mobiles, laptops, digital cameras, etc. Bluetooth comes in with wireless
headset; no need to hold mobile or laptop. Bluetooth has two types of connectivity
topologies: one is piconet and another is scatternet. Any Bluetooth device can be
a slave or master in the network. Within the network, the one which establishes a
network or the one which form WPAN can be the piconet. Further added devices

Fig. 2 Wireless protocols comparison (Bluetooth, Wi-Fi, ZigBee, and Z-Wave)
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such as discovered by piconet are called slaves. The main function of the master is to
synchronize the network with its clock. Slaves are allowed to communicate only with
master in a point-to-point (P2P) manner. The master communicates may be either
point-to-point or point-to-multipoint.

Bluetooth low energy (BLE) [4] is a distinctive attribute of Bluetooth 4.0 [4]
specifications. It has implemented for ultralow power devices, and BLE makes reuse
of classic Bluetooth devices. In Bluetooth network, there can be maximum of eight
nodes with master and operate frequency range is from 2400 to 2483.5 MHz. It
supports data speed up to 1 Mbps, and Line of Sight (LoS) range is 10 m. Bluetooth
is not only replacement of cable technology but also used for the creation of ad hoc
PersonalAreaNetworks (PAN)with the good security level. Bluetooth has lowpower
consumption and low cost, which makes it an attractive solution for controlling the
smart home appliances using smart mobile devices.

2.2 ZigBee

ZigBee [4–7] protocol is low-power, low-cost, and low data rate wireless personal
area network, supported range up to 10–100 ms, especially designed and imple-
mented for smart home applications, as an IEEE standard 802.15.4 and maintained
by ZigBee Alliance (a group of companies). This works inMAC layer of the network
stack and operates at different frequencies such as 2.4 GHz, 915MHz, and 868MHz.
Its data rates are very low as they are used for short range and in personal areas like
homes so its data rates are as follows: 250, 40, and 20 Kbps, respectively. To ensure
reliability in data exchange or communication, it uses a dynamic routing protocol.
ZigBee supports star, mesh, and cluster tree network topologies for maximizing its
range of the network by interconnecting with nodes throughout the network, and is
shown in Fig. 3. In mesh network, there exist at least two pathways among the nodes
and all nodes in the network are self-routed and able to communicate with other
nodes and exchanges data.

ZigBee devices are self-organized in network, support multiple hops, and create
mesh networks of more reliable with long-life battery performance. ZigBee has two
different types of devices for forming ZigBee network: A coordinator or router or
Full Function Device (FFD), and end device or Reduced Function Device (RFD).
FFD can be used as a coordinator or router or end device, and RFD can only be used
as end device. Coordinator has the capability of initiating a network and can add
other coordinators or routers or end devices into the network. Routers are devices
added by FFDs and have routing ability but cannot initiate the network, while end
device can only respond to routers or coordinators. ZigBee device-type RFDs (end
devices) are actually implemented for small applications such asZigBee bulb, switch-
boards, smart plug, sensors, and door locks. They can only transfer small piece of
data, attached to single coordinator at a time. The RFDs are implemented with mini-
mum capacity or minimal resources and memory because of its limitations in usage.
So these devices are called resource-constrained devices. In general, RFD sends its
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Fig. 3 ZigBee network topologies (Star, mesh, and cluster Tree)

NODE identifier, end point number, IEEE address, and supported ZigBee cluster
identifier. Supported ZigBee clusters and cluster classification are specified by Zig-
Bee alliance. End device or RFD manufacturers have to follow the ZigBee Cluster
Library (ZCL) standard in order to get certification from ZigBee alliance. After an
FFDor coordinator is activated, network up and running for the first time, it can create
an own ZigBee network to become the network coordinator. Each coordinator can
form different networks side by side without inferring other networks in operation.
This is possible by choosing a unique PAN identifier (it is 16-bit address in Hexadec-
imal format), which is not in use by other ZigBee networks. Once the PAN identifier
is chosen, scan for the strong channel is based on its frequency band support. The
PAN coordinator can allow or add ZigBee end devices by going into discovery mode
for few seconds to add in its network. AnRFDmay connect to coordinator network as
an end node at the end of a branch, because it can attach to one coordinator at a time.
For providing synchronizing services in network, any FFD may act as a coordinator
or router. Among different coordinators, the one PAN coordinator which initiated the
network acts an overall PAN coordinator, having greater computational resources,
routing tables, and device tables.

ZigBee provides security [8] such as AES encryption for the secure transfer of
the data at the high level, and no security option is also supported.

Silicon Labs is a major and prominent vendor of ZigBee modules, followed by
Texas Instruments, NXP Semiconductors, and Marvell which are other major ven-
dors. ZigBee end devices are supplied for several companies.

2.3 Z-Wave

It is an IoT [9] protocol designed for controlling home appliances and lightweight
industrial applications remotely. It has steady speed up to 40 kbps and 30 m range
of LoS and indoor may reduce. It has a security level of 128-bit AES encryption and
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avoids interference with other leading protocols such as Wi-Fi, Bluetooth, and other
systems that operate on more crowded 2.4 GHz because it operates at 908.42 MHz
in the US and 868.42 MHz [4] in Europe. It was initially developed by Zensys, and
later that was acquired by sigma designs in 2008.

Z-Wave is a proprietary standard protocol, and have controller and slave device
types for forming a network. Slave nodes reply and perform commands issued by
controlling devices and low-cost devices, and unable to initiate messages. Depending
on the functionality, end device or slave devices may have several forms. Z-Wave
supports mesh network topology. There is always one controller that has overall
control of Z-Wave network. Since it was designed for smart home applications, it
supports maximum 232 devices in the network. The Z-Wave devices classified by
segregating them into classes such as general class, base class, and command classes.

2.4 Wi-Fi

Wireless Fidelity (Wi-Fi) [10, 11] is the most popular wireless network that follows
IEEE standard 802.11n/a/b/g for Wireless Local Area Network (WLAN). Users are
allowed to browse the Internet and connect to cloud at their broadband speeds (pro-
vided by network vendor)when connected to anAccess Point (AP) or in ad hocmode.
IEEE 802.11b/g uses 2.4 GHz band and IEEE 802.11a uses 5 GHz band. IEEE
802.11n utilizes both 2.4 and 5 GHz bands with Multiple-Input Multiple-Output
(MIMO) mechanisms. Wi-Fi infrastructure has multiple elements that collaborate
to provide a wireless LAN that supports station mobility transparently to the above
layers. In infrastructure setup, access points (Router) andwireless stations are associ-
ated. The group of devices (Access Points + Wireless Stations) is a Base Service Set
(BSS) [4], where each wireless station connects to the Internet through its associated
access point. Each BSS consists of one Service Set ID (SSID) for identifying BSS.

Fig. 4 Wi-Fi infrastructure
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If several APs were connected through wired distribution system, different BSSs are
named as Extended Service Set (ESS). It is shown in Fig. 4.

Wi-Fi usage has becomemandatory at almost all places, in-home networks, indus-
tries, and public places. The data rate is up to 11–867 Mbps [4].

Wi-Fi has security at all levels, and at most high-security mode isWi-Fi Protected
Access 2 (WPA2) 802.11i and also has no security option (open network). As com-
pared to other protocols, Wi-Fi has higher power consumption (~116 mA) due to its
high data rate. Wi-Fi has good range LoS up to 100 m and indoor around 35 m.

3 Wi-Fi Self-organizing Network (Wi-Fi SON)

Automation of their own network dynamically based on traffic in the real-world
network is one of the main new technologies in the current generation. These types
of automated networks are called Self-organizing/ Optimization Networks (SONs).
SON research and implementation have become faster after switching from 3G to
4G to sustain the huge amount of traffic. This can simply be called introducing intel-
ligence in wireless networks and this can be achieved by changing certain network
parameters in the SONalgorithms. These techniques can be performed efficiently due
to the availability of rich models on Key Performance Indicators [2, 12, 13] (KPIs)
and their dependencies on each other and their interrelation among them. However,
SON implementation of any wireless technology is not an easy task. The function
used in SON must be tuned to each individual network. Optimum parameters [14]
must be used in order to comply with the existing network. There are several routing
protocols for SON. Each and every routing protocol shares certain key properties.
The major challenge in these kinds of self-automated networks is that increasing
Bandwidth (BW) leads to incorrect routing protocols, which is not able to choose
the optimal routing paths. These are some few challenges in SON implementation.
There are three types of routing protocols for SON: (i) Proactive routing protocol,
(ii) reactive routing protocol, and (iii) hybrid routing protocol.

Network SON has been mostly studied in telecommunication networks, sensor
networks, and ad hoc networks to automate operations and management. SONs
are for improving Quality of Service (QoS) in mobile networks, added automation
algorithmswith a set of principles and concepts. So, SONs required less maintenance
than traditional networks. The recent SON technology is implemented in Fourth-
Generation Long-Term Support (4G LTE) by adding several SON functions. It is
not completely possible to apply the same concept in Wi-Fi systems as cellular and
Wi-Fi systems have basic differences in the IEEE layer (MAC Layer) and physical
layer standards. Use cases appear to be alike but the firsthand application of cellular
concepts of SON is not constructive here. Wi-Fi SON has two types of architecture:
(i) Distributed SON and (ii) centralized SON. In this article, we are not discussing
similarities or challenges of cellular SON and Wi-Fi systems, mainly focused on
Wi-Fi SON use cases. The overall concept of Wi-Fi SON is shown in Fig. 6.
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Fig. 5 Wi-Fi SON features (self-configuration, self-optimization, and self-healing)

TheWi-Fi SONmain features [2, 11–13] are self-configuration, self-optimization,
and self-healing. These features of Wi-Fi network make it able to build or automate
the process based on the traffic changes in the network. Sample functioning of key
features is shown in Fig. 5.

3.1 Self-configuration

During initial setup of a network at customer site, it requires configuration of APs
and network maintenance, and device swap or change in the network environment is
mandatory.Generally, all thesewould be done by a person by changing configurations
atAPs.But in large network deployments, this should be done by itself, which enables
intelligent initial parameter settings. This process is called self-configuration. This
is dynamic plug and plays initial settings for newly deployed nodes. This process is
generally done by a server called Auto-configuration Server (ACS). Most important
use cases of self-configuration are explained below in Fig. 6.

Fig. 6 Wi-Fi SON concept



Wireless Protocols: Wi-Fi SON, Bluetooth, ZigBee, Z-Wave, and Wi-Fi 237

Network Initial Configuration: For this, SON uses remote zero-touch config-
uration and initial settings of newly integrated APs such as IP, server address, and
authentication. This configuration can be done by Dynamic Host Configuration Pro-
tocol (DHCP) or bootstrap protocol agent with help of server ACS.

Radio Initial Configuration: This is basically implemented at vendor-specific
setting by predefining radio settings enabled (2.4 GHz or 5 GHz), selecting chan-
nel, auto selection of channel, modulation, and coding schemes index, transmission
power, etc, while implementing this configuration, Wi-Fi SON has challenges and
restrictions.

SSID Initial Configuration: This automated SSID configuration is totally differ-
ent from cellular network configurations because single AP can have multiple SSIDs
as it depends on services supported by the network. This can be achieved by updating
newly deployed AP’s SSID initial configurations in the network to Wi-Fi SON with
help of neighborhood function.

3.2 Self-optimization

Self-optimization is required during operational state to optimize the network and for
reducing operational maintenance and expenditure. Self-optimization keeps eye on
network performance and maintenance of KPIs at required range. Self-optimization
includes channel optimization, coverage optimization, load optimization, SSID opti-
mization, energy optimization, etc. Some of them are discussed below.

Coverage Optimization: Abrupt signal drop and traffic counters are clear indi-
cations of the poor coverage area due to weak signal strength. Generally, testing of
the network strengths and coverages required technician interventions, and due to
this, maintenance cost increases and time consumes. The typical operation of this
optimization is increasing large coverage area and capacity in an automated way.
Wi-Fi SON function automatically detects the weak strengths and poor coverages
by continuous monitoring of APs servers. Dynamic Transmit Power Control (TPC)
handles the poor coverage by stabilizing the power among the APs. Coverage opti-
mization function allocates power dynamically at APs, so that traffic and encroaching
on adjoining APs reduces without disruption of device performance attached to that
particular AP.

SSID Optimization: This is required because most of the network operators
enable multiple SSIDs in their integrations in it to the creation of high density of
networks. Because of that reason, Wi-Fi SON faces some challenges in SSID opti-
mization. Each time, neighboring networks adding or removing of APs required
updating of the table of SSIDs. This optimization can be achieved by setting at
initial SSID configurations as discussed above. Wi-Fi SON introduces ideal mode
management for improving energy efficiency by deactivating APs that do not cre-
ate contention in the network as power saving is a primary issue to deal with it the
concern in Wi-Fi-based networks.
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Load Optimization: In general, Wi-Fi network load depends on channel and/or
band balancing.

Channel Balancing: For optimum channel balancing, Wi-Fi SON uses the below
criteria. The selection criteria depend on the number of devices connected per AP,
capitalization of channel per AP, throughput of channel per AP, bandwidth, and so on.
The efficiency of the channel selection function may reduce, whose primary metric
in most cases is defined to reduce hidden or exposed node and due to this criterion
so care must be taken.

Band Balancing: Wi-Fi has two available bands: 2.4, and 5 GHz. It has to amend
network employment and throughput per Dual-BandDual-Concurrent (DBDC)APs.
Wi-Fi SON can handle concurrent requests in the network. This is practically imple-
mented at two levels: (i) AP level and (ii) device level. At AP level, distributed
SON function optimizes and at device level centralized SON function optimizes by
observing band.

3.3 Self-healing

Self-healing mechanism is to mitigate or repair network faults by itself by triggering
appropriate recovery actions. In a fault identification management system, for each
type of fault detected, the separate recovery mechanism is there. Based on identified
fault, alarm triggers regardless of whether automatically detected or automatically
corrected or automatically detected and automatically corrected the fault. This is
done by continuous monitoring and diagnosis of the network to identifying root
causes. Self-healing in cellular SON and Wi-Fi is totally different. In Wi-Fi SON,
sometimes customer interaction is required. This is due to differing architectures,
multiple bands, coverage overlapping, etc.

Interactive Healing: The naming convention itself describes that automated fault
recovery is not possible, so additional data may require, which leads to a field tech-
nician or end user has to provide some data to recover the network back. This fault
correction process is time-consuming due to human interventions and additional pro-
cessing. Example of this use case is an instance of poor coverage area detected and
TPC is unable to eliminate the problem by balancing power at APs. Here, end user is
guided by a technician, like proper placing location of APs and recovery procedure
if the same fault occurs again.

Proactive Healing: This type of self-healing method overcomes drawbacks of
interactive healing. It diagnoses the system and recovers in an automated way. This
healing requires careful design and implementation; otherwise, this leads to network
failure. It depends on other optimizations like self-optimization function output is
resistant to the healing method triggered by self-healing lead to deadlocks. Self-
healing functions should implement in the way of resolving network faults. Some
of the basic remedies for software faults are system reboot, reconfigurations, system
initializations, and reloading of back up data, and the hardware faults are resetting
faulty resource, isolation of faulty resources, etc.
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4 Conclusion

In this paper, we present a review of primary and prominent, leading wireless proto-
cols ZigBee, Z-Wave, Bluetooth,Wi-Fi’s requirements, importance in-home automa-
tion, basic features, use, challenges, comparison among them as shown in wireless
protocols comparison graph, and smart devices available in the market for a smart
home. Smart home devices integrate with a smart hub which supports the above
IoT wireless protocols that have been described. Newly emerging technology Wi-Fi
SON’s working, characters, importance, and requirement of the protocol in the cur-
rent generation have been described. Wi-Fi SON is a guaranteed network to provide
quality of service offering, by eliminating human interventions and reducing other
costs involved.We further investigate SONalgorithms for improving its performance.
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Implementation of Wavelength Diversity
Technique in Free-Space Optical Link
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Abstract Free-space optical link for terrestrial communication greatly depends on
environmental conditions. Varying climatic conditions across regions cause turbu-
lence on the deployed FSO link, which inherently affect its performance. Various
techniques have been introduced to mitigate these effects. This paper provides the
study on wavelength diversity technique, in which FSO link is established with two
optical channels of wavelength 532 and 1350 nm, to understand its performance
under varying climatic conditions. Either channel gets selected dynamically based
on attenuation levels. Observations are recorded under fog and clear atmosphere.
Also, experiments have been performed to understand the effect of distance varia-
tion on FSO link under clear atmosphere.

Keywords Free-space optical communication · Atmospheric turbulence ·
LASER · Wavelength · Diversity · Bit error rate · Performance

1 Introduction

Free-space optical (FSO) communication has emerged as a better substitute to RF
communication in the wireless domain around the globe. It has license-free operation
and overcomes the bandwidth limitation of radio communication. Multiple applica-
tions where line of sight communication can be established use FSO link. Satellite
communication, spacecrafts, military jets, and WAN–WAN network are few such
use cases of FSO communication.
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1.1 Background and Previous Work

Performance of free-space optical link largely depends on environmental conditions
around the region where it is deployed. Climatic changes, turbulences, fog, rain,
smoke scatters away light, and induces noise and attenuation in the signal which
degrades signal integrity. There have been various regimes introduced to mitigate
the effects of these atmospheric changes on FSO link.

One of the methodologies is aperture averaging. It states that the amount of mea-
sured radiation may be increased by increasing the size of the receiver lens aperture.
In effect, any irradiance fluctuations across the collecting lens are averaged by the size
of the lens. However, study suggests that aperture averaging provides good results
with weak turbulence conditions but could not improve performance much under
moderate to strong turbulence [1].

Various coding schemes had been introduced to reduce the BER of received sig-
nal. Methods including phase shift keying and quadrature amplitude modulation are
implemented but do not guarantee enough improvement to be commercially viable.
Forward Error Correction (FEC) inserts check bits into the data stream, which con-
tributes to an additional power and bandwidth overhead on the system to send extra
bits [1, 2].

Diversity techniques are considered as promising solution, in which the optical
wavefront propagates in at least two distinctive ways, increasing the probability
that either of one is expected to perform better. Spatial diversity (requires multiple
transmitter and receivers to improve performance) consumes significant power and
still depends on climatic conditions. Temporal diversity (requiring a signal to be
transmitted twice, separated by a time delay) increases the maximum achievable bit
rate.

Wavelength Diversity (WD) is a technique which does not pose a limit on max-
imum achievable bit rate but still leads to significant power reduction compared to
spatial diversity.Also, the overhead due to error correction coding schemes is reduced
which effectively increases the performance.

So, WD technique is one of the effective ways to mitigate the effect of varying
climatic conditions and still maintaining same or even higher performance.

1.2 Establishing Free-Space Optical Communication Link

A simple implementation of free-space optical communication link for serial data
transmission can be modeled as shown in Fig. 1. At transmitter end, the USB data
from computer is converted to serial data stream. The data stream is passed on to the
LASER driver circuit which operates the LASER in the desired operating range and
controls its switching. LASER converts electrical signals to optical signals producing
optical beam.
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Fig. 1 Free-space optical link block diagram

At the receiver end, the photodiode produces current based on the intensity of
optical signals incident on it. However, free-space channel induces various noises
which gets added to the signal. The signal is passed to the transimpedance amplifier,
which amplifies the signal and improves Signal-to-Noise Ratio (SNR). Also, it con-
verts the current signal into voltage signals. Signal is then converted from serial data
to the computer-readable binary format through USB.

2 Wavelength Diversity Technique

As mentioned earlier in the introduction, in the places where atmospheric conditions
keep varying, simple LASER communication setup mentioned above will become
ineffective. Wavelength diversity technique can be helpful at such places. It is a
Multiple-Input Signal-Output (MISO)- orMultiple-InputMultiple-Output (MIMO)-
based technique in which multiple LASERs with different wavelengths transmit the
same signal. Selective gain combining technique is used to choose the either channel
based on whichever is providing maximum gain [3]. Varying atmospheric conditions
will have different effects on the optical beam having different wavelengths. At the
receiver’s end, based on selective gain combining technique, the signal with least
attenuation will be chosen. As a result, chances of receiving signal with better signal

Fig. 2 Block diagram of FSO with WD technique
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strength increase. Here, for experimental purpose, two LASERs having wavelength
of near extremes in optical radiation is used, i.e., 532 and 1350 nm [4]. The block
diagram in Fig. 2 shows the FSO link with WD technique having two channels
differing in carrier wavelength used.

2.1 Experimental Setup

To demonstrate the wavelength diversity technique, a free-space optical link is estab-
lished between two PCs using LASERs with two wavelengths 532 and 1350 nm.
The two carrier wavelengths are picked from either extremes of visible spectra to
understand the behavior of channel with these wavelengths and observe the system
performance.

The link consisted of the following components:

1. USB–TTL converter,
2. LASER driver circuit,
3. LASER,
4. Photodiode,
5. Transimpedance amplifier, and
6. Switching circuit.

2.2 Setup Explanation

When the transmitter transmits the data, the USB-to-TTL converter converts the data
into 10-bit UART format. This data is passed to the LASER driver circuit which

Fig. 3 Setup at transmitter’s
end
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operates the LASER in a desired operating range. As shown in Fig. 3, three LASERs
are used to establish the link. The two LASERs having wavelength 532 and 1350 nm
modulates and carries the data. However, 1350 nm is not visible to the human eyes.
So, to locate the IR LASER’s beam at receiver’s end to establish the setup, a pilot red
LASER in visible region is mounted just above it. The green LASER with 532 nm
wavelength is affixed on the platform along with the IR LASER. So, the path of both
the LASERs remains parallel to each other and can be easily located on the receiver’s
end. Figure 3 shows the LASER setup at the transmitter’s end.

At receiver’s end, two photodiodes are placed at the focal point of optical lenses.
These lenses collect all the light coming from the LASERs and focus to the photo-
diodes. These photodiodes are kept apart from each other at a distance same as that
of the LASER. The receiver’s setup is shown in Fig. 4.

Current is produced based on the intensity of the light received. Current signals are
fed to the transimpedance amplifier to convert it to voltage which goes to multiplexer
as two data lines. Simultaneously, these data signals are averaged through low-pass
filter and fed to input of comparator: One input at inverting end and one at non-
inverting end. Output of the comparator is going to the selection line of 2 × 1
Multiplexer. Now, comparator output would be either logic 0 or 1 based on the

Fig. 4 Setup at receiver’s end

Fig. 5 Schematic of the switching circuit
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voltage level of the two data paths, which will set the select line of MUX and the
channel having higher voltage would pass to further stages.

The data received is passed to the USB-to-TTL converter and displayed on the
serial monitor. Moreover, as the multiplexer circuit works on 5 V voltage level, the
signals obtained at the output will be either +5 V or 0 V. Hence, all the unnecessary
noises will be removed.

Thus, the selection circuit model dynamically selects channel which performs
better based on amplitude of signal. The schematic of the selection circuit can be as
shown in Fig. 5.

3 Results and Discussion

3.1 Simulation Theory

The practical results were obtained under normal weather conditions where the atten-
uation remains nearly around 2–3 dB/km. However, to test fog weather conditions,
simulations were performed on OptiSystem 15.1.1 software setting the channel char-
acteristics as that of foggyweather [5]. Channel modeling follows Eq. (1) mentioned.
Also, Gamma–Gamma scintillation models to account for the atmospheric fading.

PReceived � PTransmitted
d2
R

(dT + θR)2
10−α R

10 (1)

where dR: Receiver aperture diameter (m), dT: Transmitter aperture diameter (m), θ :
Beam divergence (mrad), R: Range (km), and α: Atmospheric attenuation (dB/km).

Based on the wavelength of optical source and atmospheric conditions, beam
divergence (θ ) and attenuation constant (α) were selected. Both beam divergence
and attenuation constant highly depend on the size of the particulate matter present
in the atmosphere. It leads to two phenomena: scattering and absorption. Under fog
conditions, hydrated particles suspended in atmosphere having size of 1um which
leads to Mie scattering for light of visible wavelength region. It contributes on an
average ~41–68% of total light scattering during fog periods. Hence, light having
wavelength in IR region (1350–1550 nm) is preferred.

3.2 Simulation Results

Simulation is performed with the optical source of wavelengths 532 and 1350 nm
same as that of actual experiment.

Figures 6, 7, 8, and 9 show the effect on the performance of FSO link with the
two wavelengths used under different atmospheric conditions. The comparison of
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Fig. 6 532nm_clear_weather

Fig. 7 532 nm_light_fog
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Fig. 8 1350nm_clear_weather

Fig. 9 1350 nm_light_fog
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Table 1 Practical results
showing amount of the signal
received at receiver’s end

Baud rate Received voltage at
500 m (%)

Received voltage at
1 km (%)

4800 85 83

9600 98 95

19200 92.5 86

eye diagram and BER is measured at the receiver for the two wavelengths used
to implement wavelength diversity, i.e., 532 and 1350 nm under clear (α � 3 dB/km,
θ � 0.25mRad) and light fog (α � 50 dB/km, θ � 0.5mRad)weather conditions. The
data rate of FSO link is 1 Mbps. It shows that during light fog the optical source with
wavelength 532 nm is givingBERof only 10−3 and almost closed eyewhich degrades
the performance by huge margin. However, if under same fog condition if 1350 nm
light source is used, it gives BER of 10−30 with around 260 mV of eye height at same
data rate. So, it provides much better performance under foggy conditions. Even
1350 nm can be used for clear weather, but a study suggests that higher wavelength
light source needs higher power to operate [6]. To perform experiments, BER can be
measured using Bit Error Rate Tester (BERT) instrument [7].

Hence, 1350 nm wavelength source will consume extra power for comparable
performance as that of 532 nm light source. So, these criteria clearly indicate the need
for implementation of wavelength selection technique having a careful optimization
of operatingwavelength to achieve better performancewithminimumpossible power
consumption under varying weather conditions.

3.3 Experimental Results

FSO link was established with the WD technique implemented. Distance between
the transmitter and the receiver was nearly 500 m. Later, it was increased to
approximately 1 km. To check the working of link, string of characters was sent
from the transmitter’s end. By the number of characters received at receiver, the
results were noted. The link was tested on different baud rates having maximum
baud rate at 19,200. However, the best results were obtained with 9600 baud. Also
with increase in the distance, the results got depleted by nearly 4%. These results
can be shown in Table 1.

All the practical results were obtained under normal weather conditions as it is
difficult to create exact fog condition practically. Here, the attenuation remains nearly
around 1–2 dB/km. As the distance increased, the voltage generated by photodiode at
the receiver’s end decreased. The experiments were repeated with 1350 nm LASER.
It was found that results were better with 1350 nm LASER compared to the 532 nm
LASER under clear weather. This indicates that simulation and practical results were
the same for clear atmospheric conditions.
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Fig. 10 Voltage versus
distance graph for 532 and
1350 nm wavelength
LASERs

Figure 10 shows the attenuation in voltage of the received signal at the photodi-
ode. It shows that as the distance increases received voltage decreases due to atten-
uation. And 1350 nm gives higher voltage margin compared to 532 nm at the same
distance. This proves that 1350 nm performs better compared to 532 nmmatching the
simulation. Also as the wavelength increases, specific molecular absorption (dB/km)
reduces, hence higher wavelength is preferred for longer distances [8].

4 Conclusion

In this paper, simulation and implementation of wavelength diversity technique
on FSO link to improve the performance under varying atmospheric conditions is
reported. It includes the design of receiver circuit for channel selection based on
voltage margins and a working setup of WD technique. Simulations were performed
to understand the effect on received signal with optical source of wavelengths 532
and 1350 nm under clear and light fog conditions. The obtained results clearly indi-
cate that light source of wavelength 1350 nm provided much lower BER compared
to 532 nm source. However, 532 nm consumes lesser power providing comparable
performance under clear weather. So, the operating wavelength was carefully chosen
to achieve better performance under different climatic conditions. Based on the sim-
ulation, FSO link was established with 532 and 1350 nm LASERs, and the results
showed better voltage margin with 1350 nm LASER. Results were correlated with
the simulated results justifying the need of wavelength diversity.
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Moment of Inertia-Based Approach
to Recognize Arabic Handwritten
Numerals

Binod Kumar Prasad

Abstract Simpler methods of feature extraction and better accuracy have always
been primary needs of a handwriting recognition system to be a successful real-time
system. The novelty of this paper lies in the introduction of two unique methods
of feature extraction which are Pixel Moment of Inertia (PMI) and Delta Distance
Coding (DDC). PMI absorbs angular variations in the samples and DDC performs
précised local curve coding for better recognition accuracy. Multiple HiddenMarkov
Model (MHMM) has been used to neutralize the effect of two very frequent writing
styles of numerals “4” and “7” on their recognition rates. The paper uses MNIST
database, and overall recognition accuracy of 99.01% has been achieved.

Keywords Pixel moment of inertia (PMI) · Delta distance coding (DDC) ·
Multiple hidden Markov model (MHMM)

1 Introduction

The use of digital computers has increasedmanifold because of the craze for digitiza-
tion. The digital machines are to recognize the handwritten characters or numerals in
postal addresses on envelopes, amount on bank checks or data filled in several forms,
etc. The individuality of one’s handwriting makes it more challenging to develop a
recognition system with maximum efficiency. In [1], authors have proposed a neural
network-based character classification system. Features have been derived from star
layered histogram. Center of gravity (CoG) is determined from contour of character
region, and several equal-distance apart lines are considered fromCoG to the contour.
The first point of intersection of the line with character gives rise to the first layer of
histogram, and so on unless the line touches the boundary of the region containing
the character. The system shows an overall accuracy of 97.1% on MNIST database.
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A multistage cascaded recognition scheme using wavelet-based multiresolution rep-
resentations andmultilayer perceptron (MLP) classifiers have been used to recognize
mixed numerals of Indian script Devanagari and Bangla alongwith English numerals
in [2]. The work has introduced two large databases for the above scripts taken from
real life just like MNIST data but for English numerals, MNIST dataset itself is con-
sidered. It misclassified 0.81 and 1.01% of training and test MNIST English numeral
samples, respectively, to report overall recognition rate of 98.79%. In [3], authors
have presented an evolution of well-known effective KNN classifier termed as Li-K
nearest neighbor algorithm to recognize handwritten numerals in MNIST dataset.
As per the proposed theory, the complex samples are represented into elements in
line with the Lie group data structure and then Lie algebra is used to simplify the dis-
tance calculations. Classification is done by means of Li-KNN algorithm. They have
found minimum and about steady error rate beyond K � 11 in case of numerals “1”
and “9”. Li-KNN method has shown an average error rate of about 21.02% which is
lesser than that with LieMeans and LieFisher methods of classification. Authors have
used holographic nearest neighbor algorithm (HNN) with features based on moment
of inertia about centroid and topological characteristics of image to recognize let-
ters of English alphabet [4]. Wen et al. [5] used a novel shadow removal technique
with SVM integration method to read numerals in license plate. In [6], authors have
showed the performance of handwritten digit recognition system according to (i) the
effect of input dimension, (ii) effect of kernel functions, (iii) comparison of different
classifiers (ML, MLP, SOM and LVQ, RBF, SVM), and (iv) comparison of three
types of multiclass SVMs (one-to-others, pair-wise, decision tree). Researchers are
focused on different directional features especially gradient features to read charac-
ters and numerals [7–9]. Though various methods have been reported till now, the
offline handwriting recognition is still an active area for research toward exploring
the newer techniques to improve recognition accuracy [2]. This paper uses multiple
hidden Markov model (MHMM) as classifier where the inputs are feature elements
obtained from PMI and DDC. The paper organization is as follows.

Section 2 details outmethods of feature extraction; Sect. 3 describes the classifiers,
whereas Sect. 4 deals with experiments and results and finally, conclusion has been
drawn in the very next section.

2 Feature Extraction

2.1 Pixel Moment of Inertia (PMI)

In order to absorb angular variations in the numeral sample images, moment-based
feature, i.e., Pixel Moment of Inertia is extracted. Sample image is of size 50 × 50.
It is divided into 25 blocks (zones) by means of a window of size 10 × 10. The pixel
at the center of each block is taken as the reference element (Fig. 1), and moment of
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Fig. 1 Frame for calculation of PMI

inertia of all other elements is calculated about that every element with the help of
the formula:

Ik �
100∑

i�1

mir
2
i ; k − 1, 2, 3 . . . , 25

where mi is taken as pixel value of current element and ri , the distance of that very
element from the reference element. The normalized value of Ik is the actual feature
element. The number of feature elements for PMI of each sample is 25.

2.2 Delta Distance Coding (DDC)

The sample image of size 50 × 50 has been divided into four equal sub-images each
of size 25 × 25. Twenty-five equally spaced samples, on each sub-image curve, are
considered and their distance from upper edge (reference level) is noted (Fig. 2).

Fig. 2 Schematic diagram of DDC
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If there are more than one sample on same vertical line, the average of respective
distances is considered. The coding is done based onwhether the distance of a sample
is greater or smaller than or equal to that of the just previous sample. The reason
behind taking 25 samples is to get very adjacent pixels such that the coding could
represent the local curvemore authentically. Total feature elements out of this feature
� 25 × 4 � 100, i.e., F (DDC) � 100.

3 Classifiers

The paper uses multiple hidden Markov model (MHMM) as classifier. It is now an
established fact in literature that HMM-based systems being segmentation-free out-
performother segmentation-based approaches [10–14]. They are effective at boosting
the efficiency of inertial-sensing-based online handwritten numeral and character
recognition also [15–17]. We have used left-to-right chain model to build hidden
Markov model for each of the ten English numerals.

The paper proposes the concept of multiple HMM (Fig. 3) to counter drastic
variations in samples. The numerals “4” and “7” are generally written in two differ-
ent forms. While training, two different HMM sub-models named “HMM 4a” and
“HMM 4b” in case of digit “4” and “HMM 7a” and “HMM 7b” in case of digit
“7” have been developed from the two different sets of the numerals. For rest of the
numerals, only one MHMMmodel is formed. The outcome of the comparator is the
result of the proposed classifier. As per [18], the number of states has been increased
gradually from 5 up to 24 when satisfactory results were obtained as shown in the
results section. In the process of training, optimizationhas beendonebyBaum–Welch
algorithm and Viterbi algorithm has helped in the process of recognition by finding
the maximum probability.

Fig. 3 Proposed Multiple
HMM classifier
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4 Experiments and Results

This paper uses MNIST database. The training process of the classifier MHMM is
executed with the features extracted from training samples of a numeral to form its
model. For a testing sample, the maximum probability of matching with any one of
the trained models is found by the comparator (Fig. 3) and numeral corresponding
to that very model is the result of classification. The whole experiment has been
conducted in the following three phases as shown in Table 1—In phase 1, feature
elements out of PMI and in phase 2, those out of DDC have only been considered
for training and testing of the classifier. In phase 3, both the features have been used
together to achieve better accuracy of the system.

The individual accuracy of all the classes in three phases has been tabulated in
Table 2. It is obvious that the results in phase 3 are far better than the rest two phases.
It is because both the features PMI andDDCwhen taken together, extract finer details
of the respective sample which help to get better accuracy of that class while testing.
The results of Table 2 have been shown in Fig. 4 by means of vertical bar diagram
for better comparative view. The overall accuracy of the proposed system with PMI
and DDC is 99.01%. In Table 3 and Fig. 5, the class-wise percent of recognition
accuracy of the proposed system has been compared with result of another reported
work [19] on the same MNIST database. Features from maximum profile distance
in four directions, the presence of water reservoirs, fill hole density, etc. have been
considered in the paper.

Table 1 Phases of
experiment

Phase Features Tool

1 PMI MHMM

2 DDC MHMM

3 PMI + DDC MHMM

Table 2 Recognition rate
with different feature sets

Digits Percent recognition rate with

PMI DDC PMI and DDC

0 88.2 90.3 99.7

1 86.5 91.0 99.8

2 87.8 89.5 99.7

3 79.4 83.8 97.8

4 81.2 83.4 98.6

5 80.6 87.7 98.9

6 89.0 89.6 99.5

7 88.4 88.9 99.6

8 78.7 84.6 97.8

9 88.3 89.7 98.6
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Table 3 Comparison of results for individual digits

Digits % Accuracy in

Ref. paper [19] Current paper

0 96.47 99.7

1 97.95 99.8

2 97.26 99.7

3 97.56 97.8

4 97.27 98.6

5 97.47 98.9

6 96.09 99.5

7 95.72 99.6

8 95.71 97.8

9 97.23 98.6
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Fig. 5 Line diagrams comparing results of the two systems
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Table 4 Comparison of recognition and error rates of different systems

First Author of work Reference % Recognition % Error

Mayraz [20] 98.30 1.70

Zhao [21] 91.24 8.76

Karungaru [1] 97.10 2.90

Babu [19] 96.94 3.06

Proposed NA 99.01 0.99

Overall performance of the current system has been compared with other reported
methods applied on MNIST database (Table 4), so that better recognition efficiency
of the proposed system could be ratified.

5 Conclusion

The current system applies pixel moment of inertia (PMI) and delta distance coding
(DDC) to support Multiple Hidden Markov Model (MHMM) in order to recog-
nize handwritten English numerals. PMI tackles angular variations in handwritten
samples, whereas DDC encodes a curve precisely. MHMM takes care of intra-class
variations of some specific numerals, i.e., “4” and “7”. The system has achieved com-
petitive recognition rate of 99.01% by dint of such effective features and classifier.
Due to interclass similarity between some handwritten numeral pairs like “3” and
“8”, their recognition accuracies are, respectively, lower. In future works, somemore
robust features are to be applied to differentiate such pairs so that overall efficiency
of the system could be hiked further.
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Fault-Tolerant Techniques for Wireless
Sensor Network—A Comprehensive
Survey

M. Shyama and Anju S. Pillai

Abstract Wireless Sensor Network (WSN) has become closer to our day-to-day
life and has boundless future potentials. As the demand and popularity increases, the
responsibility to make the network more reliable also increases. These lead to the
development of fault-tolerant WSN. Usually, WSNs are used for monitoring or con-
trolling an unattended or hazardous area, which needs a highly reliable fault-tolerant
system. A fault-tolerant system will continue its service even in the presence of a
fault and has to detect the faults and recover the system from the failure. Thus, a
fault-tolerant system has a lot of requirements. The focus of this paper is on explor-
ing various fault-tolerant techniques for WSN. This paper examines the exigency
of developing a fault-tolerant wireless sensor network and elucidates the mode of
attaining a fault-tolerant WSN.

Keywords Fault-tolerant techniques · Fault recovery techniques · Fault detection
techniques

1 Introduction

Wireless sensor network is a collection of autonomous sensors connected through
a self-configured and self-organized network which is wireless. In this modern era,
everything we deal with demands autonomous operation, which in turn needs a lot
of sensors and processors. The applications of WSNs are mainly in unattended and
hazardous areas where energy saving and stable networking are main constraints.
The nodes are deployed in hazardous area which cannot be recharged and replaced
manually. Because of these unsolved issues, WSNs are very prone to failure. Faults
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are inevitable, but careful measures are to be taken to prevent the fault by not trans-
mitting from the lower level to higher level and create a hazardous situation. The only
solution to save a WSN from being hazardous is making it a fault-tolerant network.
There are lots of methods for fault tolerance. This paper presents a comprehensive
survey of fault-tolerant techniques, fault detection, and fault recovery classification.

2 Fault Tolerance in Wireless Sensor Networks

Fault tolerance is one of the most desirous characteristics of a sensor network. Net-
work lifetime is the main design considerations of a WSN so that the sensor nodes
are alive as long as possible. It is impossible in most of the cases to troubleshoot a
sensor node manually. Design of a fault-tolerant system is the only solution to this.
Starting from the design phase, possible faults, environmental disasters, detection
of those faults, impact of the faults in the network and its solution, etc. should be
foreseen. Even if a node fails, the network should be available to the user without any
interruption. A complete fault-tolerant system ensures the availability, dependability,
and reliability of a system irrespective of the presence of faults [1–7]. The following
section briefs the idea about fault-tolerant system requirements.

2.1 Faults

A fault is an abnormal condition of a component or a system which will lead to an
error. Faults can be active or passive. If the faults are continuing to exist in the system,
it will lead to an error in the network operation, thereby deviating from the expected
services. A fault can occur at different levels and layers [1, 3, 6, 7] as shown in Fig. 1.

Node level. Faults can occur in node components. It can be hardware or software.

Fig. 1 Classification of
faults
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Failures 

Crash/ Omission Timing Value Arbitrary  

Fig. 2 Classification of failures

Network level. Even if the sensed data are correct, a system failure can occur due
to an error in data collection, data routing, or due to an error in a routing protocol.

Sink level. A fault in sink node will cause a disaster in the system.
Hardware layer. This layer mainly includes the component failure of sensing

nodes.
Software layer. A software layer includes system OS and middleware.
Network communication layer. This layer includes the wireless part in WSN.
Application layer. As the name implies, it is application specific. The protocols,

algorithms, techniques, methods, etc. are completely application oriented.

2.2 Failures

A failure is a deviation from the expected service of a system, thereby deviating from
its indented functionality. A fault in any component can lead to a system failure. It
can be classified as shown in Fig. 2 [1, 6].

Crash/Omission. If a service is not responding to the request due to any physical
damage or interference, then a crash failure has occurred.

Timing. This type of failure is happening in systems which is time stringent.
Value. An error in the generated value is the reason for this type of failures.
Arbitrary. All the failures which are not included in the above three categories

are categorized as arbitrary failures. Byzantine failure is an example of this type.

2.3 Fault-Tolerant Techniques

Fault tolerance is an unavoidable part of WSN. There are many ways to achieve
fault tolerance in wireless sensor networks [3, 4, 8]. A comprehensive summary is
presented in Fig. 3A, B.

Fault-tolerant techniques can be classified according to different criteria.
According to time criteria. This criterion classifies the fault tolerance techniques

according to what time the technique is applied. They are preventive and curative
[3].
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Fig. 3 A, B Summary of fault-tolerant techniques

Preventive. As the name implies, this includes all the techniques that can be used
to prevent a failure by implementing an alternative for the failed service. It can be at
node level and at network level.

Curative. This includes the techniques that start their duty only after an error is
noticed in the functioning of a network. They try to recover the system usually by
applying redundancy techniques.

According to main objective. This criterion classifies according to the main
objective of a fault tolerance mechanism when it is applied. There can be of four
main classifications [3].

Energy/power management. The main goal of this class is to enhance the energy
efficiency of a system, reduce energy depletion, and reduce node failure to increase
network lifetime. This can be at MAC level and network level.
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Flow management. This is to enhance data flow through the network. This can
be done by finding reliable routs and base station, thereby establishing the best path
between nodes and recovering from path failure.

Data management. Data management techniques take care of data size and infor-
mation quality.

Coverage/connectivity management. This class of techniques enhances the cov-
erage and connectivity of a network for better service.

According to size. This criterion classifies according to the size of a network [3].
The techniques applied for a small scale may not be suitable for a large scale because
of the difference in their network structure.

Small-scale WSN. In a small-scale WSN, each node is very important and has a
unique role in producing an output. If a node fails in small-scale WSN, it affects the
desired service and the network reliability.

Large-scale WSN. In a large-scale WSN, the entire network may be divided into
small clusters. So, if a node fails in any cluster, it will not affect the final service
quality and reliability.

According to implementation method. This criterion is according to the imple-
mentation method of a fault tolerance technique [4].

Redundancy based. This technique is mainly used for the applications in which
energy, security, and reliability are main constraints.

Clustering based. This is the efficient method for fault tolerance compared to the
other two in this criterion. This method also is energy efficient.

Deployment based. This technique is based on different strategies of deploy-
ment of nodes. The dislocation or connectivity changes of nodes affect the network
topology, and a topology control mechanism is essential for improving the network
lifetime.

According to the fault region. This classification is according to the area where
a fault has occurred [8].

Link based. A link-based fault tolerance has to concentrate on faults happening
in the link between nodes.

Node based. This is for faults in nodes. A node-based fault-tolerant system should
be energy efficient.

Malfunction nodes. Malfunction nodes may send incorrect data or unnecessary
data which in turn can affect the functioning of a system.

2.4 Fault Detection Techniques

Fault detection is an important part of fault tolerance. The fault tolerance can be
applied only by identifying the actual fault at correct time. The fault detection
techniques can be classified mainly into two: centralized approach and distributed
approach [5, 9–12] as shown in Fig. 4.
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Centralized approach. In a centralized approach, usually a base station or a
central manager takes the responsibility of fault detection by sending queries peri-
odically.

Distributed approach. In a distributed approach, the detection process is dis-
tributed over sensor nodes. A distributed approach can be classified into self-
diagnosis, group detection, and hierarchical detection.

Self-diagnosis. Using self-diagnosis, a node can detect faults by itself.
Group detection. In this method, sensor nodes deployed in the same region

collaboratively do the detection procedure by assuming similar values are produced.
Hierarchical detection. A detection procedure is used in a hierarchical manner.

It starts from the low-level child nodes and forwards to the higher level parent node.
The parent node does the aggregation and finds the failure node.

2.5 Fault Recovery

Fault recovery allows a system to continue its service even after the occurrence
of a failure. Fault recovery technique depends on the faults detected by the fault
detection techniques. So, fault detection and fault recovery are the main procedures
of a fault-tolerant system. The various fault recovery methods are shown in Fig. 5
[1, 10–12].

Active replication. This approach is suitable for a service where most of the
nodes have the same functionality.

Passive replication. In this approach, a primary node will always do the services
by saving a backup in a spare node. The three steps in passive replication are fault
detection, primary node selection, and service distribution.

2.6 Fault Management Architecture

The architecture of fault management is mainly classified into three: centralized,
distributed, and hierarchical [5, 7, 11] as shown in Fig. 6.
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Centralized models. In this approach, fault management is under the control of
one centralized controller.

Distributed model. The whole network is divided into small sections with a
controller for each part. A central controller also is there to manage the controller of
each subsection.

Hierarchical model. This is a combination of centralized and distributed mode.

2.7 Fault Prevention

Fault prevention techniques are for preventing a system from being faulty. It can
be done by continuous monitoring of the network [5, 6]. Monitoring of a system
can be done by using a base station or by self-monitoring. Figure 7 briefs about the
prevention process.

Monitoring node status. The node status includes physical status of the node. It
can be any hardware damage, remaining battery status, network status, etc.
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Fig. 7 Fault prevention

Monitoring link quality. The wireless nature is very prone to failure. This sen-
sitive nature makes link monitoring of a WSN more tedious.

Monitoring congestion. Congestion may be occurred due to data overloading. It
causes packet loss, packet error, blocking a connection, or delay.

3 Conclusion

Wireless sensor networks made this modern world more autonomous, predictable,
and accurate. For making WSN more reliable and dependable, one has to do up-
to-date research on each and every aspect of a WSN, mainly in the fault-tolerant
property. This paper presents a thorough investigation of mechanisms for attaining
fault tolerance in WSN. The main goal of this paper is to understand a fault and a
failure and its classifications, and to summarize the techniques for fault tolerance,
fault detection, fault prevention, and fault recovery methods which are the crucial
aspects of a fault-tolerant system.
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Preliminary Investigation of Generation
of US-Based GPS Signal

S. Radharani, C. Vani and P. Naveen Kumar

Abstract Global Navigation Satellite System (GNSS) generates signals using con-
stellation of satellites from space. The GNSS signals transmit positioning and timing
information to GNSS receiver. These receivers use this information to determine
their location. There are various GNSSs being developed across the world. They
are the United States Global Positioning System, Russia’s GLONASS, Europe’s
GALILEO, China’s BeiDou, Japan’s QZNSS, and India’s IRNSS. Among these,
GPS, GLONASS, and GALILEO have the global coverage and BeiDou-I, QZNSS,
and IRNSS have the regional coverage. Among all the GNSS, GPS and GLONASS
are in operation, whereas all other systems are in the development stage. GPS is
a fully developed U.S. Space-based satellite navigation system, which provides its
services to the military as well as civilian users. Generally, GPS uses four satellites
to find the position of receiver. GPS transmit signals in L-band (1–2 GHz). The two
basic GPS signals are L1 (1575.42 MHz) and L2 signals (1227.6 MHz). There are
various applications of GPS like location-based services, surveying, mapping, space
and military applications, etc. Also, GPS has few limitations such that it cannot
work well in underground, underwater, city with tall buildings, indoor regions, etc.
In this paper, the generation of GPS signals by the development of software code is
presented.
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1 Introduction

The world’s foremost satellite navigation system is the U.S. Navy’s Transit system.
The development of this system started in the year 1958. The Transit satellite was
launched in the year 1961 and system started working from 1964. The system was
opened to civil use from 1967 andwas removed from service in the year 1996. Transit
comprised between 4 and 7 low altitude (1,100 km) satellites, each broadcasting
at 150 and 400 MHz. Transit has many disadvantages such as that it could not
provide accurate position continuously. Hence, Global Positioning System (GPS)
was developed. The development of theGPS started in the year 1973, and the security
of GPS signal is a major concern from issues such as spoofing.

GPS spoofing is measured as a serious threat to the satellite navigation system.
In the process of spoofing, the attacker will choose the targeted device and falsify
the time and location in GPS receiver. He broadcast the strong signals with spoofed
location and time, and it confuses the receiver device to shift from genuine satellite
signals to the simulated spoofing signals. Hence, it is necessary to understand the
generation of GPS signal and its protection from spoofing. Therefore, the key objec-
tive of this paper is the Generation of US-based Global Positioning System signal
by developing the software code. This paper helps in design of software-based GPS
signal generator which generates the GPS signal code. This can be fed to hardware
for directly transmitting the GPS signal via GPS antenna in real time.

2 Theoretical Background

According to Humphreys et al., an attempt of implementing GPS spoof on a digital
signal processor has been made to determine the spoofing effects and to develop
defences against civilian spoofing. This paper shows that a spoofing attack would
overcome generally well-known user-equipment-based spoofing countermeasures
[1]. Wang et al. discussed SDR devices with low cost that have been discovered
for GPS spoofing. This method can be used to modify the location as well as the
time of intended devices, which poses security threats to location-based services.
Hence, they found out the positioning spoofing. It is important for developers and
vendors to examine position and time data more closely and more frequently and
effectively [2]. Naghswander et al. tried to build up a new hardware platform for
GPS attacks, and new attacks against GPS infrastructure. In this paper, it is shown
that attacks are successful against consumer and professional receivers [3]. Herring
et al. discussed how GPS signal is tracked and also concluded how the signals can
be generated and which signals can be tracked [4]. Jovanovic et al. proposed dif-
ferent countermeasures and security schemes to facilitate against spoofing attack
and showed that the presence of a spoof can be successfully detected [5]. Jafarnia-
Jaharomi et al. discussed spoofing, anti-spoofing scenarios, and GPS vulnerabilities
that can be exploited potentially. It was shown that industrial GPS receivers are fairly
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vulnerable. Spatial processing-based anti-spoofing techniques might be applied as
generic and very effectual countermeasure against most spoofing signals currently
envisaged [6]. Capparra et al. aimed to assess the effectiveness of symbol-level tech-
niques for the alleviation of spoofing attacks and analyzed the feasibility of spoofing
attacks against GNSS signals protected by NMA [7]. Javaid et al. presented a novel
GPS spoofing attack detection and mitigation technique for the challenge of secure
and accurate navigation [8].

3 Methodology

After understanding the operating principles of GPS and signal structure, the hard-
waremethod of generating GPS signal and the process involved in it is studied. Later,
using LINUX OS and Google maps application, a particular location is selected.
Using this location, software code of about 30 specific functions is generated in “C”
and the code is executed which gives the generated GPS signal in the form of the
GPS raw data.

The following are the steps involved in the generation of raw data of the GPS
signal (Fig. 1).

Step I. By passing the three arguments, i.e., latitude, longitude, and altitude, the
main function will check whether it is valid inputs or not and check each option like
format of file, mode of the signal, duration navigation, frequency, and ionosphere
delays.
Step II. If given input is not static mode, the main function calls dynamic mode
functionmodule. This functionwill read theNationalMarineElectronicsAssociation
data and user motion file from user and calculate the changing user motion parallel
with time duration.
Step III. The main function calls the readRinexNav function. This function will
read the ephemeris data from the user given Receiver Independent Exchange Format
navigation file. It calculates the data, gives output of an array of SV ephemeris data,
and returns number of sets of ephemerides in the file.
Step IV. In this step, bit allocations for I/Q buffer are done.
StepV. In this step, satellite visibility, C/A code generation, generation of subframes,
initializing channels, generating navigationmessage, and carrier phase are initialized.
Step VI. In this step, the receiver antenna pattern is gained.
Step VII. In this step, generation of baseband signal is done.
Step VIII. In this step, updating of the code phase, data bit counters, carrier phase,
channel allocations navigation message is done for every 30 s. It returns the output
of GPS signal in bin format.
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Fig. 1 Flowchart of sample
function of generation of
code
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4 Results and Discussions

In this work, Linux CentOS machine is used to generate the software code for gen-
erating GPS signal. A directory has been created with name GPS. After that, the
open-source code fromGitHub .gpssim.c file has been compiled using $ gccgpssim.c
-lm -O3 -o gps-sdr-sim. It compiled productively without any error (Figs. 2 and 3).

To generate a static mode of GPS signal, the latitude and longitude inputs are
passed. After that, the Google maps is opened and took random position, i.e., in Cuba
(Fig. 4). From there, the location is taken with latitude and longitude parameters as
(21.727477°, −78.186467°).

Then, considered these parameters and passed as command line arguments
using./gps-sdr-sim -e brdc3540.14n −l 21.727477, −78.186467, 100. Then, termi-
nal started to run time and start creating specified GPS signal for the given location.
The process time to generate a.bin file is 401.8 s; after the completion of this process
time, a newly created gpssim.bin file is observed (Fig. 5).

gpssim.bin has been keenly studied, observed that the file size is of 2 GB, and
also opened it in textpad+ and noticed the raw data in hex format (Figs. 6 and 7).

Fig. 2 List of files created with open source

Fig. 3 Output of successful compilation of gpssim.c file
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Fig. 4 Cuba location parameters from Google maps

Fig. 5 Process of file generation
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Fig. 6 Generation of GPS signal file

Fig. 7 Newly generated gpssim.bin file

gpssim.bin is file which can be transmitted from the related transmitter, which
converts the digital signal to analog signal and transmits. If this RF signal has much
signal strength than that of the original satellite GPS signal, receivers will shift from
original satellite signal to our simulated signal and the GPS receiver is spoofed.

5 Conclusion

GPS is the oldest satellite navigation system across the world. As of now, simulated
GPS signal has been generated that can be transmitted through hardware to spoof
the GPS receivers. The same work can be carried for the other GNSS and will be
helpful to study spoofing and anti-spoofing techniques.
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Image Compression in Wireless Sensor
Networks Using Autoencoder and RBM
Method

S. Aruna Deepthi, E. Sreenivasa Rao and M. N. Giri Prasad

Abstract Wireless sensor networks are used in various day-to-day applications.
With advanced technology, wireless sensor networks (WSNs) play a key role in
networking technologies since it can be expanded without communication infras-
tructure. There is so much demand for wireless sensor networks that are useful
in day-to-day applications. Various techniques like multilayer restricted Boltzmann
machine (RBM) network and variational autoencoder (VAE) methods are designed
for transmission of images in wireless sensor networks and tested for both gray (2D)
and color (3D) images in this paper. The proposed variational autoencoder method
is compared with multilayer RBM when the layers are 2, 4, and 8, and the peak
signal-to-noise ratio (PSNR) and signal-to-noise ratio (SNR) are compared.

Keywords RBM · Autoencoder · VAE · WSN

1 Introduction

A wireless sensor [1] is equipped with a sensing element and onboard process-
ing, communication, and storage capabilities. Wireless sensor networks have many
applications in space study, vehicular movement, and critical movement detection.
There are many probabilistic models for deep learning like directed graph models
like Bayesian network and undirected graph models like Markov random fields and
restricted Boltzmann machine (RBM). It is a shallow, two-layer neural network used
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to create deep models. The first layer is known as the observed layer; the second
layer is known as the latent or hidden layer in the RBM. It is a bipartite graph, with
no interconnection allowed between variables in the marked layer, and intra-layer
communication between the layers. Due to this restriction, the model is termed as
a restricted Boltzmann machine. To mathematically formulate the energy function
of an RBM, an observed layer that consists of a set of NV binary variables was
denoted collectively with the vector v. The hidden or latent layers of NH binary
random variables are denoted as h. The RBM is also an energy-based model similar
to the Boltzmann machine, where the joint probability distribution is determined by
its energy function.

p(v, h) � exp(−E(v, h))

z
(1)

The model is a symmetric bipartite graph, where each hidden node is connected
to every visible node. Hidden units are represented as hi and visible units as vi. The
energy function of an RBM with binary visible and latent units is as follows:

E(v, h) � −aT v − bT h − vTwh (2)

Here, a, b, and W are unconstrained, learnable, real-valued parameters, and the
model is split into two groups of variables, v and h. The interaction between the units
is described by the matrix W .

2 Proposed Method

TheRBM[2, 3] is fedwith a dataset fromwhich it learns. For example, for a grayscale
image, the lowest level item would be one pixel value of the image, which the visible
node would receive. Therefore, if an image dataset has n number of pixels, the neural
network processing them must also possess n input nodes on the visible layer.

Now, one single pixel value p is propagated through the two-layer network. At
the first node of the hidden layer, [4, 5] p is multiplied by a weight w and added
to the bias. The final result is then fed into an activation function that generates the
output of the node. The operation produces the outcome, which can be termed as
the strength of the signal passing through that node, given an input pixel p. Figure 1
shows the computation involved for a single-input RBM.

Every visible node of the RBM [6] is associated with a separate weight. Inputs
from various units get combined at one hidden node. Each p (pixel) from the input is
multiplied by a separate weight associated with it. The products are summed up and
added to bias. This is sent through an activation function to generate the output of
the node. Figure 1 shows the computation involved for multiple inputs to the visible
layer of RBMs.
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Fig. 1 Computation of an
RBM for a one input path

Fig. 2 Figure shows the
computation involved with
visible units and hidden units

For every hidden node, each input p gets multiplied with its respective weight w.
Therefore, for a single-input p andm number of hidden units, the input would have m
weights associated with it. In Fig. 2, the input p would have three weights, making a
total of 12 weights altogether: four input nodes from the input layer and three hidden
nodes in the next layer. All the weights associated with the two layers form a matrix,
where the rows represent input nodes, and the columns represent hidden units.

2.1 Variational Autoencoder

A VAE [7] encodes a data sample x to the latent representation z and decodes the
latent representation back to data space

z ∼ Enc(x) � q(z/x) (3)

x ∼ Dec(z) � p(x/z) (4)

Typically, z ~ N(0, I) is chosen.

£pixelllike � −Eq(z|x)(log p(x |z)) (5)

£prior � Dkl(q(z|x)||p(z)) (6)
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Fig. 3 Image compression
using VAE

DKL is the Kullback–Leibler divergence.
A network [8] consists of a few deconvolution layers. The input is set to be a

vector of ones. The image compression using VAE is shown in Fig. 3 in which the
vector of ones and the de-convolutional layers are considered.

In the example, [1, 0, 0, 0] represents cat image, while [0, 1, 0, 0] represents a
dog. In an autoencoder, adding with one component with another component takes
the original image and encodes them into vectors. The de-convolutional layers then
decode the vectors back to the original images. A simple reparametrized method is
applied to optimize the KL divergence. The hidden variable can be taken as a transfer
of data. This helps the encoder to be very efficient, creating better hidden variables.
This improves the efficiency of the images when they are decoded and the hidden
variables are randomly generated.

3 Simulation Results

3.1 Comparison of Improved RBM and VAE

In the performance analysis of RBM, evaluation of reconstructed image is carried
out. MATLAB 2017a is used in this paper for simulation. The MNIST [2] and the
toy datasets are used in this experiment which are handwritten digital databases.

The graphs shown in Figs. 4 and 5 indicate that the average reconstruction error
of the VAE algorithm is always smaller.

3.2 Analysis of the Multilayer RBM Network and Variational
Autoencoder

In this section, the 64× 64 Lena image is used in 2D grayscale and 3D color image to
evaluate the compression performance. The performance of the reconstructed image
is evaluated using peak signal-to-noise ratio (PSNR) and signal-to-noise ratio (SNR).
Tables 1 and 2 depict the results (Figs 6, 7, and 8).

The compression ratio is in inversely proportional to the number of hidden units.
From Table 2, it is inferred that when the number of hidden units is 8, the PSNR
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Fig. 4 The reconstruction errors after 2 times of iterations with 20 samples on MNIST

Table 1 The SNR and PSNR
of Lena image when using
RBM network compression
algorithm

Image type No. of hidden units SNR (dB) PSNR (dB)

2D 2 6.2106 60.0957

2D 4 7.3930 61.2781

2D 8 8.4275 62.3126

3D 2 5.5272 58.8745

3D 4 6.5451 59.8924

3D 8 7.1299 60.4772

Table 2 The SNR and PSNR
using variational autoencoder

Image type No. of hidden units SNR (d) PSNR (dB)

2D 2 32.4699 134.4858

2D 4 36.3182 138.3341

2D 8 40.4651 142.4810

3D 2 46.6888 148.1670

3D 4 38.8142 140.2923

3D 8 57.5680 159.0461
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Fig. 5 The reconstruction errors of the two algorithms after 2 times of iterations with 20 samples
on the TOY dataset

Fig. 6 SNR for gray input image
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Fig. 7 PSNR for gray input image

Fig. 8 PSNR for color input image
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of the multilayer RBM network compression method is 62.3126 for gray image and
60.4772 for color image.

From the above results, it can be analyzed that the image quality ofVAE is superior
to that of multilayer RBM networks. When the [3] number of hidden units is 8, the
PSNR of the VAE compression method is 142.4810 for gray image and 159.0461
for color image.

4 Conclusion

In WSNs, image transmission and compression plays an important role and many
techniques are developed due to rapidly changing developments and applications.
Images are compressed and sent over WSN using the variational autoencoder and
RBMmethods. The performance is evaluated for color and gray imageswith different
hidden layers. An effort is made to find out more transmission and compression
methods in WSNs to use them in real-life applications.
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A Study on Neutron Star Interior
Composition Explorer

C. S. N. Koushik, Shruti Bhargava Choubey and S. P. V. Subba Rao

Abstract It is a NASA Space Science Explorers program under the opportunity
mission; it analyzes the electromagnetic, gravitational, and nuclear aspects of pul-
sars.NICERuses rotation-resolved spectroscopy in thermal and nonthermal emission
spectra in the soft X-ray band with good precision and accuracy for detailed analysis
of cosmic particle accelerators like in for quarks. It is also be used for X-ray navi-
gation. Its advanced electronics helps it to analyze the data much efficiently (Davis
et al. in J Geophys Res Oceans 99(C12):24383–24404) [1].

Keywords NICER · SEXTANT · Pulsar/Neutron star · X-ray navigation

1 Introduction

Neutron star Interior Composition Explorer (NICER) is part of the Station
Explorer for X-ray Timing and Navigation Technology (SEXTANT) located on
International Space Station (ISS) controlled by NASA for research on neutron stars
through soft X-ray timing. It uses rotation-resolved thermal and nonthermal spec-
troscopy of neutron stars in the soft X-ray spectral band. NICER is deployed onto
the International Space Station (ISS) [1].
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1.1 X-rays

X-rays/Röntgen radiation was named after German scientistWilhelmRöntgen; these
are generally produced when electrons hit any hard or tough metallic surface.

1.1.1 Soft and Hard X-rays

X-rays have photons with high energy of about 5–10 keV with 200–1000 pm wave-
length called as hard X-rays which are used in imaging and X-ray crystallography
due to their less penetrating capacity. X-rays with less energy and wavelength are
called as soft X-rays which easily attenuate and absorbed by the medium in which
they propagate [2].

1.1.2 Properties

X-ray is an electromagnetic radiation, traveling at the speed of light, and needs
no medium for propagation, with a wavelength of 0.01–10 nm and frequency of
30 petahertz to 30 exahertz (3 × 1016 to 3 × 1019 Hz) having 100 eV to 100 keV
of energy. It is used in microscopy for high-resolution images. Hard X-ray photons
ionize atoms and interfere with molecular bonds, and hence used in material study by
X-ray spectroscopy and crystallography. These can also destroy living cells. Soft X-
rays have low energy, causing them to have less penetration capacity and attenuation
[3].

1.2 Pulsars

A pulsar is a neutron star producing X-rays in all directions due to the rotational
energy as it rotates. It has strong magnetic field creating electrical field on star’s
surface due to its motion, accelerating protons and electrons. X-rays pointing toward
the Earth are received as pulses in periodic time intervals. Pulsar retains its angular
momentum but with a part of progenitor’s radius. The rotation speed decreases over
time due to radiation of energy in all directions on the axis on which it rotates; that
limit is called death line (Figs. 1 and 2).

2 Review of Literature

NICER was elected as NASA’s Science Mission Directorate as in for Mission of
Opportunity in 2013, supervised by Goddard Space Flight Center (GSFC), and col-
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Fig. 1 Neutron star interior

Fig. 2 Pulsar

lects scientific data with advanced navigation technologies at low-cost. InMay 2015,
a number of tests and design reviews were held but then launched on June 3, 2017.
As ISS resupply mission, it was sent to ISS on SpaceX CRS-11 Falcon 9 v1.2 rocket.
Since May 2018, NICER discovered about 2000 pulsars. Pulses received are regular
like a ticking clock. At high pressure and density, behavior and interactions of quarks
are studied with accuracy and precision. NICER provides extension to RXTE; it is
30 times sensitive and has 8 times more energy resolution than RXTE [1].



290 C. S. N. Koushik et al.

3 Problem Formulation

The Equation of State (EOS) is used for studying dense matters. It is compared with
respect to the pressure in the star where a graph is plotted for mass and radius of the
star giving a S-shaped curve (Figs. 3 and 4).

The light curve analysis compares all the proposed EOS models for which 105–6

photons are collected for it. It is done for thermally steady X-ray pulses from the
Millisecond Pulsars (MSPs) and black holes. Stable in time, it has good signal-to-
noise ratio. Far side spot visibility depends on M/R ratio and through gravitational
light bending [1].

4 Methodology

4.1 Construction

The four main parts are Electronics box, Flight software, Ground Test bed, and
Ground bed. It is installed robotically by DEXTRE to exact location. It is done by
Space StationRemoteManipulator System (SSRMS) and Special PurposeDexterous
Manipulator (SPDM) altogether. NICER is placed at desired location on EXPRESS
Logistics Carrier-2 (ELC-2)which is fixed by Flight ReleasableAttachment (FRAM)
and Gimbals on ISS to save itself from space junk (Figs. 5, 6, and 7).

Fig. 3 R/M ratio analysis

Fig. 4 Light curve analysis
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4.1.1 Electronics Box

The 56 X-ray modules have X-ray Concentrators (XRC) and Silicon Drift Detector
(SDD) pairs used for X-ray detection. Each XRC intensifies the signal by concentra-
tors and converges the beam by focusing mirrors. The SDD detects individual pho-
tons that it receives and records spectral energy resolution and their Time of Arrival
(TOA) of pulses. X-ray photons with high immunity to noise are detected having
good signal-to-noise power ratio. The processor/controller used is LEON3FT-RTAX
processor like any space application for good tolerance of radiation [1] (Figs. 8 and 9).

The photon detectors are Silicon Drift Detectors (SDD) with good quantum effi-
ciency and spectral and time resolution in the photon energy range. It has high

Fig. 5 Deployment status

Fig. 6 DEXTRE
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Fig. 7 Parts
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Fig. 8 Electronics box

Fig. 9 Microcontroller

precision time tagging for TOA in X-ray spectrum synced to NICER’s GPS receiver
system [4] (Figs. 10 and 11).

4.1.2 Flight Software and Algorithms (XFSW)

It process photon events related to photon energy which are analyzed with Non-
homogeneous Poisson process (NHPP) synced NICER GPS time. It has two main
parts: Photon processing algorithms, andGEONSflight software (GoddardEnhanced
OnboardNavigation System)which has packages inMATLABandC language.After
enough photon events, it checks for pulse phase andDopplermeasurements (Fig. 12).
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Fig. 10 SDD

Fig. 11 GPS antenna

4.1.3 Ground Test Bed

GSFCX-ray navigation laboratory test bed provides guidance, navigation, etc.,which
has devices in loop and directives for testing the NICER predictions. Software and
hardware give good picturization and navigation outputs in three simulation stages
which are as follows:

Stage 0—Phase and Doppler readings are picturized with navigation filter help.
Stage 1—Software achieves the allegiance by virtualizing the readings obtained.
Stage 2—Allegiance is increased more with photon process in Hardware-in-the-
Loop (HWIL) process, for greater picturization [5].
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Fig. 12 Flight software

Fig. 13 Ground bed

4.1.4 Ground Bed

It has two main parts: monitoring and trending element in Science Mission Oper-
ations Center, for comparison of the pulses received with already stored data. It
has pulse timing models—parameterized, and pulse phase predictions—polynomial,
used for better comparison and analysis. It is like correlation of the signals being
done (Fig. 13).
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5 Working

The NICER deployed to the exact position with the help of FRAM and DEXTRE
to track the pulsar. The X-ray pulses detected are received from pulsars radiating
in direction toward Earth. These are intensified by the concentrators and focused by
focusingmirrors to reduce the beamwidth. For a TOA, the photons are detected at the
silicon drift detectors (SDD) which are highly sensitive for every photon producing
voltage, which is converted latter into digital format where all the bits are processed
and stored in the microcontroller. The TOA is noted with help of GPS antenna.
The flight software checks for Doppler measurements and pulse phases filtering out
Shapiro delays. In ground test bed, both hardware and software, the data ismodeled or
simulated for proper visualization. The ground bed correlates the data that it received
with the data in pulsar records for better precision and accuracy [4, 5].

6 Conclusion and Future Scope

It is used in the detection of the pulsars, neutron stars, and black holes. It is useful in
navigation and study of stars, how space and time are related, and how did universe
form from Big Bang and for that it is essential to improvise it further to get data more
accurately. It is the updation of both flight and ground software. Using detectors and
other hardware for XNAVwith great accuracy and sensitivity should be made readily
available on future space crafts in space.
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Object Detection Using Higher Quality
Optimization Techniques in Video
Encoders

Abhishek Choubey, Shruti Bhargava Choubey and Khushboo Pachori

Abstract High Efficient Video Coding (HEVC) is the most recent video coding
standard developed for efficient compression of high definition videos. It adapts a
quad tree based coding tree structure inwhich each frame is represented as coding tree
blocks (CTB). It uses only half of the bandwidth when compared with H.264/AVC.
Though it achieves high coding efficiency, it suffers from problems such as high
computational complexity and large computation time. In this paper we propose
an edge detection based encoding algorithm using sobel operator for coding unit
depth decision. Thus the computational complexity and the computational time are
reduced considerably. The experimental results showed that using this method, when
compared to HEVC standard the encoding time reduces by 30% without significant
loss of coding efficiency and PSNR.

Keywords HEVC · Computation · Compression · Sobel · Coding efficiency

1 Introduction

As the demand for higher visual quality increases the H.264/HEVC encoding stan-
dard has become insufficient. To overcome the limitations posed by H.264, a new
encoding standard H.265/HEVC has been proposed by ITU-T VCEG and ISO/IEC
international organizations to meet the requirements of ultrahigh definition videos.
HEVC mainly serves high definition videos [1] H.265 uses quad tree based coding
block structure. In this each frame is divided into coding tree blocks (CTB). The dif-
ferent quad tree blocks include Coding Unit (CU), Transform Unit (TU), Prediction
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Unit (PU). The CU block in HEVC is the basic building block similar to macro block
in H.264. In HEVC this CU can further split into PU and TU. PU helps to get a good
prediction of image blocks. TU is a partition of prediction residue in order to obtain
good DCT/DST performance. It explains the advantages of HEVC [2].

Compared with its predecessors the aspects improved in HEVC are (1) the size of
Coding Tree Unit can be varied from 8 × 8 to 64 × 64 when compared to the fixed
size of macro block in H.264/AVC which increases the efficiency in compression of
ultrahigh definition videos; (2) flexible coding structure which includes CU (Coding
Unit), PU (PredictionUnit) andTU (TransformUnit). Though it achieves high coding
efficiency compared to its predecessors it requires high encoding time. Hence the
problem of fast mode depth decision has been a matter of research.

In research of HEVC coding depth can be efficiently determined by using motion
features based on phase correlation [3] and a Novel deep learning based method for
improving efficiency [4]. Bayesian decision algorithm can be used to reduce com-
putational complexity [5]. A model of Scalable-Video-Coding (SVC) uses motion
searches to identify the best prediction mode with high coding efficiency.

In the next part of this paper we introduce perceptual video quality measurement.
The need to use YUV color space in perceptual video coding is discussed in the Third
part. HEVC inter mode coding is introduced in the next part. In the Fifth part a fast
coding unit depth decision algorithm based on sobel edge detection is introduced.
Experimental results and analysis is presented in final part of this paper.

2 Perceptual Video Quality

Video quality measurement can be divided into two categories: objective video qual-
ity metrics and perception based video quality metrics. Objective video quality met-
rics use standardized metrics such as Mean-Square-Error (MSE) and Peak-Signal-
To-Noise-Ratio (PSNR) to measure the quality of the video. On the other hand per-
ceptual metrics take human perception into account in order to calculate the quality
of the video.

PSNR metric is commonly used for ease of identification of quality of video but
it does not reflect the receiver’s perception. For the best quality PSNR must be high.
According to metrics results Fig. 1 has best quality. But we can observe that Fig. 2
has better perceptual quality when compared to Fig. 1.

Hence in this paper we obtain the perceptually important regions in each frame
of the video using sobel edge detector and use this data to reduce the complexity,
number of steps required to decide the Coding Unit (CU) depth such that the time
required for encoding can be reduced without significant loss in PSNR.
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Fig. 1 Frame with PSNR (29.1) dB

Fig. 2 Frame with PSNR 29.3 (dB)

3 HEVC Inter-Mode Coding Process

In the HEVC HM test model, the default setting supports four different CU sizes i.e.
8 × 8, 16 × 16, 32 × 32, 64 × 64. The corresponding Coding unit depths are 3, 2,
1, 0 respectively. The Prediction Unit size varies from 4 × 4 to 64 × 64, symmetric
mode similar with H.264, and new asymmetric mode are provided. In HEVC inter
prediction process requires most number of computations compared to other steps.
It is also the most memory consuming part in the encoding process.
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Fig. 3 Coding unit recursive partitioning process

Table 1 Peak-Signal-To-Noise-Ratio (PSNR), Bit rate, Encoding time for a standard video
sequence of resolution 352 × 288

Quantization
parameter

PSNR
(existing)
(dB)

PSNR
(pro-
posed)
(dB)

Bit-rate
(existing)

Bit-rate
(pro-
posed)

Encoding-
time
(existing)
(s)

Encoding-
time
(pro-
posed)
(s)

30 32.7245 32.2985 494.5896 535.9536 3727.521 1691.740

32 31.6152 31.2053 380.2560 414.8712 3583.194 1498.344

34 30.6457 30.2273 302.5008 330.2640 3284.964 1378.439

36 20.1291 29.1789 238.6920 257.8704 2658.330 1259.486

In the process of HEVC prediction, each incoming frame is divided into LCUs.
These LCUs are again partitioned recursively until it reaches the maximum coding
depth as shown in Fig. 3.

Now the RD-cost (Rate Distortion-cost) will be calculated for each Coding unit
depth and finally the CU size will be determined on the basis of RD-cost. The
Coding Unit size will be the size for which the RD-cost is minimum. Even without
considering the asymmetric mode a large number of comparisons and calculations
are necessary to arrive at the final CU depth. Hence though HEVC increases the
encoding efficiency it increase the computational complexity and time. In this paper
we propose a texture based algorithm for fast coding unit depth decision in order to
reduce the encoding time without significant loss in PSNR.

Table 1 shows Peak-Signal-To-Noise-Ratio (PSNR), Bit rate, Encoding time for
a standard video sequence of resolution 352 × 288.

4 Proposed Edge Detection Algorithm Based on Sobel
Operator

In inter-mode coding process, for regions of image having smooth texture in video
sequence, after calculating and comparing Rate Distortion Cost, these regions select
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larger CUs to code; while regions of image have complex texture details in video
after calculating RD-cost, these regions select smaller CUs. Based on this we can
infer that determination of final CU size is closely related to textural features of each
incoming frame in video.

4.1 Determination of Image Edge

The best operator that adapts to changing trend of an image is Image gradient. Numer-
ous differential operators are used to extract image borders using edge determination.
The frequently used operators for edge determination are Canny, Roberts, Prewitt,
Sobel, etc. In order to obtain good results we choose sobel operator which weighs
the effect of pixel positions. It has smooth effect on noise and provides more precise
information of edge direction. In this paper, sobel edge operator is used to detect
texture features and to finally determine the coding unit depth.

Figure 4 shows two sobel masks, one in x direction and the other in y-direction.
Applying the above sobel masks for a supposed image f (x, y) we obtain two

gradients, one in the transversal (horizontal) direction and the other in the longitudinal
(vertical) direction. Gx, Gy are the gradients in horizontal and vertical directions
respectively.

Gx � {− f (x − 1, y − 1) + f (x − 1, y + 1) − 2 f (x, y − 1)

+2 f (x, y + 1) − f (x + 1, y − 1) + f (x + 1, y + 1)} (1)

Gy � { f (x − 1, y − 1) + 2 f (x − 1, y) + f (x − 1, y + 1)

− f (x + 1, y − 1) − 2 f (x + 1, y) − f (x + 1, y + 1)} (2)

The sobel value of each pixel can be obtained from the above section.

Gsum �
x<width∑

x�1

y<height∑

y�1

√
(Gx )

2 +
(
Gy

)2
(3)

Here, width refers to the width of current CU size, height refers to the height of
current CU size.

Fig. 4 Sobel masks in x and
y direction



302 A. Choubey et al.

Fig. 5 Flowchart for LCU partitioning

4.2 Proposed Algorithm

The sobel value obtained for each LCU determines the nature of the texture present.
If the texture is smooth and continuous the LCU is not further partitioned. If the
texture is complex or discontinuous in nature the LCU is further partitioned based
on coding unit depth given in the configuration file. The flowchart is shown in Fig. 5.

5 Results and Conclusion

Table 1 shows thePSNR,Bit-rate, encoding time for existing andproposed algorithms
of a standard yuv sequence of resolution 352 × 288.
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The following graphs compare the PSNR, Bit-rate, encoding time for the existing
and proposed algorithms
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From the obtained tabular and graphical results, we infer that usage of the pro-
posed algorithm for the video encoding nearly leaves the PSNR unchanged with an
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approximate 30% decrease in encoding time and the bit-rate. The video sequences
which are encoded using the proposed algorithm are perceptually better when com-
pared to that of the existing one. Hence, the proposedwork allows the video encoding
to be done optimizes the perceptual quality of the video, reduces bit-rate to about
30% and takes 30% less time for encoding.
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Mesochronous Operation Interface
to Multicore Processor

K. Sukanya and G. Laxminarayana

Abstract Synchronize processing is a major challenge in multicore processor units.
In the designing of multicore processor, as the processing unit work simultaneously,
the synchronization of data, instruction and the delay encountered is to beminimized.
In the effort for providing synchronous operation, delay synchronization is the main
criterion. The delay encountered in bus switching, data fetching, instruction/data
allocation, and resource allocation delay is a major concern. In the minimization of
delay constraint in resource allocation, the mesochronous operation is suggested. In
this work, an interface to mesochronous operation for multicore processor operation
is proposed. The presented approach defines the delay application in multiprocessor
application with delay synchronization.

Keywords Mesochronous operation · Multicore processor interface · Delay
synchronization

1 Introduction

The ever-demanding service compatibility, service rate, and better performance have
led to the development of new technologies, new communication mode, and new
processing architectures. The evolution in VLSI technologies has resulted in the
integration of large distributed processing unit under a signal on chip modelling,
where large distributed units are embedded onto a single chip level. This has given
the advantage of higher density architecture integrated over a small platform, result-
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ing in low area coverage and smaller remote devices. However, with the increase
in the integration level, the overhead in data access and the demanded resource for
processing also increases. The resource allocation and its utilization leads to an arbi-
tration of data/instruction and the used registers are to be synchronously allocated
for the data/instruction operation. In the allocation process, the delay encountered
leads to the misalignment of the data/instruction set, which results in fault result
generation. It is hence a critical operation in processor design to achieve a higher
degree of data/instruction synchronization. In the provisioning of synchronization,
among different developed approach, mesochronous operations are developed as an
optimal answer. In the design of mesochronous operation for processor operation,
in [1] simulation with a sample solution for various processing units at mesoscale
has been suggested. The computational tasks in this processor need to determine
time breakdown, the location of Lagrangian particles, and the interpolation of those
particles. This is observed to be an expensive operation, and the appropriate grid for
optimization was needed. In [2] for a sequential code, synchronous programming is
defined in the phase of the concurrent programme. Designed to work on single-core
processors, an approach to create a multi-thread code using a polychronous data
flow model has been suggested [3]. Focus on two different parallel desktop archi-
tecture: Multicore processors and GPU Accelerators. The GPU implementation is
based on the measurement of a unified device structure, and a multicore implemen-
tation was identified by general multiprocessing. A new scheduling algorithm for
multicore architecture for pipeline operation is outlined in [4, 5]. This algorithm
generates pipeline schedules by forming and solving problems of MILP (mixed inte-
ger linear programming). The suggested approach produces schedules that use 71%
of the smaller buffers needed to communicate in kernels when compared to tradi-
tional approaches. Six-way VLIW digital signal processor (DSP) architecture has
been designed and put forward with clustered registry files in [6]. Distinctive length
instruction architecture is designed for mathematics and dynamic instruction exe-
cution. The single-level memory system architecture is proposed using processor
instructions, data caches, instructions, and data on-chip RAM. In [7] a synchronous
communications protocol has been proposed in two high-resolution-, low latency
conventions for switching to the asynchronous operation is suggested. A network on
a chip (NoC) consisting of two hardware components designed to use on a multi-
processor system that communicates on the chip in the entire asynchronous network
is suggested. Specific architecture has been generated, which helps to determine the
difference between operations and robustness depending on the system. In [8] a run-
time environment that supported classes of programming modes and their writing
of synchronization in a network processor is presented. This approach implements
a single-process multi-thread using a set of specialized inter-process communica-
tion (IPC) that exploits the architecture and a set of clusters and I/O subsystem is
suggested. This approach provides timeline support for various target programming
models in a multiprocess environment. An embedded multiprocessor designing the
methodology for enablingAggressive Programming Properties in System onMPSoC
is defined in [9]. It is achieved by integrating the designer-guided code parallelization
method using a virtual, generic, and scalable MPSoC unit. To solve data dependen-
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cies during task occupation,MPSoC is processed for a communication scheme based
on a processor-independent task. In this eight processors implement an application
that changes dynamically when running on a continuous, parallel execution. Amulti-
thread CPU coding is suggested in [10] to perform better performance in parallel
processing, along with the number of events used to test different applications. The
study also reveals that the use of GPs decreases the number of programmes that help
performance and improve the calculation time. An ASAP architecture is defined in
[11] which is used as a simple processor architecture with minimal memory to boost
energy efficiency. The clocking system and the nearest neighbour communication
enhance the scalability andprovide opportunities to reduce devicefluctuations, global
wire controls, and processor failures. In many new design strategies that represent
existing design trends to cope with emerging issues in [12] a power consumption,
memory bandwidth/ latency, transistor variability, and power/thermal management
for multiprocessor design logic for testing is developed. A Total Store Order test
is conducted into the memory model of an Intel x86 and Sun SPARC processors
for the safety in information flow. Two approaches on the flow of information are
provided for these processor architectures. In [14] a synchronous clock of multi-
ple core processors required for synchronous clocking for reliable implementation
of parallel computing and complex operation is proposed. Synchronous clocking
enables large-scale systems with interconnected stage-lock loops transition systems
delays. A brief description of the complex operation, including filter kernels, and
signal processing were suggested. The transmission delays sustainable states and
PLLs for synchronization were validated. Two regulation improvements based on
the criteria for simplifying volume increases with multiple task-to-processor map-
ping is outlined in [15]. The emphasis is made on dividing the transceiver systems
and applying the application specific components to implement an advanced multi-
processor system-on-chip information and control architecture, which can meet the
needs of future transceiver operation. A novelty in the Gallows Architect of Plat-
form has been suggested in [16] as a general purpose multiprocessor for the use of
hard real-time systems. A clock distribution and synchronization method, suggesting
a solution to large amounts of jitter issue is addressed in [17]. A redesigned Data
Path processor (RDP) is proposed for the implementation for a number of steps for
synchronization. Different developed methodologies in the provision of synchro-
nization were focused with the synchronization in provisioning data and instruction
to the processing unit in parallel. However, the delay encountered in the resource
allocation and instruction/data transition is to be incorporated to make the multicore
operation more efficient. In this paper, the application of mesochronous operation on
the multiprocessor SoC design is focused. To present the stated objective, the rest of
the paper is outlined in six sections. Section 2 defines the approach of mesochronous
operation in processor application. Section 3 outline the integration of mesochronous
operation on the application of multicore processor on a SoC Sect. 4 illustrates the
simulation result of the proposed approach. Section 5 presents the conclusion derived
for the developed work.



310 K. Sukanya and G. Laxminarayana

2 Mesochronous Operation

In a multicore processor design, clock synchronization is very much needed to per-
form multiple pipelined operations simultaneously. Wherein, multiple threads are
been created for each of the instruction set, a flowof data and instructions are observed
inter- and intra-mode in these processors. Wherein, the delay observed in the alloca-
tion of these instructions and datawere clearly explored inVLSI design. To overcome
the delay concern and to achieve a higher level of synchronization, mesochronous
operation was suggested. Mesochronous operation, compute the needed delay to be
allocated per instruction/delay flow in a register operation, and allocate the delay
factor to the master clock pulse to develop a synchronization process. The allocation
process of delay factor to a clock allocation is illustrated in Fig. 1.

The delay introduced in the register allocation is compounded with the master
clock pulse to derive a new clock called the synch clock which forwards the data
to the processing unit at different clock pulses based on the delay derived. This
allocation helps in the accurate delivery of data and instruction to the processing
unit synchronously. Wherein mesochronous operation in a single core is processor
is accountable due to a single line instruction. However, in the case of multicore pro-
cessor, the designs get dual complex due to data flow synchronization and processor
operation synchronization. The approach of integrating a mesochronous operation
in a multicore processor is outlined in the next section.

3 Multicore Processor Interface

In the interface of synchronization operation in a multicore processor, delay factors
are added as a factor of processor switching and data transition delay in the two
cores. The buffer logic is given a delay to hold data from one processor to other for a
synchronized operation. In the design of amulticore processor, the delay is computed
at per stage basis. In the pipeline operation, the aggregated delay is measured as the
time taken per stage of operation. The pipeline stages in a multicore processor are
the fetch, decode, execute, memory write, write back stage. It is observed that most
of the delay is encountered at the memory interface operation. A generic mode of
dual-core architecture is as shown in Fig. 2.

Fig. 1 Clock delay
allocation for
synchronization in
Mesochronous operation
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Fig. 2 A two-core processor with cache register interface

Fig. 3 Data/instruction interface through temporary cache register

The operation of two processors is carried out using a temporary bank of cache
register to avoid direct memory accessing delay. The processors could interface and
process at a faster rate when used with a temporary register of cache memory. The
basic interface of cache register is presented in Fig. 3.

In the allocation of the delay factor in this processor design is the aggregated time
for a n-stage operation. The total time period (Tp) is given as

Tp �
n∑

i�1

ti (1)
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where ti is the time of process for each stage.
Here the clock period is derived as the aggregated delay of the maximum stage

period, given as

Td � max(Ti ) (2)

The processing clock is then given as

Tpr � Tmstr + Td (3)

where, Tpr is the processing clock period, Tmstr is the master clock period and Td is
the time period derive by (2).

Each of the register in the processor unit is then allocated with a register delay
(τi ) for each instruction as derived from the LUT element, given as a predefined
computed entry [18]. The offered synchronizing clock to the two processor units is
then given as the sum of the register delay with the processing clock (Tpi) given as

Tpi � (Tpr + τi ) (4)

The aggregative synchronizing delay (T0) over a n-core processor is then given
by

T0 � Tpi + Tsw (5)

Here, Tsw is the switching delay for the n-processors. The aggregative delay to
each clock signal is given as

T0 � Tmstr + Td + τi + Tsw (6)

Considering the stage delay (Td), switching delay (Tsw), constant (K), the allocat-
ing delay is defined as

T0 � K ∗ τi (7)

where

K � Tmstr + Td + Tsw (8)

From Eq. (7), it is observed that for a multicore processor the delay computed
per instruction control the delay for the multicore processing, hence the computation
overhead of this delay can bring the clock processing overhead delay minimal, hence
improving the operational speed. This delay isminimizedwith aLUT-based approach
as outlined in [18].
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4 Simulation Result

This proposed solution illustrated a significant approach in the allocation of clock
delay in multicore processor design. When the clock delay is to be allocated, the
LUT transition reduces the clock delay overhead. The realization of this proposed
logic is carried on Aldec’s Active HDL 6.3, targeting to Xilinx FPGA Virtex device
(xcv300-bg432-6). The operational accuracy of the proposed system is validated by
the timing result observed for the developed system.

The instruction decode operation in the processor unit is presented in Fig. 4.
The instruction fetched from the instruction cache is read onto ‘inst’ signal, which
is decoded for the opcode and data address. The decoded instruction is given to the
processing unit for performing arithmetic and logical operation, and amapping of the
decoded instruction is made to extract the required delay for time synchronization.

The controller unit developed for the proposed unit is presented in Fig. 5. The
approach defines the control signal for fetch, decode, execute, and storage opera-
tion. The transition of the state for a pipeline operation. The controller controls the
read/write operation for the instruction/data in the processor interface.

Fig. 4 Instruction decode operation

Fig. 5 Control signal interface
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The simulation result for the developed approach of multicore processor in a non-
mesochronous interface and mesochronous interface is illustrated in Figs. 6 and 7
respectively. The simulation result is illustrated for a instruction of performing a add
and accumulate operation for a set of instructions and the simulation result illustrates,
the result derived for the proposed approach is at 1750 ns as compared to 3350 ns
for a non-mesochronous operation. The delay is encountered in the allocation of
operation register and waits period for data/instruction flow.

The implementation of the developed system onto the targeted FPGA device is
made using Xilinx ISE 9.1 synthesizer as shown in Fig. 8.

The implementation of the developed approach onto the targeted FPGA is sum-
marized below. The logic requirement is summarized in Table 1.

The operational time period for the proposed approach is obtained as, minimum
period: 9.803 ns, and amaximumFrequency: 102.008MHz) The comparative perfor-
mance of the multicore design with mesochronous interface and non-mesochronous
interface is carried out as listed in Table 2.

Fig. 6 Simulation result for a multi-core processor without mesochronous interface

Fig. 7 Simulation result illustrating the processor operation with mesochronous interface
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Fig. 8 Implementation of the developed approach over targeted FPGA device

Table 1 Implementation details for the developed approach over XCV300-BG432-6 FPGA device

Target technology Virtex

Target device xcv300-bg432-6

Registers 156

IOs 6

BELS 1041

FlipFlops/Latches 192

Table 2 Comparative performance of the developed systems

Design Model Operational
time (ns)

Device speed
(MHz)

Logical blocks Throughput (%)

Multicore
design

3350 102.008 1041 55

Integrated
Meso-
Multicore
design

1750 167.105 707 100
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The throughput of the developed system is defined as the number of instruction
executed in a fixed time period.

5 Conclusion

The synchronization issue for multicore processor interface is been addressed in
this paper. The suggested approach defines a new delay computing measure intern
of mesochronous approach, where the allocated delay is defined interns of required
instruction delay as suggested in a mesochronous operation. The proposed approach,
illustrate that under a constant clock delay of stage operation, and processor switch-
ing, the delay allocable is directly proportional to the delay required to each instruc-
tion operation. In the multicore operation, the instruction delay is derived from the
instruction LUT. The function operation is validated, and the system throughput is
observed to be higher for the esochronous integrated design in multicore operation.
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A Novel Architecture of High-Speed
and Area-Efficient Wallace Tree
Multiplier Using Square Root Carry
Select Adder with Mirror Adder

Yamini Devi Ykuntam and M. Rajan Babu

Abstract Multipliers are important blocks in designing various digital and high-
performance systems, such as processors, signal processing circuits, communication
systems. To design high-performance systems, the multiplier used in them should
be designed efficiently. Among various multiplier designs, Wallace tree multiplier
is fastest in operation. The adder is the main circuit in any multiplier design whose
speed of operation affects the performance of multiplier. Among different adder
topologies, Square root Carry Select Adder (SQRT CSLA) is good in performance
which can be used in the Wallace tree multiplier design as adder block to achieve
high performance. In this proposedmultiplier design, SQRTCSLA block is modified
by replacing Ripple Carry Adder blocks with mirror adder and Binary to Excess-1
Converter (BEC) in order to achieve high performance and less area. Wallace tree
multipliers of 4-bit and 8-bit are designed in Verilog. The proposed multiplier is
functionally verified using Xilinx ISIM simulator and later synthesized using XST
synthesizer inXilinx ISE design suite. The proposed design ofmultiplier is compared
with at presentWallace tree multiplier designs in terms of number of LUTs and delay
(ns).

Keywords Wallace tree multiplier · Ripple carry adder · Square root carry select
adder · Binary to excess one converter · Mirror adder

1 Introduction

Noadays, therewas a lot of advancement in the electronic industry, which requires the
electronic devices to be fast and also smaller in the area. The circuit design with high
speed and small area becomes major concerns for the design of digital circuits which
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are major building blocks of processors [1, 2]. In processor, speed is an important
design requirement. Design of area-efficient and less delay logic systems is the major
extensive areas in VLSI circuit design.

The arithmetic unit is themajor blockof the processorwhose speedof performance
affects the processor speed of operation. The multiplier is the main building block
in the arithmetic unit [3]. There are different types of multiplier architectures in
which Wallace tree multiplier topology is good in the speed of operation [4]. In any
multiplier topology, the first step of the multiplication process is to produce partial
products and add them depending on the topology to generate the final product. The
speed of operation of the multiplication process is determined by the addition stage
performance.

The first stage of multiplication in Wallace tree multiplier architecture is to gen-
erate partial products which are added in later-on stages for getting the final product.
From the previous statement, it is obvious that adder block plays an important role
in the Wallace tree multiplier to achieve a high speed of operation.

In Wallace tree multiplier architecture, half and full adders are used to add partial
products. But carry propagation is slow which is a major negative aspect in this
architecture is. Instead of half and full adders, SQRT CSLA is used [5, 6]. But SQRT
CSLA consumes more area as it consists of dual Ripple Carry Adder (RCA). To
overcome this drawback, Binary to Excess one Converter (BEC) is used in place of
RCA with cin � 1 which reduces the area occupied.

But due to BEC delay is increasing in the SQRT CSLA operation. To reduce the
area without affecting the performance of SQRT CSLA, RCA with Cin � 0 in SQRT
CSLAwith BEC is replacedwith amirror adder [7]. In this paper, aWallace treemul-
tiplier designed using SQRT CSLA with mirror adder is proposed and the proposed
multiplier design is compared with at-present Wallace tree multiplier architectures
in terms of area (number of LUTs) and delay (ns). The multiplier is designed using
AOI (AND-OR-INVERT) logic.

2 Basic Wallace Tree Multiplier

AWallace tree multiplier is very useful hardware design which is used in the digital
circuit for multiplication of two integers. In Wallace tree method, the multiplication
of two input numbers is done by mainly two steps, i.e., in step 1, partial product rows
are generated by using AND gates whereas in step 2 addition process is performed on
these partial products in step-by-step process using half and full adders to generate
the final output.

Figure 1 shows the 4-bit multiplication process in the Wallace tree multiplication
method. Two 4-bit numbers are taken for multiplication. In the first step, each bit
of first input number is multiplied with each bit of second input number to generate
partial products. As 4-bit numbers are considered, partial products are generated in
four rows.
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a3 a2 a1 a0 a3b0  a2b0  a1b0  a0b0

b3 b2 b1 b0 a3b1  a2b1  a1b1  a0b1
a3b2  a2b2  a1b2  a0b2

a3b0  a2b0  a1b0  a0b0
a3b1  a2b1  a1b1  a0b1 a3b2    s3         s2        s1     s0      a0b0

a3b2  a2b2  a1b2  a0b2 c3        c2         c1       c0
a3b3  a2b3  a1b3  a0b3

a3b3     s7     s6     s5    s4   s0    a0b0

c7       c6     c5    c4
a3b3 a2b3 a1b3 a0b3 c10      c9    c8

a3b2 s3 s2 s1 s0 a0b0

c3 c2 c1 c0

a3b3 s7 s6 s5 s4 s0 a0b0 c11  s11   s10    s9   s8    s4   s0     a0b0
 c7   c6           c5 c4 

Step 1 Generation of partial 
products

Step 2.1 Addition of first three rows of 
partial products

Step 2.2 Addition of row 4 partial products 
with step 2.1 result

Step 2.3 Addition of step 2.2 result to 
obtain final product

Fig. 1 Steps involved in Wallace tree multiplication method

In the second step, first, the partial products present in the first three rows are
added using half and full adders. The result of this addition gives two rows in which
the first row consists of sum terms and carry out terms present in the second row.
Next, these two rows are added up with the last row of partial product terms and
again the same pattern output is resulted. Finally, only two rows are left which are
added normally and the resultant is final product output.

The disadvantage of this method to perform the addition of any two bits is that
the carry out of pervious two bit addition is required in the final addition process. So
there is an increase in delay in obtaining the final product output. To overcome this
drawback, half and full adders are replaced by SQRT CSLA for performing addition
operation in the final stage of multiplication.

3 Customized Wallace Tree Multiplier

3.1 Wallace Tree Multiplier with SQRT CSLA

To prevail over the drawback of Wallace tree multiplier, a SQRT CSLA [8] is used in
the last addition process in stage 2 of Wallace tree multiplier. The addition operation
speed is increased due to the usage of SQRT CSLA in the last stage of the multiplier.
But SQRT CSLA consists of two RCA blocks for the addition of similar bits due to
which multiplier area is increased.
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Fig. 2 Mirror adder

carry

sum

a,b,c

a,b,c

3.2 Wallace Tree Multiplier with SQRT CSLA Using BEC

In this multiplier architecture, RCA with Cin � 1 block in SQRT CSLA is replaced
by a BEC block [9–11]. The reason behind is that BEC consists of less number of
gates than the RCA. A XOR gate requires five gates to implement in AOI logic.
A simple full adder requires 13 gates to implement in AOI logic. So, a 4-bit RCA
consists of 52 gates whereas a 4-bit BEC consists of only 18 gates. More than half
of the gates are being reduced due to the usage of BEC. Therefore, the problem with
the increase in area is solved but there is an increase in delay of SQRT CSLA using
BEC operation when compared with normal SQRT CSLA.

4 Wallace Tree Multiplier with SQRT CSLA Using Mirror
Adder

To overcome the drawback ofWallace treemultipliers discussed in previous sections,
new Wallace tree multiplier architecture is proposed. In this new architecture, RCA
block with mirror adder is used in the place of the RCA block with cin � 0. The RCA
block is formed by connecting full adders in a cascade manner. But here the RCA
consists of mirror adders connected in a cascade manner.

There are two reasons to use mirror adder instead of a full adder-

1. Full adder requires 13 gates whereas mirror adder require 10 gates
2. The critical path of full adder consists of six gates, whereas mirror adder critical

path has only four gates.

From the above two reasons, it can be said that the mirror adder is best in both
area and speed. Figure 2 shows the circuit of mirror adder. And 4-bit BEC shown
in Fig. 3 is used in the place of RCA with cin � 1 block. In this way, the area and
delay of the SQRT CSLA is reduced which in turn reduces the area and delay of the
multiplier. A 4-bit Wallace tree multiplier is shown in Fig. 4.

The operation of multiplication is same, i.e., in stage 1 partial products are gener-
ated whereas in stage 2 the generated partial products of stage 1 are added up using
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b3 b2 b1 b0

o3 o2 o1 o0

Fig. 3 4-bit BEC

Partial product generation

Mirror 
adder

Mirror
adder

Half adder Half adder

MUX MUX MUX

Additon of partial products using half and full adders
a3b3     c7           s7       c6           s6        c5                   s5          c4         s4     s0      a0b0

c11 s11 s10 s9 s8 s4 s0 a0b0
Final product output

4-bit BEC

a3  a2  a1 a0 b3 b2 b1 b0

Fig. 4 Wallace tree multiplier using CSLA with mirror adder
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half and full adders initially as explained in Sect. 2. The modification is done in the
final stage of addition in stage 2, i.e., SQRT CSLA with mirror adder is used instead
of half and full adders.

5 Results

All the multiplier architectures are designed for input size of 4-bit and 8-bit using
Verilog HDL and functionally simulated using Isim simulator of Xilinx ISE design
suite 14.2. The simulation results of 8-bit multipliers are shown in Figs. 5, 6, 7 and 8.

Further, these are synthesized using XST synthesizer. From the synthesis result,
area (number of LUTs) and delay (ns) of all multipliers are compared as shown in
Table 1. From Table 1, it is noticeable that the proposed multiplier, i.e., Wallace tree

Fig. 5 Simulation result of 8-bit Wallace tree multiplier

Fig. 6 Simulation result of 8-bit Wallace tree multiplier using SQRT CSLA
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Fig. 7 Simulation result of 8-bit Wallace tree multiplier using SQRT CSLA with BEC

Fig. 8 Simulation result of 8-bit Wallace tree multiplier using SQRT CSLA with mirror adder

multiplier using SQRT CSLA with mirror adder is occupying less number of LUTs
and delay is also less than other three multipliers.

6 Conclusion

A Wallace tree multiplier using SQRT CSLA with mirror adder is designed in this
paper. A straightforward method is used to modify the Wallace tree multiplier archi-
tecture, i.e., to use mirror adders as a replacement for of full adders in RCA with cin
� 0 block and BEC in the place of RCA with cin � 1 block. Mirror adder has the
advantage of less number of gates and low delay compared to full adder and also BEC
has less number of gates. With the combination of mirror adder and BEC circuits,
an area-efficient and less delay Wallace tree multiplier architecture is designed in
this paper. Table 1 in the results section clearly states that the designed multiplier in
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Table 1 Area and delay comparison in between the proposed multiplier and other three Wallace
multipliers

Word size Multiplier Area (number of LUTS) Delay (ns)

4-bit Wallace tree multiplier 26 4.33

Wallace tree multiplier using
SQRT CSLA

27 3.03

Wallace tree multiplier using
SQRT CSLA with BEC

24 3.95

Wallace tree multiplier using
SQRT CSLA with mirror adder

19 2.94

8-bit Wallace tree multiplier 111 8.51

Wallace tree multiplier using
SQRT CSLA

114 6.55

Wallace tree multiplier using
SQRT CSLA with BEC

110 6.78

Wallace tree multiplier using
SQRT CSLA with mirror adder

104 5.10

this paper is occupying less number of LUTs also it has less delay. Therefore, this
multiplier design can be used in processors and digital circuits where less area and
high speed is prominent.
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Design of a Highly Reliable
and Reconfigurable Pulsed Latch
Circuits

B. Keerthi and K. Ragini

Abstract Pulsed latches are the most important storage elements used in many
VLSI circuits, due to their low area and power consumption. The pulsed latch cir-
cuit consists of a pulse generation circuit, which generates a pulsed clock signal
and is given to its corresponding latches. Among different latches namely Modified
Hybrid Pulsed Latch (MHLFF), Transmission Gate Pulsed Latch (TGPL), and Static
Differential Pulsed Latch (SSASPL), the SSASPL has low power and delay and is
used in all designs. The traditional pulse generation circuit used for the generation
of the pulsed clock signal does not work well under different process, voltage and
temperature (PVT) variations, so the reliability level is very less for these circuits.
To enhance the reliability, two novel design approaches namely Header switch based
pulsed latch (PL_SW) and MUX-based pulsed latch (PL_MUX) are designed and
compared with the traditional pulsed latch in TANNER EDA tool using 180 nm
technology.

Keywords Pulsed latches · Flip-flops · PVT variations · Low power

1 Introduction

Flip-flops and pulsed latches are the most considerable storage elements used in
many VLSI [1] designs. Nowadays, VLSI designs mostly tend to use pulsed latches
due to their less timing overhead, low power, and area consumption. The Master
Slave Flip-Flop (MSFF) [2, 3] which uses two latches driven by the opposite clock
pulse is replaced with pulsed latch circuits which consists of one latch driven by the
pulsed clock signal generated by the pulse generation circuit called as pulser circuit.
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One drawback with pulsed latch [4] design is that, the traditional pulser circuit does
not work well under different process, voltage, and temperature variations. If scaled
down voltage is given to the traditional pulser circuit, the pulse becomes too short, so
the pulse-width is not sufficient to store the data into the latch. If the pulse is too long,
then the latch transparency increases which in turn increases the timing overhead.
So at different voltages, the pulser circuit does not work well. Similarly at different
temperatures also, the pulser circuit does not work well.

In this article, we are presenting the two novel design approaches namely header
switch based pulser circuit and MUX-based pulser circuit which works well under
different process, voltage, and temperature variations when compared with the tra-
ditional pulser circuit and gains high-reliability level. The reliability level can be
judged using the probability of write failure level. The paper is organized as follows,
Sect. 2 discusses about different pulsed latch circuit. Section 3 describes about tra-
ditional pulse generation circuit. Section 4 gives the detail analysis about the two
novel design approaches namely header switch-based and MUX-based pulsed latch
circuits. Section 5 gives the conclusion.

2 Different Pulsed Latch Circuits

Sudha Kousalya and G. V. R. Sagar have proposed Modified Hybrid Latch Flip-
Flop (MHLFF) [5, 6]. The MHLFF has a small discharge path by only through
two transistors (N2-N3). The power consumption of the MHLFF is obtained as
175.23 µW and the delay is obtained as 52 ns. Wael M. Elsharkasy has proposed
Transmission Gate Pulsed Latch (TGPL) [7] shown in Fig. 2. The pass transistor
logic used in the MHLFF does not provide full swing due to its circuit behavior, so
it is replaced by the transmission gate in the TGPL. The power consumption of the
TGPL is obtained as 4 µW and delay as 57 ns. The delay is little high in the case of
TGPL, when compared with the MHLFF is due to its high clock load (Fig. 1).

Byung Do Yang has proposed Static Differential Sense Amplifier Shared Pulsed
Latch (SSASPL) [8] shown in Fig. 3. The drawback of both MHLFF and TGPL
circuits is that, they have high delay due to its large discharge path and high clock
load. These drawbacks can be overcome using Static Differential Sense Amplifier
Shared Pulsed Latch with very low power consumption. The SSASPL circuit is
designed with less transistor count and also with simple pulse generation circuit.
The power consumption for SSASPL is obtained as 1.98 µW and delay as 51 ns.
The power consumption, area, and delay are very much reduced when compared
with the other pulsed latch circuits like MHLFF and TGPL. So this SSASPL [9] is
used in traditional and two novel pulse generation circuits.
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Fig. 1 MHLFF

Fig. 2 TGPL
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Fig. 3 SSASPL

3 Traditional Pulse Generation Circuit

As shown in Fig. 4, the traditional pulse generation circuit [7] consists of the delay
unit, NOT gate, AND gate and a buffer. When the clock pulse is delayed by some
unit and inverted, the pulsed clock signal is obtained which is shown in Fig. 5.
By using this pulser circuit the clock power very much reduced thereby reducing
the overall power consumption. And this pulser circuit is embedded into the Static
Differential SenseAmplifier Shared PulsedLatch (SSASPL)which is the best-pulsed
latch amongdifferent pulsed latches andusing this pulsed latch the16-bit shift register
is implemented and the probability of write failure is calculated for different voltages
and temperatures.
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Fig. 4 Traditional pulse generation circuit

Fig. 5 Simulation waveform of traditional pulser

4 Header Switch Based Pulsed Latch (PL_SW) and MUX
Based Pulsed Latch (PL_MUX)

4.1 Header Switch Based Pulsed Latch

The header switch-based pulser circuit [7] which works well under different process,
voltage, and temperature variations are shown in Fig. 6, uses header PMOS switch
which is controlled by the CTRL signal and is given only to the delay unit. We can
also use a separate control signal (CTRL) for different PMOS switches. This header
switch uses virtual supply voltage which is driven from the main supply voltage. So
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Fig. 6 Header switch based pulsed latch (PL_SW)

using this header switch, the pulse-width of the pulse generation circuit is controlled.
This header switch based pulser circuit is similar to themost popular technique called
power gating technique.

The CTRL signal used in the header switch based pulser design and MUX-based
pulser design structure are same. TheCTRL signal ismainly used to control the pulse-
width which is required for different voltages. This CTRL signal structure includes
three stages namely voltage divider, pseudo-NMOS inverter, and regular CMOS
inverters. The header switch based pulser which generates pulsed clock signal, is
given to the Static Differential Sense Amplifier Shared Pulsed Latch (SSASPL),
which is the best pulsed latch when compared with the MHLFF and TGPL in terms
of power and delay. Using this header switch based pulsed latch, the 16-bit shift
register is implemented similar to that of the traditional pulsed latch circuit. And
also the probability of write failure is calculated for this header switch based pulsed
latch and compared with the 16-bit shift register using traditional pulsed latch.

4.2 MUX-Based Pulsed Latch

The MUX-based pulser circuit is another design which is reconfigured using multi-
plexer to decrease the probability of failures at lower supply voltages and enhances
the reliability of the pulse generation circuit. The CTRL signal which is used in the
header-based pulser circuit is also used in MUX-based pulser circuit given as the
selection line for the multiplexer and also different delays are given as inputs to the
multiplexer. So based on the CTRL signal, the delay unit is selected and given to
the other logic gates and pulsed clock signal is obtained at the output with different
pulse-widths at different voltages. Using this MUX-based pulsed latch, the 16-bit
shift register is implemented similar to that of the traditional pulsed latch circuit. And
also the probability of write failure is calculated for this MUX based pulsed latch
and compared with the 16-bit shift register using traditional pulsed latch (Fig. 7).



Design of a Highly Reliable and Reconfigurable Pulsed Latch … 333

Fig. 7 MUX-based pulsed latch

4.3 Probability of Write Failure Calculation

The probability of write failure indicates the reliability of the particular circuit. If
the probability of write failure is less than the target value (1 × 10−8), then the
circuit is highly reliable. The probability of write failure (PWF) for different register
implementations using different pulser circuits is calculated as the probability of
pulse-width (PW) smaller than the maximum latch write time (Twr-max). The Twr-max

is calculated as the sum of mean of the distribution and standard deviation (Twr-max

� μwr + 6σwr). The PWF is calculated as

PWF � P(PW < Twr-max) ∗ P(Twr > Twr-max) (1)

From Table 1, it has been shown that the traditional pulser-based shift register under-
goes a large number of failures since the values are greater than the target value at
scaled down voltage of 0.7 V and the header switch and MUX-based shift registers
does not undergo any failures at scaled down voltages. At nominal supply voltage,
i.e., 1.05 V, the traditional pulser based shift register, header switch based shift regis-
ter and MUX-based shift register does not undergo any failures. At different voltage

Table 1 Probability of write failures of different register implementations

T (°C) Vdd � 1.05 V Vdd � 0.7 V

Traditional
PL_register

PL_SW
register

PL_MUX
register

Traditional
PL_register

PL_SW
register

PL_MUX
register

125 0.9 × 10−9 7 × 10−10 7 × 10−10 0.7 × 10−7 3.1 × 10−9 1.1 ×
10−10

25 6 × 10−9 7.9 ×
10−10

11 × 10−9 2.2 × 10−7 3.9 × 10−9 1.1 × 10−9

−40 3 × 10−9 2 × 10−9 6 × 10−9 3.6 × 10−7 3.7 × 10−9 0.6 × 10−9
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scaling levels and temperature levels, the two novel design pulse generation circuits
based shift registers do not undergo any failures, so they are highly reliable circuits.

5 Conclusion

The different pulsed latches like MHLFF, TGPL, and SSASPL are compared based
on power and delay and choose the best pulsed latch namely SSASPL. The traditional
pulser circuit is embedded into the SSASPL and 16-bit shift register is implemented
using this and the probability ofwrite failure is calculated for this circuit and similarly
both 16-bit shift register using header switch-based pulsed latch and MUX-based
pulser are implemented and calculated the probability of failure level and compared
with the target value. And later the three shift registers are compared with each other
and concluded that the header switch based 16-bit shift register and MUX-based
shift register works well under different voltage and temperature variations with
less probability of failure level and high level of reliability level. So the two novel
approaches are the highly reliable pulse generation circuits.
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Design of a Novel High-Speed-
and Energy-Efficient 32-Bit Carry-Skip
Adder

B. Sanjana and K. Ragini

Abstract In this paper, different 32-bit carry-skip adders, i.e., Fixed Stage Size-
Conventional carry-skip adder (FSS-ConvCSKA),Variable StageSize-Conventional
carry-skip adder (VSS-ConvCSKA), Fixed Stage Size-Concatenation and Incremen-
tation carry-skip adder (FSS-CI CSKA) and Variable Stage Size-Concatenation and
Incrementation carry-skip adder (VSS-CI CSKA) are designed and compared in
terms of power, energy, critical path delay, power-delay product, and energy-delay
product using 45 nm static CMOS technology for different range of supply voltages,
i.e., 0.7v, 0.9v, 1.1v. The results that are obtained using tanner EDAsimulations reveal
that the Concatenation and Incrementation carry-skip adder with fixed and variable
stage size has 51 and 49% improvement in the critical path delay and energy, com-
pared with those of fixed stage size-conventional carry-skip adder and Variable Stage
Size-Conventional carry-skip adder.

Keywords Carry-skip adder (CSKA) · FSS-Conv CSKA · VSS-Conv CSKA ·
FSS-CI CSKA · VSS-CI CSKA

1 Introduction

Adders are one of the building blocks of arithmetic and logic unit. By increasing
the speed of the adders, the overall performance of the arithmetic and logic unit
increases. An adder is an elementary unit of microprocessors and it is used in ALU,
floating-point unit, memory address generation unit, etc. There are different types of
adders like ripple carry adder (RCA), carry select adder (CSLA), carry look ahead
adder (CLA), carry-skip adder (CSKA). Among these different adders, carry-skip
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adder is one of the most efficient adders with less delay and energy consumption.
In this article, the carry-skip adders are designed using different implementation
schemes, i.e., concatenation and incrementation and different stage sizes, i.e., Fixed
Stage Size (FSS) and Variable Stage Size (VSS).

The paper is organized as follows, Sect. 2 explains about 32-bit conventional
carry-skip adder designs, while Sect. 3 describes the 32-bit Concatenation and Incre-
mentation carry-skip adder designs. Section 4 illustrates about power, critical path
delay, power-delay product, energy and energy-delay product of FSS-Conv CSKA,
VSS-Conv CSKA, FSS-CI CSKA, and VSS-CI CSKA and Sect. 5 is about conclu-
sion.

2 32-Bit Conventional Carry-Skip Adder Circuits

2.1 32-Bit Conventional Carry-Skip Adder

The 32-bit conventional carry-skip adder [1] consists of RCA blocks [2–5], logics
gates, and multiplexers as shown in Fig. 1. Each RCA block has a chain of full adders
which generates sum and carry outputs. The inputs from 2-bit numbers are given to
XOR gates which produce propagated signals P1 � A1 ⊕ B1 and so on, where P1 is
the propagation signal. The output from the propagated signal is given to the MUX
as selection line. The skip logic is performed using logic gates and multiplexers.
The carry output and carry input at each stage of the RCA are given as inputs to the
multiplexer. Based on the selection line, the MUX output is produced. The output
from the MUX is given as carry input to the next stage and the same process is
repeated up to 32-bits. The 32-bit Conventional CSKA and 32-bit Concatenation
and incrementation CSKA systems can be implemented using two-stage sizes

1. Fixed stage size
2. Variable stage size

Fig. 1 32-bit conventional carry-skip adder
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2.1.1 32-Bit Fixed Stage Size-Conventional Carry-Skip Adder

The 32-bit Fixed Stage Size-Conventional Carry-SkipAdder consists of RCAblocks,
multiplexers, and logic gates in each stage. The stage sizes are fixed in FSS-Conv
CSKA. Each RCA has four cascaded FA’s which generates sum and carry outputs.
The summation of A1 and B1 gives the propagation signal and so on. The skip
operation is performed using the multiplexer and the logic gates in each stage. The
propagated signals are given to multiplexer as the selection line and the inputs of the
multiplexer are the carry in and carry out of the RCA. The output from the MUX is
given as carry input to the next stage and the same process is repeated up to 32-bits.
The critical path delay for FSS-Conv CSKA is given by Eq. 1 (Fig. 2).

TD � [M × TCARRY] +

[(
N

M
− 1

)
× TMUX

]
+ [(M − 1) × TCARRY + TSUM] (1)

Here M is the FA’s of each stage and is calculated by (0.5Nα)1/2(α �
TMUX/TCARRY), i.e., 4,N is the total no. of bits, i.e., 32 bits andQ� (N /M), i.e., eight
stages. TCARRY and TSUM are the delays of sum and carry produced by the RCA’s,
TMUX is the delay of MUX output.

2.1.2 32-Bit Variable Stage Size-Conventional Carry-Skip Adder

The 32-bit Variable Stage Size-Conventional Carry-Skip Adder [6] consists of RCA
blocks, multiplexers, and logic gates in each stage. Since it is variable stage size, the
RCA blocks are designed using different sizes. The stage size of VSS-Conv CSKA
is {1,1,1,2,2,2,3,3,4,3,3,2,2,1,1,1}. Each RCA has {1,1,1,2,2,2,3,3,4,3,3,2,2,1,1,1}
cascaded FA’s which generates sum and carry outputs and the skip operation is
performed using the multiplexer and the gates in each stage. The summation of A1

and B1 gives the propagation signal and so on. The propagated signals are given
to multiplexer as the selection line and the input of the multiplexer is the carry in
and carry out of the RCA. The output from the MUX is given as carry input to the
next stage and the same process is repeated up to 32-bits. The critical path delay for
VSS-Conv CSKA is given by Eq. 2 (Fig. 3).

Fig. 2 32-bit fixed stage size-conventional carry-skip adder
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Fig. 3 32-bit variable stage size-conventional carry-skip adder

TD,opt �
(
2
[α

2

]
− 1

)
TCARRY +

(
2

√
N

α
− 1

)
TMUX + TSUM, (2)

where

α � TSKIP/TCARRY

where TCARRY and TSUM are the delays of the sum and carry produced by the RCA’s,
TMUX is the delay of MUX output, where TMUX is replaced with TSKIP and N is the
total number of bits. Disadvantages of 32-bit conventional carry-skip adder circuits:
Due to the increase of gates in conventional carry-skip adder, the delay increases and
thereby the speed of the circuit decreases.

3 32-Bit Concatenation and Incrementation Carry-Skip
Adder Circuits

3.1 32-Bit Concatenation and Incrementation Carry-Skip
Adder

The 32-bit concatenation and incrementation of carry-skip adder [1] are shown in
Fig. 4, where AND-OR-Inverter (AOI) and OR-AND-Inverter (OAI) gates are used
as skip logic instead of 2:1 multiplexer because these gates have a lower delay when
compared with the 2:1 multiplexer. The first stage has only one RCA block and
the remaining stages, i.e., from 2 to 7 have RCA blocks and incrementation block
with skip logics. The incrementation block is shown in Fig. 5, which contains a
chain of half adders, where the inputs to the incrementation block are taken from
the intermediate results of the RCA and the previous RCA carry. The output of the
incrementation block produces sum outputs. The inputs of the skip logics contain
the intermediate results produced by the RCA, the carry out of the present RCA and
the carry out of the previous RCA and the same process is repeated up to 32-bits.
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Fig. 4 32-bit concatenation and incrementation carry-skip adder

Fig. 5 Incrementation block

3.1.1 32-Bit Fixed Stage Size-Concatenation and Incrementation
Carry-Skip Adder

The 32-bit Fixed Stage Size-concatenation and incrementation Carry-Skip Adder
consists of RCA blocks, skip logics, and incrementation blocks in each stage. The
stage sizes are equal in FSS-CICSKA. EachRCAhas four cascaded FA’s and the skip
operation is performed using AOI (AND-OR-Inverter) and OAI (OR-AND-Inverter)
gates. The inputs of the skip logics contain the intermediate results produced by the
RCA’s, the carry out of the present RCA and the carry out of the previous RCA and
the same process is repeated up to 32-bits. For FSS-CI CSKA, the critical path delay
is given by Eq. 3 (Fig. 6).

Fig. 6 32-bit fixed stage size-concatenation and incrementation carry-skip adder
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TD�[M1TCARRY] + [(Q − 2)(TOAI + TOAI/2)] +
[
(MQ−1)TAND + TXOR

]
, (3)

where

M �
√
N (TAOI + TOAI)√

2(TCARRY + TAND)
,

where M is the number of full adders in each stage, Q is the total number of stages,
N is the total number of bits, TCARRY is the delays of carry produced by the RCA’s,
TAOI and TOAI are the delays of AND-OR-Inverter and OR-AND Inverter logics and
TAND and TXOR are the delays of AND and XOR gates of incremention block.

3.1.2 32-Bit Variable Stage Size-Concatenation and Incrementation
Carry-Skip Adder

The 32-bit Variable Stage Size-concatenation and incrementation Carry-Skip Adder
consists of RCA blocks, skip logics, and incrementation blocks in each stage. Since
it is variable stage size, the RCA blocks are designed using different sizes (Fig. 7).

The stage sizes of the VSS-CI CSKA is {1,1,1,2,2,3,3,4,5,4,3,2,1}. Each RCA
has {1,1,1,2,2,3,3,4,5,4,3,2,1} cascaded FA’s and the skip operation is performed
using AOI (AND-OR-Inverter) and OAI (OR-AND-Inverter) gates. The inputs of
the skip logics contain the intermediate results produced by the RCA’s, the carry out
of the present RCA and the carry out of the previous RCA and the same process is
repeated up to 32-bits. For FSS-CI CSKA, the critical path delay is given by Eq. 4.

TD,opt �
(
2
[α

2

]
− 1

)
TCARRY +

(
2
√N

α
− 1

)
TSKIP + TSUM, (4)

where α � (TAOI + TOAI)/(2 × TCARRY), N is the total number of bits, TCARRY and
TSUM are the delays of sum and carry produced by the RCA’s, TSKIP is the delay

Fig. 7 32-bit variable stage size-concatenation and incrementation carry-skip adder
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of Skip output, TAOI and TOAI are the delays of AND-OR-Inverter and OR-AND
Inverter logics.

4 Results and Discussion

Figure 8 shows the critical path delay versus different supply voltages. From Fig. 8,
the VSS-CI CSKA has less delay compared with other structure and the delay of the
CI CSKA is reduced to 51% in case of FSS and 55% in case of VSS when compared
with the FSS-Conv CSKA and VSS-Conv CSKA. The power versus different supply
voltages is shown in Fig. 9. From Fig. 9, the power of the VSS-CI CSKA has slightly
increased when compared with other structure due to the increase of stages. The
PDP versus different supply voltages is shown in Fig. 10. From Fig. 10, the VSS-CI
CSKA has less PDP when compared with FSS-Conv CSKA and VSS-Conv CSKA,
FSS-CI CSKA structure. Figure 11 shows the EDP versus different supply voltages.
From Fig. 11, the VSS-CI CSKA has less EDP when compared with FSS-Conv
CSKA and VSS-Conv CSKA, FSS-CI CSKA. The EDP of the FSS-CI CSKA and
VSS-CI CSKA is ~75–80% less compared with the FSS-Conv CSKA andVSS-Conv

Fig. 8 Critical path delay
versus the supply voltages

Fig. 9 Power versus the
supply voltages
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Fig. 10 PDP versus the supply voltages

Fig. 11 EDP versus the supply voltages

Fig. 12 Energy versus delay
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CSKA. Figure 12 shows the energy versus delay. From Fig. 12, the VSS-CI CSKA
has less energy compared with FSS-CI CSKA, FSS-Conv CSKA, and VSS-Conv
CSKA techniques.

5 Conclusion

The FSS-Conv CSKA, VSS-Conv CSKA, FSS-CI CSKA, and VSS-CI CSKA are
designed. These designs are simulated using tanner EDA software with 45 nm tech-
nology and the length of the PMOS andNMOS transistor are 0.045u, width of PMOS
and NMOS are 0.24u and 0.12u. The FSS-CI CSKA and VSS-CI CSKA techniques
have less critical path delay, energy, PDP, and EDP when compared with the FSS-
Conv CSKA and VSS-Conv CSKA techniques. The FSS-CI CSKA and VSS-CI
CSKA have ~51 and ~49% less critical path delay and energy, compared with those
of the FSS-Conv CSKA, VSS-Conv CSKA.
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Reduction of Coupling Transition
by Using Multiple Encoding Technique
in Data Bus and Its Power Analysis

V. Shavali, G. M. Sreerama Reddy and P. Ramana Reddy

Abstract In Deep submicron technology the on chip and off chip buses plays an
Important Role in the total amount of power consumed by chip and embedded chip
memory. The capacitance plays significant role in the power analysis and maximum
amount of power is utilized by chip of capacitance and less power is utilized by the
devices. So the power has to be Reduced this can be done by encoding technique
which in turn reduces switching activities. There are so many techniques to reduce
energy consumption. In this paper a new encoding scheme which saves power. That
reduce data bus energy consumption. This method produce an energy saving method
based on Similar values and multi-coding which can further reduce on-chip data bus.
In this results of simulation are reduce the ratio of Switching Activity (SA) on data
bus lines, maximum ratio of Energy saving (ES) and the average ratio with toggle
state Bus values.

Keywords Switching values · Similar · Multiple values

1 Introduction

The power consumption plays significant role in the design of Integrated circuits. The
methods like scaling, Interconnections reduces the powerwhen the circuits is LSI But
for the component level it is better to use encoding techniques. Hence power is saved
by using encoding techniques. There are many techniques like Invert method, even
method, odd Method. Even and odd method, half width method but these method
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does not deals with dynamic power and with self switching activities [1–5]. So
the proposed method is used. This method is also used for memory based circuit
design where the data can be stored, deleted and manipulated the values against the
other Values. Energy consumption has on-chip multi-core circuits. Basically cache
has two conditions. They are (1) True: It means hit the data (it can be stored). (2)
False: It means fails the data (it cannot be stored). Its area and power consumption
for on-chip bus. SVE (similar value encoding) has data bus energy saving. We may
implement new technology is FV-MSB. SVE has perform single-core frequent value,
SV-MSB has perform multi-core frequent value cache. It has not sufficient energy
consumption. New technique may introduce new technology HFVCMC for exactly
energy consumption.

2 Research Work (Existing)

In Adaptive bus encoding scheme may compress the data. We may loss the bits
and coupling capacitance will reduce. Energy saving technique has different types.
They are (1) Physical: Its modifies the layer. (2) Shield: It is a dummy layer. (3)
Repeater: It has multiple time data transmission. (4) DVS: Its reduces the voltage.
We may Introduce new technique is data link level and It has SA is reduced and Data
transmission is fast for chip area increase. It has two categories. (1) Lower self SA (2)
Inverting encoding technique reduce the SA. It has easy dynamic energy consumption
are odd/even/Gray code encoding techniques. Energy consumption may reduce for
odd number is 111 and even is 1111. If it is odd we can add (or) remove 1 and If it is
even we can add (or) remove 1 Its drawback is extra control lines and also complexity
of circuit is increase.

3 Energy Model (Proposed)

(a) Single-core and multi-core platform

Its L1 has 32 KB size where L1 � I1 and D1 and has 4-way set associative first
data (D1) and first instruction (I1) cache. Second level (L2) shared cache with size
(Figs. 1 and 2).

Its L1 has 32 KB size and L2 has 1MB size. Five FVMC (Frequent value multiple
code) modules-one at each of cores and one at L2 end. Each of private L1 split cache
is write-through with a store buffer. The shared L2 cache is write-back and maintains
inclusionwith respect toL1 cache. Inmulti-core has cores andL2 cache are connected
bybus. Its coupling capacitance of energy consumptionwill be increase for bit storage
purpose.
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Fig. 1 Single-core plat platform

Fig. 2 Multicore platform

Fig. 3 Capacitance in DSM
model

(b) Energy model platform

ca has coupling capacitance between adjacent lines and Cb has self capacitance.
The coupling factor is defined as the ratio of coupling capacitance and self capacitance
(Fig. 3).

K � Ca/Cb
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Table 1 The values of i, i + 1 for state of capacitance

Y(i,i+1), j Data line i at a time i to i + 1

Data line i + 1 at a time j to j + 1 0 → 0 0 → 1 1 → 0 1 → 1

0 → 0 0 1 0 0

0 → 1 1 0 2 0

1 → 0 0 2 0 1

1 → 1 0 0 1 0

K is high when technology shrinks and it will become larger in future. K is 0 only
in self-capacitance for traditional buses. K is about 5 for easy to calculate SA makes
the bus line discharge and recharge between 0 and 1.

p � ps + pi (1)

where p—Power consumption, ps—Power consumption of self-SA, pi—Power con-
sumption of coupling capacitance

PS � CL ∗ V 2
DD ∗

n∑

i�1

t−1∑

j�1

XI, j (2)

PI � CI ∗ V 2
DD ∗

n−1∑

i�0

t−1∑

j�0

(Y )(i,i+1), j (3)

Put X � ∑n
i�1

∑t−1
j�1 XI, j and

Y � ∑n−1
i�0

∑t−1
j�0(Y )(i,i+1), j into (2) and (3) Respectively to (1)

P is given by

P � (X ∗ CL + Y ∗ CI) ∗ V 2DD (4)

Put K � CI/CL into (4) we can get

P � (X + K ∗ Y ) ∗ CI ∗ V 2DD (5)

For simplicity we denote Eenc is the total SA distance and Eenc is given by

Eenc � X + K ∗ Y (6)

From (5) and (6), to obtained a minimum value of P, to make the value of Eenc

minimum (Table 1).
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The method reduces number of bus SA for data transfer by HFVC at each side
with frequent values and using MC with other values. When value needs to transfer
over bus, the first checkwhether it is HFVC of sender. If it is, only index value instead
of actual value is transmitted and number of active lines is reduced. For non-frequent
value and loader bits of partial frequent values, which were not stored in cache. We
introduce MC-module to further reduce SA and energy consumption may decrease.

4 Design Approach Encoding

There are HFVC compress FVC and FHBC-FVC stands for frequent value cache
and FHBC stands for frequent higher bit cache. HFVC has same bit-width which
maximum 32-bit value requires a 32-bit mask and m-bit value requires m-bit mask.
In encoding scheme performs odd inverting, even inverting, inverting and we can do
this data transmission. Its SA and power may reduce.

4.1 Encoder

FHBC discuss two types. They are (1) indication line and (2) Select size of m. (1)
Indication line: It use one bit line to indicate sending value is frequent (or) non-
request value. Signal is 1 then sending value is frequent value stored in FVC or
FHBC. Signal is 0 indicate an non-frequent value. We should not add an extra line
to indicate a frequent value coming from FVC or FHBC. (2) Select size of m: m-bit
brings large number of hits in FHBC. Large number of hits need not necessarily
imply a large reduction in SA. If m is large, the hit rate will decrease but effect of hit
on SA reduction will increases.

A. Encoder:

HFVC has to follow the four rules. They are (1) A hit only in FVC: It will sent
actual value to selector. (2)A hit in SVC and HFVC at same time: SVC has higher
priority and SVC will sent actual value to selector and reduce SA. (3) A hit only
in HFVC: Higher order bit in HFVC is sent to OR gate and lower order bit sent
to encoder. (4) A miss in SVC and HFVC: value sent in directly entered encoder.
Encoder calls Algorithm to select encoding scheme and produce encoded value and
coding number. The encoder value is sent to following selector and coding number
is sent to receiver (Fig. 4).

Algorithm

(1) Initialize the value of n, where n is the length of Bus and the Data is assigned
(2) Divide the length into two parts and find out Same occurrence value and High
frequently occurs value (3) The same occurrence value is transmitted into the Bus
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Fig. 4 Basic level encoder

Fig. 5 Basic level decoder

(4) For the high occurrence value divide the length into two parts as even and odd
position and is passed into the encoder (5) find out the coupling transitions of even
positions and odd positions (6) If odd position is greater invert odd position, if even
is greater invert even number of bits. If both odd and even are greater send data as it
is. Invert all the bits if high frequently value is greater than half of the length of bus
(Fig. 5).

B. Decoder:

5 Evaluation

In this FVC store one frequent value (F1), FVC store four frequent value (F4), Multi-
codingwith four encoding scheme (MC). It uses combination of F1 andMC (F1MC),
combination of F4 and MC (F4MC), FV-MSB method (MSB) and HFVCMCwhere



Reduction of Coupling Transition by Using Multiple … 351

Table 2 Comparison table

Constrains Existing method Proposed method

Registers 20,433 20,383

FlipFlop 20,433 20,383

Bels 44,401 54,554

Latches 20,433 20,383

Clock buffers 3 3

IO buffers 95 95

I buffers 63 63

O buffers 32 32

Table 3 Comparison of power analysis of single core and multicore

Constrains Single
core

Multi
core

Single
core

Multi
core

Single
core

Multi
core

Single
core

Multi
core

50 MHz 100 MHz 200 MHz 300 MHz

Delay report (ns) 3.377 3.362 3.377 3.362 3.377 3.362 3.377 3.362

Power report (mW) 0.749 0.855 0.948 1.161 1.347 1.774 1.747 2.389

Energy
consumption

2.529 2.874 3.201 3.903 4.548 5.964 5.899 8.031

FVC and FHBC store four values of HFVCMCMany of these parameters have been
varied to study their efficiency on total SA reduction.

Parameters and Comparisons of Existing and proposed Method

Power Analysis:

Table 2 shows that the proposed method uses Less number of constrains when com-
pared to Existingmethod as a Result Less amount of power is consumed andmemory
is alsoSaved.Literature survey andReference [6–9]Gives the some Important param-
eters of Encoder and decoder circuitry for large and complex circuit. The Results
were simulated and work was Good But we simulated the work for Small circuits and
Focused onminute parameters where power is wasted and not utilized. And we focus
the Existing result based on fraction of wastage power. In Table 3 we focus on Delay
Report and Power Report which gives power or Energy consumption with Reference
papers like [8, 10–19] Gives Delay and [6, 8, 9, 20] Gives power Report In This work
we Represent Power and Delay Based on Different Freuency. The Existing Report is
Based on Internal parameters and fraction of wastage of power which is not Discuss
on Reference papers.

Wave Forms:
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6 Conclusions

In this Work Transitions count for the Data has Reduced such that it consumes
less power. We Analyze the power with Different Frequency The analysis param-
eter like Delay Report Decreases with increasing frequency and the Power is also
Decreases with increasing frequency. The Internal parameters are also in small quan-
tity which is shown in Table 2 Hence Automatically power utilization will decrease.
The energy utilization is High as the Frequency increases thus energy consumption
value increases as frequency increases which indicates that maximum power is uti-
lized with out any External disturbance like heat, light, wiring, Vibrations, and Bulk
interconnections.
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Low-Power and High-Speed
Configurable Arithmetic and Logic Unit

Naveen Kumar Kabra and Zuber M. Patel

Abstract Low power and high speed are critical design issues in the field of micro-
processor design. Arithmetic and logic unit (ALU) is one of themost power and delay
consuming elements of microprocessor. Conventional approach to design an ALU of
microprocessor uses two different units to perform arithmetic and logical operation,
respectively. Arithmetic unit is designed with adders while logical unit with logic
gates. Adders are selected as per the application requirement based on VLSI matri-
ces. In this paper, we present configurable ALU that improves performance in terms
of speed and power. To achieve the objective, configurable ALU uses two adders to
perform the same task. We also present a method to increase the number of logical
operations. In the proposed design, eight arithmetic and eight logical operations are
performed with 4-bit binary data. The proposed design is verified using Xilinx ISE
14.7 design suite and synthesized by genus synthesis solution of cadence at GDPK-
45 nm technology. The proposed work offers saving up to 21.196%, up to 20.312%,
and up to 6.288% in power, area, and delay, respectively.

Keywords Configurable ALU · Low power · High speed · CLA · RCA ·
Multiplexer

1 Introduction

An arithmetic and logic unit is combinational functional logic unit, which mainly
consist of a multiplexers, adders, and logic gates [1]. Multiplexers are used to select a
specific arithmetic and logic operation using select lines. Adders are used to perform
arithmetic operations while logical operations are performed by logic gates.

In conventional approach of ALU design, two multiplexers is used, one for selec-
tion of arithmetic and other for logical operation. Configurable ALU based on con-
ventional approach takes more area and power. In our design, we propose an archi-
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Fig. 1 a Block diagram representation of basic ALU architecture, b logical diagram representation
of conventional ALU architecture [2]

tecture which uses single unit to perform the same and significantly improved all
above VLSI matrices.

Furthermore, the paper is arranged as follows: the short review over basic ALU
architecture along with conventional ALU architecture proposed in [2] is presented
in Sect. 2. The proposed ALU architecture is presented in Sect. 3. The implementa-
tion analysis and result verifying the effectiveness of the proposed architecture are
presented in Sect. 4. Finally, the paper is concluded in Sect. 5.

2 Basic ALU Architecture

Figure 1a shows block diagram representation of the basic design of ALU which
consist of three multiplexers. It performs four arithmetic and four logical operations.
First and second multiplexer is used to select any one of the arithmetic and logical
operations with the help of select line S1–S0, respectively, while the third multiplexer
selects the type of operation to be performed with the help of select line S2.

To avoid the use of two different logic units, an idea was presented in [2] to
perform logical operation with the help of arithmetic unit. It is done by inhabiting
all input carries into the full adder circuits of parallel adder [2]. To realize logical
operation with help of arithmetic unit, select line S2 is ANDed with carry generated
by each stage of adder as shown in Fig. 1b.

To perform ALU operation either ripple carry adder (RCA) or carry-lookahead
adder (CLA) is used as per requirement of the application. If speed is a constrain,
then CLA is preferred while for area and power, RCA is used [3–6].
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3 Proposed Configurable ALU Architecture

To process different signals in microprocessor and embedded systems, variety of
efficient algorithms such as FFT and FIR has been developed. These algorithms
are complex and characterized by data-intensive computation. For implementing all
such applications, two approaches are used: software running on a general-purpose
processor (GPP) and hardware in the form of application-specific integrated cir-
cuit (ASIC) [7]. General purpose processor is flexible enough to support the simple
application with high performance but it is not capable to handle complexity of the
application while ASIC approach can optimize the implementation in terms of power
and performance but it becomes application dependent. Its direct architecture–algo-
rithm mapping restricts the range and flexibility of applicability. Thus, numerous
applications are developed such as Remarc [8], MorphoSys [9], and configurable
multiplier for adaptive computing system [10] have advantages of both approaches.
In spite of the above advantages, the deployment of such applications is prohibitive
due to its significant area, power consumption and clock [11]. This is due to the fact
that maximum of these application are composed of many computational resources
such as arithmetic and logic unit (ALU) and other executing modules to perform fre-
quent operations. ALU unit in most microprocessor is designed by using a specific
adder structure such as RCA or CLA as per application requirement. Thus, ALU
design using single type of adder limits its use. But if we design an ALU with both
types of adder structures, we have flexibility to configure them, and then it is pos-
sible to achieve more flexibility in performance matrices with same ALU structure.
Hence, the idea of configurable ALU is presented. A configurable ALU takes more
area compared to ALU architecture with single adder. Therefore, the reducing area
consumption must be key focus for reliability, power, and complexity [11].

The configurable ALU is a combinational logic containing both types of adder
(RCA and CLA) along with a decoder and a data transfer unit. Thus, configurable
ALUallows the user to dynamically configureALUeither for high-speed operation or
low-speed (low power) operation. This flexibility optimizes the dynamic requirement
of applicationwhere switching from low-speed/low-power to high-speed/high-power
mode becomes easy.

3.1 Data Transfer Unit

Data transfer unit generates input require by an adder stage according to truth Table 2.
Multiplexer is used to design the logic as shown in Fig. 2a which consist of two 2:1
multiplexers (M1 and M2), two 4:1 (M3 and M4), and one OR gate.

3.2 Decoder

Decoder is used to activate any one adder at a time. It is achieved byANDing output of
data transfer unit with output of decoder as shown in Fig. 2a. Truth Table 1 describes
the operation of decoder in configurable ALU.
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Fig. 2 a Architecture of the proposed configurable ALU, b block diagram representation of pro-
posed 4-bit RCA

Table 1 Truth table of
decoder

AS Y0 Y1 Selected adder

0 1 0 RCA

1 0 1 CLA

1. When add select (AS) input of decoder is at logic 0, then the output of decoder
will activate AND gate 1, 2, and 3 which allows to transfer input generated by
data transfer unit along with carry input to ripple carry adder. Thus, the operation
selected by select line according to Table 2 will be performed by RCA.

2. When add select (AS) input of decoder is at logic 1, then the output of decoder
will activate AND gate 4, 5, and 6 which allows to transfer input generated by
data transfer unit along with carry input to CLA. Thus, the operation selected by
select line according to Table 2 will be performed by CLA.

3.3 Novel Approach to Increase the Number of Logical
Operation

In this section, we present a novel approach to increase the number of logical oper-
ations. The idea proposed in [2] as described in Sect. 3 which performs only four
logical operations.We extended this idea to include four additional logical operations
such as NAND, NOR, XNOR, and transfer of A. Truth Table 2 shows arithmetic and
logic operation performed by the proposed ALU architecture.

To understand condition of carry to be propagate between adder stages to per-
form additional four logical operations along with already available operations, we
consider inputs A � 1111[(15)10] and B � 1100[(12)10] with required condition to
perform them, as illustrated in Table 3. The solution is shown in Table 4 that shows
required carry to be propagate between two stages to perform true operation.
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Table 2 Functional table of
the proposed ALU

S2 S1 S0 Cin Operation Function

0 0 0 0 A Transfer A

0 0 0 1 A + 1 Increment A

0 0 1 0 A + B Addition

0 0 1 1 A + B + 1 Add with carry

0 1 0 0 A − B − 1 Subtract with
borrow

0 1 0 1 A − B Subtraction

0 1 1 0 A − 1 Decrement A

0 1 1 1 A Transfer A

1 0 0 0 A ∨ B OR

1 0 0 1 A � B NOR

1 0 1 0 A ⊕ B XOR

1 0 1 1 A � B XNOR

1 1 0 0 A ∧ B AND

1 1 0 1 A∧B NAND

1 1 1 0 A Complement A

1 1 1 1 A Transfer A

It is clear from Tables 3 and 4 that to perform the defined function, the following
three key points must be taken care:

1. For arithmetic operations, carry generatedbyeach adder stagemust bepropagated
to next stage.

2. For logical operations (OR, XOR, AND, and Complement), carry to each stage
must be equal to 0.

3. For four additional logical operations (NOR, XNOR, NAND, and Transfer A),
carry to each stage must be equal to 1.

Now with the help of truth Table 2 and point mentioned, it can be seen that con-
dition to perform the logical operation is similar to initial input carry provided to the
first stage of 4-bit adder along with select line S2 � 1 while for arithmetic operation,
the condition is same as presented in [2] along with S2 � 0. After considering all
facts, the logic required to perform defined task is presented in truth Table 5 and
it can be implemented by connecting a 2:1 multiplexer between two adder stages.
Thus, adder unit of the proposed ALU architecture is designed by introducing a 2:1
multiplexer between two full adder units. The first input to each multiplexer unit is
carry generated by the previous stage while the second input will fixed to external
carry input or initial carry input as shown in Fig. 2b.

To compare conventional ALU architecture with the proposed configurable ALU
architecture in terms of VLSI matrices, conventional ALU architecture [2] described
in Sect. 2 is extended to configurable level as shown in Fig. 3a. As conventional ALU
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Table 3 Illustration of different condition for arithmetic and logical operation

Operation Condition of
select line

Condition of
input carry (Cin)

Required input Excepted
answerX Yi

Add with
carry

001 1 Ai Bi 11100

1111 1100

Subtract
with borrow

010 0 Ai Bi
10010

1111 0011

OR 100 0 Ai + Bi 0 01111

1111 0000

NOR 100 1 Ai + Bi 0 10000

1111 0000

XNOR 101 1 Ai Bi 11100

1111 1100

NAND 110 1 Ai + Bi Bi
10011

1111 0011

Transfer A 111 1 Ai 1 11111

1111 1111

Table 4 Illustration of different condition for arithmetic and logical operation

Add with
carry

Subtract with
borrow

OR NOR XNOR NAND Transfer
A

Xi 1111 1111 1111 1111 1111 1111 1111

Yi 1100 0011 0000 0000 1100 0011 1111

Cin 1 0 0 1 1 1 1

Carry to be
propagate

111– 111– 000– 111– 111– 111– 111–

Final output 11100 10010 01111 10000 10011 10011 11111

Final carry 1 1 0 1 1 1 1

Table 5 Truth table of logic
to introduce additional logical
operation

S2 Input carry to each adder stage

0 Propagate carry generated

1 Cin
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Fig. 3 a Configurable ALU based on conventional architecture, b extra logic for implementing
additional four functions

Table 6 Truth table to define addition four logic functions in conventional configurable ALU
architecture

S2 S1 S0 Cin Logical operation Carry to be generated

1 0 0 0 NOR 1 when A3 or B3 � 1

1 0 1 0 XNOR 1 when A3 or B3 � 1

1 1 0 0 NAND 1

1 1 1 0 Transfer A 1

supports only four logical operations while the proposed configurable ALU support
eight logical operations, thus an extra logic unit has been designed by considering
same logical condition used for the proposed configurable ALU architecture as pre-
sented in Table 6 and implemented using two 4:1 multiplexers as shown in Fig. 3b.
Multiplexer (M3) selects logical operation while multiplexer (M4) selects respective
carry condition with help of select line S1 and S0. Output of these multiplexers is
ANDed with S2 to propagate them only when S2 is equal to 1. Now, the output avail-
able from multiplexers M1, M2 in Fig. 3a and output generated from M3, M4 will
be connected to 2:1 multiplexers M5 and M6, respectively, to generate final sum and
carry outputs using select line named “EL”. When EL is at logic 0, then final sum
and carry output will be generated by configurable conventional ALU unit according
to Table 1. When EL is at logic 1, then final sum and carry outputs is generated by
extra logic unit according to Table 6.

4 ASIC Implementation Results

The performance parameter analysis of proposed configurable ALU architecture
has been presented and compares it with configurable ALU architecture based on
[2]. VHDL code of both configurable ALU architectures are verified on Xilinx ISE
14.7 design suite and synthesized using genus synthesis solution of cadence at GDPK
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Table 7 ASIC performance parameter of configurable ALU

Parameter Proposed ALU architecture Configurable ALU based on [2]

Area (no. of cells) 153 192

Delay (ps) 1848 1972

Static power (nW) 3.069 3.572

Dynamic power (nW) 2421.948 3073.713

Total power (nW) 2425.017 3077.284

Fig. 4 Graphical representation of performance parameter of configurable ALU

45 nm technologywith slowmode operation at operating temperature of 0°–125° and
supply voltage of 0.9 V. The synthesized result is presented in Table 7 while Fig. 4
shows its graphical representation. It can be seen from Table 7 that the proposed
configurable ALU offers saving up to 21.196%, up to 20.312%, and up to 6.288%
in power, area, and delay, respectively.

5 Conclusion

A novel approach has been presented for designing configurable ALU to perform
logical operations using adder. The design also increases the number of logical oper-
ations as compared to conventional architecture. The proposed ALU is designed with
RCA and CLA adders that give flexibility in choosing the speed of operation. The
proposed configurable ALU consume 652.267 nW less power, uses 39 number of
less standard cells for design, and takes 1848 ps worst delay which is 124 ps less
with respect to conventional ALU presented. The proposed ALU can be used in both
low-power and high-speed applications.
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FPGA Implementation of Speculative
Prefix Accumulation-Driven RNS
for High-Performance FIR Filter

G. Reddy Hemantha, S. Varadarajan and M. N. Giri Prasad

Abstract In this paper, we present speculation-driven prefix topology-based finite
impulse response (FIR) filters design using residue number system (RNS) arithmetic.
The core objective of our proposed framework is to maximize the prefix accumula-
tion in the application of RNS to the design high-performance FIR filter design. To
achieve this, we propose a RAM-based reverse conversion model followed by accu-
mulation to produce the modular multiplication. The proposed RNS design makes
use of block RAMs available in FPGA devices and appropriate moduli sets in order
to accommodate FIR convolution results. The proposed approach is formulated to
design precomputed reverse converters for different moduli sets and to implement
FPGA as target devices. As a result, we propose speculative parallel prefix topology-
based post accumulation technique for RNS-based multiplication, along with a high-
performance FIR filter architecture that employs independent modulo channel RNS
arithmetic. Experiment results of RNS-FIR design over different number of FIR taps
and input operand word lengths alongside with appropriate moduli sets that suits to
accommodate FIR end results.
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1 Introduction

In recent year’s, path delay optimization in digital signal processing is emerged due
to the inventions made with mobile devices and its integration in compatible digital
systems demands are efficient functional units [1]. In order to accomplish both area
efficiency and path delay optimization, residue number systemhave been investigated
in many works since input operand bit size decomposed several independent short
integers to carry out arithmetic operations. Critical path delay optimization can be
easily tackled by reducing carry propagation and bit size reduction is directly related
to the complexity reduction. In particular, the RNS has several advantageous while
implementing it in high-speed FIR filter design.

Though RNS arithmetic is potentially useful for multiply and accumulation
(MAC)-dominated applications such as fast Fourier transform [2], digital image
processing [3], and wireless communications [4] still, it has limitations in terms of
computations complexity in conversion process [5].

Several research has proved that implementing parallel prefix computation in
residue number system (RNS) can give considerable path delay and complexity
reduction.

2 Related Works

In many existing works RNS based arithemtic unit offers potential metrics for DSP
applications such as high speed and area efficiency. FIR filter design is among the
multiply intensive DSP blocks and is most widely used as effective methodologies in
speech and signal processing. Due to its inherent advantageous like parallel modulo
channel and carry propagation less accumulation, RNS algorithm has been investi-
gated in many high-speed FIR filter design. In most cases, delay is considered as
a critical parameter that affects the overall system performance of the FIR filter.
Though several techniques have been proposed for delay optimization in FIR filter
design arithmetic level modifications only give better performances in most cases.
It has been incorporated in many ways still, it has the inability in terms of latency
problems associated with pipeline stages.

To overcome the limitations caused by pipelining stages sublevel parallel process-
ing driven digital system architecture using RNS algorithm is incorporated which
can sustain with significant critical path reductions. While to maintain sustainabil-
ity’s over FIR tap length, prefix topology are formulated according to the delay of
the carry chain. Besides, the prefix-based accumulation over other methods, unified
models are required to suppress dominant latency cause. In [6], power dissipation is
greatly reduced by taking advantage of the high performance due to the prominent
parallelism of the RNS system. In [7] developed the extension of the same method-
ology for higher order FIR filter to mitigate the path delay problems associated with
FIR filter length. To overcome the limitations of dynamic range constrain related to
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filter length hybrid, moduli sets is presented to implement the modular arithmetic.
In [8] used LUT design for RNS modular multiplication and its trade-off over oper-
ating speed is measured since in most cases, reverse conversion process degrade the
overall RNS system. Improved FIR architecture is presented in [9] by using small
moduli sets and appropriate selection of word length sizes. In [10], RNS system is
used for variable FIR filter design using least mean squares (LMS) algorithm and
coefficient updation is accomplished by binary serial implementation of the moduli
set conversion. Common sub expression elimination (CSE) based distributed arith-
metic technique is presented [11] and its limitations over critical path rise is solved
using RNS arithmetic to achieve both low cost and high performance. Here, both
hardware sharing and minimization of adder requirements among taps results with
explicit control over critical path depth. In [12], modular, computational parallelism,
and distributive properties of RNS is investigated in cryptographic algorithms and
its data path and word length optimization are also proved.

In this paper, we propose RNS system with speculative prefix adder for FIR filter
design which has the following advantages.

(1) Direct-coupled single-ended accumulation models are used for FIR filter con-
volution.

(2) It can be easily scaled down to configure anymoduli sets to solve dynamic range
constrains related to RNS system.

(3) High hardware utilization rate.
(4) Speculative-driven prefix computation can improve the speed of accumulation

during reverse conversion.

In addition, to latency reduction, worst-case time-bound analysis-driven assertion
mode activation techniques are exploited for appropriate high-speed filter convolu-
tion process. This paper exploits additional onboard block RAMs available on FPGA
devices to implement reverse conversion process. Here, FIR-RNSdesign architecture
is framed based on the target FPGA technology, speculative prefix accumulation, and
moduli set required to accommodate FIR filter output dynamic ranges.

3 Proposed System

3.1 Prefix Topology

Here, the core objective of high-speed parallel architectures is accomplished using
prefix adderswith reduced critical pathwhich employs aHan-Carlson prefix topology
with carry generation using single Brent–Kung in both pre- and post processing unit.
As we discussed in the literature survey, the overall RNS system performance can
be improved using appropriate reverse converter design. Here, hierarchical prefix
accumulation is forwarded to carry out RNS to binary conversion with reduced
propagation delay.
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Fig. 1 Proposed speculative
parallel architecture

3.1.1 Speculative Prefix Processing

The speculative computation in prefix accumulation model has advantages in opti-
mizing the latency and accumulation speed compared to conventional prefix architec-
tures. Here, approximated values are generated and propagated to themost significant
subblock regions; in the post processing if any of the approximation is not matched
with end results which can be asserted through carries obtained from LSB block
side, appropriate error correction unit is triggered to produce corrected results. This
speculation causing significant improvement in critical path delay reduction since
the error correction unit is constructed with hierarchical levels of the XOR gates as
shown in Fig. 1.

3.2 RNS System

Residue number system is evaluated by a moduli set, which consists of some pair-
wise relatively prime integers {m0,m1, . . . ,mn−1} asmoduli’s. The dynamic range
that can be covered by RNS number system entirely depends on moduli set range
and number of moduli’s used, which is defined by the product of all moduli in the
moduli set. A residue number systemwith dynamic rangeM can be used to represent
the numbers in the range of [0, M − 1]. Consequently, the data path propagation of
RNS system is accomplished as series of additions in L parallel and independent
channels according to the residues. The proposed prefix topology based RNS system
is shown in Fig. 2.
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Fig. 2 RNS computation
model

RAM 

Residue computation 

Moduli conversion 

PPA  

xn hn
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3.2.1 Moduli Conversion

Given a set of pair-wise relatively prime moduli {m1,m2, . . .mn} and a residue
representation {r1, r2, . . . rn} in that system of some number X, i.e., ri � |X |mi
that number and its residues are related by the following equation:

|X |M � |
n∑

i�1

ri |Mi − 1|mi Mi |M (1)

where M is the product of the mi’s, and Mi � M/mi . If the values involved are
constrained so that the final value X of is within the dynamic range, then the modular
reduction on the left-hand side can be omitted.

To understand the formulation of equation, we rewrite X as

X � {r1, r2, . . . , rn} � {r1, 0, . . . 0} + {0, r2, . . . , 0} + {0, 0, . . . , rn}
� X1 + X2 + · · · + Xn (2)

Hence, the reverse conversion process requires finding Xi’s. The operation of
obtaining each Xi is a reverse conversion process by itself. However, it is much
easier than obtaining X.

Consider now that we want to obtain Xi from {0, 0 . . . , ri, . . . , 0, 0}. Since the
residues of Xi are zeros except for ri. This dictates that Xi is a multiple of mj where
j �� i. Therefore, Xi can be expressed as

Xi � r1 ∗ {0, 0, . . . 1, . . . , 0, 0} � ri ∗ Xi (3)

where Xi is found such that |Xi |mi � 1. We recall from equation that the relation
between the number ri and its inverse ri − 1 is as follows:

(ri X ri − 1) mod mi � 1 (4)
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We define Mi as M/Mi, where M � ∏k
i�1 pi . Then

||Mi − 1|miMi |mi � 1 (5)

Since all mi’s are relatively prime, the inverses exist

Xi � ∣∣Mi − 1
∣∣miMi (6)

Xi � ri Xi � ri |Mi − 1|miMi (7)

X �
n∑

i�1

Xi �
n∑

i�1

ri |Mi − 1|miMi (8)

To ensure that the final value is within the dynamic range, modulo reduction has
to be added to both sides of the equation.

3.2.2 Block RAM Based Reverse Conversion

In general reverse converter design, it depends on the bit size of the moduli set
to implement the RNS system. For each moduli sets, dedicated reverse converter
designs are formulated that best fit the required dynamic ranges. Here, precomputed
end results are stored in memory and used as a basic building block for reverse
conversion process. During hardware synthesis, this design methodology can be
easily optimized using onboard block RAMs or LUTs which is presented in any
FPGA devices. The performance of ROM-based reverse converter implementations
in RNS modulo arithmetic improve the system performance with the minimized
critical path as shown in Fig. 3.

Fig. 3 LUT-based RNS reverse converter design
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Fig. 4 Prefix topology-driven RNS-FIR architecture

3.3 FIR Filter Based on RNS

Filter realizations using residue number system (RNS) is suitable for implementation
of high-speed digital signal processing due to their inherent parallelism, modular-
ity, fault toleration, and local carry propagation properties. Arithmetic operations
like multiplication and addition are carried out more efficiently as RNS with local-
ized carry propagation properties of prefix adders as shown in Fig. 4. Though RNS is
particularlymore suitable for implementing FIR low cost filters, inclusion of specula-
tion driven topologymake this system beneficial for perfomance as well, particularly,
when large word length and high-throughput rate are demands.

4 Experimental Results

Experimental evaluation was performed for the proposed RNS-FIR design with
memory-enabled reverse converters for moduli sets {2n − 1, 2n + 1, 2n − 1} [5] with
n � 3, 4, and 5. All the design modules were described in Verilog HDL and its func-
tionality is verified using ModelSim through exhaustive test bench input stimulus.
RNSdesign specifications and FIRfilter designswere synthesized FPGAQUARTUS
II EDA tool tailored for the ALTERACYCLONE III logic family devices. Hardware
complexity is evaluated as the number of logical element utilised for devicemodeling
as shown in Fig. 5 and its post map view is shown in Fig. 6.

4.1 Trade-off Measure Moduli Sets Dynamic Range Versus
RNS Reverse Conversion

The architecture explained shown in Sect. 3 is consistent with the dynamic word
length variations. However, to optimize operand, bit size each of the RAM sizes is
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Fig. 5 Resource utilization summary
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resized based on their hierarchical moduli information and linearization is performed
over aspect ratios. The aspect ratios are calculated analytically as described in the
previous section to model reverse conversion process. The aspect ratios of given
moduli sets are selected to be close to the moduli set values. As shown in Table 1,
the proposed method is outperformed existing booth encoded RNS model both in 8
bits and 16 bits word length.

The growth of the RAM size with moduli set bit size is exponential, which is
convenient with respect to the attainable frequency response as shown in Table 2.
This table shows the FPGA synthesis results in terms of number of LEs and delay
measures for different values of 4, 5, and 6 bits moduli with the parallel modulo FIR
implementation. The maximum frequency of the 8 bits word length is obtained as
57.3 MHz, while for the 12 and 16 bits word length, the maximum frequency of the
filter is limited by the accumulation of reverse conversion results.

4.2 Critical Path Retention Performance Measure

Here at the expense of least complexity overhead and performance loss measures,
the possible higher order FIR filter design is achieved as compared to other con-
ventional RNS-FIR models. The path delay retention in FIR MAC networks during
filter convolution is accomplished using assertion driven prefix networks which act
as delay optimization model. In this way, the overall time required to formulate the
convolution output is optimized. Note that, filter length is needed to be large enough
to preserve most of the finite filter coefficients. Thus, the computational complexity
to execute the higher order length is not high. After the parameter evaluations, it is
tested on various FIR tap length and its efficiency in path delay reduction is proved
as shown in Table 3.

Table 1 State-of-the-art
comparison booth encoded
RNS versus speculative prefix
accumulated RNS multiplier

Input word length
size

Bit size Area
(CLBs)

Fmax
(MHz)

Booth encoded
RNS [13]

8 bit 82 60.7

68 79.2

Proposed method 16 bit 150 48.49

118 56.23

Table 2 Trade-off measures
of word length optimization
over performance efficiency

Input word
length size

Moduli set
(2n + 1, 2n,
2n − 1)

Area (LEs) Fmax (MHz)

8 bit (7, 8, 9) 4281 57.3

12 bit (15, 16, 17) 4492 40.29

16 bit (31, 32, 33) 12,165 29.78
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Table 3 Performance
analyzes of speculative prefix
RNS-FIR design

FIR length Area (LEs) Fmax (MHz)

4 tap 2096 63.46

8 tap 4281 57.6

16 tap 8623 57.3

5 Conclusion

In this paper, we presented a new speculative adder component to reduce the critical
path and RAM-based reverse converter structures for RNS system which can be able
to provide prominent end results with FPGA device as target technology. This prefix
adder reduces the latency and can be easily extended to any moduli sets, simply by
placing appropriate end modulo values for reverse conversion. Experimental results
proved that the proposed speculative prefix topology-driven RNS-FIR filter design
imposes negligible hardware complexity and performance degradations to the input
word length constrains and FIR tap length, making it quite prominent FIR design
to any FPGA-based signal processing applications. This work explores significant
performance retention with increased FIR tap length by bringing the use of RNSs
and memory efficient reverse conversion design.
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Energy-Efficient SRAM Cell Design
with Body Biasing

P. Kalyani, M. Madhavi Latha and P. Chandra Sekhar

Abstract This paper presents the need of high-speed SRAMmemory operation for
minimum supply voltage. The reduction of power dissipation in memories is becom-
ing primary importance in subthreshold region. There are several power reduction
techniques which can be applied to SRAM memory cell to design low-power and
energy-efficient memory. SRAM cell is designed with body biasing technique and
used in thememory array to improve performance. The 32× 32SRAMmemory array
is implemented using cadence 45 nm technology. Simulation and analysis results are
compared with conventional array for better performance.

Keywords SRAM · Subthreshold memory · Body biasing · PVT · Static noise
margin · Leakage current · Peripherals

1 Introduction

In system-on-chip memory is the main submodule which faces process variation
problem as its technology is single digit nanometer regime andworks in subthreshold
region [1]. Technology and supply voltage scales in proportion tomeet design criteria.
Operating SRAM cell in subthreshold region [2] reduces power consumption but has
to resolve problems like PVT variations, stability, and large variations in static noise
margin [3]. Operating currents are smaller for lower voltage which causes delay
problems and in addition to that process variations still degrades the circuit performs.
Circuits operating at high temperature have more leakage. Several techniques are
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introduced to reduce leakage current [4]. Power gating is effective technique to
reduce logic core standby leakage. Body biasing is an effective technique to solve
the problems when supply voltage is below the threshold voltage [5, 6].

SRAM cells are designed with different transistors but six transistor structures
are most suggested to design large memories. Six transistor SRAM cells consist of
two cross-coupled inverters and two NMOS access transistors. Every memory cell
performs three basic operations like write, read, and holding of single bit data. In
Fig. 1, M1, M2 and M3, M4 are two inverter pairs forming bistable latch, M5 and
M6 are two NMOS access transistors [7, 8].

Process variation reduces memory cell read and write stability in subthreshold
region. Various techniques are there in literature to improve cell performance and
stability. Transistor sizing is also one method to improve stability of operation. The
8T SRAM cell has separate write and read paths as shown in Fig. 2 to improve
performance and stability for minimum supply voltage [9–11].

Fig. 1 6T SRAM cell design

Fig. 2 8T SRAM cell design



Energy-Efficient SRAM Cell Design with Body Biasing 379

2 SRAM Cell Design Using Cadence Tool

A conventional SRAM cell to store single bit is designed with supply voltage 1 and
0.4 V using cadence 45 nm technology and tabulated the power values for three
different operations in Tables 1 [12–15] (Figs. 3, 4 and 5).

3 SRAM Cell with Body Biasing

Threshold voltage can be controlled using substrate voltages. It is decreased by
decreasing substrate voltage and vice versa. Forward body bias reduces the threshold

Table 1 Power analysis
results of conventional 6T
SRAM cell with Vdd � 1 V

Technology Mode Conventional 6T cell

45 nm Write 85.97 nW

Read 86.80 nW

Hold 14.20 pW

Fig. 3 SRAM 6T Schematic
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Fig. 4 Simulation waveforms of write operation

Table 2 Device substrate
voltage with respect to bias

Device Substrate bias type

FBB RBB

PMOS Negative Positive

NMOS Positive Negative

voltage, whereas reverse body bias increases. As discussed in Table 2 type of body
voltage depends on biasing method [16, 17].

Leakage current is combination of total six currents but in SRAMcell subthreshold
current, gate leakage, and junction band-to-band tunneling are three main sources
of leakage. It can be influenced by many factors threshold voltage variation is one
among them. Leakage current and forward biasing of drain to substrate determines
FBB voltage, whereas junction leakage current and breakdown point decide RBB
voltage.

As in Table 3, NMOS (PMOS) transistors operate in ON state, their threshold
voltage is decreased by applying the Vss + �V (Vdd − �V ) voltage to their bodies
(FBB). Conversely, when NMOS (PMOS) transistors operate in OFF state, applying
the Vss − �V (Vdd + �V ) voltage to their bodies would increase the threshold
voltage (RBB). Bias control generator circuit adjusts the threshold voltage based on
the device operating condition.
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Fig. 5 Simulation waveforms of read operation

Table 3 Substrate voltage
with respect to input

Device Substrate bias type

Low High

PMOS Vdd + �V Vdd-�V

NMOS Vss + �V Vss-�V

Table 4 Power results
analysis of SRAM 6T with
and without body biasing for
Vdd � 0.4 V

SRAM 6T Without body bias With body bias

Avg. power (pW) 3.57 2.797

As shown in Fig. 6, SRAM cell is designed with fixed bias voltages and bias
such that ON device is FBB and OFF device is RBB to improve overall performance
(Fig. 7 and Table 4).

WSNM for L � 45 nm, Vdd � 400 mv WSNM � 60 mv

All the required memory peripherals are designed to implement 32 × 32 SRAM
memory array as shown in Fig. 8 with and without body-biased individual memory
bit cells [18, 19].
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Fig. 6 SRAM 6T with body biasing

Fig. 7 Design simulation setup
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Fig. 8 32 × 32 SRAM array

4 SRAM Cell Design Metrics

a. Static Noise Margin (SNM)
SNM is maximum square nested between two Voltage Transfer Characteristics
(VTC). It is caused by the reduction in the trip point of one of two cross-coupled
inverters due to the increase in the threshold voltage of one pull-up transistor and
one pull-down transistor on the other side [20, 21].

b. Read stability: It is a measure of howmuch faster cell can be read. RSNM is used
to check read stability. Read SNM is more affected by NBTI than Hold SNM
[22, 23].

c. Write stability: It indicates how difficult and easy to write memory cell. WSNM
is to ensure write stability. Write stability of SRAM cell is measured with write
margin. WM is improved with NBTI aging effect. WSNM reduces with supply
voltage scaling [24].

5 Conclusion

Body biasing is an effective technique for designing ultra-low power circuits. In
active mode FBB, body biasing is used to reduce the threshold voltage to improve
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the performance by increasing drive current. Whereas, in standby mode RBB is
used to increases the threshold voltage to have low static currents. FBB or RBB is a
particular device based on the requirement to improve the SRAMcell designmetrics.

References

1. Mostafa H, Anis M, Elmasry M (2011) Adaptive body bias for reducing the impacts of NBTI
and process variations on 6T SRAM cells. IEEE Trans Circuits Syst I 58:2859–2871

2. Chen G, Sylvester D, Blaauw D, Mudge T (2010) Yield-driven near-threshold SRAM design.
IEEE Trans Very Large Scale Integr (VLSI) Syst 18(11):1590

3. Kauppila AV, Bhuva BL, Kauppila JS, Massengill LW, Holman WT (2011) Impact of process
variations on SRAM single event upsets. IEEE Trans Nucl Sci 58(3):834

4. Kim TT-H, Ba NL (2014) Design of a temperature-aware low-voltage SRAM with self-
adjustable sensing margin enhancement for high-temperature applications up to 300 °C. IEEE
J Solid-State Circuits 49(11):2534

5. Suthar R, PandeKS,Murty NS (2017) Leakage reduction in DT8T SRAMcell using body bias-
ing technique. In: IEEE international symposium on nanoelectronic and information systems,
pp 1–5

6. Shakir T, Sachdev M (2014) A body-bias based current sense amplifier for high-speed low-
power embedded SRAMS, pp 444–448

7. Hokimoto S, Ishihara T, Onodera H (2016) Minimum energy point tracking using combined
dynamic voltage scaling and adaptive body biasing, pp 1–6

8. Zheng N, Mazumder P (2017) Modeling and mitigation of static noise margin variation is
subthreshold SRAM cells. IEEE Trans Circuits Syst I 64:2726–2736

9. Khayatzadeh M, Lian Y (2013) Average-8T differential-sensing subthreshold SRAM with bit
interleaving and 1 k bits per bitline. IEEE Trans Very Large Scale Integr (VLSI) Syst, 1–12

10. Jiang C, Zhang D, Zhang S, Wang H, Zhuang Z (2017) A yield-driven near-threshold 8-T
negative bit-line scheme, pp 315–318

11. Kim TT, Le Ba N (2013) A low voltage 8-T SRAM with PVT-tracking bitline sensing margin
enhancement for high operating temperature (up to 300 °C), pp 233–236

12. Calimera A, Macii A, Macii E, Poncino M (2012) Design techniques and architectures for
low-leakage SRAMS. IEEE Trans Circuits Syst I 59:1992–2007

13. Gupta SK, Raychowdhury A, Roy K (2010) Digital computation in subthreshold region for
ultralow-power operation: a device–circuit–architecture codesign perspective. IEEE 98(2):160

14. Sharma CK, Chandel R (2014) Analysis of SRAM cell designs for low power applications. In:
International conference for convergence of technology, p 1

15. Indumathi G, Aarthi alias Ananthakirupa VPMB (2014) Energy optimization techniques on
SRAM: a survey. In: 2014 international conference on communication and network technolo-
gies (ICCNT), p 216

16. Sharan S, Chandra A, Goel N, Kumar A (2016) Comparison of 6T-SRAM cell designs using
DTMOS and VTMOS for low power applications. In: IEEE international conference on power
electronics, intelligent control and energy systems (ICPEICES-2016), pp 1–5

17. Torrens G, Alorda B, Carmona C, Malagón-Periánez D, Segura J, Bota SA (2017) A 65-nm
reliable 6T CMOS SRAM cell with minimum size transistors. IEEE Trans Emerg Top Comput
1–9
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Increasing the Verification Analysis
Using Tool Assessment as Per DO-254

Manju Nanda and P. Rajshekhar Rao

Abstract Programming under simulation-based testing remains the essential meth-
ods for utilitarian approval for HDL (hardware description language) plans. Code
coverage which ensures to utilize simulation assets and a measure of test design.
In this way, more target techniques, which utilize some all around characterized
practical code measurements to play out a quantitative examination of simulation
fulfillment, are proposed and quickly getting a response. For this reason, numerous
utilitarian code measurements are proposed to confirm the design written in HDL.
Keeping in mind the end goal to screen the code variation during simulation, a com-
mitted apparatus is required other than the test system. Finally, this paper includes the
proposed well-known methodologies to achieve an accuracy of a test system using
Code coverage.

Keywords HDL · RTL · Coverage analysis · VHDL · Verification tool

1 Introduction

Advance informal confirmation strategies has somewhat eased this issue. In any
case, mechanized strategies constantly include a thorough investigation of a sub-
stantial state space and are consequently compelled to little segments of a design.
In other case, applying these techniques to complex circuits with numerous func-
tions is troublesome. To address this deficiency, simulation-based testing strate-
gies have been produced. These strategies apply better control flow statement by
utilizing different components to create input and assess recreation comes about.
Approval scope, anyway ambiguous the idea, is basic for assessing and controlling
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such blends of simulation-based and formal strategies. The perfect is to accomplish
extensive approval without repetitive exertion. Code measurement’s help estimated
this perfectly by going about as heuristicmeasures that evaluate check fulfillment and
distinguishing insufficiently practiced design perspectives. Scope investigation can
be instrumental in dispensing computational assets and organizing diverse approval
techniques. Although coverage-based procedures are routinely connected effectively
to extensive modern designs [1].

DAL (design assurance levels) Levels A and B airborne equipment is basic to the
well-being of the aircraft and its travelers. Code coverage analysis is one of them
and it is the most ordinarily utilized strategy for design affirmation for FPGAs/PLDs.
Primarily as a result of the way that there is as of now an outstanding instrument that
can help—it is called Code Coverage using assertion and it is a standard component
of Active-HDL [2].

2 Overview of Approach

To assess the applicant’s plans in relation to the identified hardware level, safety
features, and safety-related hardware requirements and to ensure that plans meet
objectives identified in RTCA/DO254, and that the hardware will comply with other
applicable hardware policy and guidance, shortly after completion of the hardware
planning process, or any other necessary point. Plans may not be fully completed;
however, they should be mature prior to the review and under configuration. Finally,
tool qualification plans as applicable, findings/observations/issues from pre-review
activities (highly recommended) by designees/applicants/developers, safety assess-
ment, system architecture, hardware level justification, safety features, company
policy and work instructions referenced in the plans and standards, and other data
deemed necessary.

In the different useful scope measurements, code scope is the most well-known
class. In this classification, a few measurements are the code scope measurements
utilized as a part of programming testing, for example, assertion coverage and deci-
sion coverage, and a few measurements are proposed for HDL. As a rule, this sort of
measurements is more straightforward to utilize, yet some outline blunders may not
be distinguished in the test. FSM scope is another well-known class of useful scope
measurements. It is considered to discover all bugs in a limited state machine (FSM)
outline, yet its computational intricacy is substantially higher. Other than these mea-
surements, there are as yet numerous measurements proposed for checking HDL
outlines. The detailed design clarification about those practical scope measurements
is given in the accompanying segments.

Code scope measurements, to a great extent, got from measurements utilized as a
part of programming testing, recognize which structure classes in the HDL code to
practice during simulation. The least complex such structure is a line or a square of
code (an arrangement of lines with no control branches). More modern code-based
measurements utilized as a part of equipment confirmation are branch, articulation,
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and way scope. These measurements include the control course through the HDL
code during requirement-based testing and are best portrayed by the control stream
diagram (CFG) comparing to that code [3, 4, 5].

• CodeCoverageAnalysis contributes to the viability and culmination of necessities-
based confirmation. It is a technique in which a framework is isolated into top-
down level components and afterward examined at that level. On account of
FPGAs/PLDs, the meaning of a component can be lines of HDL code or yields of
combinatorial rationales. The activity of the candidate is to demonstrate that the
necessities-based testbench covers the HDL configuration as characterized in the
prerequisite and the confirmation design.

• Code Coverage examination gives a few unique kinds of data identified with the
confirmation scope of the design data. Dynamic HDL offers the accompanying
scope apparatuses:

• Report Coverage gives a point-by-point data on articulations that are executed dur-
ing the design simulation to requirement-based testing. It analyzes each executable
explanation and checks how frequently it has been executed. This data gives input
on which parts of the plan were checked and which are untested. It likewise finds
dead code. Branch Coverage inspects branches of the if or case explanation and
checks how frequently a genuine or false condition was met by each branch amid
the reproduction. Branch Coverage likewise gathers measurements for VHDL
chose and restrictive flag task proclamations.

• Way Coverage is like Branch Coverage, anyway this sort of examination permits
checking not just whether a condition was met and in result a specific branch of
an announcement was inspected, however it additionally gathers data about back-
to-back proclamations which have been executed, branches which have been ana-
lyzed, and how they assessed (to genuine or false) during reproduction. Arrange-
ments of explanation executions and condition assessments shape interestingmixes
of program execution alluded to as ways. A way is the subject to examine by Path
Coverage.

• Practical Coverage demonstratesmeasurements for OVA, PSL, and SystemVerilog
affirmations and cover proclamations. It indicates what number of affirmations
began to assess during reproduction, what number of cases, and what number of
succeeded. For the cover explanations, themeasurements demonstrate the quantity
of “matches” (Fig. 1).

Validation and Verification Process for the code coverage conducts the Hardware
Design Description and Hardware Block Diagram review to determine whether the
captured Hardware Design Description and Hardware Block Diagram satisfy the
objectives of RTCA/DO254. This review also reduces the risk of designer produc-
ing a Hardware Design Description and Hardware Block Diagram that does not
meet RTCA/DO254 objectives or other certification criteria. The Hardware Design
Description and Hardware Block Diagram review should take place after the initial
completion of the conceptual design process.
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Fig. 1 Verification analysis as per Hardware requirement

Table 1 Method of verification

Design Verification methods Reports

RTL code Behavioral simulation at
unit level and integration
level

Code coverage, behavioral
simulation and traceability
reports

Post translate verification model Functional simulation at
integration level

Functional simulation
results

Post place and route verification
model

Static timing analysis,
functional and timing
simulation at integration
level

Static timing analysis,
functional and timing
simulation reports

Verification of design description includes correctness of requirements, concep-
tual design data in order to ensure that conceptual design data correctly and com-
pletely represent the behavior specified in the requirements.

Development tools used during the hardware development and verification pro-
cesses are listed in Table 1. The information provided includes the tool name, tool
vendor, and the main function of the tool. Qualification of a hardware development
or verification tool is required when the outputs of the tool are not independently
verified and the tool eliminates, reduces, or automates required lifecycle processes.
The qualification status of each tool is also indicated [6, 7, 8] (Table 2).

3 Proposed Methodology

The reason for confirmation in a DO-254 program is to guarantee that a plan
plays out the capacity indicated by its prerequisites. Confirmation is viewed as one
of DO-254’s “supporting procedures”: It is certifiably not a particular period of
improvement, yet rather happens all through advancement. A key part of the plan
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Table 2 Verification analysis using tool assessment

Tool name Tool vendor Tool version Tool functions

Microsoft
Office

Microsoft 2016 Word Processor, Spreadsheets, Power
point etc.

MS Project Microsoft 2010 Project Management

ReqTrace Mentor
Graphics

2015.1a Capture/Record, Trace requirements

Xilinx ISE Xilinx 14.7 Synthesis, Place and Route

HDL Designer Mentor
Graphics

2015.1 RTL Development, Linting, Code to
Requirement Trace, Coding
Guidelines, Rule Checking

Questa Core Mentor
Graphics

10.4 Functional Simulation, Post synthesis
simulation, Post Place and Route
Simulation. Code coverage analysis

Clear Quest IBM Rational 8.0.1 Bug tracking

Clear Case IBM Rational 8.0.1 Version Management/tracking of all
changes of source and design data

Fig. 2 Verification analysis as per coverage metrics

affirmation DO-254 depends on the confirmation being performed at each key stage,
from the most particular models to the last testing of the segment in the framework,
with the goal that it fulfills settled upon finish criteria (Fig. 2).

In the most security basic DAL A and B devices, the check must be completed
autonomously of the design. The checkwork commonly performed on, for instance, a
FPGA configuration would incorporate recreation testing, and conceivably different
examination (e.g., linting, clock-space crossing investigation, and so forth) of the
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Detailed
DesignProcess

Integral Process
Records

INPUTS OUTPUTS

Integral Process

HardwareDesign
Descrip on

HardwareBlock
Diagram

Hardware
CodingStandard

HardwareVV
Standard

HDL/RTL

Design
Constraints

Fig. 3 Overall analysis for an critical module under coverage analysis

HDL code, static planning examination of the blended netlist, back-explained timing
reproduction of the netlist, lab testing, and last framework testing as listed below.

• Generates the detailed design data for the hardware item includes interconnection
data, component data, HDL and test methods.

• Test features should be designed in, where necessary, to facilitate verification.
• Constraints on the design should be identified.
• Derived requirements produced during the detailed design process should be fed
back to the conceptual design or other appropriate processes.

• Requirement omissions and errors discovered during the detailed design process
should be provided to the appropriate process for resolution (Fig. 3).

These recreation tests are produced from prerequisites. They should in this way
be completely investigated to guarantee they check that those necessities are met. Be
that as it may, in the help of plan affirmation, another inquiry must be inquired. Do
these prerequisites-based tests adequately test all the usefulness inside the execution?
This is of central significance in light of the fact that a plan could precisely execute an
arrangement of necessities, yet at the same time contain other usefulness that could
in actuality show unintended and conceivably ruinous practices. Some kind of extra
action or metric is important to guarantee that the necessities-based confirmation
(RBV) exercises adequately test themajority of the usefulness executed in the outline.

This metric is normally offered by running code scope during HDL reproduction
[7] (Fig. 4).
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Fig. 4 Special consideration of tool assessment

4 Conclusion

The scope-driven useful confirmation is quickly gettingwell-known.Numerous prac-
tical scope measurements have been proposed to confirm the plans written in HDL.
An overview on a few well-known utilitarian scope measurements has been intro-
duced in this paper. In any case, albeit such huge numbers of various useful scope
measurements have been proposed, there is as yet not a solitary metric like the stuck
to blame demonstrate in the assembling test being prominently acknowledged as
total and solid. A ton of endeavors is as yet required in growing better utilitarian
scope tests.
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Reducing Power in Register Files
for CAM- and SRAM-Based Processor
Units

K. Muralidharan and K. Sridevi

Abstract Power consumption reduction in out-of-order superscalar processor has
become very important in recent era due to the utilization of superscalar processor
in all portable systems. Register Files is the one of the power-hungry source in the
out-of-order processor design. The proposed design of Register File using power
gating technique reduces both static power and dynamic power dissipation. The new
design of Register also includes with a minimal amount of redesign and verification
efforts, the minimum level of design risk and least amount of hardware overhead and
without any significant impact on the performance of the out-of-order superscalar
processor.

Keywords Out-of-order super scalar processor · Register Files · Power gating ·
Low power

1 Introduction

Nowadays embedded applications in the imaging, automation, multimedia, network-
ing, IoT, and different types higher end consumer applications domains are increased
due to high-performance requirements. So we need a more complex out-of-order
superscalar processor in order to meet their performance goals. Due to its complex
operation that is a high-performance on-chip integration is also increases. If on-chip
integration increases, the power consumed by that processor also increases. So that
necessity for low power design in the battery-powered applications increases sharply.
Because of its expensive packaging and cooling costs and less reliability, Low power
design is a serious design consideration in the higher end applications [1].
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A Register File (RF) is an array of memory structure which is used for tempo-
rary data storage in the superscalar processor. RF used to store an all kinds of data,
including the operands, Arithmetic Logic Unit (ALU) computation results, execu-
tion unit cache information and memory addresses allocation of data retrieved by the
out-of-order superscalar processor units [2]. In order to perform specialized hard-
ware operations also Register Files were used. In modern out-of-order superscalar
processors, multiple Register Files to accommodate the different types of logic and
execution units which means that integer instructions executed by integer executions
only. Floating point execution units manage floating point instructions only. It needs
larger Register Files in order to store floating point data and corresponding instruc-
tions. Based on the architectural design, processor specifications and their speed
may be limited in the RF which is calculated by data access time [3]. Hence Regis-
ter Files is an important component in order to determine the superscalar processor
performance. Due to its frequent access and corresponding operations performed by
the processor Register Files becomes a high-power hungry unit in the out-of-order
superscalar processor.

Homayoun, et al. discussed a dynamic and optimized Register file adaptive resiz-
ing technique in order to improve the performance and energy-delay reduction in
Register Files. Heuristics problem was created in this design while mapping instruc-
tions in different clusters [4].

2 Register Files

Register File is the central core of an out-of-order superscalar microprocessor. It
provides communication of register values between producer and consumer instruc-
tions. If issue width increases, the number of ports and the registers required will
also increase [5]. Due to this area of a multi-ported Register Files to grow more
quadratically based on their issue width.

2.1 Conventional Design of Register Files

All the bit lines should be pre-charged high to read or write the data in each and every
cycle in memory. During the write operation, bit lines were set to be high. To read the
data content of any entry, any one of the corresponding bit line would be temporarily
discharged. The sense amplifier is used to detect such type of differences. But the bit
lines must run across the entire ROB and Register File height.

The write bit lines are the prominent sources of power dissipation Register File
structures due to multiple accesses to the same cell in each and every cycle [6]. More
leakage current dissipation is also occurred due to the leakage currents of thememory
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cells, the bit lines which flow through the two pass transistors in an off condition. In
order to eliminate the leakage current dissipations in the memory cells, the portion of
power consumption would be to turn off for the unused entries and their associated
word line drivers using such a gated-V dd or gated-V ss power gating technique (Sleep
mode).

Figure 1 shows the existing circuit diagram of Register Files. It is necessary to
detect when the lower partitions of RF becomes empty after the end of the cache miss
period. It can be realized using an additional bit in each row of the lower partition.
While using a lower partition, an additional bit is set and then reset when the entry is
released during the commit operation. Bit detects whether the partition is empty or
not. The logic to ORing all bits in the lower partition of RF is not on the critical path.
Then the downsizing decision is done parallel to accessing Register file. All the bit
lines should be pre-charged high to read or write an entry cycle. To read the content
of data entry, one of bit line would be conditionally discharged. To detect such a
multiple access, the sense amplifier is used. Even though this structure is effective in
reduction of power without significant loss of performance, further power reductions
are required.

3 Proposed Register Files

In order to improve the performance of the register file, 9T SRAM with is used in
deep submicron technology based microprocessor design. The new design in the
register file is implemented to reduce the power consumption.

The proposed design reduces power dissipation by minimizing the all type para-
sitic capacitance, short circuit and leakage current. The proposed design of Register
Files is shown in Fig. 2. Since many leaky paths are in extensive fan in gates, noise
immunity and EMI of the gate is also reduced. The sense amplifier is used for sensing
the voltage difference on the bitline and their corresponding complement while per-
forming read operation. In order to have separate pre-charge circuitry, it has to been
duplicated for both the upper and lower segments in the Register File configuration.

4 Results

Using BSIM 3V3 65, 45 and 32 nm, technology on Tanner EDA tool, the con-
ventional Register Files and proposed Register Files in Out-of-Order superscalar
processer have been simulated. The testing condition is prepared and tested through
the identical input values on room temperature with supply voltage ranging from 0.6
to 1.0 V. Length and Width of channel for PMOS and NMOS transistors are 650 nm
and 65 nm, 450 nm and 45 nm, 320 nm and 32 nm for 65 nm, 45 nm and 32 nm tech-
nology transistor, respectively. Transient analysis is used to calculate conventional
and proposed design of Register File power consumptions.
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Fig. 1 Circuit diagram of existing RF

The loaded data and a stored data output for the data is 11012 in the memory. The
corresponding output waveform of a proposed Register files is shown in Fig. 3.

The average power consumed by the proposed Register File design is compared
with conventional Design of Register Files for various input voltages in different
technologies applied in order to checkprocess variation check in theout of superscalar
processor.

The power reduction is observed in the proposed design of Register Files of out-
of-order superscalar processor shown in Figs. 4, 5, and 6 for 65 nm technology, 45 nm
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Fig. 2 Simulation diagram of proposed Register Files

Fig. 3 Output waveform of the new design Register Files

technology, and 32 nm technology design of register Files in the out of superscalar
processor respectively.
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Fig. 4 Power analysis of
Register File (65 nm)
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Fig. 5 Power analysis of
Register File (45 nm)
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Fig. 6 Power analysis of
Register File (32 nm)
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5 Conclusion

The design structure of new Register Files was implemented using power gating
techniques. The observed average power consumption in the proposed design of
Register Files from power analysis at 65, 45, and 32 nm fabrication technology
shows power reduction compared with conventional Register File. The reduction of
power prolongs the lifetime of the superscalar processor.
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Comparative Analysis of 8-Bit ALU in 90
and 45 nm Technologies Using GDI
Technique

T. Swapna Rani and Kumud Kumar Bhardwaj

Abstract Arithmetic and Logic Unit is the fundamental building block of almost
all the digital devices. ALU is the heart of the Central Processing Unit (CPU) of
the computer. It is generally used to perform the arithmetic and logical operations
in the device. ALU can perform arithmetic operations like addition, subtraction,
multiplication, increment, decrement, shift operations, and logical operations like
AND, OR, XOR, NAND, NOR, etc. Any digital device has its characteristics; based
on its characteristics ALU is configured. The parameters like the speed of operation,
power, accuracy, etc., are taken care during the design. This paper presents the design
of 8-bitALUwhich performs 16operations in 45 and90nm technology and compares
parameters like power and delay.

Keywords Arithmetical logical unit · GDI technique · Low-power VLSI

1 Introduction

GDI Technology is also called as GATE DIFFUSION INPUT, it is the current trend
going on in VLSI industry. In this design a GDI Cell which uses PMOS and NMOS
transistors [1–3]. AND, OR, XOR, etc., can be implemented using GDI technique.
The basic disadvantage of CMOS technology is that as its name suggests it is used to
design the complementary functions and also uses number of transistors to implement
any logic gates. When the number of transistors increases in the circuit power and
delay gets increased which are much undesired for any VLSI Engineer. In order to
reduce the number of transistors, power and delay of the circuit GDI technique are
preferred. Figure 1 shows the basic gate implementation.
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Fig. 1 Basic GDI cell

1.1 Working Procedure of Basic GDI Cell

In a GDI cell, three inputs can be given instead of giving only one input. The first
inputG is given to the gate terminal, input N is given to the source of NMOS and the
third input P is applied to the drain of PMOS, only the substrate connection of PMOS
and NMOS are given to power supply and ground respectively which is shown in
Fig. 1.

1.2 Power Consumption in VLSI

There are mainly three regions in MOSFET

1. Linear region
2. Saturation region
3. Cut-off region

For VGS > VT, drain current will become

ID � k ′
(
W

L

)
(VGS − VT)VDS − 1

2
V 2
DS. (1)

This equation is for the linear region. Here drain to source voltage VDS is less than
VGS − VT.

ID � 1

2
k ′

(
W

L

)
(VGS − VT)

2 (2)
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Fig. 2 Leakage current

This is the case for saturation region. Here VDS is greater than or
equal to (VGS − VT).

ID � 0 (3)

This is the case for cut-off region. Here VT is threshold voltage at whichMOSFET
[4, 5] conducts, VGS is the gate to source voltage, W /L defines the geometry of the
device can be combined with the factor k′. Here VGS is less than the threshold voltage
VT.

Power loss on the bus can be caused by three sources

1. Leakage current occurs through the n-p junction diode, which is shown in Fig. 2.
2. Short-circuit takes place when there is another path going to ground.
3. Charging and discharging of parasitic capacitance takes place. Leakage Com-

ponent of power dissipation can be shown by Fig. 1, that is, the drain to source
current leakage current is independent of the drain to source voltage VDS. The
reduction in the losses gives better result to the system [6–8].

The rest of the paper is organized as follows. In Sect. 2, the block diagram of
ALU has been described. Section 3 shows the result and analysis of the ALU with
different technologies. Section 4 deals with the conclusion.

2 Block Diagram of ALU

An 8-bit ALU which performs 16 operations is designed. Two 8 × 1 Mux and one
2:1 Mux have been used to design ALU as shown in Fig. 3 [9–11]. Based on the
operation to be performed few modules have only single 8-bit inputs and the rest
have two 8-bit inputs. There are totally four select lines S0, S1, S2, S3, where the
S0 represents the MSB and the S3 represents the LSB. For different combinations of
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Fig. 3 Block diagram of ALU

inputs show different operations, e.g., 0000�Addition, 0001� Logical AND, 0010
� Subtraction, 0011 � Logical NAND, 0100 � Increment, 0101 � Logical OR,
0110 � Decrement, 0111 � Logical NOR, 1000 � Comparator, 1001 � EX-OR,
1010 � Arithmetic Right Shift, 1011 � Ex-NOR, 1100 � Arithmetic Left Shift,
1101 � Logical Not, 1110 � Reverse, 1111 � 2’S complement.

2.1 Adder and Subtractor

In this block diagram, modified carry-select adder is implemented. Instead of using
the three ripple carry adders as in conventional carry-select adder, one RCA is
replaced with a Binary to Excess-1 converter (BEC). This would reduce the size
and makes the design more efficient in terms of speed than the conventional carry-
select adder.

Subtractor is the direct implementation of the logic equation of Difference � A
xor B xor Bin and the Borrow � A’B + A’C + BC for one bit the same is cascaded
to form for 8-bit input.
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Table 1 Comparative
analysis of different
technologies

Parameters 45 nm 90 nm

Delay 17.44 ps 170 ps

Static power 0.009428 mW 9.905 mW

Dynamic power 0.007252 mW 0.325 mW

Total power 0.01668 mW 10.23 mW

2.2 Incrementer and Decrementer

In this module, the applied input value is increased by 1. This has been achieved by
adding binary 1 on the LSB, which has been implemented by using half adders and
cascading them to form for 8-bit inputs.

In decrement block applied input value has been decreased by 1. This has been
achieved by subtracting binary 1 on the LSB, which has been implemented by using
half subtractions and cascading them to form for 8-bit inputs.

2.3 Arithmetic Right Shift and Left Shift

A module which can perform one-bit right shift on the applied data is implemented.
The right shifter has been implemented using the concept of the barrel shifter, here
the 2× 1MUX is used to build a right shift operation, the inputs are connected based
on the requirement and if the select line is high the outputs generated would be a
right shifted data.

In the left shift, a module which can perform one-bit left shift on the applied data
is designed. Left shifter has been implemented using the concept of barrel shifter
[12–14], here the 2 × 1 MUX is used to build a left shift operation, the inputs are
connected based on the requirement and if the select line is high the outputs generated
would be a left shifted data. Apart from this, comparator [4, 15, 16] has been designed
in order to generate the output data which is greater among the two applied inputs.
The comparator used here is based on one’s complement logic. With the reverse
module, bits get reversed.

3 Result and Analysis

Table 1 shows the comparative analysis of the 45 and 90 nm of ALU using GDI
technique. From delay point of view, 45 nm technology is the best approach. Also
from the static and dynamic point of view 45 nm is the best approach in designing
of ALU and at last total power also get reduced in 45 nm technology.
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4 Conclusion

The ALU which can perform 16 operations is designed which will give one output,
which is the desired operation. This design is implemented by using GDI technique
using both technologies 90 and 45 nm. The results prove that 45 nm technology
is better than 90 nm as it uses less power and the delay. As the design uses GDI
technology, the area and transistor count get reducedwhich in turn gives an advantage
in terms of cost, size, power consumption, and also the delay.
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Buffer Overflow Attack and Prevention
for an FPGA-Based Soft-Processor
System

Chamandeep Singh, Sripadam Satish, Jubin Mitra and Sandeep Shukla

Abstract Embedded systems have a plethora of role in all spheres of life ranging
from medical application to nuclear application to industrial applications. For rapid
prototyping of designs, reconfigurable hardware like FPGA is the most preferred
solution. Such designs often rely on an embedded processor in the FPGA—some-
times implemented as a soft configuration in FPGA fabric or hard-wired as the
integrated circuit while still connected to the FPGA fabric. Typically, embedded
systems are exposed to various types of attacks, of those major vulnerability is the
buffer overflow attack on the processor used. The buffer overflow attack corrupts
the return address of a function or process and subsequently changes the execution
order. Our goal is to study the effect of buffer overflow attack in an embedded pro-
cessor, demonstrate the attack on a full chain of embedded system and providing
cost-effective mitigation solution to prevent this type of attack.

Keywords Intel FPGA · Soft-processor · Buffer overflow attack · Embedded
systems security · Vulnerabilities in C

1 Introduction

An FPGA is a device that contains programmable arrays of logic elements. Basic
elements of the FPGA are CLBs (configurational logic blocks), programmable inter-
connects and I/O blocks. These logic blocks are further made up of transistor pairs,
logic gates, lookup tables and multiplexers. The reason FPGA-based systems found
so wide application because of shorter development time, easy maintenance and
remote upgrade. The major area of applications ranges from data processing and
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storage to instrumentation, telecommunications and digital signal processing. A typ-
ical FPGA solution consists of multiple interface links, dedicated logic cores, and a
processor to supervise, control or monitor the system. It is easier for the design user
to go for a soft-processor-based solution within the FPGA itself than to venture for
SOC (System-On-Chip) Hard processor Systems (HPS) or heterogeneous computing
solution.

Embedded systems are exposed to various types of attacks. These attacks are
broadly classified into three categories: logical, physical and side channel. Logi-
cal attacks can further be classified into software and cryptographic attacks. Cryp-
tographic attacks take advantage of the weakness of cryptographic protocols for
stealing information, whereas software attacks are more common due to the ease
of implementation. These attacks try to find the security loopholes in the operating
systems and application software. Buffer overflow attacks, format string attacks and
integer overflows are some of the examples of software attacks.

In our study, we have focused on buffer overflow attacks. The attack is emulated
in latest FPGA hardware from Intel with soft-processor. The attack manipulates the
function call procedure and function pointers. By corrupting the return address in the
stack, the attacker can cause the program to jump to exploit code when the victim
function returns. This type of buffer overflow is called “stack smashing attack”. Once
the attacker overwrites the return address, they can choose what instructions to be
executed next, for example, spawning a new shell. The instructions (exploit code)
can be placed in the buffer that is overflowing and then overwrites the return address,
such that it points back into the buffer. This form of attack is called “Injected Code”
attack. The attacker can pass characters representing binary instructions in hexadec-
imal notation [1]. The code (instructions) to be injected can be generated manually,
provided one has the target processor instruction set architecture knowledge. It can
also be first written in the C language and then compiled and assembled to get the
equivalent binary instructions.

2 Literature Review

In the late 1980s, 10% of the Internet nearly came to a halt, when Robert T. Morris
designed a worm using a buffer overflow vulnerability in UNIX’s fingerd program.
It disrupted many computers on what was then a fledgling internet. He was arrested
and prosecuted for the same, later on. Nearly three decades later, in 2014, this attack
surfaced again exposing this vulnerability even in modern computing systems [2,
3]. A buffer overflow vulnerability in the cryptography library of OpenSSL was
disclosed to the public. This flaw came to be known as “Heartbleed.” It exposed
millions of users of online services and software platforms to a vulnerable version
of the OpenSSL software. One more example of this attack is the Apache HTTP
server’s htpasswd.c program, which manipulates password file for Apache HTTP
server was found to be vulnerable to stack-based buffer overflow attacks when the
binary has root permissions or if the script is accessible through a CGI (Common
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Gateway Interface) [4]. The vulnerable part of the code takes user supplied ‘user’
and copies it to a fixed size local buffer using strcpy.

In another instance, Benjamin Kunz-Mejri from security firm Vulnerability Lab
discovered that Skype software of Microsoft is also vulnerable to the buffer overflow
attack. Vulnerability Lab reported the flaw to Microsoft on 16 May 2017, Microsoft
released a patch on 8 June 2017 in Skype version 7.37.178. The fault present in Skype
software was exposed to attacks by remote attackers without the authenticate user’s
knowledge and was possible even with the basic Skype account. Attackers could
potentially crash the software with one request to overwrite to overwrite the EIP
register of the active software process [5]. Thus, allowing local or remote attackers
to execute own codes on the affected and connected computer systems via the Skype
software.

Even Google’s Android software development kit (SDK) was found to be vulner-
able to this attack by the droidsec group. In this particular case, an attacker could
initiate an Android debug bridge server that interfaces with Android devices on a
multi-user system and then waits for ADB clients, started by developers wanting to
debug apps or send commands to devices for connection. Due to exploit occurring
early in the protocol negotiations, any command that communicates with the ADB
server will lead to successful exploitation. Droidsec team also discovered that ADB
Binary failed to have a non-executable stack [6]. Having a non-executable stack is
one of the ways to mitigate the buffer overflow vulnerability.

3 Design Methodology

Intel® Cyclone IV FPGA development board from Terasic is used for the emulation
of the Buffer overflow attack. Platform Designer, a design integration tool available
with Intel Quartus Prime software suite is used for the design development. The soft-
processor used for the experiment is NIOS II [7], a RISC-(Reduced Instruction Set
Computer) based processor. The application code on the soft-processor is written
in Micrium MicroC/OS-II RTOS kernel [8], a variant of ANSI C. MicroC/OS-II
RTOS is a priority-based real-time multitasking operating system kernel primarily
used for embedded system designs. SDRAM-based memory space is used to store
the software codes.

System Integration: Platform Designer simplifies the task of defining and inte-
grating customized IP Components (IP Cores) into the designs. The interconnection
of individual design components are shown in Fig. 1. The purpose behind the use of
individual components are listed below.

Utility of individual design components:

• Source clock (clk_0): On board crystal oscillator to provide the reference clock of
50 MHz.
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Fig. 1 System design using Nios II processor with SDRAM

• Altera PLL (altpll): Is used for correcting the clock skew before forwarding it to
the SDRAM to compensate for PCB routing delay and the other output is to clean
the reference clock before using it in the design.

• JTAG-UART (jtag_uart): This logic core enables the communication between the
host PC and the SOPC Builder system of an FPGA using the serial character
streams.

• SDRAM (sdram): Used for storing and processing of the data and instructions.
• NIOS II Processor (nios2): A RISC-based soft-processor to control the system. It
is composed of twomaster lines and all peripheral logic components are connected
to it.

• System ID (sysid): Provides Platform Designer systems with a 32-bit unique iden-
tifier associated with the NIOS processor. Any mismatch in the system ID results
in the improper execution by the software.

• Timer (timer_0): A 32-bit counter is needed sincewe are dealingwith thread-based
real-time operating system.

3.1 Performing Buffer Overflow Attack

Once thefirmware connection for the processor is completed, the application software
codes arewritten inMicroC/OS II kernel that operates over theHardwareAbstraction
Layer (HAL) frameworkprovidedby the Intel. C languagehas various string handling
library functions like strcpy, strcat in string.hHeader file. The strcpy function copies



Buffer Overflow Attack and Prevention for an FPGA … 413

a null-terminated string from one memory location (called source array) to another
(destination array). These functions do not check for the length of the input argument
in their implementation. Therefore, when the input argument size is more than the
destination variable, data overflow spreads into adjacent memory regions. Moreover,
a buffer overflow enables us to change the return address of a function. In thismanner,
we can change the flow of execution of the program [4, 9]. Other C library functions
like gets, scanf , sprintf are also buffer overflow prone. A vulnerable C-code is given
in Listing 1.1, over which we will perform the buffer overflow attack.

NOP Sled Technique to do buffer overflow: The attacker first passes (an arbi-
trary) string to the function to see if the program malfunctions. If a string of this
length does not have any effect on the program and output is still the same. The
attacker continues this process by adding NOPs until the program malfunctions, and
the flow of execution is altered. The attacker now knows the initial stack address and
the effective length of the buffer. At this stage, the attacker uses NOP sled technique
with the initial stack address to point the new return address (ra) into the injected
code function. Nios II implements NOP as ‘add r0, r0, r0’, as r0 is a constant register
with a value of zero. But ‘add r0, r0, r0’ when encoded will have null bytes in it.
Hence, in order to avoid this problem, theNOP is implemented as ‘xor r5, r5, r5’. This
instruction simply flushes r5. To supply (input) a string in hexadecimal format to C
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programs, we need to use an ‘\x’ character for each byte [10]. Since the Nios II archi-
tecture is little endian, the equivalent input string for the ‘xor r5, r5, r5’ instruction is
‘\x3a\xf0\x4a\x29’.With NOP sled technique, the programmalfunctions for a
string of ‘\x3a\xf0\x4a\x29\x3a\xf0\x4a\x29\x3a\xf0\x4a\x29’
of length 12 bytes or 3 NOPs. Hence, the buffer overflow attack can be made by
appending the injected code’s address to this string. Nevertheless, when the proces-
sor pops out the return address ‘ra’ it sees a different return address than initially
stored in the stack. In this way, the flow of execution of the program can be altered
by the manipulated the string.

4 Mitigation of Buffer Overflow Vulnerability

Several mitigation methods are available to counter the discussed attack. In our
particular case of embedded soft-processor, we implemented the use of safer library
functions and replaced the vulnerable functions with them. C is vulnerable to this
attack due to direct access to memory and lack of strong object typing. The string
handling functions like strcpy and strcat copy a string into a buffer and then append
the contents of one buffer upon another, respectively. These two are unsafe because
they do not check any bounds on the target buffer and would write past the buffer’s
limits if given enough bytes to do so. So, it is suggested to use their associated strn-
versions. These versions only write to the maximum size of the target buffer.

5 Conclusion

We discussed the menace of software-based buffer overflow attack on FPGA-based
embedded systems.Here, we demonstrated the attack using Intel’s Cyclone IVFPGA
board with the Nios II soft-processor andMicriumMicroC/OS-II RTOS kernel. NOP
Sled technique is used to implement the attack and discussed a mitigation method to
prevent the attack. As a future research direction, hardware-based robust mitigation
solutions are planned.
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High-Voltage Gain CMOS Charge Pump
at Subthreshold Operation Regime
for Low Power Applications

C. Arul Murugan, B. Banuselvasaraswathy and K. Gayathree

Abstract This paper presents an enhanced complimentary metal oxide semicon-
ductor (CMOS) charge pump (CP) circuit with improved gain and efficiency by
dynamically controlling substrate and gate terminals of PMOS transistor. The pro-
posed novel charge pump provides good performance even at low voltage. But, the
efficiency of the charge pump circuit is being influenced by body effect and threshold
voltage as the number of stage increases. Hence, numerous charge pump strategies
are used to minimize the effect of threshold voltage and body effect. In this paper, the
above-mentioned issues are overcome by implementing charge pump circuit in 180-
nm standard in Cadence Virtuoso operated at low-voltage CMOS technology. From
the result obtained, it is analyzed that the proposed CMOS charge pump achieves an
improved voltage conversion ratio, efficiency and low operating voltage as compared
to existing conventional CMOS charge pumps.

Keywords Charge pump · Voltage gain · Threshold voltage · Body effect · Clock
signal generator

1 Introduction

In the modern era, the utilization of portable devices is progressing due to reduced
power consumption. In the nanometre-scale technology, still there is continuous
demand for minimizing the power consumption and supply voltage of integrated cir-
cuits (IC) [1, 2].But, there exists several applications such asEEPROMprogrammers,
MEMS devices, power switches and line drivers [3] that need high voltage to perform
its operation. This made the necessity for the utilization of charge pumps (CPs) at
light-load applications and requirement of step-up dc–dc converters in heavy-load
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applications. An on-chip charge pump (CP) circuit is highly preferred in non-volatile
memories and analog circuits to deliver maximum output voltage and voltage gain.
In some cases, high-voltage generators are embedded on the IC to provide solutions
for small form-factors [4–7].

Charge pumps are widely used than inductor-based converters since it provides
an optimum result in terms of electromagnetic interference and integration. In con-
ventional methods, high voltage are generated through charge pump continued by
LDMOS output switch to result in maximum output voltage with additional costs
for mask. In nanometre technology [8], the LDMOS output switch is eliminated
and stacking devices operating at low-voltage devices are introduced [9, 10]. These
devices require predriver circuit to increase the reliability of the circuit. But the
complexity arises when the number of stacked devices increases. At increased state,
it cannot adapt in high-voltage drivers. This leads to a limitation of using stacked
devices at more number of stages in nanometre technology. It is overcome by cas-
cading the identical charge pump to n stages based on the requirement. The number
of stages is limited by voltage handling. The pumping capacitors should be charged
and discharged during each switching period. Therefore, the charge pump-based
drivers are suitable only for slow switching applications. At low-voltage devices, the
charge pump-based drivers result in a high voltage, low capacitance value. Hence,
it is widely used than LDMOS output switches. The efficiency of the architecture is
increased by minimizing the rise time of charge pump. Besides all these factors, the
utilization of charge pump is progressing due to its small size and reduced amount
of power dissipation [11, 12].

2 Related Works

Several researchers discussed the design features of charge pump they are as follows.
The fundamental conventional four-stage Dickson CP circuit consists of NMOS and
diodes. The NMOS transistors are used as pass devices. The entire circuit helps to
pump up the input voltage [13]. But the major drawback of these circuits is that the
threshold voltage drop across the diode-connected transistors degrades the voltage
gain of the Dickson CP circuit. In addition, the body effect of NMOS transistor raises
the threshold voltage during each pumping stage at varying supply voltage. This, in
turn, minimizes the voltage gain of CP circuit. In [14], a dynamic control circuitry
was introduced to decrease the voltage drop. In this technique reduced number of
diodes are used to connect the NMOS transistors. Even though the number of diodes
is reduced, the voltage gain of the circuit remains worse by minimizing the use
of diode-connected NMOS pass devices. In [15], the diodes are connected across
PMOS transistors and two auxiliary PMOS transistors are placed to bias the substrate
terminal to eliminate the body effect. But still, there is a limitation in voltage gain of
the circuit due to the constant threshold voltage drop that occurs due to the diode-
connected PMOS device. In [16], the Ron (on-resistance) of PMOS transistors is
reduced in this technique. But the body terminal of the PMOS transistors remains in
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floating condition during substrate control approach reducing the power efficiency
and voltage gain. In [3], employed a bootstrap circuit to help in obtaining high voltage
which is required to turn ON the charge transfer switches in the triode region. This,
in turn, eliminates the threshold voltage drop. The series–parallel topology [17] was
introduced for discrete IC implementation. Themajor drawback of this system is that
the high-voltage swing on parasitic capacitance values results in maximum power
loss. In [18] and [19], a charge-pumping architecture with two branches is introduced
with a six-phase clocking scheme. In this approach, both forward and backward
control schemes are used [20]. In [21], clock generator operating at high voltage
is demonstrated to get a linear output voltage irrespective of extended of cascaded
stages. In [22], a high-voltage CMOS process to obtain high voltage and density
of charge pump circuit. In [23], double charge-pumping circuit with a four-phase
clocking scheme is implemented. In [24] and [25], the number of stages is optimized
to reduce the rise time. In [26], instead of fixed frequency, different pumping clock
frequency is utilized to decrease the rise time with maximum power efficiency. In
[27], charge pump optimized capacitor value expression is estimated to reduce the
output impedance of the circuit.

In this paper, several optimization features and advanced control schemes are
introduced into the CP circuit to enhance the voltage gain and the power efficiency
and reduce the threshold voltage, body effect and power consumption. The paper
is organized as follows: Sect. 3 discusses about the design and operation of pro-
posed charge pump circuit, Sect. 4 deals with different results obtained as a result of
simulation and Sect. 5 describes the conclusion.

3 Proposed Charge Pump Circuit

To overcome the above-discussed concerns, a new approach with parallel substrate
and dynamic gate control is introduced with three stage CP circuit. The proposed
design provides biasing to all the body terminals of PMOS transistors with various
clock phases. The design is free of the diode from input to output to connect tran-
sistors. In addition the CP circuit small on-resistance on each pass transistors. All
these features result in reduced voltage drop across each transistor to maximize the
voltage gain and minimize the threshold voltage and body effect of the CP circuit.
Moreover, the performance and effect of pumping capacitors and its sizing on the
rise time are also taken into account.

This circuit comprises of five PMOS pass transistors T1–T5 and four on-chip
pumping capacitors C1–C4 for providing the output voltage of 5 V under different
clock phases [28]. The transistor T1 drain terminal present in the first stage is con-
nected to the clock signal �1 to guarantee the improved operation of the CP circuit.
All transistors (M1–M5) from the input to output stage operate in the triode region.
This is to ensure that once the transistors are turnedON, the circuit will not experience
threshold voltage drop across the connected transistors. Hence, the circuit’s voltage
gain remains unaffected. Similarly, the shoot current that occurs during transistor
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Fig. 1 Single stage charge pump circuit

Fig. 2 Proposed charge pump circuit
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Fig. 3 Clock signal generator with different clock inputs

switching between on-state and off-state of the pass transistors is reduced to increase
the power efficiency. This is carried out by using non-overlapping clock signal gen-
erator inputs �1 and �2 into the charge pump circuit [28]. In the CP circuit, rise in
voltage at the built-to-source of NMOS transistor at increased stages will increase
its corresponding threshold voltage. As long as the transistor T5 threshold voltage
remains lesser than the voltage of gate to source of transistors the NMOS transistor
performs as a switch without affecting the charge pump circuit (Figs. 1, 2 and 3).

The rise time value at different capacitor loads (CL) are given by the following
equation [29]

RT = CUE − CE/CE

where CUE determines unequal pumping capacitors and CE indicates equal pumping
capacitors and RT is the rise time.

4 Results and Discussion

Figure 4 shows the output obtained from the clock signal generator obtained with
two different clock signals.

Figures 5, 6, 7, and 8 shows the comparison of capacitor values C1, C2, C3, and
C4 at different stages N � 2, N � 3, and N � 4 (Table 1; Fig. 9).
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Fig. 4 Output of clock signal generator
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Table 1 Comparison of different conventional charge pump circuit with the proposed technique

Characteristics Dickson Ref. [17] Pelliconi Ref. [4] Proposed technique

Output voltage (V) 5.73 6.19 6.39 7.41

Voltage gain 4.78 5.16 5.33 5.95

Start up response
(µs)

0.55 1.11 1.20 1.47

Load current (mA) 5 5 5 5
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5 Conclusion

ACMOScharge pumpwhich exhibits high-voltage gainwas designed. In this design,
the diode switches are completely removed to maintain the threshold voltage drop
across the input to the output stages. Moreover, the body terminal is biased with
different clock pulses and on-resistance on every transistor isminimized.All these in-
built features result in reduced threshold voltage drop across the connected transistors
and body effect. The entire design is simulated using 180 nm-Cadence Virtuoso
operated at low-voltage CMOS technology. From the result obtained, it is analyzed
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that the proposed CP circuit provides better voltage gain and output voltage when
compared to the other existing conventional charge pump circuits.
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Robot Path Planning Using Memory

Gadhamsetty Ravi Theja and Srinath R. Naidu

Abstract Proposedwork implements the robot path planning usingmemory. Nowa-
days, robots are mostly used in agriculture, industrial, and military purposes where
the robots are moving autonomously. So, the robot requires planning a path for mov-
ing from one spot to other location, which is called as path planning for a robot.
Robots are moving in different kinds of environment, mainly obstacle and obstacle-
free environment. In obstacle-free environment, path planning must ensure the most
direct path between start and end locations. In an environment surrounding with
obstacles, path planning must ensure a collision-free shortest path between start and
end locations by avoiding obstacles. Most recent works use the A-Star algorithm to
catch the most direct route between start and end locations. In the proposed work,
once the robot arrives at the end location then the path is stored in memory. The idea
behind this is that when the robot reaches the same location in future, there is no
requirement to forecast the path again and it can be retrieved from memory which
will save the computational time and power requirements of the robot.

Keywords A-Star algorithm · Shortest path · Memory · Retrieval

1 Introduction

In today’s generation, the usage of robots in agriculture is incremented and becoming
an exciting high-technology industry for new professionals, investors, and compa-
nies. The technology is developing very rapidly in order to advance the production
capabilities of the farmers using robotic and automation technologies. Agriculture
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robots mechanize continual, passive, and dull tasks of the farmers so that farmers will
focus on bettering complete production yields. Agriculture robots are mainly used
in the areas of harvesting and picking, weed control, autonomous mowing, prun-
ing, seeding, spraying, thinning, and utility platforms. Nowadays, robots are used in
industries in order to automate the applications throughout the factory system to free
time and energy. Applications of robots in industries comprise painting, welding,
assembly, pick and place, and packaging and testing.

In space applications, robots play a decisive part in analyzing and exploring the
outer space environment which is hostile in nature. The advancement in technologies
making it easier to send robots to space for gathering information because they will
not get tired and can work in air-less environment. Space robots are mainly robot
arms, rovers, landers, and orbiters.

In case of military applications, robots perhaps used to carry weapons from one
locale to other locale. On a war field, robots can be sent before humans to clear out
landmines and thus potentially save human lives.

1.1 In Industries

In case of industrial applications, the robots are mainly used to carry things from
one section to other locations. There could be many paths available to find the target
location but the optimal collision-free path can be selected and the path is stored in
memory and the path is retrieved whenever required.

1.2 In Agriculture

Today, in agriculture domain the conventional tasks like tilling, sowing, and harvest-
ing can be done by robots. In case of fruit picking, robots have to maneuver from
one spot to another location to perform tasks and the shortened direction between
these points by avoiding obstacles can be found using A-Star algorithm. Once the
goal point is reached the path is stored in memory so that the robot becomes familiar
with the environment in which it is moving.

1.3 In Space

In case of space applications, robots are used to investigate things in space. In order
to get this, the robots have to be competent to shift to different locations. Given start
and end locations, a robot should be adequate to figure out the optimal collision-free
path. Having once computed this path, the robot can store it in memory and retrieve
it whenever required.
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2 System Architecture

2.1 Existing System

Traditionally, people have done path planning using Dijkstra’s algorithm but this
algorithm constitutes to take too much time.

Some researchers [1, 2] investigated methods to boost the accomplishment of
Dijkstra’s algorithm for different applications.

As an alternative to Dijkstra’s algorithm, robot path planning can be done using
the A-Star algorithm. Here, the robot is having innate capacity to find the optimal
collision-free path under the constraint that it can move only along X- and Y - direc-
tions which will increase the time required to reach the target point [3]. A modified
A-Star algorithm has been proposed in [4], where the robot is able to move along the
X, Y , and diagonal directions which will decrease the computational time and cost
required to reach the goal position.

Using themethods described above the robot is smart to find the optimal collision-
free path but given the same start and end locations, the robot has to calculate the
path every time which will make the system inefficient in certain conditions. In our
work, we will use simulation to test tactual the working of a robot in an environment
filled with obstacles. In previous work [5], experiments have been brought out using
webots simulator [5] to test the working of the robot using A-Star path planning. In
[6], experiments are done to get the shortest path using the Hough transform in image
processing. Some research is done in [7] to analyze the multipath robot environment.

2.2 Proposed System

This will implement a system in two phases. In first aspect, the precise route between
begin and end spots can be found using modified A-Star algorithm. In second step,
once the goal is reached the path is stored in sequential memory so that in future when
the same path occurs in the robot path then there is no requirement to figure out the
path again. It just retrieves the path from memory which will save the computational
cost, time, and power requirements of the robot.

2.3 A* (A-Star Algorithm)

A-Star algorithm is an algorithmwhich is used to compute the short-livedway among
given spots. A-Star method is really smart algorithm than conventional algorithms.
Many web-based maps and games used this method to figure out the shortest path
efficiently between two points. A-Star algorithm is called as the best first search that
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it finds the shorter route between two spots by finding all the possible paths for the
one incurred to be the smallest one.

A-Star algorithm selects the smallest path that satisfies the below equation:

a(m) � b(m) + c(m) (1)

where

m is the final point on the route,
b(m) is the computation cost of the route from starting point to the final spot on the

route,
c(m) is the heuristic which approximates the cost of the shortened way from spot

m to the final spot, and
a(m) is the total cost.

A-Star uses priority queue to select minimum cost points to expand. The priority
queues are known as open list and closed list. At each step, the points with the low
a(m) are deleted from open list and added to the closed list, the a, b, and c values of
neighbors are updated and these neighbors are included to open list. Algorithm will
search until a goal point with low f cost is found. Finally, shortest path can be drawn
with closed list points.

2.4 Pseudocode

OSX=Old Starting Point Of X-Coordinate
OSY=Old Starting Point Of Y-Coordinate
OEX=Old Ending Point Of X-Coordinate
OEY=Old Ending Point Of Y-Coordinate
NSX=New Starting Point Of X-Coordinate
NSY=New Starting Point Of Y-Coordinate
NEX=New Ending Point Of X-Coordinate
NEY=New Ending Point Of Y-Coordinate
NPX=Neighbor Point X-Coordinate
NPY=Neighbor Point Y-Coordinate
OL=OPEN LIST=Priority queue
CL=CLOSED LIST=Priority queue
POL=Point in OPEN LIST
PCL=Point in CLOSED LIST
CP=Current Point
PL=Parent LIST
G=Cost of path from starting point to final point on route
H=Heuristic which approximates cost of the shortened way from m to the end spot
F=Total Cost (G+H)
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1. Define (OSX, OSY) and (OEX, OEY)
2. Generate map.
3. Add (OSX, OSY) to OL
4. Add (OSX, OSY) to CL
5. Add (NPX, NPY) to OL

-If (OL !=NULL);
-If ((NPX, NPY) !=POL));
-If ((NPX, NPY) !=PCL));
-Compute G, H and F values. Record CP to PL
-If (CP==POL);
Compute G value of CP.

-If (G (CP)<G (POL))
Update PL with CP

6. If (OL==NULL)

-No Possible Path

7. If ((OEX, OEY)==POL)

-Define Path using PL

8. Find the lowest cost (NPX, NPY). Add it to CL
9. Go to Step 5.
10. Store the path in memory.
11. Define new start and goal points.
12. Load the map area.
13. Compare new start and end points with the old start and end points.
14. If matches retrieve the path otherwise go back to point 3.
15. If (NSX<OSX && NSY<OSY) && (NEX==OEX && NEY==OEY)

-Calculate the path from (NSX, NSY) to (OSX, OSY)
-Retrieve path from (OSX, OSY) to (OEX, OEY)

16. If (NSX==OSX && NSY==OSY) && (NEX>OEX && NEY>OEY)

-Calculate the path from (OEX, OEY) to (NEX, NEY)
-Retrieve path from (OSX, OSY) to (OEX, OEY)

17. If (NSX<OSX && NSY<OSY) && (NEX>OEX && NEY>OEY)

-Calculate the path from (NSX, NSY) to (OSX, OSY)
-Retrieve path from (OSX, OSY) to (OEX, OEY)
-Calculate the path from (OEX, OEY) to (NEX, NEY)

18. If (NSX>OSX && NSY>OSY) && (NEX==OEX && NEY==OEY)

-Retrieve path from (NSX, NSY) to (OEX, OEY)
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Fig. 1 X- and Y - points of the traveled path and graph representing the robot given start and end
points

19. If (NSX==OSX && NSY==OSY) && (NEX<OEX && NEY<OEY)

-Retrieve path from (OSX, OSY) to (NEX, NEY)

20. If (NSX>OSX && NSY>OSY) && (NEX<OEX && NEY<OEY)

-Retrieve path from (NSX, NSY) to (NEX, OEY)

2.5 Time Complexity of Different Operations Used

1. Search—O (n)
2. Append—O (1)
3. Insert—O (n)
4. Delete—O (n).

3 Experiments and Results

The proposed idea of robot path planning using memory has been tested in the
following scenarios which consist of obstacles in robot path and the performance is
compared to the case when there will be no obstacles in the robot path. We use the
simulation environment and determine the time taken to find the final location with
and without our algorithm.

3.1 Test with Given Start (10,10) and End Points (50,50)

Here, the robot will find the optimal collision-free path using A-Star algorithm
between begin spot (10,10) and end spot as (50,50) and the time taken to find the
end spot is 12.40 s which is shown in Fig. 1.
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Fig. 2 X- and Y -spots of traveled path and graph representing the robot given start and end points

Fig. 3 X- and Y -locations of the traveled path and X- and Y -spots of the traveled path stored in
memory

3.2 Test with Given Start Point (5,5) and End Point (50,50)

Here, the robot will find the optimal collision-free path using A-Star algorithm
between the begin point coordinates as (5,5) and final spot (10,10) and retrieve
the path from (10,10) to (50,50) from memory by comparing begin and final spots
with the old start and end locations of route stored in memory and the time required
to reach the final spot is 1.26 s and is shown in Fig. 2.

3.3 Test with Given Start Point (10,10) and End Point (55,55)

Here, robot will retrieve the path from (10,10) to (50,50) frommemory by comparing
begin and final locations with the old start and end spots of route stored in memory
and will find the optimal collision-free path using A-Star algorithm between begin
spot coordinates as (50,50) and end location (55,55) and the time taken to find end
point is 1.61 s which is shown in Fig. 3.

3.4 Test with Given Start Point (5,5) and End Point (55,55)

Here, robot will find the optimal collision-free path using A-Star algorithm between
start location coordinates as (5,5) and final location (10,10) and retrieve the path from
(10,10) to (50,50) from memory by comparing start and end spots with the old begin
and final spots of the route stored in memory and will find the optimal collision-free
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Fig. 4 X- andY -points of the traveled path andX- andY -spots of the traveled path stored inmemory

Fig. 5 X- and Y -points of the traveled path and X- and Y -locations of the traveled path stored in
memory

Fig. 6 X- and Y -coordinates of the traveled path and X- and Y -coordinates of the traveled path
stored in memory

path using A-Star algorithm between start location coordinates as (50,50) and end
spot as (55,55) and the time taken for the goal location is 2.23 s which is shown in
Fig. 4.

3.5 Test with Given Start Point (15,15) and End Point (50,50)

Here, robot will retrieve the path from (15,15) to (50,50) frommemory by comparing
start and end spots with the old begin and end locations of the path stored in memory
and the time taken in order to figure out the goal is 0.00 s which is shown in Fig. 5.

3.6 Test with Given Start Point (10,10) and End Point (45,45)

Here, robot will retrieve the path from (10,10) to (45,45) frommemory by comparing
start and end points with the old begin and final spots of the route stored in memory
and the time taken to find the goal spot is 0.00 s which is shown in Fig. 6.
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Fig. 7 X- and Y -locations of the traveled path and X- and Y -spots of the traveled path stored in
memory

Fig. 8 X- and Y -coordinates of the traveled path

3.7 Test with Given Start Point (15,15) and End Point (45,45)

Here, robot will retrieve the path from (15,15) to (45,45) frommemory by comparing
begin and end locations with the old start and end spots of the route stored in memory
and the time taken to find the goal is 0.00 s which is shown in Fig. 7.

3.8 Test with Given Start Point (10,10) and End Point (50,50)
with No Obstacles in Robot Path

Here, robot will find the optimal collision-free path using A-Star algorithm between
begin spot coordinates as (10,10) and end location as (50,50) and the time taken to
reach the goal point is 1.28 s which is shown in Fig. 8.

3.9 Test with Given Start Point (10,10) and End Point (55,55)

Here, robot will retrieve the path from (10,10) to (50,50) frommemory by comparing
start and end spotswith the old begin and final locations of the route stored inmemory
and will find the optimal collision-free path using A-Star algorithm between the start
point coordinates as (50,50) and end point coordinates as (55,55) and the time taken
to reach the goal is 0.95 s which is shown in Fig. 9.
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Fig. 9 X- and Y -spots of the traveled path

4 Conclusion

From the above experiments, it is understood that the present proposed idea is produc-
ing better results in case of obstacle environment when compared with the obstacle-
free environment.

5 Future Work

The algorithm can be enhanced to produce better results in case of obstacle-free
environment and works in case of a dynamic environment where obstacles are in
motion. Retrieving data from memory can be made faster using cache memory and
instead of storing full path, we can store only the path fragments from the grid cells
which are used very often to improve the performance.
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A Comparative Analysis of Breadth First
Search Approach in Mining Frequent
Itemsets

M. Sinthuja, N. Puviarasan and P. Aruna

Abstract The ensuing paper contrasts the algorithms using breadth first search tech-
nique of mining frequent itemset. The Apriori algorithm is a well-known algorithm
which adopts breadth first search approach to mine frequent itemsets. The process
of finding the frequent itemsets is simple for smaller database and complex for
larger databases. Candidate itemset generation is a major disadvantage for Apri-
ori algorithm. In this research paper, the proposed BFS-LP-Growth algorithm is
compared with another breadth first search algorithm Apriori. The proposed BFS-
LP-Growth algorithm overcomes the limitation of Apriori algorithm by processing
the database twice and also avoids the exploration of candidate itemset. The struc-
ture of LP-Growth algorithm makes the proposed BFS-LP-Growth algorithm more
advantageous. The breadth first search enhances the performance of the proposed
BFS-LP-Growth algorithm by creating subheader table which avoids the necessity
of conditional pattern base and conditional LP-tree. Standard databases used for
comparison are Chess and Mushroom. Based on the results, we find that the pro-
posed BFS-LP-Growth algorithm is more worthwhile than the Apriori algorithms as
execution time is low and the need for candidate patterns is diminished.
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1 Introduction

Data mining is the phenomenon of consolidating data into information. Association
rule mining is a vital section in the domain of data mining [1, 2]. Numerous tech-
niques have been experimented for mining association rules in the research studies
[3, 4]. Apriori algorithm is the most favored algorithm among association rule min-
ing techniques, which explores candidate patterns [3, 5, 6]. FP-Growth algorithm
is remarkable among frequent pattern mining. It constructs a frequent pattern tree
called FP-tree [7–9].

The LP-Growth algorithm which adopts linear structure was introduced [3, 10,
11]. The LP-Growth algorithm derives advantage from its structure. The algorithm
limitation in mining frequent itemsets—usage of bottom-up approach which needs
to construct conditional pattern base at every stage and conditional LP-tree for each
itemset.

2 Comparison of Various Frequent Itemset Mining
Techniques

The following theorymainly concentrates onmining frequent patterns. In this section,
the breadth first search algorithms of Apriori is compared with the proposed breadth
first search LP-Growth algorithm (BFS-LP-Growth). On comparison of these algo-
rithms, it is derived that the proposed BFS-LP-Growth is more efficient than Apriori
algorithm.

2.1 Apriori Algorithm

Apriori algorithm [5, 12, 13] uses a simple technique to explore all frequent itemsets
from the database. Apriori is an iterative technique known as level-wise search [10].
This algorithm uses breadth first search (BFS). The iterativemethod exposes frequent
patterns. Pruning is the underlying concept of the above method that outstages the
less frequent itemsets.

Definition 1 It states that any subset of frequent items must be most occurring.

In Table 1, Minimum support count of 2 is considered for this example. The
working pattern of the algorithm is as follows as portrayed in Fig. 1:

Step 1: Initially, size of the transaction is inserted into the transaction database.
Step 2: The algorithm scans the database to count the frequency of each item. In the

primary iteration, individual item is a component of candidate 1-itemset,
C1.
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Table 1 Transaction
database

TID Items SOT

100 f, c, a, d 4

200 f, c, a, g, e 5

300 f, c, b, a, h 5

400 f, b, g 3

500 c, b 2

Fig. 1 Steps to derive frequent itemsets using Apriori

Step 3: This algorithm will create numerous frequent items. It is called the Size Of
Transaction (SOT).

Step 4: As minimum support is 2, items with count lower than 2 is deleted in C1.
Thus set of frequent 1-itemset, L1 is found. It contains the candidate 1-
itemset, satisfying the minimum support threshold.

Step 5: Join step is performed in C2 combining each item with other item and
finding the support of individual itemset which is a candidate 2-itemset.

Step 6: As the minimum support is 2, items with count lower than 2 is deleted. Now
C2 is pruned. Thus set of frequent 2-itemset, L2 can be determined.

Step 7: The algorithm will terminate and provide all the frequent itemsets as there
is no iteration.

Apriori algorithm has to undergo multiple times of database scan. Apriori algo-
rithm has limitation of overconsumption of time and memory and its rate of accuracy
diminishes with early pruning of less occurring items.



444 M. Sinthuja et al.

2.2 Proposed LP-Growth Algorithm Based on Breadth First
Search Approach (BFS-LP-Growth)

The proposed LP-Growth algorithm is based on breadth first search (BFS-LP-
Growth) which overcomes the limitation of Apriori algorithm. In the proposed BFS-
LP-Growth algorithm, two scans of the database are recommended. By using breadth
firsts search approach, conditional pattern base and conditional LP-tree is avoided.
Thus, the consumption of runtime is reduced. As this algorithm is based on tree,
generation of candidate itemset is avoided. It leads to lower usage of memory and
runtime. The proposed BFS-LP-Growth algorithm takes advantage of linear prefix
tree structure. The structure of LP-tree is in array forms to avoid pointers between
nodes. Thus, for the generation of the frequent itemsets, LP-tree is highly effective
compared to the conventional methods. The main advantage of LP-tree is that sep-
arate arrays are used to store each transaction. They explore the simplicity of array
while inserting transactions and traversing through LP-tree. The algorithm proceeds
as follows as portrayed in Fig. 2.

Transaction database is shown in Table 2, which contains the information for five
transactions. Initially, the database is scanned and the support of each item is found.
The items prioritized are depicted in Table 3, which is arranged in descending order.
In this example, the minimum support is denoted as greater than or equal to two.
The items lower than minimum support threshold value is pruned. Remaining items

Fig. 2 Construction of BFS-LP-Growth
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Table 2 Transaction
database

TID Item bought Ordered item

100 d, c, a, f f, c, a

200 g, c, a, f, e f, c, a, g

300 b, a, c, f, h f, c, a, b

400 g, b, f f, b, g

500 c, b c, b

Table 3 Prioritize the items Items Support

{f} 4

{c} 4

{a} 3

{b} 3

{g} 2

{d} 1

{e} 1

{h} 1

are ordered in support descending order {f: 4, c: 4, a: 3, b: 3, g: 2}. Based on this
prioritization, the items are ordered in Table 2. The tree always begins with null
node. The topmost transaction which contains the itemset {f, c, a} is started with,
into the LP-tree based on the length of the transaction. The length of first transaction
is three so four internal nodes are created which includes the header node. As this
transaction is linked from root node, the header node is updated to Proot. The item
“f” is infused into LP-tree with count 1, as there is no link to the corresponding node,
it is stated as “null” and the flag is stated as “false” as it does not have any branch
information. Likewise, remaining items are inserted into LP-tree. Simultaneously,
the branch node is updated in the list as Proot linked to P1,1. Likewise, remaining
transactions are portrayed in Fig. 2.

The process of breadth first search approach is described as follows: breadth first
search approach begins with the initial node of the header list as depicted in Fig. 2.
“Item_f” is the initial item that presents in the header list. By walking through the
path of “Item_f” in the header list denoted as HL it is found that there is no path in the
LP-tree. As an “Item_f” appears at the leading of the tree. The item “f” is declared as
frequent item with count 4. By walking through the path of “Item_c” two paths are
found. At the time of walk up, link up all scanned nodes of the same item by an item
link and aggregate the count for such nodes. The first path is “Root-f-c”. As path
is found subheader table has to be created for item “c” named as SHT_c. The item
“f” is added into SHT_c with count 3 as this path occurs thrice in the database. The
node link is denoted as P1,1 in SHT_c. In the second path, there is no prefix path for
“Item_c”. At the end, item {f, c: 3} is the frequent itemset as it satisfies the condition
of minimum support value. Likewise, the remaining items are inserted using breadth
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first search approach. The frequent itemsets are {f, c: 3} {f, c, a: 3} {f, b: 2} {c, b:
2} and {f, g: 2}.

3 Performance Evaluation

In this paper, experimental analysis were performed to explore frequent itemsets.
Comparative studieswere conducted on twobreadth first search algorithms ofApriori
and proposed BFS-LP-Growth algorithm. In order to prove that the experiments are
reasonable, evaluation was based on two criteria: execution time and memory usage.

3.1 Test Environment

The experiments are conducted on Intel® corei3™ CPU with 2.13 GHz, and 2 GB
of RAM computer. The algorithms have been implementation in Java.

3.2 Dataset Description

In this paper, two standard databases were used from different applications. These
datasets have been acquired from Tunedit Machine Learning Repository. Each
database contains different instances and attributes. The analysis is performed on
two databases of Chess and Mushroom which are widely used for evaluating fre-
quent pattern mining algorithms.

Execution time

In this subsection, the proposed BFS-LP-Growth algorithm is compared with Apriori
algorithm. From theFigs. 3 and 4, the latitudinal axis showsvariousminimumsupport
threshold values and longitudinal axis shows runtime in milliseconds. In Fig. 3, the
database Chess is tested with Apriori and the proposed BFS-LP-Growth algorithm
with different minimum support values. Scanning of the transaction database is done
multiple times to mine frequent itemset in Apriori algorithm. It adopts join and prune
property to mine frequent itemset which results in generating candidate itemset.
Thus, consumption of time is more for the algorithm Apriori in generating frequent
itemset. Comparatively, the proposed BFS-LP-Growth algorithm performs better
than the Apriori algorithm as the former avoids candidate itemset generation in
mining frequent itemsets.

With reference to Fig. 4, the dataset Mushroom is tested with the algorithms
Apriori and the proposed BFS-LP-Growth algorithm with distinct support threshold
values. The processing time of Apriori algorithm is more in exploring candidate
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Fig. 3 Execution time of FIs
using Chess dataset
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Fig. 4 Execution time of FIs
using Mushroom dataset
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itemset for each iteration as described above. The algorithm has to generate lot of
candidate itemset for each iteration which is time-consuming in mining frequent
itemsets for lower minimum support. Comparably, the proposed BFS-LP-Growth
algorithm outperforms the existing Apriori algorithm in terms of execution time for
both higher and lower minimum support because of the quick traversing of the tree
and its linear structure. Thus, it is clearly shown that the runtime performance of
BFS-LP-Growth is better than Apriori algorithm.

Memory usage

The experimental results of consumption of memory are portrayed in Figs. 5 and 6.
The memory consumption of proposed BFS-LP-Growth and Apriori algorithms for
mining frequent itemsets are plotted for varying minimum support threshold values
of 1000, 1500, 1750, and 2000 for the database Chess in Fig. 5. It shows that Apriori
does a considerable amount of work to deal with a large number of candidate frequent
itemsets. Thus memory utilization to store candidate frequent itemset is also more.
Meanwhile, the proposed BFS-LP-Growth algorithm requires lower consumption of
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Fig. 5 Memory usage of FIs
using Chess dataset
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Fig. 6 Memory usage of FIs
using Mushroom dataset
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memory due to minimal usage of pointer between nodes. The main advantage in
using breadth first search approach is that it does not generate conditional pattern
base and conditional LP-tree.

The comparison ratio of proposed BFS-LP-Growth and Apriori algorithm for the
database Mushroom is reported in Fig. 6. Consumption of memory for Apriori algo-
rithm increases rapidly for both higher and lower minimum support. Meanwhile,
the proposed BFS-LP-Growth algorithm consumes lower memory space when com-
pared to Apriori algorithm. For the minimum support threshold value of 5000 the
proposed BFS-LP-Growth consumes 73 MB and Apriori consumes 383 MB. The
proposed BFS-LP-Growth algorithm generates only subheader table for mining fre-
quent itemset. Specifically, when the minimum support is high the usage of memory
for the proposed BFS-LP-Growth algorithms is low. Because the generation of fre-
quent itemset is reduced. In case of Apriori algorithm, consumption of memory is
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more when compared to proposed BFS-LP-Growth algorithm. Thus, the proposed
algorithm is best for all cases when compared to the Apriori algorithm.

4 Conclusion

In this research paper, breadth first search algorithms of Apriori and the proposed
BFS-LP-Growth algorithmwere compared. In the process of mining, proposed BFS-
LP-Growth is more efficient than Apriori algorithm with respect to long itemsets.
The Apriori algorithm needs multiple scans of transactional database as it explores
candidate itemsets. It results in huge amount of execution time and memory. The
frequency of database scan for the proposed BFS-LP-Growth algorithm is only twice
and also avoids the candidate itemset generation which results in lower consumption
of time and memory. Here, breadth first search algorithm plays a significant role
in LP-Growth algorithm which avoids the creation of conditional pattern base and
conditional LP-tree. Thus, it gives guarantee of both faster runtime and lowermemory
usage when compared to Apriori algorithm.
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Email Authorship Attribution

Suman Patil, Sandeep Varma Nadimpalli and Pavithra K. Yadav

Abstract Email correspondence is regularlymanhandled for directing social design-
ing assaults including spamming, phishing, data fraud, and circulatingmalware. This
is to a great extent credited to the issue of obscurity intrinsic. Finding the author-
ship of email which can be stated as attribution problem is contemplated as content
classification issue where the styles of writing of people are displayed in view of
their already composed documents. In this paper, Multiple Association Rules for
Authorship Attribution (CMARAA) is proposed to solve the problem of authorship
attribution. The proposedmethodmakes the remarkable composition style of features
of a person. The experimental evaluation shows that CMARAA classifies with 92%
of accuracy being the most accurate algorithmwhen compared to other classification
algorithms for different combinations of authors.

Keywords Authorship attribution · Email classification · Association mining ·
Stylometric features

1 Introduction

Data security is increasing great consideration from specialists in the group particu-
larly after the developing infiltration of the e-based frameworks and e-data that scale
everywhere around the world [1]. The vast majority of the data is presently gathered,
handled, and put away on electronic PCs and transmitted crosswise over systems to
different PCs. Sadly, alongside the favorable circumstances, the arbor of the web is
regularly abused in different routes for illicit purposes. Unmistakably, without any
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authentication, the most widely recognized approach to transmit data over the web
is sending emails. Emails that are spam, for example, are not anymore simply unso-
licited emails. Digital offenders utilize spam emails to spread the virus over the web
to allure individuals to phishing destinations that take crucial individual data. Besides
assaults might be the type of email mishandle, for example, inappropriate behavior,
phishing, transmitting worms and viruses, forgery, tricks, youngster erotica, phony,
email bombing, and email infection.

1.1 Research Problem

The project intends to naturally and proficiently demonstrate the writeprint or the
patterns of individual speculate. At that point, it is possible to present such patterns
as proof distinguishing the creator of the pernicious email.

Given S is a chance to be the gathering of authors that are suspected with an
unknown email E. Given Ea is a chance to be a moderately extensive accumulation
ofmessageswritten by presuming Sa ∈ S. GivenV is a chance to be an arrangement of
words that are distinct in

⋃
Ea. The issue of creation identification means identifying

the creator S1 from the speculates S who is the most conceivable, whose email
gathering E1 mostly coordinated with the patterns of Stylometric including things in
the malicious email E. Naturally, an email accumulation Ea matches E if Ea and E
share comparative patterns of composing style including a strongly illustrative blends.

As far as associate classification is concerned, what precisely is a writeprint? In
particular, there is a need to extract rules got from patterns that unequivocally and
interestingly speak of the composition style of each presume suspect Sa yet do not
exemplify the written style of composition of some other suspect Sb, where a �� b.

2 Related Work

Attribution of authorship is contemplated as a content arrangement and characteri-
zation issue in the writing [2]. By and large, an arrangement shown is manufactured
utilizing the beforehand composed archives of the presumed creators. The names of
creators are utilized for naming the classes during the testing and training procedures
for developing the model. Not at all like and two-class [3] and one-class [4] charac-
terization issue, which is considered to verify authorship, present-day attribution of
origin, and by perusing Stamatato’s review [5] can better comprehend this; can be
drawn closer than a multi-class grouping issue.

The single standard predefined set of highlights is not there, which separates
the individual scholar’s written work style, however, a few examinations [6] have
distinguished the most illustrative highlights as far as precisely characterizing mys-
terious or debated writings. Accentuation and n-gram highlights have turned out
to be exceptionally illustrative all alone. One exhaustive investigation on complex
highlights displayed by [7] talks about highlights with adequate detail. Initiation
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examination has been very effective in settling creation attribution arguments about
different kinds of compositions [8]. Nonetheless, email origin attribution postures
uncommon difficulties because of its qualities of size, vocabulary, and synthesis
when contrasted with artistic works [9, 10].

Artistic records have a clear semantic and syntactic structure and are normally
extensive in the estimate, involving no less than a few passages. Interestingly, mes-
sages are short and for the most part, do not take after very much characterized
sentence structure or syntax rules. In this way, displaying the composition examples
of their creator is very hard [11]. Attribution of initiation may not be exceptionally
exact for writings involving fewer than 500 words, making the requirement of a
model, which is more better [12] ready to deal with the qualities inborn in messages.

The attribution of email initiation issue may be tackled by outlining calculations
that arrange with the particular difficulties identified with email creation investiga-
tion which is demonstrated by [13]. The Support Vector Machine (SVM), which is
prominent arrangement strategy was connected [2, 14] above a basic also expressive
highlights arrangement for email origin. It is found by [15, 9, 10] additionally
that when the quantity of words utilized expanded from 122 to 320, the execution
of SVM was reduced, negating precept SVM underpins high dimensionality and
prompting the conclusion, which says expanding the quantity of highlights do not
enhance precision [12]. As of late, [16] proposed a deliberate way to deal with
picture writeprints by coordinating syntactic and n-gram words highlights between
the unknown email and test email.

3 Methodology

Authorship examination incorporates authorship attribution, confirmation, profiling,
and additionally similitude recognition. In the proposed approach, distinctive sorts of
features are extracted and a few machine learning calculations are utilized. The past
examinations demonstrate that the predefined uncommon list of the set of features
is not there which can be utilized to decide the composition style. The style of
composition contains: Lexical highlights, Syntactic highlights, Content-particular
highlights, Structural highlights, and Idiosyncratic highlights. The agent catches the
style of composition of each speculate by obtaining the features that are frequent of
his works. The extricated highlights can be used to produce a model of classification.
At last, the conceivable features contained in the noxious email are extricated and
encourage the model of the classifier to distinguish the work style of writing of
presume whose writing style intently coordinates the email under scrutiny.

3.1 Dataset Preparation

The informational index utilized here, is the Enron email accumulation, which is part
into a preparation set and a test set containing 40 sends and 20 sends individually,
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separated similarly among inbox and sent things messages. You will effortlessly
perceive the sends as it contains inbox and sent things in its filename. In any content
mining issue, content cleaning is the initial step where those words from the record
which may not add to the data are expelled. Messages may contain a great deal of
bothersome characters like accentuation marks, stop words, digits, and so on which
may not be useful in identifying the spam email. The messages can be preprocessed
in the accompanying ways: (i) Removal of stop words and (ii) Lemmatization.

3.2 Classification of Emails—CMARAA

The algorithm exhibits the presented origin recognizable proof procedure for decid-
ing the initiation of a pernicious email E from the predetermined speculates. An
arrangement of preparing messages for all the conceivable presumes S1, S2, and Sk
is essentially for the training procedure.

Algorithm: Multiple Association Rules Authorship Attribution (CMARAA)

1. Input: A large collection of preparing emails {E1a,, E1b, ……, En}, {E2a, E2b, 
E2c}, ….., {Eka,, Ekb, Ekn} beforehand composed by potential
presumes S1, S2 and Sk, respectively.        

A noxious email E written by suspect. 
2. Output: Recognize the author of the noxious email E
/* Preparing*/
3. for each speculate Si do
4. for each email {Ei, .., En} do
5. Obtain patterns that are frequent of powerful features
6. end for
7. Give the obtained highlights as input to a few supervised machine 

learning calculations.
8. end for
9. A few models of classification are made
/* Find the creator of the noxious email E from S1, S2 and Sk */
10. Obtain a few powerful highlights from E. 
11. Give the obtained highlights as input to the classification model which is 

created 
12. if recognizable proof score ≥  limit defined  in advance

Recognize the speculate having noteworthy score. 
13. Else
14. Classification is not there ‘The email E is not coordinated 

with any of the speculates style of composition’.         
15. end if
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4 Results and Discussion

CMARAA is assessed against some outstanding classifiers like Ensemble of Nested
Dichotomies (END), Decision Trees, Bayesian Networks (BayesNet), and Naïve
Bayes. It demonstrates that CMARAA coordinates or outflanks alternate strategies
incorporating CBA and AM regarding average precision. The experiment was per-
formed on a 2.2 GHz Intel(R) Core(TM) 2 Duo CPU with 2.00 GB, running on
Windows. The email accumulations utilized as a part of this examination are all
from the Enron email informational collection which is the most appropriate gath-
ering of freely accessible emails.

Figure 1 and Table 1 indicate normal order correctness’s over arrangements of
accumulations of messages for 2–10 creators for every calculation tried in this inves-
tigation. Exactness’s range from 31 to 91% with CMAR being the most precise
calculations for Authorship Attribution (CMARAA), Classification by Association
(CBA), Classification by Multiple Association Rule (CMAR), and AuthorMiner
(AM), individually. As the quantity of creators increments correctness diminish,
with CMAR showing the greatest diminish when there are 9 creators.

For instance, if the help limit is 10% and there are 10 creators with 100 messages
each, at that point an element exceptional to one creator would need to show up in

Fig. 1 Accuracy of
algorithms and number of
creators

Table 1 Authors values and
accuracy of algorithms

Authors AM CMAR CBA CMARA

2 66.489 80.106 83.229 86.923

3 51.83 61.63 67.37 70.54

4 39.52 53.33 54.12 60.73

5 37.602 31.636 45.34 47.9

6 28 39.535 42.555 47.69

7 26.5275 29.37 35.2075 43.86

8 19.8425 16.66 28.705 35.44

10 15.78 16.32 25.216 27.69



456 S. Patil et al.

each and every email of that creator so as to be viewed as incessant.One of the primary
commitments of this examination, executed in CMARAA, diminishes the help limit
to consider just a single creator’s preparation set, permitting highlight things that are
a visit, regardless of whether one of a kind to one creator, to be considered.

5 Conclusions

Cybercrime examinations need a writeprint demonstrating calculation which will
give dependable proof to help attribution of initiation. Utilizing a promising infor-
mationmining procedure named classification based onmultiple association rules for
authorship attribution on the email authorship attribution issue is addressed through
this research work. Our proposed algorithm proved the accuracy of classification
toward authorship attribution.

Acknowledgements The authors would like to acknowledge and thank technical education quality
improvement program TEQIP phase III, BMS College of Engineering for funding this research
work.

References

1. Casey E (2010) Handbook of digital forensics and investigation. Elsevier
2. de Vel O (2000) Mining e-mail authorship. KDD workshop on text mining
3. Iqbal F, Khan LA, Fung BCM, Debbabi M (2010) E-mail authorship verification for forensic

investigation. In: Proceedings of the 25th ACM SIGAPP symposium on applied computing
(SAC), ACM Press

4. Koppel M, Schler J, Argamon S, Messeri E (2006) Authorship attribution with thousands of
candidate authors. In: Proceedings of the 29th annual international ACM SIGIR conference on
Research and development in information retrieval

5. Stamatatos E (2009) A survey of modern authorship attribution methods. J Am Soc Inf Sci
Technol (JASIST)

6. Grieve J (2007) Quantitative authorship attribution: an evaluation of techniques. Lit Linguist
Comput

7. Abbasi A, Chen H (2008) Writeprints: a stylometric approach to identity-level identification
and similarity detection in cyberspace. ACM Trans Inf Syst 26(2):7

8. Mendenhall TC (1887) The characteristic curves of composition. JSTOR
9. de Vel O, Anderson A, Corney M, Mohay G (2001) Multi-topic e-mail authorship attribution

forensics. In: Proceedings of ACMconference on computer security eworkshop on datamining
for security

10. de Vel O, Anderson A, Corney M, Mohay G (2001) Mining e-mail content for author identifi-
cation forensics. SIGMOD

11. Ledger GR, Merriam TVN (1994) Shakespeare, fletcher, and the two noble kinsmen. Lit Lin-
guist Comput

12. Iqbal F, Binsalleeh H, Fung BCM, Debbabi M (2010) Mining writeprints from anonymous
e-mails for forensic investigation. Digit Investing

13. Iqbal F, Binsalleeh H, Fung BCM, Debbabi M (2013) A unified data mining solution for
authorship analysis in anonymous textual communications. Inf Sci Special Issue Data Min Inf
Secure



Email Authorship Attribution 457

14. TengG, LaiM,Ma J, Li Y (2004) E-mail authorshipmining based on SVM for computer foren-
sic. In: Proceedings of the 3rd international conference on machine learning and cyhemetics

15. Corney M, de Vel O, Anderson A, Mohay G (2002) Gender-preferential text mining of e-
mail discourse. In: Proceedings of the 18th annual computer security applications conference
(ACSAC)

16. Ding SHH, FungBCM,DebbabiM (2015) A visualizable evidence-driven approach for author-
ship attribution. ACM Trans Inf Syst Secur (TISSEC)



A Security-Aware Trust-Based SLA
Framework Using SDN in Cloud
Environment

H. M. Anitha and P. Jayarekha

Abstract Software-defined network is an emerging technology in the IT indus-
try. Cloud computing provides the services to the users based on the requirements.
Service-level agreement is signed between user and cloud provider. SLA compli-
ance is an important feature in cloud environment. Trust-based SLA is considered
for the system. Monitoring of activities is carried out using SDN controller. SDN
controller gathers the information completely about cloud provider and cloud user.
The main idea of this paper is to monitor and notify any unusual activities such as
attacks and hence, trust-based SLA framework is proposed. The framework strongly
monitors the malicious users by SDN controller through OpenFlow switches. If the
user is found to be unreliable, resources allocated will be released and reallocated to
another user. Hence, security monitoring is carried out using SDN controller.

Keywords Service-level agreement · Trust · Software-defined network · SDN
controller · OpenFlow switch

1 Introduction

Cloud computing has been used by a wide range of applications since many years.
Cloud computing basically provides three different types of services to users such
as software as a service (SaaS), platform as a service (PaaS), and infrastructure as
a service (IaaS). SaaS provides complete software services to the users. PaaS offers
platforms for computations using underlying hardware provided by the IaaS. Infras-
tructure can be used by the users for computations through virtual machines. IaaS is
used by SaaS and PaaS. Virtual machines are deployed to the users based on their
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demand-matching capability requirements. Capability requirements are computa-
tions, storage, and one more parameter is also considered here, i.e., security. All the
requirements are mentioned in the service-level agreement (SLA). Conformance of
the cloud provider toward the agreement is a very important feature. Hence, there is
a requirement for the intelligent framework, which will take care of security feature
and other QoS features assured by the cloud provider. The security issues, which are
to be addressed are attacks from the malicious VMs, unauthorized access of users
data, andDOS attacks. Software-defined network can be used tomonitor all activities
in the virtualized network.

SDN is emerging as one of the promising approaches for latest applications. SDN
is different from the traditional networks. Here, there are two planes namely control
plane and data plane [1]. Control plane is the main unit, which controls all the
actions and data plane follows all the rules enforced by the control plane. Control
plane is present in the SDN controller. Controller is equipped with all intelligence
to monitor activities in the virtualized network. The interaction between the control
plane and data plane takes place with OpenFlow. OpenFlow is the protocol used for
communication between control plane and data plane. Northbound APIs are used
for communication between controller and applications, southbound APIs are used
for communication between the controller and switches. Cloud provider receives the
requests from the users for resources such as virtual machines. Requests are passed
from the cloud provider to the controller, which takes decision to allot the VMs to the
users. Controller maintains the forwarding table of all the networking information.
If the enough resources are available, the users are granted with required resources.
User’s authentication information is checked in the controller. Controller maintains
the forwarding table of all the details of users and cloud providers. Unauthorized
users are not granted any resources.

1.1 Traditional Versus Software-Defined Network

Traditional Network: In the traditional network, both control plane and data plane
are coupled together which is shown in Fig. 1. Traditional networks [2] specify their
requirements by negotiations and manual allocation of resources is carried out. They
do not have methods to present a full range of user requirements such as reliability,
jitter, throughput, and availability of resources. Normally traditional networks will
assume user requirements and offer the resources along with cost specification.

Software-defined network: SDN controls everything with controller and collects
information from the switches as shown in Fig. 2. Switches are dumb and pass
on whatever information is given by the SDN controller. As all the activities are
managed by the controller, decisions are taken by the controller. SDN architecture
consists of three planes, namely, Application plane, Control plane, and Data plane.
Northbound APIs are used for communication between application plane, control
plane, and southbound APIs are used for communication between control plane and
data plane.
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Fig. 1 Traditional network

Control Plane
Data Plane

Fig. 2 Software-defined
network architecture

SDN in cloud: The properties of SDN pave way for advantages in dynamically
changing requirements of users for resources. Cloud computing supports multite-
nancy. SDN controller operates centrally so that it can dynamically update any
changes with respect to the requests. Control decisions [2] are made timely and
centrally regarding the resource availability, scheduling, and communication toward
lower level data plane.

The main idea of the paper is to take the benefits of SDN in cloud monitoring
and provides better security for the virtualized environment in turn enhancing QoS
parameters. The remainder of the paper is organized as follows: Sect. 2 provides
the related work, Sect. 3 gives the proposed framework, Sect. 4 gives results and
discussions and Sect. 5 provides the conclusion.

2 Related Work

Zheng Yan et al. [3], has proposed a security framework for trust evaluation and
management of security in computing environments to achieve security in cloud
computing. It specifies the trust and security parameters in the virtualized environ-
ments. Security framework satisfies all the features of the security mentioned in
requirements. They have suggested two types of services: Trust and Security.
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Zhaowen Lin et al. [4] proposed a security service architecture, which has three
planes: infrastructure, control, and application. Infrastructure consists of hardware
devices. Application plane controls certain applications. Control plane includes secu-
rity services to provide security to software-defined network.

da Silva et al. [5] proposed an approach to automation of SLA contracts between
the users and cloud providers. It specifies an approach to monitor the security feature
in the cloud environment. The authors have used the security metrics of the user to
measure the security value. Monitoring agents are deployed in all the infrastructure
components. Information collected is used in evaluation of security-based SLA.

Gaolei li et al. [6], has proposed scheme for multitenant software -defined net-
work to provide the finely grained SLA-aware QoS parameters. SDN supports the
provisioning of resources. End-to-end negotiation of SLA is carried out here. Based
on the service requested by the users, SLA parameters are fixed. SLA parameters is
mentioned by users. Any modification in SLA, will be completed by the users. The
authors have provided the dynamic bandwidth allocation.

de Jesus et al. [7] presented that SDN can be used in cloud computing to take
advantage of central control over the network by the use of SDN controller. The
policies can be defined which can change dynamically as per changes in resource
utilization in cloud environment such as deployment of the VMs.

Kaaniche et al. [8] proposed rSLA to monitor the security of the network. They
have specified some of the mechanisms for enforcement of security and monitor
whether the system is SLA compliant. Users can view all the security specifications
of the SLA.

3 Proposed Framework

3.1 Trust-Based SLA in Cloud

Service-level agreement is the formal agreement of the cloud userwith cloud provider
for the QoS parameters required for the application to be deployed. Many QoS
parameters are specified by the user. Trust is the one among QoS parameters. Trust
is evaluated in the cloud with the parameters such as security feature, availability of
resources, reliability of the cloud provider, and throughput. Based on the trust score,
cloud provider is chosen by the cloud user. If the cloud provider fails to provide the
SLA compliance, penalties are incurred. Hence, conformance of the SLA is needed
with user’s perspective to achieve the good performance. It is required that somebody
has to monitor the SLA conformance. SDN is the emerging technology, which can be
used for monitoring the SLA compliance and improve the security at infrastructure
level. Any kind of unusual behaviors and threats are to be monitored by the SDN
controller.
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Fig. 3 SLA-based SDN security framework

3.2 Contribution of SDN in Cloud Computing

In this framework, SLA compliance is monitored. Normally certain parameters are
mentioned in the SLA. In this SLA, along with QoS parameters, which are used
regularly trust and security are given higher priority. Hence, timely monitoring of
the activities in the virtual network is carried by the SDN controller. SDN is a
more promising technology to deploy and programme. It is further divided into
two planes, namely, control plane which makes decisions [9, 10], and data plane
which follows the instructions and acts as forwarding elements. Control plane acts
as a central control system for the entire network [10]. Unlike normal intrusion
detections systems detecting unusual behaviors of users and sending notification,
SDN controller sets policies to block the malicious user’s traffic in the network.

Security-based framework as shown in Fig. 3 to monitor the SLA compliance and
address security has been provided. The proposed framework consists of

• Virtual Machines
• Hypervisor
• SDN controller
• OpenFlow switches

VirtualMachines: Virtual machine runs operating systems, software required by
the users. They are not the physical computer but abstract view of computer. Many
virtual machines can be present in the same physical computer.

Hypervisor: Hypervisor acts as the middle layer and is well informed about the
VMs. Hypervisor is the software which manages the VM lifecycle activities such as
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VM deployment, VM migration, and VM shutdown. Basically it takes care of entire
lifecycle of VM. The information is forwarded to the SDN controller.

SDN Controller: SDN-based controller is placed on the top of hypervisor. It has
all the information about the cloud provider as well as users. Controller is the brain to
control all the operations in the system. It sets the policies to block malicious user’s
traffic toward the network [11] so that data integrity, confidentiality, and reliability
are increased.

OpenFlow Switches: They act as the forwarding elements in the network. They
are not intelligent but dumb and obey the instructions of the SDN controller. Com-
munication between switch and controller takes place using OpenFlow protocol.
Policies are set to monitor malicious users. The information is sent to the controller.
Using SDN, security can be enhanced [12].

The phases involved in monitoring the trust-based SLA are the following:

1. Negotiation phase: SLA parameters [13, 14] are negotiated between the user
and provider.SLA parameters such as reliability, throughput, data integrity, and
availability of resources, which contribute for trust score are included in SLA. A
cloud provider whose values are satisfactory for the user is chosen.

2. SLA compliance is monitored by SDN controller checking the parameters of
QoS and security.

3. Monitoring of security attacks is carried out by the SDN controller.
4. If any security attack is noticed, notification is sent by the switch to the SDN

controller to further take action.
5. If repeatedly attacks are seen, then the resources are released frommalicious user

and allocated to other users.

4 Results and Discussions

Monitoring process is carried by OpenFlow switches and notification is sent to SDN
controller. Measured values are received by the SDN controller. Only true warning
messages are sent to the cloud provider from controller after deciding about attack
packets. Two cases are considered wherein first case is without using SDN controller
and second one is using SDN controller. QoS features are very important as cloud
providers have to offer the services to the users. Ensuring the availability of the
resources and monitoring the SLA compliance in the network by the SDN controller
will result in better performance. The proposed framework will enhance the security
features and comparison is very well shown in Table 1. The QoS features obtained
in both traditional and SDN-based network are listed as shown in Table 1.

Simulation is conducted by considering the attacks like SYN flood and DOS
attacks. Simulation time considered is 60 min. Around 150 attack packets are sent
toward the network among 350 packets. In traditional network, notification is sent to
the cloud provider and action is not taken immediately. But, whereas in SDN-based
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Table 1 QoS features in traditional and SDN-based network

QoS features obtained Traditional network SDN-based network

Availability Yes Yes

Reliability Yes Yes

Data integrity No Yes

Confidentiality No Yes

Throughput Yes Yes

Fig. 4 Attack detection and action taken

network attack packets are blocked. Figure 4 lists the attack detection and action
taken.

5 Conclusion

Cloud computing is a technology which offers the services to the users anytime,
anywhere as per the need. Security at IaaS level has to be given higher priority as
the upper levels makes use of infrastructure. Hence, the hardware has to be trusted
so that users can complete their tasks. Security-aware trust-based SLA framework
using SDN is proposed in which conformance of SLA is monitored using SDN
controller. If any attack is found in the network, it is detected by the OpenFlow
switch and action policy is set to block the traffic and this information is sent to the
SDN controller. Controller is the brain of the network, which takes decision whether
the resource allocated to malicious user has to be released or not. Initially, warning
notification is sent and continued attacks from the same user might release user’s
resources. Protection of the users data is very important. Many virtual machines will
be deployed on the same physical machine which is a security threat. So in order to
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take care of the system security, monitoring is carried out. It is observed that attacks
are noticed by the controller.
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Big Data Computing with Distributed
Computing Frameworks

Gurjit Singh Bhathal and Amardeep Singh

Abstract Big Data volume, velocity, and veracity characteristics are both advanta-
geous and disadvantageous during handling large amount of data. It is really difficult
to process, store, and analyze data using traditional approaches as such. To process
data in very small span of time, we require a modified or new technology which
can extract those values from the data which are obsolete with time. The distributed
computing frameworks come into the picture when it is not possible to analyze huge
volume of data in short timeframe by a single system. Distributed Computing is
the technology which can handle such type of situations because this technology
is foundational technology for cluster computing and cloud computing. Distributed
Computing compute large datasets dividing into the small pieces across nodes. Num-
bers of nodes are connected through communication network and work as a single
computing environment and compute parallel, to solve a specific problem. Hadoop is
anopen-source framework that takes advantage ofDistributedComputing. It is imple-
mented by MapReduce programming model for distributed processing and Hadoop
Distributed File System (HDFS) for distributed storage. With time, there has been an
evolution of other fast processing programming models such as Spark, Strom, and
Flink for stream and real-time processing also used Distributed Computing concepts.

Keywords Distributed computing · Big data · Hadoop · Stream processing ·
Batch processing

1 Introduction

In the era of the Internet, which provides services from banking to healthcare, it
has created the demand for new-generation data management and considered as a
platform for everything. The growth of technology in last decade like virtualization
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Fig. 1 This figure shows a Distributed Computing Architecture of Hadoop consisting of master
node and slave nodes are connected with other resources via a network communication link

and commodity computers that can be clustered in a rack and networked as alter-
nate of high-end supercomputing. Economics of computing changed dramatically
with decreasing the cost of purchasing storage and computing resources. Distributed
Computing has a major contribution and played an important role for this change.
The concepts of scalable and affordable computing of Distributed Computing are
adopted by Big Data. The cluster of commodity computers with low power and low
cost are used for Big Data processing and clusters are working on scale-out concept
as per requirement for processing, data is replicated on different nodes for high relia-
bility and fault tolerance. However, not all problems require Distributed Computing;
in some individual computing entities simply pass messages to each other. In other
situations, the concept of multithreading and multiprocessing of Distributed Com-
puting is adopted to enhance the parallelization of processing. In real-time analytics
like velocity characteristics of Big Data, Spark is using multithreading concept to
tackle problem.

Distributed Computing is “A system where the hardware and software compo-
nents have been installed in geographically dispersed computers that coordinate and
collaborate their actions by passing messages between them”. At present, Big Data is
creating a huge impact on industries. Consequently, 50% of world’s data has already
been moved to Big Data technologies (Hadoop), and 75% data will be moved to this
technology by end of this year, predicted as per the demand of market (Fig. 1).

Apache Hadoop [1, 2], a distributed system, also takes advantage of parallel
computing technology for processing of data simultaneously on multiple machines
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using scale-out clustering. MapReduce is a computing model designed for highly
scalable processing of huge volume of data. In MapReduce [3], jobs are split into
small independent tasks and process in parallel on multiple nodes of cluster, which
refers to the collection of commodity computers connected with each other.

Recently, the growth of data has exploded, and the inception of data from social
media and transaction logs has been streamed. Thus, new tools and improved frame-
works have been added according to the market need. New popular frameworks such
as Spark and Flink take a lead to MapReduce. Spark is a multithreaded Distributed
Computing programming model that splits a large dataset into small chunks and
processes and stores data on a distributed file system. Nowadays, the completely
stream-based frameworks, such as Strom and Samza, are also being used in the
industry. Section 2 presents various computing techniques that follow the same prin-
ciple as that of Distributed Computing. Section 3 discusses various batch-based and
stream-based frameworks used for fast data processing using basic of Distributed
Computing. In addition, the features of all these frameworks are compared.

2 Distributed Computing Techniques

Big Data inherits advantages of both Distributed Computing and parallel computing.
In Distributed Computing, the resources are connected by a fast communication net-
work and computing tasks are distributed on these resources. This method increases
the speed and efficiency of the system. Distributed Computing is about 50-year-old
technology, used with new programming concepts in Big Data, which is much faster
and more efficient than the traditional methods of computing and also suitable for
BigData to process amassive amount of data in limited time [4]. There aremanyDis-
tributed Computing techniques in operation today, where following are the important
computing techniques:

• Grid Computing
• Utility Computing
• Cluster Computing
• Cloud Computing

2.1 Grid Computing

GridComputing [5] is amixture of heterogeneous computing resourceswith different
administrative control domains for a common task and resources can be distributed on
several locations and interconnected with each other using communication network
of high latency and low bandwidth, mostly by the Internet. In grid environments,
large jobs are divided into smaller jobs and run on many nodes parallel. The grid
might be owned by various companies or private. The grid nodes are independent
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and loosely coupled; the resources in a grid distributed on different physical location
and are operated independently.

2.2 Utility Computing

Utility Computing [6] technologies provide services such as storage, applications,
computing power and computing resources at a very low cost to the customers. Utility
Computing model is on-demand computing like software as a service, applications,
etc. Utility computing provides more computing power and storage space than a
single time-sharing computer. Utility computing requires an infrastructure like cloud
to provide different services. Various advance servers are used at the back end support
to make it possible.

2.3 Cluster Computing

Cluster Computing [7] is a collection of homogenous tightly coupled computers
connected with each other using high-speed LAN and work together as a single
supercomputer. The clusters are widely used to improve computing performance
with centralized scheduling and management. In this, computers are connected with
a very fast speed communication link at the same physical location. The resource
manager of the cluster is managed resources using master node.

The cluster is single-handed collection of nodes owned by an organization. The
cluster is high fault-tolerant and a fast speed network with low latency and high
bandwidth in contrast to Grid computing.

2.4 Cloud Computing

Cloud Computing [8–10] is a combination of all above computing techniques like
Grid,Utility, Cluster, andDistributed, inwhich all the devices are controlled remotely
on a network. This setup decreases the user demands for software and super hardware.
Cloud computing is a model where computing is done at remote computers away
from local computers. Cloud provides different services, such as e-mail to multipart
data analysis programs, using the Internet. Cloud reduces the cost of processing and
storage for all small, medium and large companies. The cloud is a dynamic scale-in
and scale-out computing infrastructure which is highly scalable, fault-tolerant, and
load balancing. The cloud provides its services to the users on demand, and its inter-
connection network is a high-speed network with low latency and high bandwidth.
Every node and application in the cloud is an independent entity.
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Table 1 Comparison of different computing techniques considering different function

Grid Computing Utility Computing Cluster Computing Cloud Computing

Loosely coupled On-demand pricing Tightly coupled
systems

On-demand
self-service

Diversity and dynamism Uniform utility
computing services

Single system
image

Broad network
access

Distributed job
management and
scheduling

Share the resources
in the shared pool
of machines

Centralized job
management and
scheduling system

Resources pooling
and rapid elasticity

High-end computers
(servers, clusters)

High-end
computers (servers)

Commodity
computers

Commodity
computers,
high-speed network
and high-end
servers and NAS

3 Big Data Distributed Computing Processing Frameworks

Distributed Computing has a great role in the success of Big Data. Big Data requires
very low costing storage space and infrastructure, which is provided by cloud com-
puting. Cloud Computing is a branch of Distributed Computing [11]. In order to
process a huge quantity of data at a very high speed, we required the power of cluster
computing, which is also a branch of Distributed Computing. Thus, to enhance the
processing speed of Big Data, there are two features: batch processing and stream
processing [12]. By default, Hadoop MapReduce is a batch processing system, but
with the invent of social media inception of data in real- time, there is a need for
a stream processing framework for Big Data [13]. MapReduce processing frame-
work is designed to handle large data sets and split datasets into small batches. In
contrast other frameworks process data in an uninterrupted stream, as it flows into
the system. MapReduce workings as its default processing engine but, for instance,
Apache Spark and other framework are hooked into the Hadoop Ecosystem to handle
real-time streaming data (Table 1).

Batch processing frameworks split the large data jobs into small chunks and
distribute these chunks on a large number of nodes according to the size of computer
cluster to process Big Data. The execution time of a batch processing is determined
with the number of active nodes in a cluster and the size of the job. The batch
processing model is inappropriate to satisfy real-time constraints due to having high
latency to process Big Data.

Stream processing is a model for handling real-time stream synchronized with
the data flow and returns the results in a low-latency fashion. Stream processing also
has some features of batch processing such as fault tolerance, high availability, and
resource utilization. Real-time stream processing systems give guarantee to be up
and available all the time for real-time data. Stream processing achieves incremental
scalability automatically by distributing processing power as well as storage capacity
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acrossmultiple computerswithout any human interaction. The following frameworks
are hooked in Hadoop environment:

• MapReduce (Batch Processing frameworks)
• Spark (Stream and Batch Processing frameworks)
• Flink (Stream and Batch Processing frameworks)
• Storm (Stream processing frameworks)
• Samza (Stream Processing frameworks).

3.1 MapReduce

Apache Hadoop MapReduce [14] has been built for batch processing, and takes a
large dataset as the input, all at once, processes it, and produces the results. Batch
processing is very capable but slow in processing where high-volume data involved.
An output gets delayed due to the data size and the computational power of the sys-
tem. Hadoop’s three main components are the distributed file system HDFS similar
to the Google File System, MapReduce, and YARN [15] as scheduler. In Hadoop,
the data are processed in a chain of stages, at each stage, the user progresses using the
output of the earlier stage and produces input for the next stage. MapReduce wires
batch processing only and does not support processing of streamed data. MapReduce
is highly fault-tolerant in case of any crash and there is no need to restart the appli-
cation. Hadoop framework runs on commodity computers, which are less-expensive
hardware. It supportsmainly Java and other languages such asC, Ruby, C++,Groovy,
Perl, and Python.

3.2 Strom

Storm [16] is an open-source distributed real-time processing system. Strom pro-
cesses unbounded data streams for real-time processing. It is simple to use with
machine learning and real-time analytics using any programming language like dis-
tributed RPC, ETL, etc. Storm records the new benchmark for fast processing per
node to process millions tuples per second. Storm is simple and easy to operate and
guarantees that the data will be processed. It is scalable and fault-tolerant. Storm
cluster has two types of nodes: masters and workers. The master node called “Nim-
bus”, which is responsible for code distributing in cluster, whereas “Supervisor”
program runs on each worker node, listens for work assigned to its machine and also
responsible to start and stop workers’ processes according to the requirement. Storm
is integrated with the queuing and database technologies already in use.
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3.3 Apache Samza

Apache Samza [17] is a distributed framework used for stream processing removes
the shortcomings of MapReduce and avoids the large turn-around times involved in
batch processing. Samza was developed by LinkedIn. It takes advantages of Kafka’s
such as state storage, fault tolerance and buffering. Samza is a lightweight framework,
to process continuous data stream and Jobs are written in JVM support languages like
Java and Scala. Every Job is split into smaller execution units called tasks, just like a
partition of a stream for parallel execution to achieve scalability. Each task processes
messages sequentially from each of its input partitions, and a task only first consumes
data delivered by single of the partitions. Each task is operated independently if the
partitions have no defined ordering. Samza relies on the rich features of YARN, and
YARN used as a resource negotiation.

3.4 Apache Spark

Apache Spark [18] is developed for stream processing hybrid processing framework
in UCB of Berkeley, next-generation processing framework for Big Data analytics.
Spark is hybrid processing engine and much faster than MapReduce, which is 100
times faster in-memory model and 10 times faster on disk model than MapReduce.
It is fast for in-memory processing that processes batch, streaming, and interactive
analytics. Apache Spark uses the resilient distributed dataset (RDD) data structure,
which is fault-tolerant, wherein data items are distributed over nodes of a cluster,
which are read-only multiset. Spark Streaming works on a micro-batching mode, in
which the batch size is much smaller than that in the conventional batch processing.
Spark processes Hive structured data and supports multiple programming languages
such as Java, Python, and Scala, and also streams data from a variety of sources
including HDFS, Flume, Kafka, Amazon S3, etc. Spark is used for processing social
media data for performing sentiment analysis in real-time and when used with Kafka
it provides excellent processing results (Table 2).

3.5 Apache Flink

Apache Flink [17] is a Hybrid processing platform for batch, stream and interactive
processing. Flink is the only platform which is also used for running applications
like machine learning and graph processing. However, its implementation is totally
different than Spark. Flink provides a powerful streaming programming model with
fault management, high throughput, automated memory management, and flexible
windowing schemes. Flink has a unique capability of fine-grained event-level pro-
cessing architecture; owing to this, stream processing operates in real-time. Apache
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Table 2 Comparison of different Computing frameworks considering different function [17]

Functions MapReduce Spark Flink Storm Samza

Data processing
engine

Batch Hybrid Hybrid Stream Stream

Developed in Java Scala Java and
Scala

Clojure Java and
Scala

Supported
language

Java, C++,
Ruby,
Groovy, Perl

Java, Scala,
Python and
R

Java as well
as Scala

Ruby,
Python,
JavaScript
and Perl

Java, Scala
JVM
language
only

Latency Higher than
both spark
and Flink

High as
compared to
Apache
Flink

Process the
data in
sub-second
range
without any
delay

Extremely
low latency
as compared
to others

Low latency

Security Authentication
using
Kerberos

Authentication
via shared
secret

User authen-
tication via
Ranger

Authentication
with
Kerberos
Thrift

Authentication
with
Kerberos

Flink uses native closed-loop iteration operators, for fast processing of application
like machine learning and graph than MapReduce and Spark. Flink supports pro-
grams written in Java or Scala, which are compiled and optimized automatically.
Flink input source data comes from variety of sources like distributed storage system
and Kafka because Flink does not have its own data storage system.

4 Experiment Setup and Results

An experiment is conducted for this paper on single node Hadoop installation to
check the performance of Hadoop MapReduce and Apache Spark using word count
program on different sized dataset. To perform the experiment a desktop computer
with i5 processor quad core with 8 GB RAM, 1 TB hard disk, Ubuntu 16.4 (64-
bit) Linux operating system and Hadoop 2.7 release was used. Hadoop single node
installation components are NameNode, jobtracker, DataNode, and tasktracker on
same machine. As mentioned earlier four different sizes of datasets are used to test
the performance of MapReduce and Apache Spark using word count programs and
results are as shown in Table 3. During the experiment Linux word count default
command also considered with Spark and MapReduce, result shows file size and
time taken by each system to process these datasets.

According to the experiment result table data, the traditional system and methods
are incompetent to process the large data sets like the word count facility of a Linux
operating system,which is unreachablemeans takingmuchmore time to process very
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Table 3 Comparison
data-on-disk different size
datasets and time is taken by
frameworks

Datasets file size in MB
(Approx)

Processing time (s)

Spark MapReduce Linux

2 MB 7.32 30.74 150.42

4 MB 7.91 31.52 170.33

40 MB 12.93 32.88 unreached

60 MB 14.59 39.12 unreached

Fig. 2 The graph figure shows performance comparison of Spark,MapReduce and LinuxWCcom-
mand for word count programme using different size of files. The result of Spark and MapReduce
processing in seconds and Linux in minutes

small files of 40MB. Spark taking very less time as compared to the other framework
like MapReduce and LINUX operating system. If we extend this experiment at large
scale that is cluster of hundreds of commodity computers and dataset files 10 GB and
above these frameworks process those files infraction of a second but we required
Distributed Computing concept and parallel computing in cluster of hundreds of
nodes. Hadoop was introduced to process large data sets and successful to achieve
the target only with the help of distributed systems (Fig. 2).

5 Conclusion

The above analysis indicates that the role of Distributed Computing and Parallel
Computing both in Hadoop framework is highly useful and will stay in future.
MapReduce cannot solve every problem of real-time data. It is still a good choice for
research, experimentation, and everyday data manipulation workloads that are not
time-sensitive are processed with batch-only. Hadoop is a less expensive and good
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choicewhen it is expensive to implement hardware required for someother successful
frameworks. For only stream processing data, Storm is very low-latency processing
and consists of a beamy communication assist and cannot guarantee requests in its
failure configuration. For mixed processing workloads stream and batch, Spark pro-
vides speedy batch processing and streaming processing breaks in micro-batches.
Flink provides real-time stream processing with support of batch processing. It can
run tasks written for other platforms and provides low-latency processing and heav-
ily optimized. Spark exhibits good performance on dedicated large main memory,
where the entire data of stream or micro batch can fit in the memory on clusters, in
contrast, Hadoop perform well even less main memory along with other services,
even when only the part of data fit in memory. Storm is a good choice when applica-
tion requirements sub-second latency without data loss, whereas Spark can be used
in state full computations to ensure that the event is processed only once.

The best framework depends on situation and the condition of the data to be
processed, how time constraint is, as per the requirements, and in what category of
results a user is curious. There are always a trade-offs between implementing as one
package and working with closely focused specific projects, and considerations with
similar characteristics when evaluating brand new and progressive successes over
well-tested equivalents.
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A Novel Approach for Weather
Prediction Using Forecasting Analysis
and Data Mining Techniques

Md Rashid Mahmood, Raj Kumar Patra, Rohit Raja and G. R. Sinha

Abstract The Weather forecast is used to predict the atmospheric condition such
as rain, wind, heat, pressure, humidity etc. It is very useful especially in agriculture,
air traffic and military purposes. Weather forecast is done by analysis on bulk data,
received from the satellite for specific purpose. It is a very tedious and time taking for
analysis on such a huge volume of data. Now a day, Data miming is very popular to
handle such type of data. Some algorithm like Back Propagation, Naïve Bayesian and
Decision Tree Induction is being used to predict the weather condition on diverse
parameters. Here, we are proposing Cumulative Distribution Function (CDF) for
modeling and analysis of complex data for weather prediction. This method gives us
the better accuracy in case of climate change in near future.

Keywords Data mining · Weather forecasting techniques · Forecast types ·
Forecast methods

1 Introduction

Ahistorical data is perceived and analyses by the data scientist, but it is almost impos-
sible to get accurate prediction of rainfall and any other characteristic of climate by
simply analyzing the historical data. So, it critical need to see how the atmosphere
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Fig. 1 Extreme climate
prediction, learning and
prediction phase [12]

inconstancy impacts the area. A weather and prediction model of Jordanian region
is proposed by Omary et al. This model is built by gathering data from local and web
resources. A tool is built for weather prediction by using websites that store weather
related information. DataMining (DM) and Artificial Intelligence (AI) algorithm are
used to predict the weather forecast and expected climate change [1]. Data mining
is very popular technique for weather forecast. This is carried out using Neural Net-
works (NN), Decision Tree Algorithm (DTA) and weather-related data collected in
particular duration of time. This algorithm predicts the optimum results as compared
to standard performance metrics [2–4]. K-means clustering is used to group similar
type of data sets with J48 classification method using Linear Regression Analysis
(LRA) is also being used in weather forecast [5–8]. The prediction of rainfall is major
challenging issues in weather forecast. Artificial Neural Networks, Clustering and
Regression Analysis are widely used techniques for weather forecasting. Multiple
linear regression (MLR) techniques are also used for the early prediction of rainfall
[9, 10]. The average rainfall in Udupi, Karnataka, India has been predicted by ANN
models by training and testing of the data sets and calculating the number of hidden
neurons in the layers [11]. There is various prediction model available for weather
forecast. Here, we are proposing extreme climate change for a particular are by using
CDF methods. This is segmented into two steps, learning and prediction as shown
in Fig. 1. In learning, a particular window sized model is given input for training
and output of this phase is used to predict the future climate condition in prediction
phase.

In learning, we concern about peak atmospheric condition such as extreme
low/high temperature or extreme high precipitation in the area of interest. Here,
Empirical Cumulative Distribution Function (ECDF) based frequency examination
for extreme occasion events is used to explain information to benchmark the authentic
atmosphere information. The examination gives the ideal window-measure models
(ideal displaying and estimating windows) for anticipating future events of simi-
lar occasions over the region of interest. Learning is further classified into feature
extraction and cumulative distribution function as shown in Fig. 2. Thismodel having
two data sources, Shape record file and GeoTiff file. The Shape record file consist
of geospatial vector related with chosen land region of interest. On the other hand,
GeoTiff records hold the geo-referenced transient atmosphere occasion data exam-
ined at a particular interval of time over a specified time window. In this research,
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Fig. 2 Framework of
learning phases

we utilize the GeoTiff documents for temperature and precipitation occasions exam-
ined at month to month determination. The steps of features extraction are shown
in Fig. 3 temporal atmosphere information comprises of two-dimensional matrices
sorted based on longitudes and latitudes of the land focuses in theGeoTiff documents.
We utilize the Shape record to veil those geological focuses that are not included in
the area of interest. At last, the area of interest ought to comprise just of those focuses
in the 2D framework related with topographical territories with particular qualities
that are region of interest. On the other side, in prediction stage, similar region is to
be considered and it utilize the window-measured model. Here, present metrologi-
cal information is contributed to an expectation module. In this module, we utilize
ideal demonstrating window to create the empirical cumulative distribution function
model. By and large, the probability data is utilized to assess with specific certainty
(extreme occasion happen inside the ideal windowmeasure). An interesting and pro-
foundly instructive portrayal of empirical cumulative distribution function model is
the survival display, which gives the probability to an occasion surpassing a specific
esteem, in particular, P(X > x), frequently known as likelihood of exceedance and is
expressed as 1−ECDF.The prediction stage utilizes the ideal displaying and gauging
windows from the learning stage to play out the ECDF-construct frequency exami-
nation with respect to the latest atmosphere information. This stage is worked by an
expectation module, which is basically like that of the learning stage. The prediction
module evaluates the probability of certain atmosphere occasion events in a given
topographical locale. The contributions to the forecast module are the latest atmo-
sphere information and a client inquiry. The component extraction arranges changes
over the time-area atmosphere occasions to recurrence space atmosphere occasions.
The CDF generator gathers the frequency-domain tests in the ideal demonstrating
window to create the ECDF.
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Fig. 3 Feature extraction
components [12]

2 Experimental Results and Discussions

In this section various experiments are conducted and its results are presented in
the form of bar graphs and charts. In the presents work results performed using
CFD with various feature extraction techniques of climate data. To evaluate our
metrics, we have used data mining tools and MATLAB. We have taken climate data
of Chattisgarh, India to utilize our CDF framework for analysis on climate data,
we are presenting three cases, through which the framework can be evaluated and
predication can be made abnormal high-temperature, abnormal-low temperature,
abnormal high-precipitation.

2.1 Abnormal High Temperature

This prediction part deals with the abnormal high temperature events. For this case,
we need to anticipate the normal extent of the region watching abnormally high
temperatures amid the four seasons and estimates the odds that future years may
watch more prominent extents of the locale (more than the normal) encountering
curiously high temperatures various circumstances (surpassing high-temperature
events). Figures 4, 5, 6 and 7 demonstrates the three dimensional disseminate space
(hit rate versus demonstrating window as opposed to estimating window) gotten in
the learning stage for the preparation temperature information. To get the normal
extent of the area that may encounter strangely high temperature, the forecast stage
utilizes the events tests gathered in the displaying window. Review that an event test
in this setting is the extent of the locale encountering strangely high temperature.
Since all the occasion tests in the demonstrating window are similarly likely, the
forecast stage gets the normal extent as
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E[X ] � 1

N
∗

N∑

i�1

xi

where, x1, x2, x3 … xN→ sample of event in window (four in a year).
The prediction obtains result as Winter (January), Spring (April), Summer (July)

and October (Fall). Here, we determine the likelihood of multiple events that occurs
frequently with high temperature and the recurrence period.

Figures 4, 5, 6 and 7, presents output prediction for each season window. The
recurrence equation in which event will happen again is given by the equation

P �
( y

i

)
∗ pi ∗ (1 − p)y−i

Fig. 4 ECDF model (Jan)

Fig. 5 ECDF model (Apr)
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Fig. 6 ECDF model (Jul)

Fig. 7 ECDF model (Oct)

For this particular case study, the forecasting windows is (y� 5 years). Therefore,
the event re-happening canoccur 0–5 times in next 5years (2019–2024).ECDFmodel
for four different seasons (winter, spring, summer and fall) is shown in Figs. 4, 5,
6 and 7. By using above equation, likelihood of re-happing of events with high
temperatures are shown in Figs. 10, 11, 12 and 13. Recurrence period for various
seasons are obtained for low temperature are shown in Figs. 8, 9, 10 and 11 with
recurrence period of 1.3, 1.5, 1.4, 1.5 years for month January, April, July, October
respectively.

As shown in Fig. 8, the January of year 2020 will be having extreme high temper-
ature with recurrence period of 1.3 years. The area affected by this low temperature
is 7% of total area. Figure 9 showing forecasting window for the month of April.
Here, April of year 2019 and 2020 will be having extreme high temperature with
recurrence period of 1.5 years. The area affected by this low temperature is 8.5% of
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Fig. 8 Forecast window
(Jan)

Fig. 9 Forecast window
(April)

total area. Figure 10 is showing the forecast window for the month of July. As per this
forecast model, July month of year 2020 will be having extreme high temperature
with recurrence period of 1.4 years. The area affected by this low temperature is
10.5% of total area. In other case, for the month of October of year 2020 and 2021
will be having extreme high temperature with recurrence period of 1.5 years. The
area affected by this low temperature is 8.8% of total area as shown in Fig. 11.
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Fig. 10 Forecast window
(July)

Fig. 11 Forecast window
(Oct)

2.2 Abnormal Low Temperature

Here, we are dealing with the abnormal low temperature area and events. The area
of focus for our analysis is considering the recurrence of event and percentage of
area affected by this climate change. Figures 12, 13, 14 and 15 shows the externally
low temperature areas and its re-occurrences. It is indicated that January of year
2019 and 2020 will be having extreme low temperature with recurrence period of
1.2 years. The area affected by this low temperature is 5.2% of total area which is
clearly shown in Fig. 12. In Fig. 13, it is clear that April of year 2020 and 2021 will
be having extreme low temperature with recurrence period of 1.4 years. The area
affected by this low temperature is 1.3% of total area. For the month of July, year
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Fig. 12 Forecast window
(Jan)

Fig. 13 Forecast window
(Apr)

2020 will be having extreme low temperature with recurrence period of 1.3 years.
The area affected by this low temperature is 3.6% of total area which is shown in
Fig. 14. Figure 15 is forecasting for the month of October, in this month, year 2021
will be having extreme low temperature with recurrence period of 1.5 years. The
area affected by this low temperature is 1.3% of total area.
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Fig. 14 Forecast window
(July)

Fig. 15 Forecast window
(Oct)

3 Conclusion

We have analyzed and studied two different cases of climate change of Chattisgarh,
India region. The reason behind taking Chattisgarh region is because that particular
climate goes sudden change in its environment frequently. So, it is interesting to apply
some rule for prediction of climate activities to forecast some of the interesting
occurrences patterns. We investigated two cases on various seasons with various
factors and regions. This research presents re-occurrences period and region affected
by that sudden climate changed to alert the civilians. Similarly, more number of cases
can be included and prediction can be made. In most of the case, up-to coming three
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years, it predicted in well, but for the remaining two years, it is not showing much
concern. This weather forecast is very much useful to predict for the next three years.
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A Cloud-Based Inventory Management
System Using a Smart Trolley
for Automated Billing and Theft
Detection

B. Karunakara Rai, J. P. Harshitha, Radhika S. Kalagudi,
B. S. Priyanka Chowdary, Palak Hora and B. Sahana

Abstract Currently, self-checkout counters contribute about 90% of the super-
markets worldwide. However, there is no system to provide product details while
shopping to customers and monitor theft which has led to loss in supermarkets and
customer dissatisfaction, respectively. Nowadays, billing is a tedious task as cus-
tomers have to stand in long queues to get their products barcode scanned. This paper
proposes an architecture of a smart trolley which provides an automated billing, anti-
theft system, and facilitates inventory management through a web application. This
is achieved on a cloud-based platform using RFID and Wi-Fi technology. The goal
of this proposed smart trolley system is to provide easily scalable, economical, and
technology-oriented shopping system thereby reducing queuing time, anti-theft, and
labor cost. Results show that there is a 26% reduction in time spent during shopping
as compared to conventional shopping methods.

Keywords Anti-theft system · Automated billing · RFID · Smart trolley ·Wi-Fi
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1 Introduction

Supermarkets are a place where people visit to purchase required products according
to their propensity ranging from food, clothing, and electrical appliances to improve
their quality of life [1]. Currently, supermarkets provide baskets and trolleys for cus-
tomers to aid their shopping, by helping them move around and pick the products
of their choice. However, with the looming technology aiming at providing conve-
nience, comfort, and efficacy to our diurnal lives, there is a deficit in this technology
in the billing process and inventory management of supermarkets. Customers have to
stand in long queues to get their products billed. This tedious process which involves
the scanning of barcodes employed by a large number of supermarkets increases time
and results in queuing delay. There is a need to revolutionize the billing process by
adopting self-billing processes. Current developments in chip manufacturing tech-
nology have proposed practical approaches for new applications [2]. Barcode-based
scanning results in waste of time and this can be overcome by using RFID (Radio
Frequency Identification) tags to each product and by using RFID scanners which
are compact and reliable [3].

This paper emphasizes on a smart trolley which provides automated billing and
an anti-theft system. The trolley has RFID reader, LCD (Liquid Crystal Display),
and ARM7 processor as the primary components. The customers have the advantage
of self-scanning each RFID tag present on the products using the RFID scanner and
view its information such as the price and its name. The bill gets augmented with
each scanning and decreases with the removal of scanned items thereby providing
flexibility to the customers. This systemallows customers to be aware of their total bill
while shopping and helps in budget management. The price for each item is obtained
from a centralized database system which also apprises the stock management team
when there is a need to replace racks with new stock based on a minimum threshold
value. The customers only have to pay the bill amount generated at the billing court
thereby avoiding waiting in long queues.

A centralized automated billing system is proposed in this work by integrating
RFID technology and Wi-Fi (Wireless Fidelity) communication. Radio-frequency
identification is a rapidly growing field which can have a great economic impact
on the industries, particularly, in item level scanning [4]. These tags are tending to
become the most pervasive tags in history.

The 16 bit ARM7 (Advanced Risk Machine) microcontroller is the heart of the
smart trolley which communicates with the centralized billing system and the RFID
readers. It is one of the most widely used microcontrollers which provides a fast
and efficient embedded system platform. The anti-theft system is incorporated in
the smart trolley using IR (InfraRed) sensors which keep count of the number of
scanned items. The goal of this proposed smart trolley system is to provide easily
scalable, economical, and technology-oriented shopping system thereby reducing
queuing time and theft.
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The organization of this paper is as follows: Sect. 2 presents the literature survey,
Sect. 3 provides the implementation details, Sect. 4 discusses the result and feasibility
issues, and the conclusion is provided in the last section.

2 Literature Survey

An IoT-based intelligent trolley using RFID tag and with each cart having RFID
reader, microprocessor, 16 * 2 LCD, and an ESP (Espressif) module are discussed in
paper [1]. An owner of multiple shops or malls will have the advantage of monitoring
the shopping activities using this system. The ESP provides real-time information
about the activities going on in all shops fromany location. The advantage listed in the
proposedmodel is that the system does not require any special training, customers get
information throughout their shopping and queuing delay is reduced. The efficiency is
improved because of the use of RFID and emancipates staff from repetitive scanning
during checkout.

In paper [2], the population that goes for budget shopping is discussed. A study
shows that the influence of real-time shopping feedback for budget shoppers helps
them to spend 22%more than the average purchase. The proposed system uses RFID
technology and an automated shopping cart to generate the bill for the products in
the cart making it a self-serviced store. The key idea of the proposed model was to
implement a technology-oriented, low-cost, easily scalable, and rugged system for
aiding shopping.

The authors in the paper [3] discuss the components necessary for building auto-
mated smart trolley using RFID tag, RFID reader, EEPROM, Zigbee transceiver,
LCD, and AT89S52 microcontroller. The specifications in terms of data rate, fre-
quency, communication protocol, range, voltage values, number of inputs, and out-
puts are elaborated. Details of I2C (Inter-Integrated Circuit) protocol between the
EEPROM and microcontroller is given. The challenges faced in this setup are mem-
ory size and the need for additional communication protocols.

Paper [4] gives an account of the speeding growth in the shopping mall. The
paper talks about the growth in the number of shopping malls between 2000 and
2005, which had increased to about 31% in Mumbai and 21% in Delhi. The author
anticipates the growth to exponentially increase every year. The project is imple-
mented using ARM-7 family processors. A detailed description of the methodology
is presented to reduce the queuing time spent at the shopping malls. The drawback
of the proposed model includes the lack of security in its implementation. No robust
algorithms are used to encrypt the data.

Paper [5] proposes a smart shopping cart along with face recognition feature to
the user. The customer also is assisted with the recommendation of products based on
the history of purchase. Therefore, the purchasing efficiency can further be enhanced
and the shopping time can be reduced. However, the algorithms used for navigation
of the cart and for face recognition are complex.



494 B. Karunakara Rai et al.

In paper [6], the model proposes a concept of Intelligent Shopping Assistant
System (ISAS) with steady recognition and navigation of the cart. This model has
an additional app feature where the customers can view the shopping list and direct
the shopping cart to pick up goods. The app also has product recommendation,
information on the discount details. The advantages of the model include a hands-
free shopping experience with minimum time spent at the shopping mall.

3 Proposed System

In this paper, the proposed architecture is to provide an automatic billing system
using RFID and Wi-Fi technology on a cloud platform. An anti-theft system is
incorporated using infrared sensors. A frontend and backend inventory system are
created to provide necessary information and generate an E-bill.

Each trolley will have RFID scanner, Infrared sensor, ARM7microcontroller, and
Wi-Fi module attached to it. When a product is selected, the customer has to scan the
RFID tag before putting it into the trolley. The product details and bill is extracted
from the centralized database system through cloud and the information is displayed
on the LCD as well as web page. The bill gets updated each time the item is added
or removed accordingly.

The infrared sensor senses each item added to the cart and keeps a count of it. If
the total number of products sensed is not equal to the number of items billed, theft is
signaled through an alarm. The block diagram of hardware connection is illustrated
in Fig. 1. IR sensor is used to count the number of items added in the cart. A passive IR
sensor is used in this project. IR sensor constantly emits IR rays which are invisible.
Each time there is an obstruction in the path of the rays, which is reflected back to the
receiver, the count is increased. This phenomenon is particularly used for anti-theft.
If the items added in the cart are not equal to the number of items billed, there is a
theft, and hence the buzzer rings to alert the customer and the management.

The overall pin schematic of the hardware connection is given in Fig. 2. The
hardware is mounted on the cart and the overall setup is as shown in Fig. 3.

Once the cart is powered, the setup is initialized, i.e., Pin initialization, UART
initialization, andWi-Fi initialization. The RFID reader searches for any tags around
its peripheral radius of 35 cm.Once the tag is read, RFID reader sends the information
to ARM board to check its existence in its database. The relevant information is
displayed on the LCD screen. This information is also sent to the cloud database
for billing purpose and for Inventory management. On pressing the interrupt switch,
shopping ends and anE-bill is generated. The flowchart for overall process is depicted
in Fig. 4 [7–11].

A database named ShoppingCart has been created in MYSQL. Three tables are
created in this database, namely, Stock table, Shopping cart application table, and
product table. Stock table which consists of stock details is used to notify the man-
agement to refill items when the stock falls below a certain threshold value. From
the Shopping cart application table, the information of the products that a user is
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Fig. 1 Block diagram of hardware connections

Fig. 2 Pin schematic of the overall setup
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Fig. 3 Overall setup of the hardware

buying is displayed along with the total price. The stock details and shopping cart
details from these tables are displayed as shown in Figs. 5 and 6, respectively. The
third one, product table is used to map the product IDs with the product names using
hashmap [12, 13].

In the message column of the Stock table, a notification about the declining stock
is displayed as shown in Fig. 7.

The flow of URLmapping is shown in Fig. 8. The entered URL is sent to the Rest
controller where mapping is done which is followed by the MYSQL Access through
JDBC to establish a connection with the database.

C and Java languages are used for programming and Digital Ocean is used as a
cloud platform to access the uploaded data.

The final E-bill generated is sent to the billing counter via Wi-Fi module and can
also be accessed by the customer at any point of time using a URL.

4 Results

The hardware is tested with several RFID tags. Once the cart is powered up and
shopping is started, “SHOPPING STARTED” is displayed on the LCD unit as shown
in Fig. 9. The Wi-Fi module is initialized before shopping begins and the items can
be added or removed using the toggle switch placed on the trolley.
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Fig. 4 Process of intelligent trolley

Fig. 5 Stock table
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Fig. 6 Shopping cart application table

Fig. 7 Inventory management

Fig. 8 Flow between
database and URL

Fig. 9 Start of shopping
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Fig. 10 End of shopping

Fig. 11 Final E-bill

Table 1 Comparison between existing system and proposed system

Number of
items purchased

Existing traditional
technology (shopping
+ billing time)

Proposed technology
(approx.) (shopping +
billing time)

Percentage reduction
(approx.)

10 (20 + 10) min (20 + 2) min 27

20 (35 + 10) min (35 + 2) min 24

The shopping ends once the interrupt switch present on the trolley is pressed. The
final total number of items purchased along with the total cost is displayed on the
LCD unit as shown in Fig. 10. An E-bill is generated through URL mapping and
is uploaded on the cloud dynamically while shopping. It consists of the number of
products purchased, quantity, price of each item, total cost along with the time, and
date of purchase as shown in Fig. 11.

Table 1 describes the approximate comparison between the actual shopping time
between the conventional method and the proposed system. It is noted that there is
a huge reduction in billing time. The average percentage reduction in shopping time
results to 26%.
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5 Conclusion

In this work, it is observed that customers have advantages in terms of huge reduction
in the time spent at the self-checkout counter. The cloud system enables the user and
the management to look into the bill through different URLs. The inventory system
reduces the burden of manual check on the stock. Further, there is a reduction of
26% in shopping time compared to the conventional shopping methods.

Smart Trolley hardware can be easily attached to any shopping cart chosen by
developers. However, if the Smart Trolley is ideally developed and commercialized,
the cost can be significantly reduced. The work can be further enhanced by incor-
porating additional features such as discounts and product recommendation. Also,
the shopping time can be significantly reduced by exploiting an inbuilt navigation
technology.
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Long Short-Term Memory-Convolution
Neural Network Based Hybrid Deep
Learning Approach for Power Quality
Events Classification

Rahul, Kapoor Rajiv and M. M. Tripathi

Abstract This paper presents novel method of deep learning for automatic selec-
tion of features and classification of power quality events. The power quality events
analysis based on hybrid approach of long short-term memory-convolution neural
network is proposed here to ensure reliability, security of supplied power. It is nec-
essary to recognize and classify the power quality events. Power quality disturbance
classification methods mostly based on unique feature extraction such as statistical
behavior, spatial-temporal information, nonlinear, and nonstationary characteristics
of power quality disturbances. The performance of the presented long short-term
memory-convolution neural network is evaluated on a set of synthetic power quality
disturbances. The developed model is shown to be novel for feature training and
classification of various disturbances. Totally different from conventional methods
such as Support vector machine (SVM), fuzzy logic, probabilistic neural networks
(PNN), and artificial neural networks (ANN). The achieved results show that deep
learning based classifier is more efficient than the earlier state of art. In addition,
the proposed method can be efficiently used to classify the complex power quality
events.

Keywords Long Short-Term Memory (LSTM) · Convolution neural network
(CNN) deep learning (DL) · Power quality (PQ) disturbances

1 Introduction

Deep learning is a part of machine learning techniques that is based on human brain’s
ability to learn and react. However, proficiency of training data and computational
power makes deep learning efficient in complex pattern recognition and power qual-
ity disturbances analysis. Power quality disturbances are defined by the international
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standards, such as IEC 61000-4-30 based on time, frequency, phase and magnitude
of voltage and current of power quality events. It defines the disturbances as the devi-
ation of voltage or current out of a predefined tolerance limit. The main reason which
makes power quality events a serious issue is that it can be the possible reason for the
malfunctioning of the electrical instruments in the power system. Increasing demand
of solid state switching, microprocessor-based power electronic devices, heavy non-
linear loads and unbalanced power systems are the major cause of power quality
events. The power quality disturbances such as sag, swell, transient, interruption,
flickers and spikes and their combinations degrade the quality of supplied power.
These disturbances cause disruption of end-user equipment and huge economic loss.
Detection of power quality events is the first step to develop compensatory equipment
for improving the quality of supplied power.

The power quality disturbances can be divided into two classes such as stationary
andnonstationary signals. Inmost of the cases, power quality events are nonstationary
in nature because of heavy load changing or switching continuously in power grid. In
the last decade, numerous time and frequency domain methods have been applied for
monitoring of power signal disturbances. These methods include Fourier transforms
(FT) [1], discrete Fourier transforms (DFT), short time Fourier transforms (STFT),
wavelet transforms (WT) and S-transform for analyzing of power quality events. The
FT has been the suitable choice for stationary disturbances in power signal. STFT is
the enhancement of DFT which is inefficient for the monitoring of the nonstationary
signal due to fixed window size. The drawbacks of STFT have been corrected using
wavelet transform. The various class of FT is not feasible choice to analyze the
nonstationary signals and DFT has some limitations of resolution and leakage in
spectrum. The major limitation of STFT is that it cannot use large window size at
small frequencies and short window size at high frequencies DWT is the discrete
form of WT and which extended in the form of discrete wavelet packet transform
[2]. In WT power quality signal can be breakdown into distinct frequency bands by
the concept of multiresolution analysis and used to calculate various parameters such
the RMS values, total harmonic distortion and DC values [3]. Moreover, selection
of suitable mother wavelet and the sampling frequency are the major issues of WT
[4, 5]. S-transform is mainly used for feature extraction purpose but not appropriate
for real-time application due to heavy complex computations [6–8]. HHT is mainly
explored for detection point of view but having major drawback of signal end point
contamination [9]. A Volterra series technique is also implemented for power quality
events detection with the features of power spectral entropy, standard deviation, and
kurtosis but having large computational overheads [10, 11].

Numerous classification techniques are implemented in earlier state of the art
work such as artificial neural network (ANN) [12] and probabilistic neural network
(PNN) [13], support vector machine [14], decision tree (DT) [15], multilayer per-
ceptron (MLP) [5] and hidden Markov model (HLM) [3]. All the extracted features
are fed as input to these classification methods. These classification techniques are
having drawbacks of heavy complexity, this limiting the implementation in real-time
conditions. To overcome these restrictions a proficient, systematic, and time-efficient
method is required to address the issue of power quality.
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In this article, deep learning,which is a robust classifier in scenario ofmassive data
to train, is applied here for power quality disturbances data analysis. In comparison
with earlier state of the art, proposed methodology takes the advantage of image file
based classification in contrast with sampled database analysis techniques, sampled
data of the power quality disturbances are not exercised here, but image files of the
disturbances are used by utilizing the superiority of deep learning approach on image
file based classification. As in PQ disturbances analysis, we are dealing with patterns
such as voltage sag, swell, harmonics and flickers, etc., DL is competent of analyzing
these patterns in separate level of information. Each and every layer utilize previous
layer data such as input and output for processing result in a large gain in the form of
system’s capability to generalize power quality image data. Hence, the uniqueness of
the proposed methodology is that images of power quality disturbances are classified
with high accuracy rather than classifying the sampled data strings of power quality
events.

2 Fundamentals of Deep Learning

Deep learning is a robust and time-efficient technique in machine learning, artificial
intelligence, and data processing. Most of the machine learning algorithm works
on extracted features, which needs tedious effort to extract adequate features. Deep
learning approaches are data-dependent while feature extraction aspect is function
specific. In artificial intelligence methods, data are continuously generating and a
stage will come where automatic extraction of feature is impossible but this is not
the case in deep learning techniques. DL process combines training which includes
interactive learning of data samples and inference step extracts the output from trained
model. In training network, huge data is decomposed into training and testing sets,
and finally a validation module as well. A machine learning algorithm fed the given
training set data to review some representation that can be in terms of function
approximation of the given feature extraction or in the form of decision sets based
on the addition of each feature to others.

The role of validation comes into picture during training, in terms of method to
validate the robustness of the training action, obtained results fed to tune learning
module of the algorithm and revamp the concluding efficiency. The final test set then
gives unobserved data set to evaluate the last accuracy of the training module and
is broadly the source of the obtained accuracy scores and other potentiality metrics.
The role of inference mainly is to feeding a data set into a trained and executed
machine learning module and results in inferred output. The initial small data fed
into the deep architecture are adequate to train features and to classify. A simple
deep learning network has multiple deep layers to extract unique features of power
quality disturbance’s data. The yield from previous layer is passed as input to the
next layer and trains multiple levels of sparse data [16]. For instance, the first layer
can extract information about voltage amplitude, and the second layer can collect
the information how much voltage dip occurred and the third gives the information
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Fig. 1 Basic deep learning
network

which portion have voltage sag in power signal and the final layer combines all the
information fromprevious layers and takes decision regarding classification of power
quality disturbance. A general deep learning model has an input layer, several hidden
layers and finally output layers as shown in Fig. 1.

In Fig. 1, first blue layer is the input layer that takes the input data sets and then
forwards the information to multiple middle, yellow hidden layers, and finally output
grey layers classify the signals on the basis of training data sets and inference system
build up in middle hidden layers.

3 Proposed Hybrid Network of Long Short-Term Memory
(LSTM)-Deep Convolution Neural Network

LSTM is a specific type of recurrent neural network that solves the problem of
vanishing gradient [17]. The block diagram of an LSTM module is shown in Fig. 2.
The main concept behind LSTMs is a memory cell network Mt which is capable to
maintain state information for a long time that can make gradients to flow over entire
sequences.

The data set information going in and out of the memory cell network Mt is
controlled by three gates: an input gate pt , a forget gate qt and an output gate rt . For
every clock time instant, the LSTM cell collects input data of the present time yt and
the hidden information zt−1 from the previous state. The multiplication of input yt
and hidden information zt−1 is analyzed by passing over a tanh function:

dt � tanh
(
Wgyt +Ugzt−1 + bg

)
(1)
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Fig. 2 Block diagram of LSTM

Here,Wg ,Ug and bg represents input weights, recurrent weights and bias, respec-
tively. The role of forget gate qt is to decide which data should be erased from the
memory Mt over an element-wise sigmoid function:

qt � σ
(
Wq yt +Uqzt−1 + bq

)
(2)

However, the input gate takes a decision regarding which data will be saved in
the memory cell Mt over an element-wise sigmoid function:

pt � σ
(
Wpyt +Upzt−1 + bp

)
(3)

Further, the information in the memory is refreshed through fractional erasing of
data saved in the last memory cell Mt−1 through the following step:

Mt � qt ∗ Mt−1 + pt ∗ dt (4)

Here, ∗ stands for element-wise product operation of two constituent. Now the
role of forgetting gate qt at this stage is to decide the extent to which previous data
saved in Mt−1 will be clean up. The set qt having value between 0 and 1. If qt → 0,
the previous state data will be completely clean up and if qt → 1, the previous
data will be stored as it is in the memory. Finally, the output hidden state ht will be
refreshed on the basis of evaluated cell state Mt as shown:

zt � ot ∗ tanh(Mt ) (5)

Here, network input weights W{d,p,q,o}, bias b{d,p,q,o}, and recurrent weights
U{d,p,q,o} are computed through the training and inference process.
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The CNN architectures made up of three main layers, first layer is convolution
layer, pooling layer is second layer, and the fully connected layer is the last layer.
The role of fully-connected layer is same as in the general neural networks and
convolution layer do the job of convolution on the previous layer many times [18].
The task of downsampling is assigned to pooling layer, maximum of each stage
of the previous layer. The stacked network of three layers makes complete CNN
architecture as shown in Fig. 3.

A convolution neural network (CNN) is a generalized form of recursive neural
network (RNN). In case of RNNs, iteration process is executed to recursively restore
the weights of the neurons based on the loss function obtained after each learning
stage. In the architecture of CNN, alternating convolution and pooling layers are
combined before fully connected layer. The task of convolution layers is to filter out
huge multidimensional matrices [19]. The function of pooling layer is to spatially
shorten the size of the feature vectors into a smaller and more feasible matrix. In
abstract, the convolution layers overcome the complexity of the power quality distur-
bance image by some filtering operation which does the job of sharpening and edge
detection and the pooling layers perform crucial task of compression of filtered data.
Role of multiple filters is generally to extract parallel and comprehensive features.

4 Proposed Methodology for Classification of Power
Quality Events

In this article, to enhance the efficiency of power quality disturbance classification by
learning some supplementary features, hybrid architecture of LSTM-CNN is imple-
mented here as shown in Fig. 4, many steps involved in the novel hybrid architecture.
The proposed architecture comprises of an initial layer of CNN then next stage is
max pooling which performs the task of finding low-level dependencies in layers.
To develop a concise feature map, the features extracted in first stage are applied
as input to subsequent layer of CNN and max pooling layers. The first CNN layer
contains 128 filters with a filter length of four for convolving input information. The
next CNN layer has 256 filters with length of four. The max pooling layer has nor-
mal size of 3, which mixes the features from last layer. The final combined feature
matrix developed from max pooling layer are then applied to an LSTM layer having
memory cells. The LSTM layer finds large temporal dependencies and develops a
more concise feature vector. The LSTM-CNN novel architecture having 100 mem-
ory cells containing many gates and activation controllers. The final output of LSTM
layer has passed to a last stage, i.e., fully connected layer. Commonly, a feed-forward
neural network layer performs the job of fully connected layer, which involves units
conforms to the number of power quality events classification. The fully connected
layer having nonlinear activation module termed as softmax task is to evaluate the
probabilities of accurate classification of power quality events.
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Fig. 4 Hybrid architecture
of LTSM-CNN for PQ
events classification

For LSTM-CNN, the performance is totally relying on the number of filters used
in the network. In the article two form of experiments performed with novel LSTM-
CNN architecture and max pooling layer by changing the number of filters as 64,
128, 256 and filter length as 4, 5, and 6. The CNN model with number of filters as
128, each filter having a length of 4 has achieved the highest accuracy and hence
these values are appropriate for detailed study of power quality disturbances. After
setting the network parameters, experiments are performed to select themost suitable
network model for all deep learning process.

5 Results and Discussion

In the proposed novel architecture of LSTM-CNN, power quality events are gener-
ated synthetically by using parametric equation in MATLAB for voltage sag, swell,
harmonics, flickers, and transient events. These events then applied as a raw data to
the proposed architecture; first, the various features are extracted by LSTM network.
Features extracted in each layer are flowing through to next subsequent layer and last
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Table 1 The accuracy of
deep learning algorithms for
power quality disturbances

PQ events LSTM CNN LSTM-CNN

TPR FPR TPR FPR TPR FPR

Sag 0.91 0.098 0.91 0.098 0.097 0.007

Swell 0.97 0.003 1 0 1 0

Harmonics 1 0 0.99 0.098 1 0

Flicker 0.97 0.039 1 0 1 0

Transient 0.99 0.05 0.94 0.099 0.98 0.006

Accuracy 0.956 0.97 0.989

LSTM Long Short-Term Memory, CNN Convolution neural
network, TPR True positive rate (Classifier parameter), FPR
False positive rate (Classifier parameter)

activation layer is capable to separate the data into different classes of power quality
events and then extracted features fed as input to the CNN network which performs
the function of classification for various power quality events. The results obtained
for different PQ events are mentioned in Table 1.

The LSTM model has attained an accuracy of 95.6% for five different power
quality disturbances occurring in power system. The second model of CNN achieve
the accuracy of 97% little better performance than LSTMmodel, but proposed novel
architecture of LSTM-CNNmodel attained the highest accuracy of 98.90%. In com-
parison of conventional classifiers such as artificial neural network (ANN) [12] and
probabilistic neural network (PNN) [13], support vector machine [14], decision tree
(DT) [15] proposed novel methodology of LSTM-CNN achieved highest accuracy
of 98.90%. The conventional PQ disturbance classification techniques are not time
efficient mainly because of extraction of features. While the deep learning architec-
ture has eliminated the stage of the feature extraction and that’s why the processing
time is less than other methods.

6 Conclusions

In this article, a deep learning based novel model is developed for five different
power quality events such as voltage sag, swell, harmonics, flicker and transient.
In contrast with the previously proposed techniques of PQ disturbances sampled
data set of the PQ events are not utilized for feature extraction, but image files of
the PQ disturbances are implemented by taking the advantage of the deep learning
architecture on image-based classification. This justifies the novelty of the proposed
method to classify PQ disturbances with 98.90% accuracy, rather than classifying the
sampled data set of PQ events with low accuracy. This reveals that the proposed novel
approach generates a more inventive system with classification performance better
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than that of each and every approach discussed in Table 1. This confirms that the
proposed method is applicable for real-time analysis of power signal disturbances.
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