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Preface

Astrobiology is the multidisciplinary field spreading from astronomy, planetary sci-
ence, geology, biology, and sociology. Recent progress in these scientific fields, 
including the findings of organic compounds on Mars and icy satellites and the 
detection of more than 3500 exoplanets, has promoted us to consider the possible 
presence of life in space. To explore the solar system, many exploration programs 
are in schedule and more in consideration. Signature of life including the presence 
of organic compounds and spectroscopic characteristics are targeted to be searched 
in these celestial bodies.

Our exploration area is expanded toward outside the solar system. Telescopes 
with high resolution, sensitivity, and contrast are scheduled or considered to be 
constructed on the ground or in space. The exoplanets are targeted to search for the 
signature of life such as of the oxygen, ozone, and photosynthetic pigments.

To conduct the efficient search for life in the universe, it is essential to have com-
prehensive knowledge on the life on Earth. Current studies on astronomy and plan-
etary science revealed that the Earth was positioned in a miracle place to be habitable 
when the solar system started. The early Earth had suitable hydrosphere and atmo-
sphere to promote chemical evolution for origin of life. Afterward, the environments 
of the Earth changed dynamically by meteorite impacts, plate tectonics, global vol-
canisms, change of brightness of sun, etc. Knowledge on the origin and evolution of 
life with the close interaction with the change in Earth’s environments is crucial to 
understand why we are here on the Earth.

To search for life, we also need to know what is life. We have to design the search 
program with better knowledge on what is going to be searched, where to search, 
and how to search. The key elements are organic compounds which enable the 
emergence of life and thermodynamic nonequilibrium which sustains life. The con-
sequence of the emergence of life especially of photosynthesis that changed the 
atmosphere can be the target of life search, too.

To search for another target, intelligent life, we also need to know how intelli-
gence emerges and to understand the evolution of human being. Search for extrater-
restrial intelligence (SETI) started more than a half century ago. From the first 
attempt to search for intelligent life, the total capability of radio telescope has 
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 elevated 1026-folds. The Square Kilometre Array (SKA) is the radio telescope sys-
tem consisting of thousands of radio telescopes with the total receiver size of 
approximately one square kilometer. Construction of SKA has started at two sites, 
one in Australia and the other in South Africa. SKA is going to be used to approach 
significant scientific targets including the search for intelligent life. SKA has poten-
tial to find signs of intelligent life, though the area is still limited to the exoplanets 
in the vicinity of our solar system.

This book is dedicated to show the comprehensive knowledge on these fields 
with the sufficient coverage of most recent finding as well as the introduction to the 
basic understanding of the vast field of astrobiology. This book will be useful not 
only for students but also for the scientists who want to know the progresses in the 
fields different from their own disciplines. This book will also give the reader with 
sufficient introduction and show the way to the deeper knowledge of each field.

Tokyo, Japan Akihiko Yamagishi
Miyagi, Japan Takeshi Kakegawa
Kanagawa, Japan Tomohiro Usui

Preface
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Chapter 1
What Is Astrobiology?

Akihiko Yamagishi

Abstract Astrobiology is a multidisciplinary scientific field encompassing biol-
ogy, chemistry, physics, geology, planetary science and astronomy. Scientists par-
ticipating in this field are interested in trying to answer fundamental questions of 
life. These questions may include the search for extraterrestrial life through the 
discovery of primitive life forms such as bacteria or by detecting other intelligent 
beings in the universe. The basic premise of this research is to deepen knowledge of 
ourselves as human beings.

Astrobiologists are required to apply a scientific approach to assessing the poten-
tial for extraterrestrial life forms and developing methods for their discovery. There 
are possible locations for extraterrestrial life to thrive on Mars and icy satellites. 
Another target in the search for life is extrasolar planets. However, we require a 
method to search for life outside of Earth, but based on our current knowledge of 
life on Earth.

Keywords Origin · Evolution · Distribution · Exploration · Life

1.1  Introduction

Astrobiology is a multidisciplinary scientific field encompassing biology, chemis-
try, physics, geology, planetary science and astronomy. Scientists participating in 
this field are interested in trying to answer fundamental questions of life such as 
“Where did we come from? Are we alone? Where are we going?” (Bertka 2009), or 
“What is life? What is the course of life? Who are we?” (Sullivan and Barross 
2007). These questions may be more specific: “How did life originate and diversify? 
How does life co-evolve with a planet? Does life exist beyond the Earth? What is the 
future of life on the Earth?” (Cockell 2015). These are the questions that motivate 

A. Yamagishi (*) 
Department of Applied Life Sciences, Tokyo University of Pharmacy and Life Sciences, 
Tokyo, Japan
e-mail: yamagish@toyaku.ac.jp
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the search for extraterrestrial life through detection of very primitive forms of life, 
such as bacteria, or the presence of other intelligent beings.

These questions are motivated by a fundamental need to know ourselves as 
human beings and terrestrial life but are challenging to answer because there are no 
other life forms or intelligent beings known to us for comparison. To answer these 
fundamental questions, we need to find another form of life. However, our search 
for other life forms needs to be guided by the answers to these fundamental ques-
tions. This poses one of the challenges that must be addressed in astrobiology.

There are other textbooks focused on astrobiology, including an introductory 
guidebook (Catling 2013) and a textbook for an undergraduate course with an 
accompanying web site (Cockell 2015). There are good overviews covering planets, 
life and intelligence (Ulmschneider 2006), a multi-authored review book encom-
passing the search for extraterrestrial intelligence and alien biochemistries (Sullivan 
and Baross 2007) and one with even more emphasis on philosophical and ethical 
perspectives (Bertka 2009; Vakoch 2013). As opposed to these textbooks, this book 
was intended to be a concise but comprehensive handbook, not a textbook describ-
ing basic concepts in detail but sufficient for a scientist outside of his profession to 
comprehend a current overview of the field.

In this book, each chapter will summarize the current state of the continuously 
developing field of astrobiology. In this broad field, students and senior scientists 
must learn a different way of thinking as well as be able to understand different ter-
minology from the divergent sciences that make up astrobiology. Each chapter will 
summarize the relevant discoveries in each field to provide readers with an overview 
of current research with sufficient references for more in-depth understanding.

1.2  Why Astrobiology Now?

The term astrobiology was introduced in 1995 by Wes Huntress, based at NASA’s 
headquarters in Washington, D.C. (Catling 2013). NASA was trying to develop 
Mars missions to locate water and then search for signatures of life. Since then, 
explorations of the solar planets have revealed the novel appearance of solar system 
bodies. Mars was considered a dead planet that lost geological activity and most of 
its atmosphere, but the explorations of Mars revealed aspects of the planet indicat-
ing it is still at least partially active (Chaps. 21, 22 and 23). Other active environ-
ments such as hydrothermal fields have been found under the frozen oceans of icy 
satellites of Jupiter and Saturn (Chaps. 24 and 25). These are all possible locations 
for extraterrestrial life to thrive.

Another target in the search for life is extrasolar planets. As reviewed in Chap. 
28, more than 3500 extrasolar planets have been found, and the number is increas-
ing every year. The extrasolar planets include those of a similar size as Earth and 
those within the habitable zone, which is the estimated distance from the central star 
allowing for an expected temperature permitting the presence of liquid water and 
oceans. A possible habitable planet was found in the closest star to our solar system, 
which is only at about 4 light-year distance from Earth.

A. Yamagishi
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These extrasolar planets are current targets in the search for life and prompt us to 
consider what life is, so that we can develop methods to search for it. We experience 
a dilemma when we consider the form that extraterrestrial life is expected to take. If 
we tend towards fact-based predictions, extraterrestrial life should resemble terres-
trial life. On the contrary, imagination lets us imagine extraterrestrial life forms 
highly divergent from terrestrial life forms. These contradictions facilitate develop-
ment of new avenues of life science, where scientists have started the scientific 
reevaluation of knowledge on life, planets and the universe.

1.3  Why Astrobiology Is Needed

There are several aspects of astrobiology that must be addressed. One is the science 
versus fantasy of extraterrestrial life. We know of many fiction movies involving 
extraterrestrial intelligent species attacking and invading the Earth, either via infec-
tious disease or by supernatural beings. Of course, scientists are aware of the differ-
ences between science and fantasy but also realize that knowledge on extraterrestrial 
life is lacking. Astrobiologists must reinforce a scientific approach to predicting 
possible extraterrestrial life forms and styles.

There is also a need for further development of scientific approaches to the search 
for life. We must develop techniques for searching for life beyond Earth that are 
based on our current knowledge of life on Earth.

1.4  Textbook Overview

Astrobiology is a scientific field that studies life from a universal point of view, not 
only related to life alone nor limited to terrestrial life alone. The vast field of astro-
biology is divided into four sections in this book. In Part II, we will follow the 
synthesis and accumulation of organic compounds before the origin of life on the 
Earth. Terrestrial life consists of 70% water with the remainder mostly organic com-
pounds (Table 1.1). Organic compounds were found in a molecular cloud in the 
Galaxy, and they must have been transported to primitive Earth before the origin of 

Table 1.1 Molecular 
composition of Escherichia 
coli cell (Watson 1976)

Composition (%)

Water 70
Protein 15
Nucleic acid DNA 1
                     RNA 6
Lipid 3
Carbohydrate 4
Mineral 1

1 What Is Astrobiology?
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life. Understanding the processes of synthesis, modification and transport of organic 
compounds is the target of research in astrobiology. RNA, one of the most important 
organic compounds, may have been produced on Earth.

In Part III of this book, we will follow the origin and evolution of terrestrial life 
and intelligence. We will summarize major evolutionary time points including RNA 
as the origin of life, the common ancestor, origin of eukaryotes, origins of photosyn-
thesis, language and intelligence. We will follow the co-evolution of life and the 
planet Earth from a biological perspective.

The formation and evolution of planets are also the target of research in astrobi-
ology and will be reviewed in Part IV. We know the Earth is a rocky planet with 
approximately 70% of its surface covered by ocean. We know that the presence of 
an ocean seems to be necessary for life to emerge. However, we do not know how 
and from where adequate amounts of water came to primitive Earth. The current 
knowledge on how planet systems and early atmosphere emerged will be reviewed. 
Geological records, including biological fossils, are important information that 
allows us to reconstruct the history of Earth. The fossil record of carbon and cellular 
fossils will also be explained. Major impacts on the biological history on Earth, 
including the great oxidation event and mass extinction events, will be addressed.

In the Part V, the current status and future direction of exploration of life will be 
addressed. The limits of life on Earth will provide a tentative guideline where to 
search for other forms of life. The main targets in the solar system are Mars and icy 
planets around Jupiter and Saturn. The possible transfer of life between planets may 
alter scientists’ approach to searching for life; this hypothesis is called Panspermia. 
The search for extrasolar planetary system, life and intelligence will be addressed in 
the final chapters, including a discussion on the possible implications once they are 
found.

1.5  Conclusion

Astrobiology is a multidisciplinary field of research addressing fundamental ques-
tions of life such as how and where life emerged. How has the Earth emerged and 
co-evolved with life? Less often asked, but of equal importance, is “Why has life 
emerged and evolved in the universe?”. These questions all try to understand the 
emergence of life and consequently further understanding of ourselves. By knowing 
our universe, planet and ourselves, it will be possible to predict and prepare for the 
future of our world.

A. Yamagishi



7

References

Bertka CM (ed) (2009) Exploring the origin, extent, and future of life: philosophical, ethical, and 
theological perspectives. Cambridge University Press, Cambridge

Cataling DC (2013) Astrobiology: a very short introduction. Oxford University Press, Oxford
Cockell CS (2015) Astrobiology: understanding life in the universe. Wiley, Chichester
NASA Home page: https://astrobiology.nasa.gov/about/
Sullivan WT III, Baross JA (eds) (2007) Planets and life: the emerging science of astrobiology. 

Cambridge University Press, Cambridge
Ulmschneider P (2006) Intelligent life in the Universe. Springer, Berlin
Vakoch V (ed) (2013) Astrobiology, history, and society: life beyond Earth and the impact of dis-

covery. Springer, Berlin
Watson JD (1976) Molecular biology of the gene, 3rd edn. Benjamin, Menlo Park, p 69

1 What Is Astrobiology?

https://astrobiology.nasa.gov/about/


Part II
Physics and Chemistry from Space to Life



11© Springer Nature Singapore Pte Ltd. 2019 
A. Yamagishi et al. (eds.), Astrobiology, 
https://doi.org/10.1007/978-981-13-3639-3_2

Chapter 2
Prebiotic Complex Organic Molecules 
in Space

Masatoshi Ohishi

Abstract As of 2017, about 200 complex organic molecules have been detected in 
interstellar molecular clouds. It was 1969 when the first organic molecule in space, 
H2CO, was discovered. Since then many organic molecules were discovered by 
using the NRAO 11 m (upgraded later to 12 m), Nobeyama 45 m, IRAM 30 m, and 
other highly sensitive radio telescopes as a result of close collaboration between 
radio astronomers and microwave spectroscopists. It is noteworthy that many well- 
known organic molecules such as CH3OH, C2H5OH, (CH3)2O, and CH3NH2 were 
detected in the 1970s. It is thought that organic molecules are formed on surfaces of 
cold dust particles in a molecular cloud and then are evaporated by the UV photons 
emitted from a star inside the molecular cloud.

Organic molecules are known to exist in star-forming regions and in protoplan-
etary disks where planets are formed. Therefore it was a natural consequence that 
astronomers considered a relationship between organic molecules in space and the 
origin of life. Several astronomers challenged to detect glycine and other prebiotic 
molecules without success. ALMA is expected to detect such important materials to 
further examine the “exogenous delivery” hypothesis of organic molecules.

In this chapter I summarize the history of the searches for complex organic mol-
ecules in space together with difficulties in observing very weak signals from larger 
molecular species.

Keywords Interstellar molecules · Radio astronomical observations · Dust 
particles · Exogenous delivery
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2.1  Introduction

It is well-known that our solar system was formed from its natal molecular cloud 4.6 
billion years ago. After the formation of Earth and other planets in our solar system, 
these planets underwent frequent impacts by smaller bodies for several hundred 
million years (so-called late heavy bombardment). Though life on Earth may have 
emerged during or shortly after or before this heavy bombardment phase, as early as 
about 3.9 billion years ago, discussions are continuing on its exact timing. In 2017 
a paper was published that claims a discovery of early trace of life in sedimentary 
rocks at 3.95 billion years ago (Tashiro et al. 2017; see also Chap. 15). It means that 
life on Earth existed about 4 billion years ago, i.e., only 600 million years after the 
formation of Earth.

It is generally accepted that origin of life was the result of chemical evolution of 
organic molecules on the primordial Earth. Thus, an important issue in astrobiology 
is where prebiotic organic molecules are formed, terrestrial or extraterrestrial. After 
the famous Urey-Miller’s experiment, many researchers believed that the primary 
formation site of prebiotic organic molecules was the surface of Earth under reduc-
ing atmosphere (see Chap. 4). Recent modelling of the Earth’s early atmosphere 
suggests more neutral conditions which preclude the formation of significant 
amount of prebiotic organic molecules. The situation, in turn, lead people to con-
sider another possibility: delivery of extraterrestrial prebiotic organic molecules 
through comets, asteroids, meteorites, and interplanetary dust particles (the exoge-
nous delivery hypothesis). One research suggested that extraterrestrial organic com-
pounds may be more abundant by three orders of magnitude than their terrestrial 
formation (Ehrenfreund et al. 2002). It is likely that a combination of these sources 
contributed to the building blocks of life on the early Earth (see Fig. 2.1). What is 
certain is that once life emerged on the primordial Earth, it was capable to adapt 
quickly to the surrounding environment for its survival through finding shelter from 
the UV photons and energy source. This continuing process led to complex meta-
bolic life and even our own existence.

In this chapter, I will review prebiotic organic molecules in space, which may be 
brought to the early Earth. If the exogenous delivery hypothesis works, similar pro-
cess would occur even in other extrasolar Earth-like planets.

2.2  Molecules in Space

2.2.1  Molecules Observed in Space

Molecules exist in a variety of physical conditions in the Universe. It was in 1940 
when unidentified ultraviolet (UV) absorption lines were attributed to CH and CN 
in diffuse interstellar clouds (McKellar 1940). This was the first report of molecules 
in space.

M. Ohishi
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In the early 1930s, radio astronomy opened new eyes to the universe. In 1963 the 
OH molecule was discovered by a radio telescope (Weinreb et  al. 1963). As of 
December 2017, some 200 molecules were detected or reported, primarily by means 
of radio astronomical observations, in interstellar clouds, circumstellar envelopes, 
and even external galaxies. The smallest and the lightest molecule is H2. A list of 
molecules in space can be found in, e.g., the Cologne Database for Molecular 
Spectroscopy (2001).

1969 was the year when the first organic polyatomic molecule, H2CO, was 
detected toward many galactic and extragalactic sources. Prior to the detection of 
H2CO, the first “large” millimeter-wave telescope, the 11 m radio telescope of the 
National Radio Astronomy Observatory (NRAO) in the USA, started its operation 
in 1968. The NRAO 11 m radio telescope was one of pioneering telescopes (later, 
this telescope was upgraded to 12 m); it discovered CO, CH3CN, HCN, HNCO, 
(CH3)2O, C2H, C2H5OH, NH2CN, C2H5CN, H2CCO, C3N, and HNCS in the 1970s. 
It was in the 1970s when other countries joined the “molecular hunting.” Australia 
used the Parkes 64 m radio telescope and detected H2CS, CH2NH, CH2CHCN, and 
HCOOCH3. Japan constructed the 6 m millimeter-wave telescope and succeeded in 
discovering CH3NH2. Detailed detection history can be found in the reference 
(Ohishi 2016). Spectral line surveys are powerful means in detecting new molecules 
in space. Figure 2.2 shows an example of a spectral line survey observation toward 
a cold, dark molecular cloud, Taurus Molecular Cloud 1 (TMC-1) conducted by 

Fig. 2.1 A schematic diagram on the origin of prebiotic organic molecules. (Courtesy by Dr. Amie 
Elsila (Deamer et al. 2002))

2 Prebiotic Complex Organic Molecules in Space
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using the 45 m radio telescope at the Nobeyama Radio Observatory, the National 
Astronomical Observatory of Japan (Kaifu et al. 2004). We are able to see clear 
spectral patterns by linear molecules (with equal frequency intervals) such as HC3N, 
HC5N, and HC7N, in Fig. 2.2. The NAOJ team succeeded in detecting 17 new mol-
ecules in space through the spectral line survey observations.

It should be stressed that many organic molecules were already detected in the 
1970s. It is well-known that CH3OH is widespread in a variety of sources; CH3OH 
masers are commonly observed toward young star-forming regions. Large organic 
molecules, such as CH3CN, CH3CHO, (CH3)2O, and NH2CHO, are usually observed 
toward dense and hot regions with the number density of molecular hydrogen 
(n(H2)) >107–8 cm−3 and the gas kinetic temperature >200 K.
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Fig. 2.2 Observed spectrum from 8.8 to 50.0 GHz toward TMC-1 by the Nobeyama 45 m radio 
telescope. The ordinate, the antenna temperature, is usually used in radio astronomy for expressing 
energy of received radio waves; it is known that the Boltzmann constant (k) times temperature (T) 
is equal to energy. The frequency resolution was 37 kHz, and the total number of data bins is 2 
million. (This figure is modified from Fig. 1 in Ohishi (2016)). A part of identified molecular spe-
cies are shown with their chemical formulas. The horizontal bars with the quantum number J, 
which denotes the total angular momentum of the molecular rotations, show spectral patterns by 
linear molecules (equal frequency intervals) such as HC3N, HC5N, and HC7N

M. Ohishi
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2.2.2  Classification of Molecules in Space

Molecules in space can be classified into several categories: simple molecules, 
molecular ions, radicals, ring molecules, and stable molecules. Simple molecules 
can be seen in a variety of sources. Among them, the most abundant molecule is H2. 
Indeed, around 99.99% of molecules in space are H2. The next abundant molecules 
are H2O and CO whose relative abundances to H2 are about 10−4. H2O, CO, and CO2 
are ubiquitous molecules in the solid phase (Herbst and van Dishoeck 2009); these 
molecules in dust mantles are often observed in absorption toward bright infrared 
(IR) sources. Molecular ions and radicals are characteristic for molecules in space 
(Herbst and van Dishoeck 2009). Under the terrestrial physical conditions where the 
mean free time of these molecules is the order of milliseconds, such molecular ions 
or radicals react with other atom or molecule and are converted into other species 
immediately after they are formed. Thus, they are often called as “short-lifetime” 
molecules. However, under the interstellar and circumstellar conditions where the 
mean free time is typically of the order of a year, such “short-lifetime” molecules 
can survive for a long time. It is now known that molecular ions play an important 
role in the gas phase where “ion-molecule” reactions can successfully explain the 
formation of many major molecules in space (Herbst and van Dishoeck 2009).

Large “complex organic molecules” with six or more atoms (hereafter COMs; 
Herbst and van Dishoeck 2009), including prebiotic molecules, are the primary 
topic of this chapter; they belong to “stable molecules.” Many of large COMs are 
closed-shell molecules, such as CH3OH and C2H5OH, which exist stably under the 
standard terrestrial conditions. Past studies showed that many of large organic spe-
cies are formed on cold (10–15 K) dust grains through the hydrogenation (addition 
of hydrogen atoms) to small molecules which are adsorbed from the gas phase to 
the surface of the dust grains (Herbst and van Dishoeck 2009). For example, gas- 
phase CO is adsorbed onto dust grains. Since the hydrogen atoms on the dust sur-
face can move quickly through the “tunneling effect,” CO is converted to H2CO and 
ultimately to CH3OH (Herbst and van Dishoeck 2009). When a star is formed in the 
center of a molecular cloud core, the solid-phase CH3OH molecules may be heated 
by the UV photons from the central star and evaporated back to the gas phase; such 
gas-phase large COMs can be observed by telescopes. Since prebiotic molecules are 
categorized into COMs, a large number of prebiotic molecules are thought to be 
formed on the surfaces of dust particles (Herbst and van Dishoeck 2009).

2 Prebiotic Complex Organic Molecules in Space
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2.3  Prebiotic Organic Molecules in Space

2.3.1  Why Prebiotic Organic Molecules Are Made of H, C, N, 
and O?

In Sect. 2.2.1, I described that many organic molecules in space have been known 
since 1970s, and there are a variety of molecules which can be related to “life.” We 
know that the building blocks of life contain primarily H, C, N, and O. There would 
be a natural reasoning why molecules containing these four elements are abundant 
in space.

The cosmic elemental abundances are well-known in astronomy (see Table 2.1). 
It is clear that H, C, N, and O are the four most abundant elements in the Universe, 
except for He. This is the primary reason why water (H2O) in space is the second 
most abundant molecule next to H2 (see Sect. 2.2.2). With a similar consideration, it 
would be easily understood why carbon-bearing species, i.e., organic molecules, 
can be abundant in space. Helium is not contained in building blocks of life, which 
is chemically inactive.

2.3.2  Prebiotic Organic Molecules of the Greatest Importance 
in Space

In this subchapter, I will show a few prebiotic molecules discovered in space, which 
would have the greatest importance to astrobiology. Other prebiotic molecules are 
also important.

Table 2.1 Elemental abundance of atoms (relative to Si) from Hydrogen to Iron

Element Abundance Element Abundance

Hydrogen (H) 28,000 Silicon (Si) 1
Helium (He) 2700 Phosphine (P) 0.008
Lithium (Li) 0.0000004 Sulfur (S) 0.45
Beryllium (Be) 0.0000004 Chloride (Cl) 0.009
Boron (B) 0.000011 Argon (Ar) 0.1
Carbon (C) 10 Potassium (K) 0.0037
Nitrogen (N) 3.1 Calcium (Ca) 0.064
Oxygen (O) 24 Scandium (Sc) 0.000035
Fluorine (F) 0.001 Titanium (Ti) 0.0027
Neon (Ne) 3 Vanadium (V) 0.00028
Sodium (Na) 0.06 Chromium (Cr) 0.013
Magnesium (Mg) 1 Manganese (Mn) 0.0069
Aluminum (Al) 0.083 Iron (Fe) 0.9

Taken from Chronological Scientific Tables (2017)
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Glycolaldehyde (CH2OHCHO)
An epoch-making event in astrobiology was the discovery of glycolaldehyde in 
2000 toward Sagittarius B2 (Sgr B2), a giant molecular cloud in the central region 
of the Milky Way galaxy (Hollis et  al. 2000). The paper was titled “Interstellar 
Glycolaldehyde: The First Sugar.” In general sugar is an important constituent of 
life: ribose (C5H10O5) is a pentose class sugar monomer, and its modified form, 
deoxyribose, is known to be the backbone of the DNA. The first detection report 
was based on observed data by using the NRAO 12 m, with relatively poor signal- 
to- noise ratios. In 2004 a confirmation paper was published by using a new 100 m 
radio telescope, the Green Bank Telescope (GBT) (Hollis et al. 2004). Glycolaldehyde 
was detected around a solar-type young star, IRAS16293-2422, through Atacama 
Large Millimeter Array (ALMA) observations (Jørgensen et al. 2012). It was sug-
gested that UV photochemistry of a CH3OH-CO mixed ice on dust surfaces, which 
has undergone mild heating, would form glycolaldehyde. Followed by these detec-
tions, glycolaldehyde has been reported detected in other massive star-forming 
regions and solar-type star-forming regions.

According to the detection report (Hollis et al. 2000), the generic form of sugar 
can be expressed as (H2CO)n (n  >  2). Because glycolaldehyde has the form of 
(H2CO)2, it was regarded as the simplest sugar in space. This discovery had led 
astronomers to seriously search for other “prebiotic molecules” in space. It was 
unfortunate that the correct generic form of sugar is (H2CO)n (n > 3), not 2!, i.e., 
glycolaldehyde is not a sugar.

n- and i-Propyl Cyanide (n- and i-C3H7CN)
It is known that meteorites found on Earth contain a variety of COMs including 
more than 80 amino acids (Elsila et al. 2007). Since meteorites are formed in proto-
planetary nebula which are formed in interstellar medium, the amino acids and their 
precursors would have an interstellar origin. In this regard, it is crucial for astrobiol-
ogy to understand how complex organic species can be formed in the interstellar 
medium.

In 2009 the first detection of normal-propyl cyanide (n-C3H7CN), the largest 
organic molecule in this source, was reported toward Sgr B2 by using the 30 m radio 
telescope operated by the Institut de Radioastronomie Millimétrique (IRAM) 
(Belloche et al. 2009). Propyl cyanide is the smallest alkyl cyanide, which has a few 
isomers: a straight-chain isomer, normal-propyl cyanide (also known as butyroni-
trile or 1-cyanopropane), and a branched-chain isomer, iso-propyl cyanide 
(i-C3H7CN, also known as iso-butyronitrile or 2-cyanopropane). Five years after the 
detection of n-C3H7CN, i-C3H7CN was detected for the first time toward SgrB2 by 
using ALMA (Belloche et al. 2014). Amazingly the abundance of i-C3H7CN was 
40% of n-C3H7CN, suggesting that branched carbon-chain molecules may be gener-
ally abundant in the interstellar medium. The detection of i-C3H7CN further sug-
gests the presence of amino acids in the interstellar medium, for which such 
branched-chain structure is a key characteristic.

2 Prebiotic Complex Organic Molecules in Space
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Propylene Oxide (CH3CHCH2O)
The origin of homochirality in biological molecules, especially the use of only the 
L-amino acids and D-sugars, is a long-standing question to be solved in astrobiol-
ogy. A model for explaining the origin of homochirality involving extraterrestrial 
sources of circularly polarized light (CPL) was first proposed by Rubenstein et al. 
(1983). The proposed scenario is as follows: (1) circularly polarized UV photons 
from nearby main-sequence star(s) penetrated into the natal molecular cloud that 
formed our solar system, (2) the photons acted on chiral molecules in the natal 
cloud, and resulted in an excess of one enantiomer, and (3) the excessing enantio-
mer was amplified until the other enantiomer had been disappeared. Since it is well- 
known that CPL is actually observed in the interstellar space and it has been 
observed in laboratories that the CPL causes an excess of one enantiomer, the sce-
nario may work if there are chiral molecules in the interstellar molecular clouds. 
See Bailey (2001) for further details.

In 2016 the first report was made on the detection of a chiral molecule in space 
(McGuire et al. 2016). Propylene oxide was detected in the gas phase in a cold, 
extended molecular shell around the embedded, massive proto-stellar clusters in the 
Sagittarius B2 star-forming region. The fact that propylene oxide is extended sug-
gested that similar chiral molecules may exist in a variety of astronomical sources 
in our Milky Way galaxy. It should be noted that chiral molecular structures of 
propylene oxide, S-propylene oxide and R-propylene oxide, cannot be distinguished 
spectroscopically.

2.4  Challenges in Searching for Amino Acids 
and Nucleobases in Space

2.4.1  Amino Acids

Since the first trial in detecting interstellar glycine (Brown et al. 1979), many trials 
to detect the simplest amino acid, glycine (NH2CH2COOH), were made toward Sgr 
B2 and other high-mass forming regions. None of them were successful. Astronomers 
have been searching for glycine, because if amino acids are formed in interstellar 
molecular clouds, significant amount of them may be delivered to planets, which 
would have been used as the “seed” of life on Earth and other extrasolar planets. 
Thus, detection of amino acids would accelerate the discussion concerning the uni-
versality of “life.”

However, the past unsuccessful searches for glycine demanded us to reconsider 
the search strategy. One idea to overcome this situation is to search for sources rich 
in precursors to glycine prior to searching for glycine. Although the chemical evolu-
tion of interstellar N-bearing complex organic molecules is not well known, methyl-
amine (CH3NH2) has been proposed as a promising precursor to glycine. CH3NH2 
can be formed from abundant molecular species, CH4 and NH3, on icy dust surface, 
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when the dust temperature is high (Holtom et  al. 2005; Kim and Kaiser 2011). 
Another possible route to form CH3NH2 is hydrogenation (addition of hydrogen) to 
HCN on dust surface (Kim and Kaiser 2011; Dickens et  al. 1997; Theule et  al. 
2011): HCN → CH2NH → CH3NH2. According to the laboratory study (Theule 
et al. 2011), the hydrogenation to HCN can form CH3NH2 even at the dust tempera-
ture 15  K.  Figure  2.3 shows possible formation paths to CH3NH2, starting from 
well-known abundant interstellar molecular species, HCN, CH4, and NH3. Once 
CH3NH2 is formed on the dust surface, CH3NH2 and another abundant molecule, 
CO2, can form glycine under UV irradiation (Kim and Kaiser 2011). Recent sensi-
tive observations revealed sources rich in CH2NH (Suzuki et  al. 2016); some of 
these sources show very high abundance of CH3NH2 (Ohishi et al. 2018), which in 
turn may be suitable for searching for glycine in space.

One of the scientific purposes of ALMA is the detection of prebiotic molecules 
in molecular clouds where stars and planets are formed. Several projects have been 
going on toward the detection of glycine and other amino acids.

2.4.2  Nucleobases

A sequence of a DNA determines the corresponding sequence of amino acids form-
ing a protein, including an enzyme; an enzyme plays an essential role to form and 
repair a DNA. In other words, both amino acids and nucleic acids (adenine, thy-
mine, cytosine, guanine, and uracil) are the most important building blocks of life. 
Although the millimeter- and submillimeter-wave spectral lines of these nucleic 
acids are not known, the spectra of pyrimidine (c-C4H4N2) have already been mea-
sured in laboratories. Pyrimidine is a six-membered ring molecule, which is known 
to be a direct precursor to three of the DNA and RNA bases: thymine, cytosine, and 
uracil.

Extraterrestrial pyrimidine was reported detected in meteoritic organic matter 
(Stoks and Schwartz 1981) and possibly in the carbonaceous dust of Comet Halley 
(Krueger et al. 1991). In the past, there were two unsuccessful searches for interstel-
lar pyrimidine. The first search was made in 1973 by the NRAO 11 m telescope 

Fig. 2.3 Possible formation paths to glycine in the interstellar molecular clouds
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toward Sgr B2 and Orion KL (Simon and Simon 1973); however, no upper limit to 
its column density was reported. The second search was made in 2003 by the James 
Clerk Maxwell Telescope in the 329–363 GHz range, with upper limits to its col-
umn density of a few × 1014 cm−2 toward Sgr B2(N), Orion KL, and W51 (Kuan 
et al. 2003). More sensitive searches by, e.g., ALMA will reveal the existence of 
precursors to nucleic acids in space in the future.

2.5  Conclusion

In astronomy, it is well-known that organic molecules are ubiquitous in star-forming 
regions where planets are formed. Most of organic molecules are thought to be 
formed on surfaces of dust particles which will be incorporated into planets, mete-
orites, comets, and other small bodies. It is known that amino acids and nucleic 
acids are found in a few meteorites (Stoks and Schwartz 1981). The fact that the 
simplest amino acid, glycine, was confirmed in the coma of comet 67P/Churyumov- 
Gerasimenko (Altwegg et al. 2016) would make the exogenous delivery hypothesis 
the most plausible scenario on the origin of prebiotic organic molecules.

New and powerful radio telescope ALMA has started its full operation. The tele-
scope is expected to reveal the existence of amino acids and other prebiotic organic 
molecules in star- and planet-forming regions, which are directly related to the ini-
tial compounds of chemical evolution toward the origin of life.
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Chapter 3
Chemical Interactions Among Organics, 
Water, and Minerals in the Early Solar 
System

Hikaru Yabuta

Abstract Chondritic meteorites are thought to have originated from primitive 
small bodies of the Solar System formed 4.5 billion years ago. Investigations on 
origin and chemical evolution of organic molecules in the early Solar System have 
been extremely improved through the chemical analyses of carbonaceous chondritic 
meteorites, which are derived from primitive small bodies. While carbonaceous 
chondrites have provided a number of significant insights on possible building 
blocks of life as well as the relationship between the compositions of organics and 
the parent body aqueous processes, precursors and locations for formation of mete-
oritic organics are yet to determine. It is because most of the information on the 
earlier stage of the Solar System history was erased by extensive degrees of aqueous 
alteration on the meteorite parent bodies. For constraining the origin of organic 
molecules in the early Solar System, it is necessary to investigate more primitive 
Solar System materials available to us than the typical carbonaceous chondrites, as 
well as it is very important to correctly determine the different evolution stages by 
observation to reveal the relationships between organic chemistry and mineralogy.

Through the coordinated analyses of anhydrous and hydrated Antarctic micro-
meteorites (AMMs), we depicted a scenario that highly aromatic organic macro-
molecule (a.k.a. insoluble organic material) in carbonaceous chondrites could be a 
hydrolysis product of N- and/or O-rich macromolecule in a small icy body, which 
were formed via photochemistry in interstellar clouds or outer solar nebula. The 
hydrolysis probably occurred during the early stage of parent body aqueous altera-
tion. An ultracarbonaceous AMM (UCAMM), which is highly C-rich materials and 
cometary origin, contains amorphous silicate grains (so-called glass with embedded 
metal and sulfides [GEMS]) depleted in Mg and S. The altered GEMS indicates that 
the cometary parent body experienced very weak aqueous alteration caused by plan-
etesimal shock.
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3.1  Introduction: Enigma on Origin of Organic Molecules 
in the Carbonaceous Chondrites

Asteroids and comets, the remnants that did not grow into large bodies during the 
history of planetary formation, preserve the precursor materials in the early Solar 
System. These small bodies are thought to have delivered organic molecules and 
water to the Earth and other planets, which are necessary for planetary habitats 
(Chyba and Sagan 1992). Both asteroids and comets are originally derived from 
accretion of interstellar dusts (Fig. 3.1), which are thought to be micron-sized par-
ticles consisting of an amorphous silicate core, refractory organic inner mantle, and 
an outer mantle of ice (Greenberg and Li 1997). The volatile components of the dust 
mantle were formed by condensation of atoms and molecules in the gas phase and 
on dust surfaces in interstellar clouds (e.g., Tielen and Hagen 1982; Ehrenfreund 
and Charnley 2000; Öberg 2016). Through the subsequent photochemical reactions 
in interstellar dense cloud, a variety of molecules were produced (e.g., Sandford 
1996; Bernstein et al. 1999; Nuevo et al. 2011). After interstellar cloud collapsed to 
form a young Sun, a protoplanetary disk was formed. In a protoplanetary disk, dis-
tributions of temperature and UV flux yielded the chemical diversity of the dusts, 
followed by dust growth to form planetesimals (Nomura et  al. 2007; Ciesla and 
Sandford, 2012). As a result, rocky planetesimals, so-called asteroids, were formed 
in inner Solar System, whereas icy planetesimals, so-called comets, were formed in 
outer Solar System, such as Kuiper Belt and Oort cloud (Fig. 3.1). Subsequently, 
asteroids experienced internal heating due to the decay of short-lived radiogenic 
nuclides (e.g., 26Al). This event caused aqueous alteration (0–150 °C) (e.g., Brearley 
2006, and references therein) and thermal metamorphism (200–700 °C) (e.g., Huss 
et al. 2006, and references therein) in the asteroid parent bodies, which lasted for 
several million years (e.g., Fujiya et al. 2013). Asteroids also experienced shorter 
duration thermal metamorphism induced by impacts. Both secondary processes and 
radial distance resulted in chemical compositions of asteroids, which are reflected 
by the reflectance spectral types of asteroids: stony objects (S-type), dark carbona-
ceous objects (C-type), very dark objects without spectral feature of phyllosilicates 
(D-type), metallic objects (M-type), and so on (Tholen and Barucci 1989) (Fig. 3.1). 
Comets could experience these secondary processes as well, although they were less 
altered due to the low inner temperature of icy bodies. Conditions, timescales, and 
durations of the secondary processes depend on the sizes, structure, and heat sources 
of parent bodies, which increased chemical diversity in asteroids and comets. Thus, 
the Solar System can be said to be “a chemical factory” of life’s building blocks.

To date, primitive carbonaceous chondrite meteorites have been frequently 
investigated for understanding origin and evolution of organic molecules in the 
early Solar System. In general, carbonaceous chondrite contains several weight% 
total organic carbon, which can be divided into soluble (free) and acid-insoluble 
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(refractory) fractions. The insoluble organic matter (IOM) accounts for more than a 
half of total organic carbon. Although the intact molecular structure of IOM is still 
unknown due to its complex, macromolecular configuration, IOM is composed of 
aromatic molecular network crosslinking with short-branched aliphatic chains and 
various oxygen functional groups (Cody et al. 2002; Glavin et al. 2018) (Fig. 3.2). 
Soluble organic molecules have been historically very well studied represented by 

Kuiper belt

Neptune
Uranus

Saturn

Comets

Outer Solar System

Asteroid belt
JupiterMars

Asteroids
(Meteorites)

Inner Solar System

Oort cloud

CH3OH

Silicate

H2O

Sub-micron-sized
dust particle

Asteroid belt Solar
System

Protoplanetary disk

Interstellar cloud

D/P-
type C-type

S-typeM-type

Mars

Jupiter

Fig. 3.1 Outline of Solar System evolution from interstellar clouds to asteroids and comets
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amino acids and a variety of compounds of biochemical interests (Pizzarello et al. 
2006; Glavin et al. 2018). The total abundances of the individual molecules are very 
low (from ppb to ppm levels), and the sum abundance of the molecules found does 
not exceed the half of total organic carbon, implying that there still exist unidenti-
fied molecules (Schmitt-Kopplin et al. 2010).

Through 50 years of the studies on meteoritic organics, a number of hypotheses 
have suggested for origin of refractory organic macromolecules in carbonaceous 
chondrites. Alexander et al. (2007) suggested that IOM is derived from the refrac-
tory organics formed via photochemistry in the extreme cold environments, such as 
interstellar cloud or outer solar nebula, based on the observed enrichments of deu-
terium (D) and 15N in IOM in meteorites and interplanetary dust particles (IDPs). 
On the other hand, the potential roles of Fischer-Tropsch (FT) synthesis (e.g., Hill 
and Nuth 2003) and irradiation reaction of nebular gas (i.e., CO, N2, H2O) (Kuga 
et al. 2015) for the formation of meteoritic IOM have been argued. It was recently 
suggested that the first IOM might have been formed via hydrothermal reaction of 
formaldehyde and ammonia on the meteorite parent body based on the spectro-
scopic similarity between the experimentally synthesized products and meteoritic 
IOM (Cody et al. 2011; Kebukawa et al. 2013). Thus, there are multiple possible 
scenarios proposed, and the consensus has yet to be reached. Since there may be 
diversity in precursor molecules and locations of organic materials, it is very 
 important to determine the specific sources for specific molecules found in indi-
vidual meteorites and other extraterrestrial samples.

Fig. 3.2 A model of the molecular structure of the IOM in primitive carbonaceous chondrites (i.e., 
CM group) that is consistent with what is known about its functional group chemistry (Glavin et al. 
2018)
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3.2  A Missing Link in the Early Solar System: Chemical 
Evolution of Organic Molecules from Solar Nebula 
to Planetesimals

Most of carbonaceous chondrites experienced extensive aqueous alteration on their 
parent bodies, and thus it is hard to find characteristics of precursor organic materials 
from the meteorites. It is therefore necessary to investigate more primitive Solar 
System materials than the typical carbonaceous chondrites, to constrain the origin of 
organic molecules in the early Solar System. Those pristine samples include comets 
and comet-derived materials, such as cometary dusts, stratospheric interplanetary 
dust particles (IDPs), Antarctic micrometeorites (AMMs), etc., since comet is an icy 
body formed at very low temperature that preserves the materials in the interstellar 
cloud and solar nebula under better condition (Yabuta et al. 2018). Comet dust sam-
ple return mission, Stardust, detected O- and N-rich refractory organic macromole-
cules, glycine and amines, from the comet Wild 2 dust particles for the first time 
(e.g., Sandford et al. 2006; Cody et al. 2008; Glavin et al. 2008). The mission to 
rendezvous with Jupiter-family comet, Rosetta, for the first time discovered dark 
refractory organic materials on the surface of 67P/Churyumov- Gerasimenko (e.g., 
Quirico et al. 2016). These results supported the relationship between comets and 
IDPs. In particular, chondritic porous (CP)-type IDPs have been regarded as short-
period comet origin, based on their fragile structure, higher amounts of carbon and 
volatiles than those in meteorites, and amorphous silicate so-called glass with embed-
ded metal and sulfides (GEMS) (Keller and Messenger 2011). The IDPs show a wide 
range of hydrogen and nitrogen isotopic compositions (Messenger 2000).

Another clue is the chemical relationship between organics and minerals. For 
example, the presence of GEMS is a good indicator of the stage prior to aqueous 
activities on the parent body, since the amorphous silicate is rapidly changed to 
hydrated silicate minerals when it is exposed to liquid water (Nakamura-Messenger 
et al. 2011). Thus, the organic materials associated with GEMS could be the precur-
sor materials in interstellar or solar nebula (Keller and Messenger 2011). In con-
trast, hydrated silicate mineral is a robust indicator of aqueous process in the parent 
body, and the organics associated with those minerals could be a secondary altera-
tion product. Those classifications based on mineralogy would enable correct 
understanding of chemical evolution of organic molecules during the process from 
solar nebula to planetesimals.

This chapter will address the precursors of organic materials and minerals in 
planetesimals, through the reviews of our recent investigations using the AMMs 
collected from the surface snow near the Dome Fuji Station, Antarctica. The AMMs 
include the samples of cometary origin, as Noguchi et al. (2015) discovered chon-
dritic porous AMMs containing GEMS, enstatite whiskers, and organic nanoglob-
ules, which were characteristic to CP IDPs collected at the stratosphere (Fig. 3.3). 
We carried out coordinated comprehensive chemical analyses of the AMMs, for 
maximizing the data of organic chemistry, mineralogy, and isotope cosmochemistry 
from a single AMM particle.
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3.3  Different Stages of Parent Body Aqueous Alteration 
Recorded in Antarctic Micrometeorites

Figure 3.4 shows transmission electron microscopy (TEM) images of the ultrathin 
sections of two AMMs. AMMs containing GEMS (Fig.  3.4a) were classified as 
anhydrous micrometeorites (MMs). The organic materials (∼10 × 3 μm) account for 
a major part of the anhydrous MM, and they are associated with olivine and pyr-
rhotite. On the other hand, AMMs containing phyllosilicate (clay minerals) were 
classified as hydrous MMs (Fig. 3.4b). The amounts of organic materials are small 
compared to those in the anhydrous MM, and they are associated with phyllosilicate 

Fig. 3.3 Bright-field image of an ultrathin section of (a) a present CP MM D05IB13 and (b) a CP 
IDP L2021. The CP MM contains abundant GEMS. Low-Ca pyroxene (LPx) and pyrrhotite (Po) 
(Noguchi et al. 2015)

H. Yabuta



29

and pyroxene. This difference probably indicates that the precursor organic materi-
als, which were present before planetesimal formation, were depleted and modified 
by parent body aqueous alteration.

X-ray absorption near-edge structure (XANES) is a method to assess the types of 
the organic functional groups constituting a macromolecular sample (Cody et al. 
2008). XANES spectra are obtained by scanning x-ray energy and measuring the 
absorbed x-ray intensity specific to the electronic structures (chemical bonds) of the 
atom that absorbed the x-ray (Stöhr 1991). The absorbed x-ray intensity corresponds 
to photoexcitation of carbon 1 s electrons to unoccupied electronic state. Combination 
with a scanning transmission x-ray microscope (STXM) with high spatial resolution 
(<30 nm) enables the measurement of XANES spectra of submicron-sized regions 
of organic macromolecules. Application of STXM-XANES to AMMs revealed that 
organic material in the anhydrous MM is enriched in N- and O-bearing functional 
groups, such as nitrile (−C≡N) or purine-pyrimidine, carboxyl groups (-COOH), 
and aliphatic carbon (-CHx) (Fig. 3.5). This composition was prominent particularly 
in the regions indicated with white arrows. According to TEM observation, some of 
the regions were organic nanoglobules.

Fig. 3.4 TEM images of ultrathin sections of the AMMs obtained by focused ion beam (FIB). 
Coarse-grained minerals and aggregates of minerals are labeled. (a) D10IB009, (b) an enlarged 
image of yellow square region of (a, c) D10IB163, (d) an enlarged image of yellow square region 
of (c) (Noguchi et al. 2017). Abbreviations: Ol olivine, LPx low-Ca pyroxene, HPx high-Ca pyrox-
ene, GEMS glass embedded metal and sulfide, Po pyrrhotite. The organic materials are surrounded 
by red broken lines
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From this anhydrous MM, enrichments of D (δD = +8000 ∼ +10,000‰) and 15N 
(δ15N = +600 ∼ +1000‰) were detected by secondary ion mass spectrometry 
(SIMS) (Fig.  3.6). These values were comparable with the pristine IDPs (e.g., 
Messenger 2000; Busemann et  al. 2009) and comet Wild 2 dust particles (e.g., 
Mckeegan et al. 2006; De Gregorio et al. 2010). It has been suggested that the iso-
topic anomalies of H in the small body organic materials are derived from molecular 
deuterium enrichment caused by ion-molecule reactions under very low tempera-
ture (10–50 K) in interstellar molecular clouds (e.g., Millar et al. 1989) and in pro-
toplanetary disks (e.g., Aikawa and Herbst, 1999). Although the sources of 15N 
enrichment in the small body organic materials are clearly determined, contribution 
of interstellar chemistry is indicated (e.g., Charnley and Rodgers 2002; Aleon and 
Robert 2004). Thus, it is very likely that organic material from the anhydrous MM 
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Fig. 3.5 (a) Carbon- and (b) nitrogen-elemental maps of anhydrous AMM (D10IB009) acquired 
by a scanning transmission x-ray microscope (STXM) (optical density images). Nitrogen-enriched 
areas are indicated by white arrows. Circle regions correspond to (c) bright-field images of organic 
nanoglobules. (d) Carbon- and (e) nitrogen-K edge XANES spectra of a nitrogen-enriched area and 
an area without enrichment of nitrogen in D10IB009 (Noguchi et al. 2017). Peak A, 1sπ* transition 
of aromatic carbon (C=C*) at 285 eV; peak B, 1sπ* transition of N-heterocycles (C-N*=C) and/or 
nitrile (C≡N*) at 286 eV; peak D, 1s3p/s* transition of aliphatic carbon at CHx-C at ~287.5 eV; 
peak E, 1sπ* transition of carbonyl carbon in carboxyl or ester (OR(C*=O)C) at ~288.4 eV; peak 
G, 1sπ* transition of N-heterocycles (C-N*=C) and/or nitrile (C≡N*) at 399.4 eV
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is originated from interstellar cloud or outer solar nebula. In particular, their isoto-
pic values were comparable with δD of cometary HCN (Meyer et al. 1998) and δ15N 
of cometary CN (Schultz et al. 2008), and thus the N- and O-rich functional group 
chemistry of the anhydrous MM may have been derived from photochemistry of 

Fig. 3.6 Isotopographs of anhydrous AMM (D10IB009). (a) H. (b) δDSMOW. H1 and H2 denote 
δD hotspots (H1, 10,000‰, and H2, 8000‰). (c) 12C14N and (d) δ15Nair. H3 and H4 denote δ15N 
hotspots (H3, 1000‰, and H4, 600‰). Circles (S) of each image (a–d) denote the spot analysis 
area by SIMS to estimate the instrumental mass fractionation (Noguchi et al. 2017)
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HCN- or CN-ice. D- and 15N-rich organic nanoglobules may have been also formed 
during the UV irradiation of ice grains under the cold environment, as suggested by 
Nakamura-Messenger et al. (2006).

Comparing the C- and N-XANES spectra among the anhydrous and hydrous 
AMMs and insoluble organic matter (IOM) in Murchison carbonaceous chondritic 
meteorite, all the samples showed typical three peaks of aromatic carbon, aromatic 
ketone, and carboxyls with a shoulder of aliphatic carbon (Fig. 3.7). However, the 
relative peak intensities were slightly different between anhydrous and hydrous 
MMs, i.e., the peaks of carboxyl groups are higher in the two anhydrous MMs 
 compared to those of hydrous MMs. On the other hand, the spectra of the hydrous 
MMs were enriched in aromatic carbon, which is similar to those of Murchison 
IOM. Exceptionally, the spectrum of anhydrous AMM-D10IB004 is rather similar 
to those of hydrous AMMs.

Characteristic features of organic materials and minerals in the AMMs are sum-
marized in Table  3.1. All the three anhydrous AMMs (D10IB009, D10IB356, 
D10IB004) characterized by GEMS, Fe-Ni metal, and sulfide are very likely com-
etary origin having no record of aqueous alteration. Based on the presence of amor-
phous silicate and minor Fe-rich serpentine, hydrated AMM (D10IB178) is derived 
from carbonaceous CR3 chondrite-type parent body that experienced weak aqueous 
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Fig. 3.7 Averaged carbon K edge – XANES spectra of five AMMs (D10IB009, 356, 004, 163, and 
017) and Murchison meteorite IOM (Noguchi et al. 2017). Peak A, 1sπ* transition of aromatic 
carbon (C=C*) at 285  eV; peak B, 1sπ* transition of N-heterocycles (C-N*=C) and/or nitrile 
(C≡N*) at ~286.6 eV; peak C, 1sπ* transition of vinyl-keto carbon (C=C-C*=O) at ~286.6 eV; 
peak D, 1s3p/s* transition of aliphatic carbon at CHx-C at ~287.5 eV; peak E, 1sπ* transition of 
carbonyl carbon in carboxyl or ester (OR(C*=O)C) at ~288.4 eV; peak F, 1sπ* transition of car-
bonate or carbonic acid (RO(C=O)OR′) at 290.6 eV
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alteration. The other hydrated AMMs (D10IB163 and D10IB017) contain abundant 
coarse-grained anhydrous minerals with lesser amounts of hydrate silicate minerals 
which also experienced weak to moderate aqueous alteration. Assuming that those 
AMMs are reflected by contiguous evolution stages, it is suggested that organic 
materials containing aliphatic carbon, COOH, and/or N-heterocycles in the anhy-
drous AMMs reflect the precursor molecule that were formed in interstellar cloud or 
outer solar nebula. The O- and N-rich molecular compositions could have been 
hydrolyzed by the subsequent parent body aqueous alteration and converted to 
highly aromatic, meteoritic organics like compositions as seen in hydrated AMMs. 
The anhydrous MM (D10IB004) may have experienced a very weak degree of 
aqueous process which did not affect silicate but sufficiently promoted modification 
of organic materials. The processes could occur in very primitive icy asteroids that 
bear comet-like feature, e.g., D-type asteroids.

3.4  Ultracarbonaceous Antarctic Micrometeorites: New 
Type of Cometary Material?

Ultracarbonaceous Antarctic micrometeorites (UCAMMs) are unique extraterres-
trial materials that contain a large amount of carbonaceous materials (Fig.  3.8). 
These MMs were for the first time discovered by Nakamura et al. (2005). One of the 
UCAMMs contains light noble gases with a solar wind origin, and two are abundant 
in presolar grains (Yada et al. 2008; Floss et al. 2012). Other UCAMMs have been 
independently found from the Concordia Station, Antarctica, by the French-Italian 
team. It was suggested that organic materials in the UCAMMs could be formed in 
the outer solar nebula (Duprat et al. 2010), based on the identification of crystalline 
silicates which were thought to be derived from solar origin and are associated with 
D-rich organic materials. Dartois et al. (2013) reported D- and 15N-rich UCAMMs 

Fig. 3.8 (a) Bright-field (BF) TEM image of a UCAMM collected from Concordia Station. The 
organic materials are indicated as black arrows (Duprat et al. 2010). (b) Secondary electron image 
of the UCAMM (D05IB80) placed on a platinum plate (Yabuta et al. 2017), (c) BF-TEM images 
of ultramicrotomed sections of the UCAMM D05IB80 (Yabuta et  al. 2017). Abbreviations: ol 
Mg-rich crystalline olivine, px Mg-rich crystalline pyroxene, S Fe-Ni sulfides, OM organic mate-
rial, LPx low-Ca pyroxene. GEMS-like objects are surrounded by black squares

H. Yabuta



35

and suggested organic material in UCAMMs was formed in the Oort cloud by irra-
diation of ice rich in CH4 and N2.

Most of the UCAMMs have common chemical features that are regarded as 
cometary origin (Duprat et al. 2010; Dartois et al. 2013; Yabuta et al. 2017). High 
abundances of GEMS and absence of hydrated minerals are the mineralogical char-
acteristics of UCAMMs, which are clearly distinct from most of primitive carbona-
ceous chondrites. Organic materials in UCAMMs are larger than 100 times those in 
primitive carbonaceous chondrites, and they contain a variety of nitrogen-bearing 
functional groups such as nitrile, aromatic N, amide, and imine (Fig. 3.9) (Yabuta 
et al. 2017). The N/C ratios of organic materials in UCAMMs are five times higher 
than those in primitive carbonaceous chondrites (Dartois et al., 2013; Yabuta et al. 
2017). As is the case of IDPs, UCAMMs show a wide range of H and N isotopic 
compositions, from values extremely rich in heavy isotopes (Duprat et  al. 2010; 
Dartois et al. 2013) to normal values with terrestrial levels (e.g., Yabuta et al. 2017).

The N/C and O/C ratios of organic material from UCAMM DO05IB80 are very 
similar to those of comet Wild 2 dust particles (Fig. 3.10) (Yabuta et al. 2017). On 
the other hand, the values are very different from those of the UV irradiation 
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Fig. 3.9 (a) C- and (b) N-XANES spectra of the regions 1 and 2 of the UCAMM D05IB80 and 
epoxy. Peak A, 1sπ* transition for aromatic carbon (C=C*) at 285.1 eV; peak B, 1sπ* transition for 
N-heterocycles (C-N*=C), nitrile (C≡N*), or vinyl-keto carbon (C=C-C*=O) at ~286.6 eV; peak 
C, 1s3p/s* transition for aliphatic carbon at CHx-C at ~287.5 eV; peak D, 1sπ* transition for car-
bonyl carbon in amide (NHx(C*=O)C) at ~288.0–288.2 eV and/or 1sπ* transition for carbonyl 
carbon in carboxyl or ester (OR(C*=O)C) at ~288.4–288.7 eV; peak E, 1sπ* transition for imine 
(C=N*) at 398.8 eV; peak F, 1sπ* transition for N-heterocycles (C-N*=C) and/or nitrile (C≡N*) at 
~399.7 eV; and peak G, 1sπ* transition for amide (N*Hx(C=O)C) or 1s3p/s* transition for amino 
(C-N*Hx) at 401.5 eV
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 products from interstellar ice analogues. Thus, interstellar photochemistry alone 
would not be the process responsible for the formation of the UCAMM. Yabuta 
et al. (2017) suggested that a very small amount of fluid on a cometary nucleus or 
icy asteroid must have been necessary for the formation of the UCAMM, based on 
the following multiple evidences: (i) the presence of sulfur in an entire region of 
organic materials in UCAMM (organic sulfurization), (ii) deformation and aggrega-
tion of organic nanoglobules (change in osmotic pressure) (Fig. 3.10), (iii) inorganic 
thin layers at the surface of organic materials in UCAMM (precipitation of dis-
solved ions) (Fig. 3.10), and (iv) depletion of Mg and S from GEMS (Fig. 3.11).

Possible heat sources for the generation of liquid water in icy small bodies 
include (i) short-lived radioactive nuclides, (ii) perihelion passage (Nakamura- 
Messenger et al. 2011), (iii) collisions of planetesimals (Cody et al. 2011), and (iv) 
reduction of the freezing point by the presence of solutes, e.g., ammonia (Pizzarello 
et al. 2011) or methanol. The condition of aqueous alteration of the UCAMM can 
be estimated by referring to the hydrothermal experiment of anhydrous IDPs by 
Nakamura-Messenger et al. (2011). In the experiment, the alteration of amorphous 
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silicate into hydrous phyllosilicate proceeded extremely quickly, at 25–160  °C 
in 12–24 h under basic pH conditions (pH = 12). Since hydrous silicates are not 
identified in UCAMM DO05IB80, the UCAMM could have experienced a shorter 
duration reaction at lower temperature, lower pH, and/or slightly oxidizing condi-
tions compared to the experiments. Considering that the degree of alteration would 
have been much lower than the aqueous alteration on the typical carbonaceous 
chondritic meteorite parent bodies (i.e., CM and CI groups), which lasted for sev-
eral million years (e.g., Fujiya et al. 2013), planetesimal collisions are most likely 
cause to produce a very weak degree of aqueous alteration in a short duration. Weak 
alteration in short duration was probably caused by planetesimal shock that locally 
melted cometary ice grains and released water that dissolved the organics; the fluid 
would have not been mobilized because of the very low thermal conductivity of the 
porous icy body. This event allowed the formation of the large organic puddle of the 
UCAMM, as well as organic matter sulfurization, formation of thin membrane-like 
layers of minerals, and deformation of organic nanoglobules.

Fig. 3.11 (a, b) BF-TEM images of GEMS grains in the UCAMM D05IB80. (c) HAADF-STEM 
image and elemental distribution maps of the same GEMS grains in (b). In comparison with 
HAADF-STEM image and O, Si, and Fe maps, depletion of Mg and S are observed. (d) [Si + Al]-
Mg-Fe ternary diagram and (e) Si-S-Fe ternary diagram of GEMS grains in the UCAMM D05IB80 
(Yabuta et al. 2017)
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3.5  Conclusion

Comprehensive investigations on organic chemistry and mineralogy of Antarctic 
micrometeorites have enabled determination of the history from solar nebula to 
planetesimals, including even early stage where phyllosilicates are not affected but 
organics are sufficiently changed. This submicron-to-nanoscale observation of the 
organic material-water-mineral interactions in the small body materials would be 
expected to find an evidence for the transition from comets to asteroids, which may 
have been caused by Jupiter’s migration in the history of Solar System formation 
(Walsh et al. 2012). Further investigations of greater numbers of primitive meteor-
ites, micrometeorites, and IDPs would be required for understanding the statistical 
features of comet-asteroid continuum.

In addition, combination of the small body explorations with laboratory experi-
ments would provide clear insights into the origin and evolution of organic mole-
cules in the Solar System. A Japanese asteroid sample return mission, Hayabusa2, 
aims to reveal the origins and evolution of the Earth-life and ocean, by investigating 
a C-type asteroid. The spacecraft has arrived at the asteroid (162173) Ryugu on 
June 27, 2018, will collect the surface of the asteroid during its 18-month stay, and 
will return the sample to the Earth in the end of 2020 (Tachibana et al. 2014; Yabuta 
2018). National Aeronautics and Space Administration (NASA)’s asteroid sample 
return mission, OSIRIS-REx, will target the B-type asteroid (that is fallen into 
C-type in a broad sense) (101955) Bennu, which is also thought to be enriched in 
carbon and water, and return the collected sample to the Earth in 2023 (Lauretta 
2017).

Regarding the missions related to cosmic dust science, laboratory analyses of the 
particles collected at the low Earth orbit by using silica aerogels have been ongoing, 
as a part of Japanese astrobiology experiment on the International Space Station 
(Tanpopo mission) (Yano et  al. 2017). Demonstration and Experiment of Space 
Technology for INterplanetary voYage Phaethon fLyby dUSt science, DESTINY+ 
(DESTINY-plus), is a Japanese mission to flyby of Geminids parent (3200) Phaethon 
and to conduct in situ dust analyses that is proposed to be launched in 2022 (Arai 
et al. 2018). The spacecraft will be equipped with Dust Analyzer (impact ionization 
time-of-flight mass spectrometry (ToF-MS)) as a payload to measure the velocity, 
orbital, sizes, and masses and chemical composition of interplanetary and interstel-
lar dust particles during deep space cruising phase and the dusts from Phaethon. 
NASA’s Comet Astrobiology Exploration SAmple Return (CAESAR) mission 
is planned to be  launched in 2024, collects surface material from the nucleus of 
comet 67P/Churyumov-Gerasimenko, and returns the sample to the Earth in 2038 
(Squyres et al. 2018). The continuous, systematic explorations of small bodies in 
different evolution stages will elucidate the substantial role and mechanism of exog-
enous delivery of organic molecules and water to the early Earth.
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Chapter 4
Prebiotic Synthesis of Bioorganic 
Compounds by Simulation Experiments

Kensei Kobayashi

Abstract A great number of prebiotic synthesis experiments under possible primi-
tive conditions have been conducted since the 1950s. In most of the prebiotic syn-
thesis experiments of the earlier era, strongly reducing gas mixtures were used as a 
primitive Earth atmosphere, and amino acids and other bioorganic compounds were 
successfully synthesized. Their formation mechanisms were explained by step-by- 
step modes, such as the Strecker synthesis. However, such a strongly reducing 
atmosphere is questioned and the contributions of extraterrestrial organics are under 
consideration. We learned that quite complex organic compounds could be formed 
under interstellar environments through the analysis of extraterrestrial samples and 
products of experiments simulating extraterrestrial conditions. Simulation experi-
ments are also introduced to examine the possible origins of the homochirality of 
biomolecules. Experiments simulating submarine hydrothermal systems were also 
conducted. It is very difficult to verify the origin of life on the Earth, since relics of 
the prebiotic synthesis do not remain on the Earth. It would be possible, however, to 
examine possible origins of life in space through the synergy of planetary explora-
tion and space experiments.

Keywords Prebiotic synthesis · Amino acids · Extraterrestrial organics · 
Homochirality · Submarine hydrothermal systems

4.1  Introduction

Chemical evolution is the concept used to explain that the first life was abiotically 
generated by the evolution of simple molecules into complicated and systemized 
organic compounds. Oparin and Haldane first presented this idea independently in 
the 1920s (Oparin 1953; Haldane 1929). It was assumed that it would be difficult to 
verify the chemical evolution processes experimentally in their era. In the early 
1950s, however, pioneering experiments to examine chemical evolution pathways, 
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including the historical spark discharge experiment by Miller (1953), were carried 
out. Following this experiment, a great number of experimental studies have been 
conducted to examine possible prebiotic chemical evolution pathways. Such works 
included experiments simulating the primitive Earth atmosphere, the primeval 
ocean, interstellar environments, and so on.

In this chapter, such experiments that were done under simulated primitive envi-
ronments are introduced with a focus on our experiments, and a future perspective 
will be also provided.

4.2  Dawn of Experimental Prebiotic Chemistry

4.2.1  One-Pot Reactions

In the 1920s, Oparin and Haldane presented the theoretical idea of chemical evolu-
tion, but it was assumed that experimental verification of the idea would be quite 
difficult since such an “evolution” would require far greater time than could be 
provided in the laboratories of their period.

In the middle of the twentieth century, there were two hypotheses on the compo-
sition of the primitive Earth atmosphere, namely, a strongly reducing one and a 
nonreducing one. The former states that methane and ammonia were major constitu-
ents of the atmosphere, which was modeled based on the cosmic abundance and the 
atmospheres of the giant planets in our solar system (Urey 1952). In the latter theory, 
carbon dioxide and nitrogen were considered to be major constituents of the atmo-
sphere, as seen on present terrestrial planets like Venus and Mars (Abelson 1966).

Garrison et  al. (1951) performed simulation experiments based on the latter 
(nonreducing) atmospheric model. They irradiated aqueous solutions containing 
CO2 and Fe2+ with high-energy helium ions from an accelerator to simulate the 
action of alpha rays resulting from radioactive nuclides in the primeval ocean. They 
detected formaldehyde (HCHO) and formic acid (HCOOH) in the products, but 
could not find evidence of important bioorganic chemicals such as amino acids 
since the system did not contain nitrogen.

Two years later, Miller (1953) followed the ideas of Urey (his supervisor) in that 
the primitive Earth atmosphere was strongly reducing and performed historical 
spark discharge experiments in a gas mixture of methane, ammonia, hydrogen, and 
water. In his first paper, five amino acids, namely, glycine, alanine, aspartic acid, 
β-alanine, and α-aminobutyric acid, were detected in the aqueous products by paper 
chromatography.

Since it was so astonishing that amino acids, most important bioorganics, were 
formed easily from simple molecules, many scientists started research in the field of 
experimental prebiotic chemistry. Most of these scientists used the strongly reduc-
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ing gas mixtures containing methane and ammonia, which were exposed to various 
energy sources (Miller and Orgel 1974). They simulated the roles of solar ultravio-
let light (Sagan and Khare 1971), thermal energy from volcanoes (Harada and Fox 
1964), and shock waves associated with meteor impacts (Bar-Nun et al. 1970). All 
of these experiments resulted in the detection of amino acids in the products of these 
reactions. It was shown that formation of amino acids was not difficult to achieve if 
the primitive Earth had a strongly reducing atmosphere. On the other hand, nonre-
ducing gas mixtures without methane and ammonia did not produce amino acids 
(Schlesinger and Miller 1983). Many people in the field therefore preferred the 
theory of a strongly reducing atmosphere to a nonreducing one. The composition of 
Earth’s primitive atmosphere will be discussed in Chap. 10.

Nucleic acid bases are another group of important bioorganics. Oro (1960) suc-
cessfully synthesized adenine in an aqueous solution of hydrogen cyanide and 
ammonia. Ponnamperuma et  al. (1963) found adenine when they performed an 
electron irradiation of a mixture of methane, ammonia, and water. It was suggested 
that adenine, among the nucleic acid bases, was abiotically formed most easily in 
reducing environments since adenine (C5H5N5) is a more reducing base than gua-
nine (C5H5ON5), cytosine (C4H5ON3), uracil (C4H4O2N2), and thymine (C5H7O2N2).

Sugars (carbohydrates) could be formed from a formaldehyde aqueous solution 
with a mild alkaline catalyst via a reaction known as the formose reaction (Butlerow 
1861). There are, however, problems in synthesizing ribose, the sugar used in RNA, 
using the formose reaction under prebiotic conditions. These issues stem from the 
required high concentration of formaldehyde, and the yield of ribose was generally 
low, since so many other kinds of sugars and sugar-like compounds were formed in it.

4.2.2  Energetics and Formation Mechanisms

Table 4.1 summarizes the various energy sources available on the primitive Earth 
(Kobayashi and Saito 2000). Among them, the solar ultraviolet light flux is notably 
far larger than the others, followed by lightning (electric discharges). Amino acids 
could be formed by any of the energy sources listed here, and it was thus suggested 
that predominant energies such as solar UV and lightning were important in the 
abiotic synthesis of bioorganic compounds on the primitive Earth.

Miller and Urey suggested that amino acids were formed via the Strecker-type 
reactions in a spark discharge flask since they found hydrogen cyanide and alde-
hydes in their discharge products. The Strecker synthesis is a famous organic syn-
thesis technique used to form amino acids, where hydrogen cyanide (HCN), 
aldehydes (RCHO), and ammonia (NH3) are used as starting materials. These are 
mixed to form aminonitriles (NH2-CHR-CN), and the subsequent hydrolysis of 
these aminonitriles produces amino acids (NH2-CHR-COOH).

4 Prebiotic Synthesis of Bioorganic Compounds by Simulation Experiments
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4.2.3  Step-by-Step Reaction Models

Simulation experiments using gas mixtures and various energy sources can be 
referred to one-pot reactions. Oro’s adenine synthesis could be categorized as a one- 
pot reaction. Other types of experiments were also conducted on this subject. These 
used a selected number of starting compounds that were assumed to be present in 
prebiotic conditions as suggested by previous studies.

Not only was adenine detected upon the use of these experiments, but guanine 
was also detected by HCN polymerization (Levy et  al. 1999). Pyrimidine bases 
(including uracil, cytosine, and thymine), however, could not be obtained from the 
HCN solution. Ferris et al. (1968) detected cytosine following a reaction between 
cyanoacetylene (CHCCN) with cyanate (HCNO). Uracil was obtained by the hydro-
lysis of cytosine (Miller and Orgel 1974). Thus it was noted that cyanoacetylene, 
not HCN, could be a candidate starting material for the production of pyrimidine 
bases.

After obtaining purines, pyrimidines, and sugars (ribose), the next targets for 
synthesis were nucleosides and nucleotides. Several studies on such syntheses were 
performed in the 1960s–1970s. Fuller et al. (1972) heated and dried a mixture con-
taining a purine base (adenine, guanine, or hypoxanthine), ribose, magnesium ions, 
and trimetaphosphate and obtained purine nucleosides. Lohrmann and Orgel (1971) 
heated a mixture of uridine, inorganic phosphates, urea, and ammonium ions and 
obtained uridine phosphate. In both cases, these products were mixtures of isomers 
(e.g., α-nucleoside and β-nucleoside).

The oligomerization of amino acids and nucleosides has also been studied. 
Oligomerization is a condensation reaction and requires the removal of water 

Table 4.1 Major energy sources for prebiotic synthesis on the primitive Earth

Energy source
Estimated flux Reference Amino acid formation
/eV m−2 year−1 Strongly-reducinga Mildly-reducingb

Solar radiation
Total 6.8 × 1028 1
λ < 200 nm 2.2 × 1025 1 +++ –
λ < 150 nm 9.1 × 1023 1 + –
λ < 110 nm 4.2 × 1022 2 + +
Thundering 1.8 × 1022 3 ++ +

1.0 × 1024 1
Volcano heat 3.4 × 1022 1 + –
Radioactivityc 2 × 1023 1 + +
Cosmic rays 2.9 × 1021 2 + +++
Meteor impacts 1 × 1022 1 + ++

Reference 1. Miller and Urey (1959), 2. Kobayashi et al. (1998), 3. Chyba and Sagan (1991)
aCH4-NH3-H2O atmosphere
bCO-N2-H2O atmosphere
c0–1.0 km deep of Earth crust
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 molecules from monomers. When amino acids were heated to dryness, peptides 
were often detected (e.g., Harada and Fox 1960). In the case of oligonucleotides, 
mononucleotides should have been activated. Phosphoimidazolide-activated nucle-
otides (ImpN) were often used in conjunction with metal ions and/or templates, and 
oligonucleotides were thus obtained (e.g., Sawai 1976).

After a great number of laboratory simulation experiments, a scenario outlining 
the processes from simple molecules to the existence of life was roughly expressed, 
as shown in Fig. 4.1. Here it may be referred to as a conventional stepwise scenario. 
Please note that each step was confirmed by the use of some in vitro simulation 
experiments, where high concentrations of starting materials were used without 
adding any inhibitors. Recent progresses in prebiotic syntheses of RNA will be 
introduced in Chap. 5.

4.3  Formation and Delivery of Extraterrestrial Organic 
Compounds

In the 1970s, it was recognized that ammonia in a terrestrial atmosphere was easily 
decomposed by solar UV radiation. A mixture of methane and nitrogen (N2) was 
often used in experiments simulating abiotic synthesis in the primitive Earth atmo-
sphere, and amino acids were still formed using such energies as spark discharges 
(Ring et al. 1972; Kobayashi and Ponnamperuma 1985b). However, the formation 
of amino acids by solar UV radiation was not achieved, since nitrogen cannot be 
dissociated by near UV light (Ferris and Chen 1975; Bar-Nun and Chang 1968). In 
the 1980s, planetary explorations of the solar system provided new insight into the 
formation of planets: they were formed by the collision of planetesimals, which lead 
to the formation of mildly reducing secondary planetary atmospheres (Abe and 
Matsui 1986a, b, Kasting 1990; Catling and Kasting 2017). Schlesinger and Miller 
(1983) performed spark discharge experiments using CH4-N2-H2O, CO-N2-H2O, 
and CO2-N2-H2O type gas mixtures, and found that mixtures containing CO or CO2 

Fig. 4.1 Conventional stepwise scenario of chemical evolution
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produced a much smaller amount of amino acids than CH4. Thus it is supposed that 
the formation of amino acids and other bioorganic compounds in the mildly reduc-
ing atmosphere is limited.

About the same period, a wide variety of organic compounds were found in 
extraterrestrial environments, such as in meteorites and comets. Kvenvolden et al. 
(1970) found amino acids in the Murchison meteorite, which was a CM2 carbona-
ceous chondrite that fell in Australia in 1969. The amino acids found in it were 
racemic mixtures, demonstrated their indigenousness. Complex organic compounds 
were also detected in cometary dusts by impact ionization mass spectrometry dur-
ing the Vega 1 mission to Comet Halley (Kissel and Krueger 1987). Glycine was 
detected in a sample from Comet Wild 2 that was returned by the Stardust spacecraft 
(Elsila et al. 2009). These finding supported the formation of organic compounds in 
space and transfer to the Earth.

4.3.1  Abiotic Syntheses of Amino Acids in Simulated Space 
Environments

There are a number of scenarios that may be used to explain how organic com-
pounds found in meteorites and comets formed, including formation in interstellar 
grains and in meteorite parent bodies. The former was first proposed by Greenberg 
and Li (1997) as follows (Fig.  4.2): interstellar molecules including H2O, CO, 
CH3OH, and NH3 are frozen into silicate dusts that form ice mantles in molecular 
clouds since the temperature inside of the molecular clouds is quite low. The ice 
mantles are then irradiated by cosmic rays and cosmic ray-induced ultraviolet light, 
and complex organic molecules are thus formed. Such organic materials were 

Fig. 4.2 Formation of organic compounds in interstellar dust environments. (Modified from 
Greenberg and Mendoza-Gomez 1993)
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brought into asteroids and comets when they were formed from dusts in the early 
solar system.

Though it is possible to observe simple molecules such as CO and CH3OH in the 
ice mantles of molecular clouds, it is not easy to detect complex molecules. Instead, 
a number of laboratory simulation experiments have been conducted to see what 
kinds of organic molecules are formed in the ice mantles. The first report of amino 
acid formation in simulated ice mantles was reported by Briggs et al. (1992). They 
irradiated a frozen mixture of H2O, CO, and NH3 on a metal substrate using UV 
light from a hydrogen lamp at 12 K. After irradiation, they warmed up the substrate 
to room temperature and analyzed the product residue using GC/MS. They detected 
glycine as well as a number of other organic molecules.

Kobayashi et al. examined the possible roles of cosmic ray particles in place of 
ultraviolet photons in the formation of complex organic molecules in the ice man-
tles. Ice mixtures of H2O, CO, and NH3 on metal substrates were irradiated with 
3 MeV protons from a van de Graaff accelerator (Tokyo Institute of Technology) 
(Fig. 4.3), and it was found that several amino acids existed in the hydrolyzed prod-
ucts (Kobayashi et al. 1995; Kasamatsu et al. 1997). The energy of the cosmic rays 
is considered too high and passes through the ice mantles with little interaction with 
other molecules. Kobayashi et al. (2010) used 290 MeV/u carbon beams, whose 
energy is close to typical cosmic rays that exist in space, which were generated by 
HIMAC accelerator (National Institute of Radiological Sciences). A frozen mixture 
of H2O, CH3OH, and NH3 at 77 K was irradiated with carbon beams, and the result-
ing product was acid hydrolyzed and was subjected to amino acid analysis. A num-
ber of amino acids were detected by HPLC and/or GC/MS. It was shown that cosmic 
ray particles, which deposit only a small part of their energy, can form complex 
organic molecules including amino acid precursors.

Since UV sources are more easily available than accelerators, more UV irradia-
tion experiments have been performed than particle irradiation experiments, and 

Fig. 4.3 Proton irradiation of a simulated ice mantle of interstellar dust particles (ISDs). (a) 
Pressure gauge, (b) needle valve, (c) thermal mass-flow meter, (d) control valve, (e) mixer. A gas 
mixture of CO (or CH4), NH3, and H2O was frozen on a metal substrate located in a cryostat and 
was irradiated with high-energy protons from a van de Graaff accelerator via Havar foils. (Modified 
from Kobayashi et al. 1995)
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many kinds of racemic amino acids were identified in the irradiation products after 
hydrolysis (Munos Caro et al. 2002; Bernstein et al. 2002). These experiments sup-
port the formation of amino acids in space environment.

4.3.2  Abiotic Syntheses of Amino Acids and Insoluble Organic 
Matter in Simulated Meteorite Parent-Body 
Environments

Most of the organic carbon found in carbonaceous chondrites is often referred to as 
IOM (insoluble organic matter), which has quite complex macromolecular structure 
(Pizzarello 2006). One of the possible scenarios of the formation of IOM is via 
aqueous alteration or a hydrothermal reaction in the parent bodies of the meteorites. 
Cody et al. (2011) proposed aqueous solution of formaldehyde could yield insoluble 
organic matter since water ice melted via heat provided by the decay of 26Al. The 
IOM obtained by their experiments had a structure similar to the IOM found in 
carbonaceous chondrites. Further studies showed that the incorporation of ammonia 
in this reaction could produce organic solids containing imidazole, pyridine, and 
pyrrole structures (Kebukawa et al. 2013).

Amino acids were also found from similar experiments. When a mixture of 
formaldehyde, glycolaldehyde (CH2OHCHO), ammonia, and water with an alka-
line catalyst (Ca(OH)2) was heated at 90–250 °C for 72 h, both water-soluble and 
insoluble organic compounds were formed. The soluble fraction produced amino 
acids after acid hydrolysis (Kebukawa et al. 2017). It was shown that both IOM and 
amino acid precursors could be formed in the interior of meteorite parent bodies in 
the early stages of the solar system.

4.3.3  Formation of Enantiomeric Excesses of Amino Acids 
in Extraterrestrial Environments

Terrestrial organisms generally use L-amino acids (except achiral glycine) to syn-
thesize proteins, while abiotically formed amino acids were fundamentally racemic 
mixtures, i.e., a 1:1 mixture of D- and L-amino acids (Fig. 4.4). Why then were only 
L-amino acids selected when life was born on the Earth? The riddle of the origin of 
the homochirality of these amino acids (and other biomolecules) has been one of the 
largest subjects in the study of chemical evolution toward the generation of life. 
Though a number of hypotheses for this have been presented (Bonner 1991), most 
of them have not been supported by cosmogeochemical evidence.

Amino acids found in meteorites were thought to be fundamentally racemic mix-
tures since they are formed abiotically. Cronin and Pizzarello (1997) reported that 
some of the amino acids found in the Murchison meteorite had L-enantiomer 
excesses. Though L-excesses of protein amino acids have been judged to stem from 
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contamination from the terrestrial biosphere, this group showed that α-methyl 
amino acids such as isovaline also have some L-excesses. This tendency has been 
confirmed by several investigators (Elsila et al. 2016). It was suggested that these 
enantiomeric excesses (ee’s) of amino acids were generated by physical asymmetry 
in space. Among several candidates, circularly polarized ultraviolet light (CPL-UV) 
has been considered most promising as the cause of this physically asymmetric 
formation. CPL-UV from neutron stars was first noted as a potential cause, but there 
is little chance to be exposed to CPL-UV, since it is highly directional. On the other 
hand, widely distributed CPL regions were recently found (Fukue et  al. 2010), 
which are more plausible triggers for asymmetric formation of amino acids in space.

The generation of ee’s of amino acids by CPL-UV has been often explained by 
asymmetric decomposition. One of the amino acid enantiomers decomposes more 
than the other after irradiation of the left- or right-handed CPL-UV, which was 
shown theoretically and experimentally (Inoue 1992). A problem in this scenario is 
that UV photons may have decomposed most of the amino acids to obtain signifi-
cant ee’s of the amino acids resulting in a few remaining quantity.

Takano et al. (2007) irradiated not free amino acids, but amino acid precursors 
using CPL from a synchrotron. Amino acid precursors were synthesized from CO, 
NH3, and H2O by proton irradiation, which were quite complex organic molecules 
(Takano et al. 2004). After right-CPL was irradiated on the complex amino acid 
precursors, a small amount (0.44%) of ee’s of D-alanine was detected, while the 
left-CPL resulted in 0.65% of ee’s of L-alanine. The detected ee’s were small but 
statistically significant. It is notable that the yield of amino acids after hydrolysis 
following CPL-UV irradiation was not greatly changed from unirradiated precur-
sors. It can be shown that the amino acids were not asymmetrically decomposed but 
rather asymmetrically altered (Fig. 4.5).

Marcelus et al. (2011) also found such ee’s after a frozen mixture of CH3OH, 
NH3, and H2O (80 K) was irradiated with CPL-UV. It was found that the amino acid 

Fig. 4.4 Amino acid enantiomers. (Modified from Kobayashi et al. 2010)
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precursors were formed in the ice by UV irradiation, and further CPL-UV radiation 
at room temperature formed 0.71–1.34% ee’s.

In the CPL-UV-triggered chirogenesis hypothesis, the chance to generate an 
L-amino acid favoring world is 50%, since there are both left-CPL regions and 
right-CPL regions in space (Fukue et al. 2010). Another group of hypotheses are 
those based on the parity violation. One example of the parity violation is that elec-
trons generated during β-decays are always left-spin polarized. It is expected that 
spin-polarized electrons can induce a similar effect as CPL on amino acid decom-
position/alteration. Compared to the CPL experiments, spin-polarized electron 
experiments are difficult. One possible way to examine the effects of these electrons 
is to use natural β-ray sources, which produce left spin-polarized electrons. When 
racemic mixtures of amino acids were irradiated with β-rays from a strong 90Sr-90Y 
source, optical activity was observed in the irradiated samples, but not in the sam-
ples taken before irradiation (Burkov et al. 2008; Gusev et al. 2008). Further experi-
ments are needed in this field, particularly those with right spin-polarized 
electrons.
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4.3.4  Delivery of Extraterrestrial Organic Compounds

We are now sure that there are a wide variety and a large amount of organic com-
pounds including amino acid precursors and nucleic acid bases in space. The next 
question is how to deliver these compounds to the primitive Earth. Though we know 
that some carbonaceous chondrites have delivered organic compounds safely to the 
Earth, organics in larger meteorites would have decomposed during bolide impacts. 
It was suggested that cosmic dusts could have delivered more organics than meteor-
ites and comets (Chyba and Sagan 1992; Barbier et al. 1998). Cosmic dusts are, 
however, so tiny that they are exposed to strong solar UV radiation during their stay 
in space. Cosmic dusts (micrometeorites) have been collected in the terrestrial bio-
sphere such as in ice from Antarctica, and they have been found to contain a high 
percentage of organics, but most of these are complex insoluble organic matter 
(IOM). It is difficult to conclude that they could carry such bioorganics as amino 
acids since they have been in contact with terrestrial materials.

Yamagishi et al. (2009) have been conducting a space experiment named Tanpopo 
by utilizing the International Space Station since 2015. In this mission, super low- 
density silica aerogel is exposed on the Exposed Facility of the Japanese Experiment 
Module (JEM-EF) and is collecting dusts flying near the ISS. Amino acids from the 
captured dusts will be analyzed to examine the scenario that extraterrestrial amino 
acids and other bioorganics were delivered by cosmic dusts.

4.4  Abiotic Synthesis and Alteration of Organic Compounds 
in Simulated Primitive Earth Environments

Though organic compounds including amino acid precursors could have been 
formed either in interstellar space or in planetary atmospheres, life cannot be gener-
ated there. Since water is essential for life and a major molecule consisting terres-
trial organisms is water, it is natural that terrestrial life was first generated in a 
hydrosphere – either in the ocean or in land water. Cold or warm (up to 100 °C) 
water media having plenty of sunlight were considered as sites of the generation of 
life on the Earth up until the 1970s.

4.4.1  Prebiotic Synthesis in Simulated Submarine 
Hydrothermal Conditions

Corliss et al. (1979) first discovered submarine hydrothermal vents at the Galapagos 
spreading center. Superheated seawater over 300 °C was erupting from chimneys on 
the deep seafloor. Such submarine hydrothermal systems have a number of merits 
for their use as sites for chemical evolution toward the origin of life: (1) the 
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hydrothermal fluid contains such reducing species as hydrogen, methane, and 
ammonia, maintaining reducing environments even at present on Earth; (2) seawa-
ter is superheated by magma and then quenched when it erupts into cold seawater; 
(3) the hydrothermal fluid contains high concentrations of essential metal ions such 
as iron, manganese, and zinc, which can work as biotic and prebiotic catalysts 
(Kobayashi and Ponnamperuma 1985a, b); (4) the deep sea is a dark world, where 
organic compounds were free from decomposition from strong solar UV radiation 
before the formation of the ozone layer. It was also suggested that the last universal 
common ancestor (LUCA) or commonote of terrestrial organisms were hyperther-
mophiles, as suggested by the 16S rRNA universal phylogenetic tree (Pace 1991), 
which agrees with the idea that the first terrestrial life was generated near super-
heated media (see also Chap. 7).

In the earlier stages of experiments simulating submarine hydrothermal systems, 
autoclaves were often used, where possible starting materials were dissolved in 
water and heated at a high pressure following pressurization. For example, Yanagawa 
and Kobayashi (1992) heated an aqueous solution containing various metal ions 
(Fe2+, Mn2+, Zn2+, Ca2+, Cu2+, and Ba2+) and NH4

+ at 325 °C for 1.5–12 h in an auto-
clave under pressurization by an 80 kg cm−2 gas mixture of CH4 and N2. The result-
ing products contained amino acids following hydrolysis.

Imai et al. (1999) developed a flow reactor simulating submarine hydrothermal 
systems. An aqueous solution of glycine was injected into the reactor and heated at 
250 °C and then quenched at 0 °C, which yielded a hexamer of glycine in the solu-
tion. Kurihara et al. (2012) examined the possible formation of organic aggregates 
in simulated submarine hydrothermal systems. First a mixture of CO, N2, and H2O 
was irradiated with high-energy protons to simulate possible organic formation in a 
primitive atmosphere. Water-soluble complex organic compounds containing amino 
acid precursors were formed. The products were heated at 300 °C under a pressure 
of 25 MPa and then quenched to 0 °C in a flow reactor. The resulting products con-
tained organic aggregates with amino acid precursors. These results suggested that 
it was possible that in submarine hydrothermal systems, the dehydration condensa-
tion of biomonomers and the formation of organic aggregates in an aqueous solu-
tion had taken place.

4.4.2  Reconsideration of the Stepwise Scenario of Chemical 
Evolution

It has been controversial as to whether proteins and RNA were formed earlier than 
other organic materials. After the discovery of ribozymes (Krueger et  al. 1982), 
Gilbert (1984) proposed the hypothesis that the first terrestrial life was based on 
RNA only, which is known as the RNA World hypothesis. Since it was proven that 
RNA cannot only store and replicate genetic information but also catalyze chemical 
reactions, the RNA World hypothesis is quite fascinating (see Chap. 6). It has been 
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claimed, however, that abiotic synthesis of RNA is much more difficult than that of 
proteins. The synthesis of proteins requires two steps: (1) synthesis of amino acids 
and (2) polymerization of amino acids. On the other hand, the synthesis of RNAs 
requires five steps: (1) synthesis of nucleic acid bases, (2) synthesis of ribose, (3) 
synthesis of nucleosides from bases and ribose, (4) synthesis of nucleotides from 
nucleoside and phosphate, and (5) polymerization of nucleotides. Among these 
steps, the abiotic synthesis of nucleoside is the most difficult.

A great number of abiotic synthesis experiments have been conducted, most of 
which are based on the stepwise scenario of chemical evolution, as shown in 
Fig.  4.2. It could be said that each step is possible in  vitro, but usually high 
 concentrations of the starting materials are required to obtain the products. Powner 
et  al. (2009) proposed a novel pathway of nucleotide synthesis in “prebiotically 
plausible” conditions (Fig. 4.6). Here they did not use nucleic acid bases and ribose 
as starting materials, but instead used high concentrations of starting molecules 
without any possible inhibitors and changed the reaction conditions of each reaction 
step (see Chap. 5 in detail).

Generally speaking, the prebiotic formation of oligopeptides is easier than that of 
oligonucleotides, since amino acids could be abiotically synthesized more easily 
than nucleotides. A great number of experiments have been conducted to condense 
amino acids via heating (Fox and Harada 1960), the use of clays as catalysts (Bujdák 

Fig. 4.6 Abiotic synthesis of nucleotides. (Based on the supplementary information from Powner 
et al. 2009)
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and Rode 1999), and many other techniques. It was shown that oligopeptides could 
be formed from free amino acids. Amino acids are bifunctional molecules, such that 
it would be possible to synthesize long oligomers. It should be noted, however, that 
not only amino acids but also carboxylic acids, which are monofunctional mole-
cules, were formed together with amino acids in many prebiotic synthesis experi-
ments (Miller 1955). If such monofunctional molecules and amino acids coexisted, 
the elongation of oligopeptides would be terminated.

One of the largest differences between the abiotic world and the biotic world is 
that the former contains many more kinds of molecules than the latter. Schmitt- 
Kopplin et al. (2010) reported that extracts from the Murchison meteorite contained 
a large variety of molecules having more than 14,000 elemental compositions, 
which was estimated by comprehensive analysis using electrospray ionization- 
Fourier transform ion cyclotron resonance mass spectrometry (ESI-FTICR-MS). It 
is of importance to examine whether stepwise reactions toward the formation of 
biotic molecules could occur in systems containing a wide variety of abiotically 
available molecules.

4.5  Future Prospects

4.5.1  Nobel Insights from Planetary Exploration

Explorations to the moon and other planets started in 1959, and probes have visited 
all planets of the solar system, a number of their satellites, dwarf planets (Ceres and 
Pluto), asteroids, and comets. Among them, the Voyager and Cassini missions to the 
Saturnian moons (Titan and Enceladus) have given us a better understanding of 
prebiotic chemistry.

Titan is the largest satellite of Saturn, having a dense atmosphere predominantly 
composed of nitrogen and methane (Coustenis and Raulin 2015, see also Chap. 26). 
Astrobiologists have been highly interested in the chemistry of Titan’s atmosphere 
due to the implications it may have in relation to the prebiotic chemistry that could 
have occurred in a slightly reducing primitive Earth atmosphere. The Voyager mis-
sion found the presence of various hydrocarbons and nitriles together with an orange 
haze in Titan’s upper atmosphere; the haze was made of complex organic aerosols.

Sagan and Khare (1979) synthesized complex organic aerosols by plasma dis-
charges in a simulated Titan atmosphere and named them tholins. They also found 
that amino acids were formed after the hydrolysis of tholins (Khare et al. 1986). A 
large number of experiments have been conducted to simulate possible organic 
reactions in Titan’s atmosphere (Coll et al. 1998; Kobayashi et al. 2017). Most of 
them simulated possible reactions in Titan’s upper atmosphere using energetic elec-
trons and ultraviolet light, but it was shown that tholins containing amino acid pre-
cursors could be formed in dense gas mixtures in Titan’s troposphere by way of 
such energy supplies as cosmic rays (Taniuchi et al. 2013).
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The formation of complex amino acid precursors (tholins) by plasma discharge 
and particle irradiation in a simulated Titan atmosphere did not seem to result from 
a step-by-step process like the Strecker synthesis. Here instead, large molecular 
weight organics were directly formed by flash and quench type mechanisms. Such 
kinds of pathways should be considered for prebiotic reactions in the primitive 
Earth atmosphere and interstellar media.

It is not easy to presume the actual primitive Earth conditions, because they are 
lost on the present Earth. We are now getting more and more information on the 
organic reactions occurring in extraterrestrial bodies by way of planetary explora-
tion. We will therefore be able to use these bodies as natural chemical evolution 
laboratories.

4.5.2  Space Experiments

In laboratory experiments simulating prebiotic conditions, a single energy has been 
usually used to examine the possible formation and alteration of organic com-
pounds. Currently, however, we can perform space experiments by utilizing satel-
lites and space stations, where actual space environments are available to examine 
prebiotic chemistry. For example, EXPOSE-E, EXPOSE-R, and EXPOSE-R2 were 
conducted from 2008 to 2016 by using European and Russian exposure facilities on 
the International Space Station (ISS), where a number of chemical and biological 
samples were exposed to space environments (Cottin 2015). The Tanpopo mission 
started in 2015 on the Exposure Facility of the Japanese Experiment Module (Kibo), 
which includes the exposure of microbial and chemical samples and a collection of 
dusts flying at high speed by using ultralow density silica aerogel (Kawaguchi et al. 
2016).

In space, it would be possible to utilize the full solar spectrum and cosmic radia-
tion at the same time, which would make possible to examine possible organic reac-
tions in space that may have occurred on a primitive planet before the formation of 
the ozone layer. Such experiments might be done to examine the possible synergy 
of plural energies in prebiotic chemistry.
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Chapter 5
RNA Synthesis Before the Origin of Life

Yoshihiro Furukawa

Abstract Since RNA possesses both genetic information and catalytic abilities, it 
is a potential biopolymer that is thought to support primordial life before the present 
DNA-protein system. There were multiple sources that provided the building blocks 
of RNA and facilitated its synthesis on the prebiotic Earth. However, it remains 
unclear whether these sources provided a sufficient amount of building blocks. 
Moreover, several aspects of spontaneous construction of RNA, such as formation 
of glycosidic bonds and phosphoester bonds between building blocks, are yet to be 
elucidated. Nevertheless, recent studies have provided a number of insights into the 
spontaneous formation of RNA on the prebiotic Earth.

Keywords Prebiotic synthesis · RNA · Ribose · Nucleobase · Phosphate

5.1  Introduction

Some forms of biopolymers that can store genetic information are essential for life 
to realize Darwinian evolution. In the present life, the information contained in a 
gene is recorded as the sequence of nucleobases in DNA. This information in DNA 
is first transcribed to RNA; the information in the transcribed RNA eventually 
directs the synthesis of proteins, which actually work as biocatalysts. Therefore, 
RNA acts as a carrier in this conversion of genetic information from DNA to pro-
tein. Apart from RNA’s role as the carrier of genetic information, its importance as 
a biocatalyst in the primordial life was also discussed nearly five decades ago. Later, 
supporting evidence including the discovery of ribozymes strengthened this notion 
and spread the RNA world hypothesis (see Chap. 6). Thus, spontaneous formation 
of RNA on the prebiotic Earth was a promising route to yield both catalytic and 
genetic biopolymers, simultaneously.

It was proposed that a biopolymer other than RNA may have supported primor-
dial life; however, it was subsequently replaced by RNA.  In this regard, several 
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nucleic acid analogs have been proposed and investigated (e.g., Schneider and 
Benner 1990). Evolution of genetic and catalytic biopolymers has been discussed in 
details by Orgel (2004) and Engelhart and Hud (2010). Although the existence of a 
proto-RNA life has been discussed, it remains unclear which molecule could have 
fulfilled the roll as a genetic material correctly work in the proto-RNA. On the other 
hand, it is amply clear that RNA plays essential roles in sustaining the present life 
forms transferring genetic information, and the RNA world might have proceeded 
the DNA-protein world. To ensure the appearance of the RNA world, nucleotides 
had to be accumulated on primitive Earth. 

However, it remains unclear how the primordial RNA was spontaneously formed 
on the prebiotic Earth. This process is not easy in terms of prebiotic chemistry and 
has been referred to as “The Molecular Biologist’s Dream” (Joyce and Orgel 1993). In 
this chapter, formation of oligoribonucleotides on the prebiotic Earth will be reviewed.

5.2  Availability of the RNA Components

5.2.1  Nucleobases

Adenine 2 (Fig. 5.1), guanine, cytosine, and uracil are the nucleobases constituting 
RNA. Several nucleobases have been found in carbonaceous meteorites. For exam-
ple, the presence of uracil and xanthine in the Murchison meteorite has been reported 
(Martins et  al. 2008). Similarly, purine nucleobases, adenine and guanine, have 
been found in several carbonaceous meteorites, particularly in CM2 chondrites 
(Callahan et al. 2011).

Formation of nucleobases also occurred on the prebiotic Earth. One of the pro-
cesses that forms such organic compounds is the impacts of iron-bearing meteorites, 
which belong to the common type of meteorites collected on Earth to date. Meteorite 
impacts were far more frequent on the Hadean Earth than on the present Earth. 
Formation of pyrimidine nucleobases, cytosine and uracil, was demonstrated in 
simulated reactions of iron-bearing meteorite impacts on bicarbonate-ammonia- 
bearing ocean (Furukawa et al. 2015).

Formation of purine nucleobases upon heating the solutions containing hydrogen 
cyanide and ammonia was reported in the 1960s (Oró and Kimball 1961), whereas 
formation of pyrimidine nucleobases was described by cyanoacetaldehyde chemis-
try (Robertson and Miller 1995). If the prebiotic atmosphere was strongly reduced 
and rich in methane, ammonia, and hydrogen, hydrogen cyanide and cyanoacetal-
dehyde would have been formed by spark discharge in the atmosphere (Sanchez 
et  al. 1966). However, doubt has been cast on the existence of such a strongly 
reduced atmosphere (Kasting 1993), and the primitive atmosphere will be discussed 
in another chapter.
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5.2.2  Ribose

Another component of RNA 1 is ribose. Ribose is an aldopentose, which is the five- 
carbon sugar containing an aldehyde functional group. Pentoses including ribose 
are formed in the formose reaction in which condensation of formaldehyde under 
alkaline conditions results in formation of various carbohydrates (Butlerow 1860). 
However, aldopentoses including ribose are consumed with the progress of the for-
mose reaction, since an aldehyde functional group in aldopentoses leads the mole-
cule to further condensation reactions. Moreover, ribose is the least stable sugar 
among the four aldopentoses (i.e., ribose, arabinose, xylose, and lyxose) (Larralde 
et al. 1995). These two features of ribose appear to be the fundamental bottleneck 
for the possible accumulation of ribose on the prebiotic Earth.

In order to overcome these problems, effects of natural stabilizers have been 
proposed. The first stabilizer is borate, which can improve the stability of many 
sugars, in particular, ribose (Prieur 2001; Scorei and Cimpoiasu 2006; Furukawa 
et al. 2013). Benner and coworkers demonstrated that dissolved borate ion works as 
a stabilizer of ribose in simplified formose reactions (Ricardo et al. 2004; Kim et al. 
2011). The second natural stabilizer is silicate. Silicate minerals are more abundant 
in nature, and dissolved silicate improves the stability of ribose (Lambert et  al. 
2010). The effects of these two stabilizers on the stability of aldopentoses have been 
compared quantitatively, and it has been shown that borate works on ribose more 
selectively and effectively than silicate does (Furukawa et  al. 2013; Nitta et  al. 
2016). Although borate improves the stability of ribose, it also catalyzes the forma-
tion of branched pentoses (Kim et al. 2011). Geological evidences on Hadean Earth 
are not well preserved in contemporary rocks. The presence of borate minerals on 
the Hadean Earth is under hot debate (Grew et al. 2011). The mineral occurrences 
of early Archean rocks suggest the absence of borate minerals at that time, i.e., the 
absence of borate-containing fluid exceeding the saturation level of borate minerals. 
However, such geological evidences also suggest the presence of highly concen-
trated but undersaturated borate fluid at that time (Mishima et  al. 2016). The 
 availability of borate on the Hadean Earth is discussed in Furukawa and Kakegawa 
(2017), more extensively.

Ribose has never been detected in any astronomical sample yet, although a 
laboratory- based experiment demonstrated the formation of ribose and other sugars 
in ice analog of molecular clouds (Meinert et al. 2016). Sugar-related compounds, 
sugar alcohols and sugar acids, were found in Murchison and Murray meteorites 
(Cooper et al. 2001; Cooper and Rios 2016). Sugars have a chiral center; thus, they 
have enantiomeric forms (d- and l-forms). During chemical synthesis, the amounts 
of d- and l-sugars formed are the same, unless a chiral reagent is present in the reac-
tion. Nevertheless, only d-ribose can be found in RNA. Cooper and Rios (2016) 
have found excess d-form of sugar acids in Murchison and Murray meteorites and 
suggested the possible origin of chirality of terrestrial life.
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5.2.3  Phosphorus

Phosphorus is present as phosphate minerals such as hydroxyapatite, Ca5(PO4)3(OH), 
in many igneous rocks. Actually, apatite crystals were found in zircon minerals 
formed 4.3 billion years ago on the Hadean Earth (Isozaki et al. 2017). Phosphorus 
is also found in meteorites in the form of phosphates and phosphides, such as sch-
reibersite, (Fe,Ni)3P. Thus, phosphate was far more abundant than other RNA build-
ing blocks, ribose and nucleobases, on the prebiotic Earth.

5.3  Nucleoside Formation

There are two different approaches of nucleoside formation, namely, direct and 
indirect synthesis. Both reactions are dehydration forming a glycosidic bond. Thus, 
many attempts have been conducted simulating dry environments.

5.3.1  Direct Synthesis

Formation of a glycosidic bond between ribose and nucleobases has been attempted 
for some time, with limited success. Orgel and coworkers synthesized nucleosides 
from purine base and ribose. For example, adenosine 3 was synthesized from ade-
nine 2 and ribose 1 and guanosine from guanine and ribose by heating and drying 
them with inorganic salts, although the yield of both adenosine and guanosine were 
only a few % (Fuller et al. 1972) (Fig. 5.1). This yield was further improved in a 
recent work using phosphorylated ribose (Kim and Benner 2017). Conversely, the 
reaction to form pyrimidine nucleoside with this method of direct synthesis remains 
unsuccessful.

Fig. 5.1 Thermal dehydration using inorganic salts for glycosylation of adenine 2 by d-ribose 1 to 
form adenosine 3 (Fuller et al. 1972)
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5.3.2  Indirect Synthesis

Indirect synthesis is the way to build up pentose and/or nucleobase moieties after 
making the glycosidic bond, instead of preparing pentose and nucleoside separately. 
Sanches and Orgel have shown it is possible to form cytidine by reacting ribose, cya-
nimide, and cyanoacetylene in aqueous solutions (Sanchez and Orgel 1970). 
Sutherland and his coworkers have succeeded in forming a pyrimidine nucleoside 
without using ribose and nucleobase but by employing multistep reactions from cya-
nimide, cyanoacetylene, and aldehydes as starting materials (Powner et  al. 2009). 
They further demonstrated the formation of a purine nucleoside derivative in a similar 
approach. More recently, formation of purine nucleoside in higher yields from ribose, 
guanidine, amide, nitrile, and ammonium cyanide has also been reported (Becker 
et al. 2016). However, these reactions employed cyanides, nitriles, and amides, which 
were rather scarce on the prebiotic surface of the Earth without a reducing atmo-
sphere. Geochemical investigations in the future should explore the natural environ-
ment or events on the prebiotic Earth compatible to these sophisticated reactions.

5.4  Phosphorylation of Nucleosides to Form Nucleotides

Assuming the formation of a sufficient amount of nucleoside and phosphate, the 
formation of nucleotide combining these two substrates is not that obvious. There 
are two difficulties for the reaction: one is the low concentration of phosphate 
because of the low solubility in the presence of divalent cations, and the other is the 
presence of water, which promotes the hydrolysis of nucleotides.

5.4.1  Presence of Abundant Water

Phosphorylation of nucleosides is the reaction that results in the formation of phos-
phoester bonds. This reaction does not proceed effectively in aqueous solutions, 
since its reverse reaction, hydrolysis, predominates in water. In earlier work, phos-
phorylation of nucleosides was tested by simply heating and drying nucleoside 
solution with soluble phosphate (Ponnamperuma and Mack 1965). Lohrmann and 
Orgel (1971) have reported improved nucleotide yields using urea and ammonium 
chloride when heating and drying nucleoside solution with soluble phosphate and 
even with an insoluble phosphate, hydroxyapatite. More recently, nucleoside phos-
phorylation was demonstrated in a eutectic solvent of urea/ammonium formate/
water with soluble and insoluble phosphates upon heating (Burcar et  al. 2016), 
whereas Schoffstall (1976) reported phosphorylation of nucleosides using for-
mamide, a nonaqueous solvent, though the presence of pure formamide as a solvent 
in the natural environment would have been possible only on the prebiotic Earth 
covered with reduced atmospheres, which is not consistent whith the recent model.
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5.4.2  Presence of Insoluble Phosphate

Phosphorus is present in many igneous rocks in the form of phosphates such as 
calcium phosphate mineral, hydroxyapatite. However, the solubility of these phos-
phate minerals is quite low.

A possible phosphorus material overcoming this issue is the reactive phosphorus 
in meteorites. Schreibersite is an iron phosphide mineral found in meteorites. This 
reduced phosphorus gets oxidized as soon as it reaches the surface of Earth and is 
retained in several oxidized forms before reaching the final oxidation state, phos-
phate. Pasek and coworkers analyzed the possibility of phosphorylation reaction 
using these reduced forms of phosphorus, such as phosphite. They observed that 
compared to phosphate, the reduced phosphorus species were more efficient in 
phosphorylating organic compounds, including nucleosides (Pasek and Lauretta 
2005; Pasek et al. 2013; Gull et al. 2015).

Another possible prebiotic reaction circumvents the solubility problem is the 
involvement of borate phosphate mineral, lüneburgite, Mg3B2(PO4)2(OH)6·6H2O, 
containing both boron and phosphate. Kim et al. (2016) showed that up to 33% of 
adenosine 3 is phosphorylated to form adenosine 5′-monophopshate 5 selectively, 
when adenosine is subjected to phosphorylation by heating and drying with lüne-
burgite (Fig. 5.2).

5.5  Polymerization of Nucleotides

Polymerization of nucleotides is the final step in the abiotic RNA formation. This 
reaction also competes with its back reaction, the hydrolysis of the phosphoester 
bond. In the 1970s researchers tried to manage this problem using nucleoside cyclic 
phosphate 6, which is more reactive than noncyclic phosphate because of the stress 
in its structure (Fig. 5.3). Orgel and coworkers have succeeded in forming more than 
six-monomer-long adenosine nucleotide from adenosine 2′,3′-cyclic monophos-
phate by drying its alkaline solutions with simple catalyst such as aliphatic diamines 
(Verlander et al. 1973). Another possible reaction is the activation of nucleotides 
with imidazole. Imidazole derivative of nucleotides 8 spontaneously oligomerize, in 
particular with montmorillonite clay mineral, elongating 10-mer to 40-mer oligo-
nucleotide (Ferris et al. 1996) (Fig. 5.4). In this reaction, imidazole derivatives of 
nucleotides are prepared in pure organic solvent with imidazole. However, geologi-
cal settings that were compatible with the preparation of the imidazole derivatives 
of nucleotides on the prebiotic Earth are not found yet.

More recently, attempts have been made to form oligomers without activation. 
Rajamani et al. (2008) reported the formation of up to 100-mer oligonucleotides of 
adenosine monophosphate and uridine monophosphate by dehydration-rehydration 
of the 5′-monophosphate with phospholipids. However, subsequently, they 
 characterized the product oligomers in details and showed that oligomers of purine 
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nucleotide lost most of their base during the reaction, while the base loss was not 
substantial for the oligomers of pyrimidine nucleotide (Mungi and Rajamani 2015). 
Formation of long oligonucleotides (>100-mer) of adenosine monophosphate 
and  guanosine monophosphate from adenosine 3′,5′-cyclic monophosphate and 

Fig. 5.2 Phosphorylation of adenosine 3 with lüneburgite, Mg3B2(PO4)2(OH)6·6(H2O). Adenosine 
combines with borate at the 2′- and 3′-hydroxyl group. Subsequently, phosphorylation selectively 
occurs at the 5′-hydroxyl group 4. Borate is released by simple acidification of the solution, and 
adenosine 5′-phosphate 5 is selectively formed (Kim et al. 2016)

Fig. 5.3 Adenosine 
2′,3′-cyclic phosphate
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guanosine 3′,5′-cyclic monophosphate, respectively, in water was also reported 
(Costanzo et al. 2009). However, this reaction has not been replicated consistently 
(Morasch et al. 2014). Instead, formation of long oligomers of guanosine mono-
phosphate from guanosine 3′,5′-cyclic monophosphate during a simple drying pro-
cess was reported (Morasch et al. 2014). Nevertheless, spontaneous oligomerization 
of nucleotides under plausible prebiotic conditions is still one of the most challeng-
ing steps in primordial RNA formation.

5.6  Hadean Geological Settings Potentially Compatible 
to the RNA Formation

Many geological settings have been proposed for different steps in chemical evolu-
tion. The steps shown here for the formation of RNA require the concentration of 
reactants and the dehydration reaction. They would not have been achieved in sea-
water of open ocean, since reactants were too diluted. Hadean evaporitic environ-
ments have been discussed as a suitable geological setting for ribose formation, 
since such evaporitic environments promote concentration and dehydration 
(Fig. 5.5) (Furukawa and Kakegawa 2017). Such environments might have been 
compatible also for subsequent reactions of RNA formation such as nucleoside and 
nucleotide formation and even oligomerization of nucleotide to form primordial 
RNA, since such reactions are also dehydration and require the concentration of 
reactants and many mineral catalysts were available around such evaporitic environ-
ments close to Hadean juvenile crust.

Fig. 5.5 Proto-arc model for the early Archean and Hadean and the proposed locations of Hadean 
evaporitic environments. White dots represent boron-rich clay. TTG tonalite–trondhjemite–granite 
suite (Furukawa and Kakegawa 2017)
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5.7  Conclusions

Spontaneous formation of RNA on the prebiotic Earth is yet “Molecular Biologist’s 
Dream.” The availability of RNA building blocks from known sources is limited. 
Further, many steps in the synthesis of RNA remain to be understood. Nonetheless, 
recent progress in the field of prebiotic chemistry is steadily filling these gaps in the 
“Molecular Biologist’s Dream.” Future advances and interdisciplinary investiga-
tions in prebiotic chemistry, Hadean geochemistry, and RNA molecular biology 
would further enrich our understanding of the spontaneous formation of RNA on 
the prebiotic Earth.
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Chapter 6
RNA World

Shotaro Ayukawa, Toshihiko Enomoto, and Daisuke Kiga

Abstract In the RNA world, which is a hypothetical idea to explain the origin of 
life, RNA molecules were considered to have roles in both information storage and 
as a catalyst. This chapter reviews RNA world studies from its birth to recent 
advancements. Natural ribozymes and coenzymes containing nucleotide moieties 
support the hypothesis. For maintenance and evolution of the RNA world, ribo-
zymes that have self-replicating activity had to emerge. Although such a ribozyme 
has not been discovered in the natural world, in vitro evolution experiments have 
created ribozymes that have replicative ability, essentially. After the emergence of 
the replicative ribozyme, ribozymes might have gradually improved its activity by 
incorporating other biomolecules especially peptides, which could be synthesized 
spontaneously in the prebiotic world. The RNA-protein (RNP) world may have 
emerged through the interaction between the RNA world and peptide/protein world. 
Proteins with higher enzymatic activities could have appeared through Darwinian 
evolution in the RNP world, and the peptide/protein must have replaced the role of 
ribozymes as catalysts. Further interactions with other molecular worlds such as the 
lipid or metabolic worlds accelerated the evolution of the self-replicating system. 
Finally, DNA, which is chemically more stable than RNA, has taken over the role as 
the storage of genetic information.
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6.1  Introduction

RNA world is a hypothetical idea that there was a period, in the evolutionary history 
of life, in which RNA molecules served as both information storage carriers and 
catalysts. Though the original hypothesis had assumed that the RNA world was 
composed of RNA only (Gilbert 1986), recent studies have expanded the hypothesis 
to include separately evolved biomolecules such as peptides which cooperatively 
worked with RNA (Krishnamurthy 2017).

In the present world, namely, the DNA-protein world, genetic information is 
stored in DNA, while catalytic activities are performed by protein enzymes 
(Fig. 6.1). In this system, proteins are produced using genetic information stored in 
DNA. However, without the enzymatic activities of proteins, protein cannot be pro-
duced from the genetic information. This situation suggests the existence of chicken- 
and- egg paradox: which came first, proteins or DNA. This paradox is solved by the 
RNA world hypothesis that assumes the existence of self-replicating RNA mole-
cules with capacities for both the storage of genetic information and enzymatic 
activities. There is no doubt that RNA can store genetic information as well as 
DNA, considering the ability of RNA to hybridize with complementary strands. 
However, there was no indication prior to 1982 that RNA could also have enzymatic 
activity.

The discovery of RNA molecules with enzymatic activity or ribozymes triggered 
wide acceptance of the RNA world theory. Though the enzymatic activities of RNA 
molecules had been predicted in the 1960s by Woese (1967), Crick (1968), and 
Orgel (1968), biochemical evidence was absent. At the time, proteins were believed 
to be only biological molecules with catalytic activities. In the early 1980s,  however, 

DNA

Replication

RNA Protein

TranslationTranscription

RNA

ReplicationEnzymatic
activity

Central dogma

RNA World

Enzymatic
activity

Fig. 6.1 Central dogma and the RNA world. Flow of genetic information from DNA to protein is 
called the central dogma. DNA stores genetic information. RNA serves as a mediator of DNA 
information. Proteins behave as functional molecules translated from genetic information. In the 
RNA world, on the other hand, RNA served as the storage of genetic information as well as the 
functional molecule
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the Cech’s (Kruger et al. 1982) and Altman’s (Guerrier-Takada et al. 1983) groups 
independently discovered RNA molecules with catalytic activities inside living 
cells. Based on these facts, Walter Gilbert proposed the RNA world hypothesis in 
1986 (Gilbert 1986). After the first discoveries of ribozymes, several other types of 
ribozymes were found (Prody et al. 1986; Hutchins et al. 1986; Buzayan et al. 1986; 
Michel et al. 1989; Kuo et al. 1988; Feldstein et al. 1989; Wu et al. 1989; Saville and 
Collins 1990; Nelson and Breaker 2017).

After the proposal of the RNA world hypothesis, the ribonucleotide-derived 
coenzymes working in modern organisms were recognized as molecular fossils of 
the RNA world. These coenzymes were possibly synthesized in the RNA world and 
could have been used for ribozymes in a variety of metabolisms to maintain the 
RNA world.

Though self-replicating RNA has not been identified in modern organisms, ribo-
zymes that can catalyze RNA synthesis have been developed experimentally by 
several groups. Additionally, ribozymes harboring the potential to interact with 
other types of molecules were created. In this chapter, studies that support the RNA 
world hypothesis are reviewed, and the transition from the RNA world to the RNP 
and DNA-protein worlds is also discussed.

6.2  Life in the RNA World

In the RNA world, RNA molecules served as carriers of genetic information and as 
catalysts both for metabolism and self-replication. These ribozymes are thought to 
be generated through natural selection initiated from random ribonucleotide 
sequences. Interactions with other biomolecules such as peptides and lipids, which 
evolved separately from the RNA world in the prebiotic era, could have contributed 
to broaden the catalytic abilities of the ribozymes (Krishnamurthy 2017). These 
interactions might have led the primitive system to modern organisms through the 
RNP world.

6.3  Molecular Fossils of the RNA World: Ribozymes 
and Coenzymes

A ribozyme or RNA molecule that has enzymatic activity is a typical example of 
RNA world vestiges. One of the first discovered ribozymes was an intron of the 
rRNA precursor of Tetrahymena thermophila. The ribozyme had self-splicing activ-
ity, and it catalyzed its own excision from the rRNA precursor under the existence 
of guanosine and magnesium ions. The splicing is triggered by specific binding of 
guanosine on the group I intron. The 3′-OH group of the guanosine attacks to the 
phosphodiester bond at 5′ exon. Concurrently, Sidney Altman found that at the 
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center of ribonuclease P (RNase P), which is the key enzyme of tRNA processing, 
is an RNA molecule (Guerrier-Takada et  al. 1983). RNase P, which specifically 
cleaves precursors of tRNAs to generate mature tRNAs, had been known to be a 
complex of a protein and an RNA molecule. Altman’s group discovered that the 
RNA molecule alone maintains this processing activity without the aid of the pro-
tein component.

A ribozyme also controls the peptidyl transferase activity of modern ribosomes. 
The ribosome, which is a complex of RNA molecules and proteins, serves as the site 
for translation in all types of cells. Peptide bonds between amino acids are formed 
to produce proteins by the peptidyl transferase reaction performed in the ribosome. 
Based on the X-ray crystal structure of the 50S subunit of the ribosome, there is no 
protein within 25 Å of the active site of the peptidyl transferase (Nissen et al. 2000). 
This result indicates that the peptidyl transferase activity of the ribosome is carried 
by RNA molecules. A main role of the proteins in the ribosome is thought to be the 
stabilization of the ribosome structure.

Derivatives of RNA molecules used as coenzymes in a variety of enzymatic reac-
tions in modern cells also support the RNA world hypothesis (Nelson and Breaker 
2017). Many coenzymes such as adenosine triphosphate (ATP) (Fig  6.2a), flavin 
adenine dinucleotide (FAD) (Fig 6.2b), nicotinamide adenine dinucleotide (NAD+) 

Fig. 6.2 Molecular fossils from the RNA world. Coenzymes often contain ribonucleotide moi-
eties. RNA components in the coenzymes are colored in black. (a) Adenosine triphosphate (ATP), 
(b) flavin adenine dinucleotide (FAD), (c) nicotinamide adenine dinucleotide (NAD+), and (d) 
S-adenosylmethionine (SAM)
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(Fig. 6.2c), and S-adenosyl methionine (SAM) (Fig. 6.2d) are commonly used in all 
three domains of modern life. There is no doubt that ribozymes composed of only 
four kinds of nucleotides required a variety of coenzymes for their activities in the 
RNA world because even modern protein enzymes, with 20 amino acid building 
blocks, a number much larger than 4, require coenzymes. The small compounds 
derived from nucleotide metabolism in the RNA world were bound with the ribo-
zymes to facilitate various reactions in the RNA world and remain as present coen-
zymes supporting contemporary proteinaceous enzymes (Fig. 6.2). Recently, specific 
cellular RNAs were shown to be linked with NAD+ at its 5′-terminus although the 
function of the coenzyme moiety has not been identified (Cahová et al. 2015).

6.4  Expansion of RNA Biomass: From Accumulation 
by Chemical Evolution to Replication 
by Macromolecular Catalyst

One of the main issues in the birth of the RNA world is the emergence of self- 
replicating RNA molecules. Gerald Joyce and Leslie Orgel called this event “molec-
ular biologist’s dream.” Though a clear answer for the problem has not yet been 
obtained, a feasible scenario for the emergence of the self-replicator could be as 
follows (Fig. 6.3): during chemical evolution, firstly, short oligo-RNA strands were 
generated by random assembly of ribonucleotide molecules. From the library of 
oligo-RNA strands, a strand with RNA ligase activity has emerged. The emerged 
ligase ribozymes began to assemble the oligo-RNA strands around them, and longer 
RNA strands were generated. From the long RNA strands, the strands with RNA 
polymerase activity must have emerged. The first generation of the RNA poly-
merase ribozymes may not have had high fidelity; thus, a large number of mutant 
RNA strands might have been generated. From the mutant library, the RNA poly-
merase ribozyme with higher elongation activity and fidelity than the parent ribo-
zyme must have emerged through random mutation and selection, namely, 
Darwinian evolution. The containment of RNA by lipid vesicle must have acceler-
ated such evolution (Szostak et  al. 2001). Such an RNA polymerase ribozyme 
became the self-replicator and flourished in the RNA world. This section introduces 
the studies that attempted to confirm possible self-replication in the RNA world. 
Though the remnant of self-replicase ribozymes has not been discovered in the pres-
ent world, various types of ribozymes with RNA ligase or RNA polymerase activi-
ties that are necessary for self-replication in the RNA world have been developed 
experimentally. Moreover, theoretical studies started by Eigen set the limit that 
explained the possibility of the self-replication (Eigen 1977). Additionally, ribo-
zymes that catalyze some metabolism producing nucleotide molecules are impor-
tant for the expansion of RNA world biomass, and some of such ribozymes have 
indeed been developed through in vitro evolution (Unrau and Bartel 1998).
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In order to support the existence of the RNA world, the mechanism of self- 
replication of an RNA strand has to be understood. RNA replication can be achieved 
through two types of reactions: replication with ribozyme catalysis and that without 
ribozyme catalysis. Ribozyme-independent replication was shown to occur when 
activated nucleotides exist in a reaction mixture (Inoue and Orgel 1983; Orgel 
2004). However, the fidelity of enzyme-independent replication is not enough to 
achieve the synthesis of an RNA strand that is long enough to have some catalytic 
activity. In the RNA world, a ribozyme that has an ability to replicate itself, or a 
RNA replicase ribozyme, must have existed.

In the early stages of ribozyme study, a group I intron of Tetrahymena ther-
mophila that has self-splicing activity was found to catalyze elongation of RNA 
strands like an RNA polymerase (Been and Cech 1988). Though the group I intron 
cannot be called a RNA replicase ribozyme due to its inability to synthesize itself, 
its elongation activity can be part of the reactions that has to be catalyzed by the 
RNA replicase ribozyme.

Short Oligo RNA

Complementary RNA
ligase ribozyme

RNA polymerase ribozymes(RPR)
w/ Low fidelity

Random RNA
ligase ribozyme

Emerged long RNA

Self replication
System

RPR w/
high fidelity

Ligation
replication

Cross
Ligation

Low fidelity

Fig. 6.3 Transition from oligo-RNA groups to the RNA world. Short oligo-RNAs were present in 
the prebiotic environment. The RNA ligase ribozyme that could randomly ligate oligo-RNAs 
emerged spontaneously. Next complementary ligase ribozymes could generate long RNA strands. 
As a result, the RNA polymerase ribozyme (RPR) appeared. The early-stage RPR was not able to 
function as self-replicator. However, RPR spontaneously acquired high fidelity and gained the abil-
ity to self-replicate. The RNA world started at that time so that RNA could maintain genetic 
information
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The existence of an RNA replicase ribozyme has been shown by studies that 
have developed ribozymes in a laboratory through in vitro evolution. The in vitro 
evolution is a method that mimics the process of natural selection to evolve RNA 
sequence toward a desired function. The sequences that meet the selection criteria 
can be obtained through iterative rounds of selection, mutagenesis, and amplifica-
tion. With this in vitro evolution method, activity of the natural group I introns was 
improved (Green and Szostak 1992). Moreover, new ribozymes have been created 
from random sequence libraries, including the ribozymes with catalytic activities 
that do not exist in the present living world.

Such in vitro evolution methods have created ribozymes with partial characteris-
tics of the RNA replicase. To accomplish self-replication by RNA molecules, the 
key reaction is the formation of a 3–5′ phosphodiester bond between the 3′-termi-
nus of the RNA strand and 5′-terminus of the substrate. Thus, RNA replicase ribo-
zymes could be either ligases or polymerases, both of which share the same 
chemistry (Fig.  6.4). The RNA ligase ribozyme catalyzes template-directed 
 assembly of the short oligo-RNA substrates to generate a long RNA strand, while 
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Fig. 6.4 Chemistry shared in ligation and polymerization. Both reactions involve the formation of 
a 3–5′ phosphodiester bond between the 3′-terminus of the RNA strand and 5′-phosphate of the 
substrate. The difference between these reactions is the size of the substrates: short oligo-RNA for 
ligation and mononucleotide for polymerization
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the RNA polymerase ribozyme catalyzes elongation of the RNA strand using one 
ribonucleotide at a time, as a substrate.

Several types of ligase ribozymes that catalyze template-directed formation of 
the 3–5′ phosphodiester bond between two RNA strands were generated, in the 
early stages of in vitro evolution study. Bartel and Szostak were able to create a 
ligase ribozyme that can ligate two RNA strands (Bartel and Szostak 1993). The 
RNA ligase, named Class I ligase, was selected from the random RNA sequences, 
220 nucleotides in length, by the in vitro evolution method. Class I ligase catalyzed 
the ligation of an exogenous fragment of RNA strands to its own 5′ terminus. 
Following Class I ligase, Ellington’s group showed that even a much shorter RNA 
strand, L1 ligase, isolated from random sequences 90 nucleotides in length, can 
have ligase activity (Robertson and Ellington 1999). Although the secondary struc-
ture of the L1 ligase is much simpler than that of the Class I ligase, the L1 ligase 
functioned to ligate two RNA strands to form a 3–5′ phosphodiester bond. This 
result showed that a short RNA strand can be an RNA ligase. Since shorter RNA 
strands could be synthesized non-enzymatically in the prebiotic world more effi-
ciently than longer ones, the existence of such a short artificial RNA ligase supports 
the spontaneous generation of an RNA replicase ribozyme.

Subsequently, Joyce and his coworkers have created a self-replication system 
composed of two types of RNA ligases, each of which catalyzed the assembly of the 
other one (Paul and Joyce 2002). They prepared the ribozyme which catalyzed the 
assembly of two RNA fragments, 13-mer and 48-mer RNAs, which were the com-
ponents of the counterpart ligase. Though there is no evidence that such a ligase 
ribozyme pair could have existed in the prebiotic environment, similar pairs could 
be considered as a prototype of self-replication system in the RNA world.

Next, in vitro evolution was used for the creation of ribozymes with the activity 
of an RNA-dependent RNA polymerase that catalyzes the formation of 
 phosphodiester bond using ribonucleotide triphosphates (NTPs) as substrate 
(Table 6.1). Bartel and his coworker succeeded in isolating an RNA polymerase 
ribozyme from the Class I ligase ribozyme (Ekland and Bartel 1996) (Table 6.1-1). 
The 98-mer RNA polymerase ribozyme had the ability to extend an RNA primer by 
six bases at most by assembling NTP. However, the ribozyme can only use a tem-
plate strand containing a specific sequence because a part of the ribozyme strand is 
needed to hybridize to the specific sequence of the template strand to keep the tem-
plate in the active center. Moreover, it took 4 days for the six-base extension. Bartel 
and his coworker pushed forward with the improvement of this RNA polymerase 
ribozyme to obtain the ribozyme that can extend an RNA strand by 14 bases in 
1 day. Furthermore, the ribozyme could recognize a template strand regardless of its 
sequence (Johnston et al. 2001) (Table 6.1-2). Subsequently, using the ribozyme as 
the starting strand, Holliger and his coworker selected a new RNA polymerase ribo-
zyme that achieved the extension of NTPs up to 95 bases (Wochner et al. 2011) 
(Table 6.1-3). Even with this achievement, its activity was insufficient to replicate 
the ribozyme itself, which is 198-nucleotide long. Later, the same group developed 
an RNA polymerase ribozyme that could extend an RNA strand up to 206 nucleo-
tides, while the length of the ribozyme is 202-nucleotide long (Attwater et al. 2013) 

S. Ayukawa et al.



85

(Table 6.1-4). More recently, a 165-nucleotide long RNA polymerase ribozyme that 
could extend an RNA strand up to 198 nucleotides was developed (Tagami et al. 
2017) (Table 6.1-5). Since these ribozymes can synthesize RNA strands that are 
longer than their own lengths, they are capable of replicating themselves if the ribo-
zymes had enough fidelity.

Fidelity is also an important characteristic of the RNA replicating ribozyme 
because accumulated errors in replication interfere with the maintenance of genetic 
information in the RNA world (Table 6.1). The longer the sequence of the molecule, 
the more difficult it becomes to maintain the correct genetic information, because of 
increase in errors during replication. In other words, the fidelity of a self-replication 
limits the length of the molecule to be maintained.

Through the analysis that shows the requirements for maintenance of the amount 
of information during repeated cycles of replication, Eigen proposed an idea that 
information does not exist by itself, but is instead continuously maintained as long 
as the information is decoded to molecules with function (Eigen 1977). In his claim, 
furthermore, the continuous replication of the information molecules requires the 
molecules to have selective advantage compared with the relatively similar mutants 
that are produced by errors in the replication of the information. When the fidelity 
of the replicase is low, large amounts of mutant molecules are produced compared 
with the number of correctly replicated molecules. For the maintenance of the origi-
nal information, thus, the correctly produced molecule has to have higher selective 
advantage than the mutant molecules. This analysis gave an upper limit of informa-
tion content from the fidelity and the selective advantage; this limit is called Eigen 
limit. In summary, if an RNA polymerase ribozyme overcomes the Eigen limit, it 
can become the self-replicator. This limitation is also applied for a multiple gene 
system containing a replicase and other enzymes. For the establishment of such a 
complex system, a genome has to contain large information that is coded by a long 
sequence of the genome, and the replicase must have high fidelity of replication. 

Table 6.1 Abilities of RNA polymerase ribozymes

Name
Extension 
length [nt]

Length of 
ribozyme 
[nt] Error rate Condition Ref

b1-233t 
(Table 6.1-1)

6 96 15 × 10−2 60 mM MgCl2 22 °C,6 days Ekland and 
Bartel  
(1996)

Round-18 
ribozyme 
(Table 6.1-2)

14 189 3.3 × 
10−2

200 mM MgCl2, 22 °C, 24 h Johnston 
et al. (2001)

tC19 
(Table 6.1-3)

95 198 2.7 × 
10−2

200 mM MgCl2, 17 °C, 
7 days

Wochner 
et al. (2011)

tC9Y 
(Table 6.1-4)

206 202 2.3 × 
10−2

200 mM MgCl2-, 17 °C, 
7 days

Attwater 
et al. (2013)

tC9-4M 
(Table 6.1-5)

195 177 2.2 × 
10−2

10 mM MgCl2 + 6 μM K10, 
17 °C, 21 days K10: lysine 
decapeptide

Tagami et al. 
(2017)
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Not only nucleotide sequence but also structures and concentrations of other chemi-
cal compounds can be the information in the self-replication system containing 
RNA and other compounds such as peptides and lipids produced by the system.

6.5  The World After the RNA World

The RNA world is considered to have evolved into the present DNA-protein world, 
which is developed by the accumulation of interactions between many heteroge-
neous molecules such as DNA, protein, RNA, and fatty acids (Krishnamurthy 
2017). While the RNA world appeared in the prebiotic era, several other types of 
molecular worlds have been proposed (Fig.  6.5). For example, nonenzyme- and 
non-templated-dependent polymerization of amino acids could result in accumula-
tion of short oligopeptides. From the randomly accumulated peptides, longer chains 
of peptides with some catalytic activities could be generated. These peptides might 
accelerate the expansion of the peptide world. At this time, potential ribozymes that 
could catalyze peptide synthesis could make a small positive feedback system 
among RNAs and peptides. Indeed, the activities of some ribozymes can be 
increased through interaction with small peptides (Tagami et al. 2017). Similar to 
such a positive feedback mechanism, a lipid world consisting of accumulated fatty 
acids could also interact with the RNA world. Lipid layers were shown to be able to 
accelerate dehydration synthesis of activated nucleotides (Rajamani et al. 2008). On 

Prebiotic environment

RNA
World

Lipid
World

Peptide
World

Metabolic
World

Interaction

Universal
Common
Ancestors

RNP
World

Fig. 6.5 Interaction of the worlds before common ancestors
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the other side of the feedback loop, ribozyme reactions can affect liposomal proper-
ties (Chen et al. 2005). The emergence of these and other heterogeneous molecular 
worlds could be the basis for the transition of the RNA world to the modern world.

Before emergence of the present template-directed synthesis of proteins, it is 
thought that ribozymes that catalyze peptide synthesis were generated. Protein syn-
thesis in present cells consists of two reactions: (1) synthesis of aminoacyl-tRNA by 
associating amino acids with corresponding tRNAs and (2) connection of a peptide 
on a tRNA and an amino acid on the other tRNA. Both tRNAs are aligned by the 
order of codons on the mRNA template strand. In present life, reaction (1) is cata-
lyzed by aminoacyl-tRNA synthetase, and reaction (2) is catalyzed by ribosomal 
RNA in the ribosome. For protein synthesis to occur in the RNA world, ribozymes 
that catalyze these two reactions had to be generated.

Of the two important reactions for protein synthesis, aminoacyl-tRNA synthesis 
involves two steps, each of which was shown to be catalyzed by a ribozyme gener-
ated by in vitro evolution. In the first step, aminoacyl AMP, which is the amino acid 
connected to AMP, is produced by activating an amino acid with the energy of an 
ATP molecule. In the second step, the activated amino acid is transferred to a 
hydroxyl group on the 3′-terminal ribose of the tRNA. Yarus and his coworker have 
produced a ribozyme that catalyzes the second step of the reaction in 1995 
(Illangasekare et al. 1995). This ribozyme had the capability to transfer a phenylala-
nine of phenylalanyl-AMP to its own 3′ terminus. Furthermore, Suga and his 
coworker produced a ribozyme that transfers phenylalanine activated with the cya-
nomethyl group, a simpler leaving group, to the 3′ terminus of tRNA (Saito et al. 
2001). Later, regarding the first step, the ribozyme that catalyzes the aminoacyl- 
AMP synthesis was produced by Yarus and his coworker in 2001 (Kumar and Yarus 
2001). The ribozyme had the capacity to synthesize an aminoacyl-AMP from an 
amino acid and an ATP. The generation of these ribozymes indicates that all of the 
present catalytic activities producing aminoacyl-tRNA could have occurred in the 
RNA world. Not only catalytic activity but also specificity is important for a genetic 
code. Creation of a series of amino acid-binding aptamers, the molecule that has 
binding ability, has shown that RNA can discriminate an amino acid from the other 
types of amino acids (Famulok 1994; Majerfeld and Yarus 1994; Yarus 2017).

Peptidyl transferase activity, another important reaction in protein synthesis, was 
also accomplished by ribozymes. In present life forms, peptidyl transferase activity 
is encompassed by the large rRNA in the ribosome. Cech and his coworker have 
shown that the peptidyl transferase activity can be accomplished with a simpler RNA 
molecule obtained by in vitro evolution (Zhang and Cech 1997). They have prepared 
RNA library covalently linked an amino acid at its 5′ terminus for the selection. 
Peptidyl transferase activity of ribozymes in the library transferred an amino acid 
moiety of another molecule that mimicked the terminal structure of aminoacyl-tRNA 
to the other amino acids covalently linked to the ribozyme. This result showed that 
not only the generation of the aminoacyl-tRNA but also the peptide bond formation 
could be accomplished with ribozymes. Although further study is required to attain 
the codon-anticodon pairing-dependent peptidyl transferase activity, the transition 
from the RNA world to the RNP world is shown to be chemically feasible.
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Along with the formation of the RNP world, heterogeneous interactions with 
other molecular species might have accelerated further evolution of the RNA-based 
living system. A variety of reactions and small molecules developed in the meta-
bolic world could diversify the activities of ribozymes and proteins. 
Compartmentalization of these molecules by lipid membranes improved the effi-
ciencies of the chemical reactions by increasing local concentrations of the sub-
strates and enzymes. At some point in the transition, protein or RNA enzymes with 
the reverse transcriptase activity that synthesize DNA strands from RNA templates 
must have emerged. RNA has 2′-OH which is the critical group in the ribozyme 
catalytic reaction. RNA is chemically not stable because of the 2′-OH, which is not 
present in DNA. DNA, which is chemically more stable than RNA, took over the 
role as the storage of genetic information. With the double-stranded structure of the 
DNA, without the 2′-OH group, genetic information is more securely maintained.

6.6  Conclusion

In the RNA world, RNA molecules stored genetic information and had catalytic 
activity. The first proposed RNA world hypothesis assumed that the RNA world was 
composed of RNA molecules only, but recent studies have shown an advanced view 
that the RNA world was supported by other molecules such as peptides.

For the maintenance and evolution of the RNA world, ribozymes that have the 
catalytic activity to reproduce themselves had to emerge. Though such a ribozyme 
has not been discovered in the contemporary living organisms, the in vitro evolution 
method have succeeded in finding ribozymes with ligase or polymerase activity.

The RNA world is considered to be a stepping stone in the evolution to the present 
life world. In the prebiotic world, RNA molecules that gained self-replicating activi-
ties formed the RNA world. The RNA world might have gradually improved its 
activity by involving biomolecules especially peptides, which were synthesized 
spontaneously in the prebiotic world. Such improvement was accelerated when some 
RNA molecules gained the ability to synthesize peptides with specific sequences. 
This was the start of RNA-protein (RNP) world which later transitioned into the 
DNA-protein world. Though this scenario has not been fully proven experimentally, 
additional studies would clarify the details of the evolution of the RNA world.
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Chapter 7
The Common Ancestor of All Modern Life

Satoshi Akanuma

Abstract All modern organisms on Earth share a common mechanism for replica-
tion and expression of genetic material. Given the complexity of the genetic mecha-
nism, it seems unlikely that the same construct developed independently in different 
organisms. Therefore, a reasonable hypothesis is that all modern organisms on 
Earth are descendants of a single common ancestral organism, and the common 
ancestor already had the basic genetic mechanism found in modern organisms. A 
phylogenetic tree that illustrates the evolutionary paths of organisms also shows that 
all existing organisms originate from a single root that is located between the last 
common archaeal and bacterial ancestors. Recently published articles on the univer-
sal ancestor suggest that it was an anaerobic autotroph dependent on H2 and CO2 
from geochemical sources and surrounded by a cell membrane similar to those 
found in modern bacteria and eukaryotes. In contrast to conflicting conclusions of 
in silico studies on the environmental temperature of the universal ancestor, recon-
struction of ancestral protein sequences and characterization of their properties 
in vitro suggest that the universal ancestor was a thermophile or hyperthermophile 
that thrived at a very high temperature. Future research may continue to revise these 
predictions of features associated with the universal ancestor.

Keywords Anaerobic autotroph · Ancestral sequence reconstruction · Cell 
membrane · Single ancestry · Thermophilicity

7.1  Introduction

In the On the Origin of Species (Darwin 1859), Darwin predicted that all modern 
organisms are descendants of a single common ancestor. The fact that all modern 
organisms share a significantly similar mechanism for replication and expression of 
genetic information supports the existence of the single ancestor. It should be noted 
that the universal common ancestor is not our oldest ancestor but rather the most 
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recently existing common ancestor of all modern organisms. Diversification of life 
would have occurred for a few million years after first appearing on Earth (the ori-
gin of life) ~4200 to 4000 million years ago (Mya) (Cornish-Bowden and Cardenas 
2017). However, most of these primitive organisms likely became extinct for vari-
ous reasons, including meteorite impacts, leaving only the universal common ances-
tor (Fig. 7.1) (Nisbet and Sleep 2001). To distinguish the first life and the universal 
common ancestor, the latter is often called the “last universal common ancestor,” 
where “last” means “most recent.” A molecular clock analysis suggests that the last 
universal common ancestor lived about 3800 Mya (Feng et al. 1997) which is com-
patible with geochemical surveys that suggest life had already emerged at ~3400 to 
4300 Mya (Schopf 1993; Rosing 1999; Shen et al. 2001; Wacey et al. 2006; Ueno 
et al. 2006; Bell et al. 2015; Nutman et al. 2016; Dodd et al. 2017). This chapter 
summarizes current knowledge about the last universal common ancestor.

7.2  Is All Modern Life a Descendant of a Single Ancestor?

Not all biologists support the single common ancestor hypothesis. Woese (Woese 
and Fox 1977) thought that organisms prior to speciation into archaea, bacteria, and 
eukarya were far simpler than the modern prokaryote. Moreover, he thought that the 
universal common ancestor was a population of fast-evolving entities that mated 
and exchanged genetic material. He called these primitive entities progenotes, in 
which genotype and phenotype had not yet been completely linked as in modern 
organisms. Kandler (1995) also did not support the theory of single ancestry. He 
proposed a pre-cell theory where organisms before speciation formed a population 
of pre-cells that had metabolic and self-replication abilities and mutually inter-
changed their genetic information within the population. Doolittle (1999) thought 

Fig. 7.1 Evolution before and after the last universal common ancestor. After the origin of life, 
diversification of life would have occurred for a few million years. Therefore, a variety of organ-
isms likely existed at the time of the last universal common ancestor. However, most of these 
primitive organisms became extinct for various reasons, including meteorite impacts, and only the 
last universal common ancestor survived and further evolved
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that lateral gene transfer occurred more frequently in early stages of evolution than 
at present, and therefore he proposed a tree of life as represented in Fig. 7.2.

However, all modern life on Earth shares a common basic genetic mechanism. It 
is based on DNA as a genetic molecule that contains four different bases; proteins 
are used as functional molecules and consist of the same 20 L-amino acids encoded 
by the universal genetic code table; basic components of transcription and transla-
tion are generally the same among all life. It would be difficult to explain how the 
same genetic mechanism was established many times independently, and it therefore 
seems more reasonable to assume that all modern organisms on Earth are descen-
dants of a single common ancestral organism and that the common ancestor already 
had the rigid genetic mechanism found in organisms today (Yamagishi et al. 1998).

Theobald (2010) used a formal statistical test to answer the question of whether 
all modern life on Earth is a descendant from a single common ancestor. He tested 
the universal common ancestry hypothesis by constructing evolutionary trees of 23 
universally conserved proteins. Then, he compared the likelihood values of mono-
phyly with those for different ancestry hypotheses and found stronger support for 
monophyly of all modern organisms than for other evolutionary models, even when 
horizontal gene transfers were considered. Therefore, the common ancestry model 
is currently better supported than other evolutionary models.

7.3  What to Name the Last Universal Common Ancestor?

The last universal common ancestor has been referred to by many different names. 
As mentioned above, Woese called it progenote, whereas other authors referred to it 
as cenancestor (Doolittle and Brown 1994) or Commonote (Yamagishi et al. 1998). 
Although it has most commonly been referred to as LUCA, I hereafter refer to it as 
Commonote commonote or C. commonote (Akanuma et al. 2015). Unlike proge-
note, C. commonote is defined as a species with a single genotype that had a stable 
cell membrane.

Fig. 7.2 A tree, or net, of life proposed by Doolittle (1999). He thought that lateral gene transfer 
occurred more frequently in early stages of evolution than at present and therefore that the early 
history of life should be represented as a net
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7.4  Placement of C. commonote on a Tree of Life

The evolutionary pathway of modern life can be visualized as a phylogenetic tree. 
A genetic tree based on ribosomal RNA has been most referenced as a species tree 
(Woese 1987; Woese et  al. 1990) and separates modern organisms into three 
domains. Some phylogenetic and phylogenomic studies also support the three- 
domain hypothesis (Harris et al. 2003; Ciccarelli et al. 2006; Yutin et al. 2008; Rinke 
et al. 2013) (Fig. 7.3a). However, other studies instead suggest two domains in a tree 
of life (Rivera and Lake 1992; Cox et al. 2008; Williams et al. 2013; Raymann et al. 
2015; Furukawa et al. 2017) (Fig. 7.3b).

Placement of C. commonote on a tree generally requires inclusion of two paralo-
gous proteins that duplicated before C. commonote emerged (Akanuma et  al. 
2013b). Such composite trees were independently reported from studies of elonga-
tion factor (Iwabe et al. 1989) and H+-ATPase (Gogarten et al. 1989). In both trees, 
C. commonote was placed between the archaeal and bacterial common ancestors. In 
contrast, Cavalier-Smith (2002, 2006a, b, 2010) and Lake and coworker (2008, 
2009) suggested that C. commonote was a type of bacteria because the roots were 
contained within the Bacteria domain in their trees. However, most composite trees 
that were subsequently built support the position of the root between the archaeal 
and bacterial common ancestors (Miyazaki et al. 2001; Brown and Doolittle 1995; 
Fournier et al. 2011). Thus, the current consensus is that C. commonote is located at 
the branch that connects the common ancestors of Archaea and Bacteria (Fig. 7.3).

7.5  Physiology of C. commonote

Efforts to predict the gene content of C. commonote have focused on genes that are 
universally distributed among modern organisms. However, this approach may not 
be valid because frequent occurrence of horizontal transfer and loss of genes during 
evolution prevents accurate predictions of the gene composition of C. commonote 
(Fournier et al. 2015; Groussin et al. 2015). Therefore, Martin and coworkers (Weiss 

Fig. 7.3 Three domain (a) or two domain (b) hypotheses of life. In this chapter, the last universal 
common ancestor is referred to as Commonote commonote or C. commonote, which is defined as 
a species with a single genotype that had a stable cell membrane. Similarly, the last common ances-
tor of Archaea and of Bacteria is referred to as C. archaea and C. bacteria, respectively (Akanuma 
et al. 2015). The positions of C. archaea, C. bacteria, and C. commonote are indicated with a, b, 
and c, respectively
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et al. 2016) removed from their analysis any proteins that might have experienced 
lateral gene transfer and traced back remaining proteins to C. commonote. They 
identified 355 genes that plausibly existed in C. commonote and used this gene set 
to reconstruct C. commonote’s metabolic pathways. Inclusion of a rotator–stator 
ATP synthase subunit and H+/Na+ antiporters in the gene set suggests that, for 
energy metabolism, C. commonote used ion gradients possibly generated by a geo-
chemical mechanism. The gene content also suggests that C. commonote was an 
anaerobic autotroph that largely relied on H2 and CO2 that may have been abundant 
in its environment. This inference is compatible with the predicted environment of 
the primitive biosphere where the amount of oxygen was negligible.

7.6  An RNA Genome or a DNA Genome?

In modern life forms, genetic information is inherited by DNA replication. Genetic 
information embedded in a gene (a segment of a genomic DNA) is transcribed to 
mRNA followed by translation to the amino acid sequence. Some DNA replication- 
related proteins found in Bacteria are not evolutionarily related to those found in 
Archaea and Eukarya. In contrast, most of translation-related proteins are homolo-
gous among the three major domains of life. Therefore, Mushegian and Koonin 
suggested that C. commonote had an RNA genome (Mushegian and Koonin 1996). 
Forterre (2006) thought that DNA replication first developed in a virus and evolved 
in the virus world. Then, three different viruses independently infected an ancient 
archaeon, bacterium, and eukaryote, and therefore different DNA polymerases were 
integrated into genome replication mechanisms among the three domains.

Dissected tRNAs were found in Nanoarchaeum equitans (Randau et al. 2005), a 
species located near the root of the archaea tree. Di Giulio (2006) assumed that the 
dissected tRNAs were a primitive trait and that C. commonote had a fragmented 
genome made up of RNA. However, Martin and coworkers (Weiss et al. 2016) indi-
cated that several genes for DNA replication-related proteins and DNA-binding pro-
teins were included in the 355-gene set potentially present in C. commonote. 
Moreover, given the facts that all known organisms have a DNA genome and that no 
RNA genome organism has been found except for some RNA viruses, the DNA 
genome hypothesis seems to be more convincing. In addition, cyclic structures 
found for both modern bacterial and archaeal genomic DNAs imply that C. com-
monote also had a cyclic DNA genome (Yamagishi et al. 1998).

7.7  Cell Membrane

A cell membrane divides the inside and outside of a cell and is therefore essential 
for life. All modern organisms have phospholipids and hydrocarbon chains as the 
main components of the membrane. Most bacteria and eukaryotes have ester lipids 
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with long fatty acid chains, whereas archaea generally have ether lipids with iso-
prenoid chains. Moreover, the glycerol backbone in the phospholipids of Bacteria 
and Eukarya is sn-glycerol-3-phosphate (G3P), whereas that of Archaea is sn- 
glycerol- 1-phosphate (G1P) (Fig. 7.4). G1P is the enantiomer of G3P. G1P and G3P 
are produced from dihydroxyacetone phosphate (DHAP) by G1P dehydrogenase 
(G1PDH) and G3P dehydrogenase (G3PDH), respectively. The two dehydroge-
nases are evolutionally unrelated (Pereto et  al. 2004). The stereochemistry of C. 
commonote’s membrane lipid has long been unknown. Recently, Yokobori and 
coworkers (2016) built molecular phylogenetic trees of archaeal G1PDH and its 
bacterial homologues and of two subfamilies of G3PDH. They also analyzed the 
distribution of genes encoding those proteins among Archaea and Bacteria. Their 
analysis implied that the G1PDH homologue found in Bacteria is a subgroup of 
archaeal G1PDH and the bacterial common ancestor did not have any G1PDH. In 
contrast, it is likely that archaeal G3PDHs have a deep origin in archaeal lineages, 
and therefore the archaeal common ancestor possessed a G3PDH.  Therefore, C. 
commonote most likely had G3PDH, and its cellular membrane would have been 
composed of the polar lipid with G3P. In addition, C. commonote may have had a 
fatty acid membrane lipid because some archaeal species, in addition to Bacteria 
and Eukarya, have genes that are homologous with those involved in fatty acid 
metabolism (Dibrova et al. 2014).

7.8  Reconstruction of a Protein Possessed by C. commonote

Currently, ancestral sequences of some proteins likely possessed by C. commonote 
or other ancestral organisms can be inferred using in silico methods. The key steps 
for the procedure are illustrated in Fig. 7.5. Extant homologous protein sequences 
collected from public databases are aligned to construct a multiple sequence align-
ment using an alignment algorithm such as MAFFT (Katoh and Standley 2013). If 

Fig. 7.4 Structures of polar lipids that are the major components of cell membrane. Generally, 
bacteria and eukaryotes have ester lipids with long fatty acid chains, whereas archaea have ether 
lipids with isoprenoid chains. The glycerol backbone in the phospholipids of Bacteria and Eukarya 
is G3P, whereas that of Archaea is G1P, the enantiomer of G3P
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necessary, insertion/gap positions are manually corrected. Then, a phylogenetic tree 
is built from the resulting alignment. Using the topology of the tree and the homolo-
gous sequences contained in the tree, ancestral amino acid sequences are computed 
based on either a homogeneous or a nonhomogeneous evolution model. The homo-
geneous model assumes constant global amino acid compositions in proteins 
throughout the tree (Yang 1997), whereas the nonhomogeneous model allows vari-
ability of global amino acid compositions at different times and lineages of the tree 
(Galtier et  al. 1999; Blanquart and Lartillot 2008). Finally, gap positions in the 
ancestral sequence are predicted using a program such as GASP (Edwards and 
Shields 2004). Detailed procedures for the ancestral sequence reconstruction are 
described in several reviews by others (Thornton 2004; Gaucher et al. 2010; Merkl 
and Sterner 2016).

7.9  Environmental Temperature

There has been a long-running argument about the environmental temperature of C. 
commonote. In one of the most referenced species trees based on ribosomal RNA 
sequences of modern organisms, hyperthermophilic bacteria and archaea are located 

Fig. 7.5 The procedure to infer an ancestral protein sequence
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near the root of the tree (Achenbach-Richter et al. 1988; Woese 1987), suggesting 
that bacterial and archaeal common ancestors were hyperthermophilic (Pace 1991; 
Stetter 2006). The principle of parsimony therefore suggests a hyperthermophilic C. 
commonote. Guanine plus cytosine contents in ancestral states of ribosomal RNAs 
and amino acid compositions of ancestral proteins were inferred based on in silico 
reconstruction of ancestral ribosomal RNAs and proteins. Some of those studies 
suggest that C. commonote was a mesophilic organism (Galtier et al. 1999; Boussau 
et al. 2008), whereas other studies support the idea that C. commonote was thermo-
philic or hyperthermophilic (Di Giulio 2000, 2003; Brooks et al. 2004). Thus, no 
consistent conclusion has yet been obtained from the in silico studies.

Pioneer in  vitro experiments for testing the hyperthermophilicity of C. com-
monote were conducted by Yamagishi and coworkers (Miyazaki et  al. 2001; 
Watanabe et al. 2006; Shimizu et al. 2007). They computed an ancestral amino acid 
sequence of a protein plausibly possessed by C. commonote. Then, they replaced a 
few amino acids in the sequence of a modern thermophilic descendant with those 
found in the reconstructed ancestral sequence and compared the thermal stabilities 
of the mutants with that of the wild-type protein. The mutants showed a tendency to 
be more thermostable than the wild-type thermophilic protein, suggesting that C. 
commonote was a hyperthermophilic organism.

Entire ancestral amino acid sequences have also been synthesized in vitro and 
then characterized. Generally, if the environmental temperature of an organism is 
higher, the thermal stability of a protein possessed by the organism is also greater. 
Indeed, the midpoint denaturation temperature of a nucleoside diphosphate kinase 
(NDK) correlates well with its host’s environmental temperature (Akanuma et al. 
2013a). The midpoint denaturation temperatures of reconstructed NDKs plausibly 
possessed by C. commonote suggest that it was a hyperthermophile that thrived at a 
temperature above 90 °C (Akanuma et al. 2015). Other empirical studies also sup-
port a thermophilic or hyperthermophilic ancestry of life (Gaucher et  al. 2003, 
2008; Butzin et al. 2013). The recently reported 355-gene set potentially possessed 
by C. commonote included a gene for reverse gyrase, a hyperthermophile-specific 
protein, which further supports the theory that C. commonote was a hyperthermo-
phile (Weiss et al. 2016). A discussion of the hyperthermophilicity of ancient organ-
isms is presented in greater detail elsewhere (Akanuma 2017).

7.10  Can We Trace Back Ancestry Before C. commonote?

Reconstruction of ancestral genes or proteins before the time of C. commonote 
could be a powerful approach to better understand ancestral life and its environment 
(Cornish-Bowden and Cardenas 2017). A composite tree consisting of sequences 
for three or more paralogous genes or proteins that may have diverged before the 
time of C. commonote is required to infer an ancestral sequence that was possessed 
by an ancient organism prior to C. commonote. Such composite trees have been 
built for aminoacyl-tRNA synthetases (Brown and Doolittle 1995; Fournier et al. 
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2011). What can we learn from reconstructed aminoacyl-tRNA synthetases? It is 
reasonably assumed that C. commonote synthesized proteins with the same 20 
amino acids commonly used in modern organisms. However, it has been proposed 
that the earliest protein synthesis system involved a limited set of amino acids that 
were abundant in the primitive environment (Miller 1953; Cleaves 2010; Philip and 
Freeland 2011; Longo et al. 2013). Because aminoacyl-tRNA synthetase is respon-
sible for amino acid specificity in the translation system (Fig. 7.6), reconstruction 
and characterization of ancestral aminoacyl-tRNA synthetases would shed light on 
how the common translation system involving 20 amino acids developed during the 
early stage of evolution. Currently, studies in my group are being conducted to 
address these questions.

7.11  Conclusion

C. commonote is thought to have been a unique cell or a population of cells that 
shared a gene set essential for living approximately 3800 Mya. The universal ances-
tor may have had a cyclic DNA genome and basic metabolic pathways. The possible 
gene content of C. commonote suggests that it was an anaerobic autotroph depend-
ing on H2 and CO2. The cell may have been surrounded by a stable cell membrane 
similar to those found in modern bacteria and eukaryotes. Ancestral protein recon-
struction studies suggest that the universal ancestor was a hyperthermophile that 

Fig. 7.6 Aminoacyl-tRNA synthetases (ARSs) attach amino acids to cognate tRNA molecules. 
ARSs are essential enzymes for protein biosynthesis and responsible for the accurate translation of 
the genetic code. Most existing organisms possess a set of 20 ARSs, which specifically recognize 
and charge amino acids to their cognate tRNA molecules
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thrived at a very high temperature. However, these conclusions will need to be 
revised when new microbes with ancient traits are discovered or when more genes 
and proteins present in C. commonote are reconstructed and characterized.
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Chapter 8
Eukaryotes Appearing

Shin-ichi Yokobori and Ryutaro Furukawa

Abstract The appearance of eukaryotic cells was a major step in the evolution of 
terrestrial life. Recent phylogenetic analyses indicate that the Eukaryotes appeared 
from the Archaebacteria rather than being a distinct domain from Archaebacteria 
and Eubacteria. The Asgard archaeal group, which shares genes that are otherwise 
unique to Eukaryotes, has been suggested to be the closest relative to Eukaryotes. 
However, eukaryotic genes have also been shown to have originated from diverse 
groups in the Archaebacteria and Eubacteria. Asgard archaeon-like Archaea 
(Archaebacteria) may have been the host for endosymbiosis of the mitochondrial 
ancestor (Alphaproteobacteria) and might have been the ancestor of Eukaryotes; 
nevertheless, horizontal gene transfer from various lineages of Archaebacteria and 
Eubacteria also appear to have played an important role in the evolution of 
Eukaryotes.

Keywords Asgard group · Mitochondria · Horizontal gene transfer

8.1  Introduction

Cellular organisms are classified into two groups, namely, prokaryotes and eukary-
otes. Eukaryotes have a nucleus containing chromosomes, a complex membrane 
system including endoplasmic reticulum (ER) and Golgi apparatus, and double- 
membrane organelles, such as mitochondria and plastids. In contrast, prokaryotes 
have no apparent structures in which chromosome(s) are stored. There are two dis-
tinct groups of prokaryotes, namely, Bacteria (Eubacteria) and Archaea 
(Archaebacteria) (Woese 1987; Woese et al. 1990). In general, prokaryotic cells are 
much smaller and simpler than eukaryotic cells: eukaryotic cells are 10 to several 
100 times larger than typical prokaryotic cells.
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Paleobiological records on early eukaryotes are not preserved well and are hard 
to interpret; nevertheless, they suggest that eukaryotes appeared ~1.7 billion years 
ago (Dacks et al. 2016). Eme et al. (2014) dated the age of the eukaryotic common 
ancestor as 1000–1900 million years ago based on molecular phylogenetic analy-
ses. These dates are much later than the suggested date of appearance of Archaea 
(Dacks et  al. 2016) based on chemical fossil records, such as isotopically light 
methane (Ueno et al. 2008).

The serial endosymbiotic hypothesis for the origin of eukaryotes proposed by 
Margulis is widely accepted in the scientific community (Sagan 1967; Margulis 
1970). In this hypothesis, an endosymbiotic origin of mitochondria (alphaproteo-
bacterial origin), plastids (cyanobacterial origin), and flagella has been proposed. 
Molecular phylogenetic analyses have supported the endosymbiotic origin of mito-
chondria and plastids (Anderson et  al. 1998; Nelissen et  al. 1995). Pisani et  al. 
(2007) reported that eukaryotic genes show high similarities with their counterparts 
in the Alphaproteobacteria, Cyanobacteria, and Thermoplasmata; they used a 
supertree method, which will be explained later in this chapter, to identify relation-
ships. The high similarity with Alphaproteobacteria and Cyanobacteria can be 
explained by the acquisition of mitochondria and plastids via endosymbiosis. 
Although amitochondrial eukaryotes (eukaryotes lacking mitochondria) have been 
found (Roger et al. 1998; Karnkowska et al. 2016), phylogenetic and genome analy-
ses suggest that the absence of mitochondria is secondary and that they are descen-
dants of eukaryotes with mitochondria (Karnkowska et al. 2016). Therefore, having 
mitochondria is a symplesiomorphic (= shared ancestral) character of extant 
eukaryotes.

The acquisition of mitochondria appears to have been one of the important events 
in the formation of eukaryotes, and identification of the host organisms of the mito-
chondrial ancestor is essential to clarify how eukaryotes emerged. It is also impor-
tant to resolve the genesis of subcellular structures (organelles) other than 
mitochondria and plastids (e.g., López-García and Moreira 2015). With a few 
exceptions, such as Planctomycetes (Fuerst and Sagulenko 2011), subcellular struc-
tures with membranes are not developed in prokaryotic cells.

Progress in genomic and metagenomic methods over the last two decades has 
enabled the comparison of genes and genomes from a wide range of organisms 
(Ciccarelli et al. 2006; Castelle et al. 2015). In particular, metagenomic studies have 
allowed the investigation of unculturable eubacteria and archaebacteria (e.g., Elkin 
et al. 2008; Nunoura et al. 2011; Rinke et al. 2013; Spang et al. 2015; Castelle et al. 
2015; Hug et al. 2016; Zaremba-Niedzwiedzka et al. 2017). Genome-based studies 
have revealed new aspects of the origin of Eukaryotes (eukaryogenesis) (e.g., Guy 
and Ettema 2011; Spang et al. 2015; Hug et al. 2016; Zaremba-Niedzwiedzka et al. 
2017).

In this chapter, we discuss the origin of the eukaryotic cell using information 
from recent phylogenomic studies.
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8.2  “Tree of Life” and Eukaryogenesis

In the late 1980s, it was established that prokaryotes are consists of two phyloge-
netically and genetically distinct groups, the Eubacteria and the Archaebacteria 
(Woese 1987). As a consequence, cellular life was reclassified into three domains, 
Bacteria (or Eubacteria), Archaea (or Archaebacteria), and Eucarya (or Eukaryota 
Eukaryotes) (Woese et al. 1990). In this chapter we will use the terms Eubacteria, 
Archaebacteria, and Eukaryotes. Some of the characteristics of Eukaryotes, 
Archaebacteria, and Eubacteria are listed in Table 8.1. As can be seen, Eukaryotes 
share some characteristics with Archaebacteria and other characteristics with 
Eubacteria. This suggests that Eukaryotes have acquired both archaebacterial and 
eubacterial characteristics (genes), as discussed later.

If the Eubacteria, Archaebacteria, and Eukaryotes are monophyletic groups, then 
the relationship among the three groups will take the form of an unrooted tree 
(Fig.  8.1a). When a root is placed on the eubacterial branch (asterisk 1), then 
Archaebacteria and Eukaryotes are sister groups (Fig. 8.1b). This rooting had been 
proposed by Iwabe et al. (1989) from a phylogenetic analysis of composite data on 
translational elongation factor (EF) Tu/1α and EF G/2. Woese et al. (1990) placed 
the position of the root on the small subunit ribosomal RNA sequences (ssu rRNA 
or 16S/18S rRNA) “Tree of Life,” based on the root position suggested by Iwabe 
et al. (1989). Harris et al. (2003) performed phylogenetic analyses of 80 protein 
gene clusters conserved among the three domains and suggested that trees based on 
50 of the 80 protein gene clusters showed similar topologies to the ssu rRNA gene 
tree (three domain hypothesis). Yutin et  al. (2008) analyzed Archaebacteria- 
originating protein genes in Eukaryotes and found that most appeared as sister 
groups of archaebacterial genes. These studies also suggested that the Archaebacteria 
and Eukaryotes are distinct groups. In this view, Eukaryotes share a common ances-
tor with Archaebacteria, although these two groups evolved independently after 
their separation.

There are other possible locations for the root of a three-domain tree. For exam-
ple, the root may be on the archaebacterial branch with a close relationship 
between Eubacteria and Eukaryotes (Fig. 8.1c). This hypothesis cannot be ignored 
since various eukaryotic genes are known to be of eubacterial origin rather than 
archaebacterial origin (e.g., Thiergart et al. 2012; Ku et al. 2015). Another possi-
bility is that the root is on the eukaryotic branch, suggesting deep diversity between 
eukaryotes and prokaryotes (Fig. 8.1d). Hypotheses to explain this potential rela-
tionship have been put forward (e.g., Harish and Kurland 2017); however, we will 
not consider these further in this chapter, since the date of appearance of Eukaryotes 
is thought to had been much later than that of Eubacteria and Archaebacteria 
(Dacks et al. 2016).

8 Eukaryotes Appearing
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Each of the domains is not necessarily monophyletic. The tree presented in 
Fig. 8.1e is an example of such a case (paraphyly in Eubacteria). In this tree, the last 
universal common ancestor was a eubacterial group, and both Archaebacteria and 
Eukaryotes share a common ancestor. This idea has been discussed in detail in the 
neomura hypothesis of Cavalier-Smith (2002). Briefly, in this hypothesis, the root of 
life is thought to be within Gram-negative bacteria; after the appearance of Gram- 
positive bacteria, a common ancestor of Archaebacteria and Eukaryotes is thought to 
have originated from a lineage of Actinobacteria within the Gram-positive bacterial 
group. Archaebacteria and Eukaryotes are treated as distinct monophyletic groups in 
this hypothesis. This hypothesis can be thought to be a variant of three- domain 
hypothesis because of sister group relationship of Eukaryotes to Archaebacteria.

The tree presented in Fig. 8.1f shows a proposed paraphyletic evolution of the 
Archaebacteria that accommodates the archaebacterial origin of Eukaryotes. Lake 
and his colleagues proposed the “Eocyte” hypothesis based on the structure of ribo-
somes (Lake et  al. 1984). The Eocyte is the phylum Crenarchaeota in Woese’s 
framework of archaeal taxonomy. Rivera and Lake (1992) analyzed EF-Tu/1α and 
EF-G/2 using an indel analysis: they compared the insertion/deletion appeared in 
the groups of organisms to determine phylogeny. Based on this analysis, Rivera and 
Lake (1992) concluded that Eukaryotes are close relatives of Eocytes (Crenarchaeota), 
a subgroup of Archaebacteria. In summary, several tree topologies have been pro-
posed depending on the different method and/or data set.

a b c

d e f

Fig. 8.1 Possible relationship among Eukaryotes (Eucarya), Archaebacteria (Archaea), and 
Eubacteria (Bacteria). “A” stands for Archaebacteria. “B” stands for Eubacteria. “E” stands for 
Eukaryotes. (a) Unrooted tree showing the relationship among three monophyletic domains. 
Asterisks show the possible positions of the root (the position of Commonote). (b–d) Three- 
domain model with different positions of root (position of Commonote) (Rooted trees). (b) The 
root is on the bacterial branch. Archaebacteria and Eukaryotes form a group (Woese et al. 1990). 
(c) The root is on the archaebacterial branch. Eubacteria and Eukaryotes form a group. (d) The root 
is on the eukaryotic branch. Prokaryotes form a group. (e.) Root within a eubacterial group. 
Archaebacteria and Eukaryotes appear with eubacterial origins (Cavalier-Smith 2002) (Neomura 
hypothesis). (f) Two-domain model similar to “Eocyte hypothesis” (Lake et al. 1984; Rivera and 
Lake 1992). The root is placed between Eubacteria and Archaebacteria. Eukaryotes from a group 
with an archaebacterial lineage; therefore Archaebacteria is a paraphyletic group if Eukaryotes are 
excluded

8 Eukaryotes Appearing



110

The increased availability of genome sequences has allowed many more phylo-
genetic studies (Table 8.2). These molecular phylogenetic analyses are based on the 
use of two different methods. One is the “concatenated sequence” method: in this 
method, multiple genes are concatenated and then used for molecular phylogenetic 
analysis in a similar manner as a single gene. The other is the “supertree” method: 
in this method, multiple individual gene trees are reconstructed and then summa-
rized to obtain a species tree. These analyses have generally supported the 
 two- domain hypothesis (Table  8.2) where Eukaryotes are an in-group of 
Archaebacteria, though the relationship between Archaebacteria and Eukaryotes 
has differed among analyses using different data sets and different tree reconstruc-
tion methods (Tables 8.3). In conclusion, Eukaryotes are thought to have an archae-
bacterial origin (Fig.  8.2f), although genes of eubacterial origin have also been 
found in Eukaryotes as well as those of archaebacterial origin (Table 8.3). The last 
possibility will be discussed at the end of this chapter.

8.3  Asgard Group/TACK Superphylum as the Prokaryotic 
Ancestor of Eukaryotic Cells

Although Eukaryotes originated from the Archaebacteria, there is considerable 
debate on which archaeal group is the closest relative of Eukaryotes (Table 8.2). 
Candidates are Crenarchaeota (Cox et al. 2008), a clade comprising Crenarchaeota 

Table 8.2 Selected studies on the origin of Eukaryotes based on the phylogenetic analyses of 
concatenated gene sequences

Publication
Number of 
genes

Supported model and ancestor of 
Eukaryotes

Ciccarelli et al. (2006) 31 3D
Cox et al. (2008) 45 2D (Crenarchaeota)
Foster et al. (2009) 41 2D (Crenarchaeota and Thaumarchaeota)
Kelly et al. (2011) 320 2D (Thaumarchaeota)
Guy and Ettema (2011)a 26 2D (TACK superphylum)
Williams et al. (2012) 29 2D (TACK superphylum)
Rinke et al. (2013) 38 3D
Williams and Embley (2014) 29 2D (TACK superphylum)
Spang et al. (2015)b 36 2D (Lokiarchaeota)
Hug et al. (2016) 16 2D (Lokiarchaeota, Thorarchaeota)
Zaremba-Niedzwiedzka et al. 
(2017)c

55 2D (Asgard superphylum)

Da Cunha et al. (2017) 36 3D

2D and 3D represent two and three domain models, respectively, with the proposed ancestor(s) of 
Eukaryotes in the parenthesis
aTACK superphylum was proposed in this paper
bDiscovery of Lokiarchaeota was reported
cAsgard group (other than Lokiarchaeota) was discovered and proposed
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and Thaumarchaeota (Foster et al. 2009), within or as a sister to Thaumarchaeota 
(Kelly et  al. 2011), Euryarchaeota (Pisani et  al. 2007), and an unidentified deep 
archaebacterial branch (Yutin et al. 2008; Saruhashi et al. 2008).

Guy and Ettema (2011) first proposed the TACK superphylum, composed of 
Thaumarchaeota, Aigarchaeota, Crenarchaeota, and Korarchaeota, as the archae-

Table 8.3 Selected studies on the origin of Eukaryotes based on the summary of phylogenetic 
analyses of individual gene sequences

Publication Distribution of ancestral eukaryotic gene

Pisani et al. (2007) Supertree supporting Thermoplasmatales ancestrya

Saruhashi et al. (2008) Bac, 82; Arc, 73 (Cren, 12; Eury, 11)
Yutin et al. (2008) Bac, 436; Arc, 355 (Cren, 39; Eury, 52)
Thiergart et al. (2012) Bac, 218; Arc, 168 (TACK, 84; Eury, 77; Nano, 7)
Rochette et al. (2014) Bac, 243; Arc, 121 (TACK, 34; Eury, 70)
Ku et al. (2015) Bac, 940; Arc, 314
Pittis and Gabaldon (2016) Bac, 766; Arc, 196 (TACK, 71; Eury, 79)
Furukawa et al. (2017) Bac, 7; Arc, 11 (Asgard, 1; Eury, 2; DPANN, 6)

aThey also suggest gene flow from endosymbiont-origin organelles (mitochondria with alphapro-
teobacterial origin and plastids with cyanobacterial origin). Bac Eubacteria, Arc Archaebacteria, 
Cren Crenarchaeota, Eury Euryarchaeota, TACK TACK superphylum, Nano Nanoarchaeota, 
Asgard Asgard group, and DPANN DPANN superphylum

a b

c

d e

Fig. 8.2 Hypotheses on the origin of eukaryotic cells. (a) Sequential endosymbiosis hypothesis 
proposed by Margulis. (b) Eukaryotic cells are thought to have originated via fusion of eubacterial 
and archaebacterial cells. (c) Archaebacterial cells as the endosymbiont of eubacterial cells. 
Archaebacteria become the nucleus (Lake and Rivera 1994). (d) “Hydrogen hypothesis” (Martin 
and Müller 1998). Eukaryotic cells are thought to have appeared through symbiosis between 
methane- producing Archaebacteria and Alphaproteobacteria as the ancestry of mitochondrion and 
hydrogenosome. In this hypothesis, cytoplasm is thought to originate from Archaebacteria. (e) 
“Syntrophy hypothesis” (López-García and Moreira 1999). This hypothesis looks similar to the 
“hydrogen hypothesis” but differs due to the suggested contribution by Deltaproteobacteria to 
eukaryogenesis in addition to methane-producing Archaebacteria and Alphaproteobacteria. In this 
hypothesis, the cytoplasm is thought to have originated from Deltaproteobacteria and the nucleus 
from the Archaebacteria. (Modified from Fig. 12.4 of Yokobori and Yamagishi 2013)
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bacterial ancestor of eukaryotic cells. They pointed out that the analyzed genomes 
from the TACK superphylum include core Eukaryote genes such as those for cell 
division/vesicle formation/cell-shape determination, DNA packaging/replication/
repair, ubiquitin system for protein recycling, and Eukaryote-like transcription and 
translation.

Subsequently, Lokiarchaeota, as a member of the TACK superphylum, was sug-
gested as the closest archaebacterial group to Eukaryotes (Spang et al. 2015) based 
on metagenome analysis and molecular phylogenetic analyses using 36 concate-
nated protein gene sequences. These analyses showed Lokiarchaeota had more core 
Eukaryote genes than other phyla in the TACK superphylum. The Lokiarchaea are 
suggested to be hydrogen-dependent autotrophic organisms (Sousa et  al. 2016), 
which are consistent with them being close relatives of Eukaryotes under the hydro-
gen or syntrophy hypotheses (Martin and Müller 1998; López-García and Moreira 
1999).

More recently, a group of Archaebacteria was discovered, which are closely 
related to Lokiarchaeota and cannot be cultured; they have been named the “Asgard 
group” (Zaremba-Niedzwiedzka et  al. 2017). The Asgard group consists of 
Thorarchaeota, Odinarchaeota, Heimdallarchaeota, and Lokiarchaeota. This group 
has been suggested to be a sister group of the TACK superphylum, and it was further 
suggested that Eukaryotes may have arisen from the Asgard group. The Asgard 
group carries various core Eukaryote genes in their genomes (Table 8.4; Spang et al. 
2017; Eme et  al. 2017), supporting that the Asgard groups are close relatives of 
Eukaryotes.

The host of mitochondria may have needed the ability to undertake endocytosis 
(e.g., Martin et al. 2015). Through phagocytosis, a type of endocytosis, eukaryotic 
cells take up large materials, such as bacterial cells, which are confined to vesicles 
with lipid membranes, and then lysed. Phagocytosis may be related to endosymbio-
sis (e.g., Yutin et al. 2009); interestingly, endosymbionts are often doubly  surrounded 
by lipid membranes (e.g., Serbus et  al. 2008): which are called outer and inner 
membranes, respectively. The outer membrane of double-membrane organelles, 
such as mitochondria and plastids, is thought to have originated from the lipid mem-
brane generated during phagocytosis in the host (e.g., Martin et  al. 2015). The 
Asgard group had been reported to have some genes on the remolding of membrane 
(Spang et al. 2015; Zaremba-Niedzwiedzka et al. 2017. See also Table 8.4). The 
various proteins involved in phagocytosis and/or remodeling of membranes have 
been discussed elsewhere (Spang et al. 2015; Zaremba-Niedzwiedzka et al. 2017). 
Possible ability of membrane-remolding of Asgard archaebacteria supports the 
close relationship between Asgard archaebacteria and Eukaryotes.

Pitis and Gabaldon (2016) also suggested that eukaryotic genes with lokiarchaeal 
affinity seem to have participated in later phases of eukaryogenesis among those 
with archaebacterial affinity. This suggests that the Lokiarchaeota (and Asgard 
group) are the closest relatives of Eukaryotes.

In conclusion, the Asgard group is most likely to be the close relative of 
Eukaryotes (Zaremba-Niedzwiedzka et  al. 2017), although further studies are 
required to establish the details of the relationship between the Eukaryotes and the 
Asgard group.
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8.4  The Host of Mitochondria and Possible Characteristics 
of the Proto-eukaryotic Cell

As described above, the acquisition of mitochondria was an essential event in early 
phase of eukaryogenesis. Three hypotheses for this process are considered here 
(Fig.  8.2): “serial endosymbiosis hypothesis” (Sagan 1967; Margulis 1970); 
“hydrogen hypothesis” (Martin and Müller 1998); and “syntrophy hypothesis” 
(López- García and Moreira 1999). In the serial endosymbiosis hypothesis, a 

Archaebacteria

Asgard 
group

TACK superphylum

Eukarya
Lokiarchaeota
Thorarchaeota
O

dinarchaeota
H

eim
dallarchaeota

Thaum
archaeota

A
igarchaeota

B
athyarchaeota

K
orarchaeota

Verstraetearchaeota
C

renarchaeota
G

eoarchaeota
Euryarchaeota

D
PA

N
N

 superphylum

Information processing DNA polymerase, epsilon-like ●

Topoisomerase IB ● ● ● ●

RNA polymerase, A fused ● ● ● ● ●

RNA polymerase, subunit G (Rpb8) ● ● ●

Ribosomal protein L22e ● ● ●

Ribosomal protein L28e/Mark16 ●

Cell division/ cytoskeleton (ar)tubulins ● ●

(cren)actins ● ● ● ●

Gelsolin-domain protein ● ● ●

Profilin ● ● ● ●

Endosomal sorting ESCRT-I: Vps28-like ● ● ●

ESCRT-I: Steadiness box domain ● ● ●

ESCRT-II: VpsEAP30 domain ● ● ● ● ●

ESCRT-II: Vps25-like ● ● ●

ESCRT-III: Vps2/24/46-like ● ● ● ● ● ● ● ●

ESCRT-III: Vps20/32/60-like ● ● ● ● ●

Ubiquitin system ● ● ● ● ●

Trafficking machinery Expansion of small GTPases ● ● ● ● ●

Longin-domain protein ● ● ● ●

Eukaryotic RKC7 family protein ● ● ● ●

TRAPP-domain protein ● ●

Sec23/24-like protein ● ●

Arrestin-domain ● ●

WD40-Armadillo gene cluster ● ●

OST (oligosaccharide transferase) Ribophorin I ● ●

OST3/OST6-like ● ● ● ● ●

STT3-like ● ● ● ●

Modified from Figure 4d of Spang et al. (2017).
●: Present in all members, : Present in some members, : Distant homologs, : 
Putative homologs.

Table 8.4 Distribution of “Eukaryote core genes” and some other genes
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thermoplasma-like Archaebacterium without a cell wall is considered to be the 
host of an alphaproteobacterial endosymbiont, the supposed ancestor of mitochon-
dria (Margulis 1970). In the hydrogen hypothesis, symbiosis between 
Alphaproteobacteria and methanogens is considered to be the first step of eukaryo-
genesis (Martin and Müller 1998). In an anaerobic environment, 
Alphaproteobacteria and methanogens might have exchanged their metabolic 
products (H2 and CO2). Transition might have occurred from simple coexistence 
of  Alphaproteobacteria and methanogens in the same environment with tight 
 contact that enabled efficient exchange of metabolic products. Following gene 
transfer from Alphaproteobacteria to the host (methanogens), the alphaproteobac-
terial symbionts become mitochondria (and/or hydrogenosomes). In the syntrophy 
hypothesis, methanogens, Deltaproteobacteria, and Alphaproteobacteria are 
 proposed to have contributed to eukaryogenesis (López-García and Moreira 1999). 
Sulfate-reducing Deltaproteobacteria provide hydrogen and CO2 by fermentation, 
and these products are consumed by methanogens. Methanotrophic 
Alphaproteobacteria, candidate mitochondrial ancestors, are also thought to have 
contributed to ectosymbiosis. The interdependence of the three groups would then 
have become tighter. As a consequence, the cytoplasm and cellular membrane 
might have originated from Deltaproteobacteria, the nucleus from methanogenic 
Archaea, and mitochondria from methanotrophic Alphaproteobacteria.

Both the hydrogen and syntrophy hypotheses require a contribution by methane- 
producing Archaebacteria. However, no members of Asgard group are known to be 
methanogens. Interestingly, genes for the methane synthesizing pathway were 
found recently in Bathyarchaeota and Verstraetearchaeota, phyla that belong to the 
TACK superphylum (Evans et al. 2015; Vanwonterghem et al. 2016; Borrel et al. 
2016; Spang et al. 2017). Raymann et al. (2015) suggested a methanogenic euryar-
chaeal origin for Archaebacteria. Therefore, the presence of methane synthesizing 
capacity in both the euryarchaeal branch and TACK/Asgard branch, together with 
the phylogenetic analysis by Raymann et al. (2015), suggests that methane produc-
tion might be a symplesiomorphic (= shared ancestral) trait for archaebacterial 
groups. If this suggestion is substantiated, then even early members of Asgard group 
might have had a methane-producing system. In addition, Lokiarchaea has been 
suggested to be hydrogen-dependent chemotroph (Sousa et al. 2016). If it were true, 
Asgard group could have been the archaebacterial contributor to eukaryogenesis 
under the processes proposed by the hydrogen and syntrophy hypotheses (Sousa 
et al. 2016; Martin et al. 2016). By understanding the nature of Asgard archaebacte-
ria further, it will be clear whether these hypotheses are true or not.

8.5  Complex Process of Eukaryogenesis: Chimeric Origin 
of Eukaryotes

Even though the Asgard group is the strongest candidate as the archaebacterial 
ancestor of Eukaryotes, the process of eukaryogenesis does not seem to be simple. 
When individual genes are separately analyzed, eukaryotic genes have quite diverse 
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origins (Table 8.3). For example, Thiergart et al. (2012) identified two major ances-
tors of eukaryotic genes: first, Alphaproteobacteria as the ancestor of mitochondria, 
and, second, Euryarchaeota as the archaebacterial ancestor of Eukaryotes. Rochette 
et al. (2014) reported diverse origins of eukaryotic genes. Among genes with archae-
bacterial ancestry, most were assigned to euryarchaeal, crenarchaeal, thaumarchaeal, 
or korarchaeal origins. Among those with bacterial ancestry, alphaproteobacterial 
ancestry was found and also that of other eubacterial phyla. Relatively few eukary-
otic genes support the three-domain hypothesis compared with genes supporting 
archaebacterial or eubacterial ancestry.

Furukawa et al. (2017) carefully analyzed individual aminoacyl tRNA synthetase 
(ARS) genes and found that the topologies of their phylogenetic trees varied consider-
ably. Of 23 ARS genes analyzed, only 7–12 eukaryotic genes active in the cytoplasm 
seem to be of archaebacterial origin. Only two ARS genes support the TACK/Asgard 
origin of Eukaryotes, though this study was carried out before the discovery of the 
Asgard group, and only the Lokiarchaeota were included in the data set. Instead, the 
PMW group (Parvarchaeota, Micrarchaeota, and Woesearchaeota) of the DPANN 
superphylum appeared as the closest group of Eukaryotes for six ARS genes. The 
DPANN superphylum includes organisms with small cell sizes and contains species 
that are parasitic on other Archaebacteria (Podar et al. 2008; Rinke et al. 2013). Thus, 
horizontal gene transfer (HGT) from DPANN archaebacteria to an Archaebacterium 
ancestor of the Eukaryotes might have occurred because of their parasite-host relation-
ship. Furthermore, with regard to the ARS genes of Eukaryotes that are of eubacterial 
origin, none are derived from Alphaproteobacteria. Various archaebacterial genomes 
are known to contain genes obtained by HGT, and a range of natural transformation 
systems are present in Archaebacteria (Wagner et al. 2017). Viruses (phages) or DPANN 
archaebacteria might have played a role in HGT toward the Eukaryote ancestor.

The studies described here emphasize that the chimeric origin of eukaryotic 
genes is more complex than suggested from the acquisition of mitochondria (and 
plastids) by an archaebacterial host (Furukawa et al. 2017; Fig. 8.3). As individual 
genes are comparatively short, it has been postulated that they do not have enough 
information to clarify their history. Longer sequences, formed by concatenation of 
genes (so-called genome-based analysis), have more phylogenetic information than 
individual genes. However, as various researchers have indicated, the resultant phy-
logeny can vary among studies using a concatenated gene approach depending on 
which genes are included (Da Cunha et al. 2017; Table 8.2). Thus, accumulating 
single gene phylogenies may be a better strategy to understand the establishment of 
important functions in eukaryogenesis.

8.6  Problem Regarding the Lipid Membrane Surrounding 
the Cell

Though all the cells of life are surrounded by lipid membrane, lipid in Archaebacteria 
is totally different from those in two other domains. In eubacterial and eukaryotic 
cells, membrane lipids have a glycerol sn-3 phosphate backbone (G3P), and fatty 
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acid chains are connected by an ester bond. In archaebacterial cells, lipids have a 
glycerol sn-1 phosphate (G1P) backbone, and isoprenoid chains are connected by 
an ether bond (See Table 8.1; see also Yokobori et al. 2016). There is no exception 
on the chirality of glycerol phosphate backbone, G3P or G1P, in eubacterial, eukary-
otic, and archaebacterial cellular membranes, although there are some exceptions 
on the distribution of ester/ether bond lipids and fatty acid/isoprenoid chains 
(Langworthy et al. 1983; Burggraf et al. 1992; See also Villanueva et al. 2014). G3P 
and G1P are synthesized from the same precursor (dihydroxyacetone phosphate). 
However, enzymes forming G3P (G3P dehydrogenase: G3PDH) and G1P (G1P 
dehydrogenase: G1PDH) have no phylogenetic and structural relationship (see 
Yokobori et  al. 2016). In the reported genomes from Lokiarchaeota, no G1PDH 
gene has been found (Spang et  al. 2015). However, Thorarchaeota and 
Heimdallarchaeota genomes have been reported to encode G1PDH gene (Zaremba- 
Niedzwiedzka et al. 2017). Having G1PDH gene is thought to be common ancestral 
characteristic of Asgard group. Therefore, during eukaryogenesis (after separating 
eukaryotic ancestor from Asgard group and other archaebacteria), Archaebacteria- 
type membrane was replaced with Eubacteria-type membrane.

Fig. 8.3 Our view on the early phase of eukaryogenesis and relationships among cellular terres-
trial life. (This figure is modified from Furukawa et al. 2017). Thick lines indicate phylogeny. Thin 
solid lines indicate acquisitions of mitochondrion and plastid (chloroplast). Thin dotted lines indi-
cate horizontal gene transfer. Two domains in cellular organisms are proposed: Bacteria and 
Archaea. Domain Bacteria consists of single subdomain Eubacteria. Domain Archaea consists of 
prokaryotic subdomain Archaebacteria and eukaryotic subdomain Eukaryotes
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One of the most serious problems on the transition from Archaebacteria-type 
membrane to Eukaryote-type membrane seemed to be how membrane proteins 
working in Archaebacteria-type membrane have adapted to the Eukaryote-type 
membrane; Archaebacterial ones have isoprenoid chains, whereas eukaryotic ones 
have fatty chains as long hydrophobic chains. For the stability and function, interac-
tion between membrane proteins with membrane lipids would be important. 
Clarifying the adaptation process of membrane proteins with archaebacterial origin 
to Eukaryote-type membrane is important, since many unique characteristics of 
eukaryotic cells (remolding of membrane, phagocytosis, etc.) are related to the 
nature of membrane structure and membrane components such as membrane lipids 
and proteins.

8.7  Important Steps in Eukaryogenesis and Remaining 
Questions

Our survey of the literature highlighted three important aspects of eukaryogenesis: 
(1) Based on the molecular phylogenetic analysis of ribosomal protein genes and 
core eukaryotic genes related to cell-shape remolding and the ubiquitin system, the 
Asgard archaebacterial group is the closest relative of Eukaryotes (Zaremba-
Niedzwiedzka et al. 2017; see Table 8.4). (2) Acquisition of mitochondria by endo-
symbiosis of Alphaproteobacteria was an important step in eukaryogenesis. (3) 
Large-scale HGT to the Eukaryote ancestor from various lineages of Archaebacteria 
and Eubacteria occurred (Furukawa et al. 2017; see also Eme et al. 2017). The HGT 
occurred before and after acquisition of mitochondria, although a recent study sug-
gests acquisition of mitochondria might have occurred at a late step of eukaryogen-
esis (Pittis and Gabaldón 2016).

Even if we accept the major steps listed above, there are still many open ques-
tions. For example, the origin of nuclear and cellular compartmentalization in the 
eukaryotic cell is unclear (see Martin et al. 2015). In addition, how the archaebacterial- 
type membrane was replaced by a Eubacteria-/Eukaryote-type membrane during 
eukaryogenesis is also uncertain (López-García and Moreira 2015). Possibly, the 
membrane proteins in eukaryotic cells may have been functional in the archaebacte-
rial membrane system during the early phase of eukaryogenesis.

8.8  Conclusion

In this chapter, we discussed the chimeric origin of Eukaryotes based on evidence 
from genome/phylogenetic analyses. These types of study have provided insights 
into the origins of components important for eukaryogenesis but do not illuminate 
the process of eukaryogenesis. To address how eukaryogenesis occurred, experi-
mental approaches will be required. For example, under the concept of synthetic 
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biology, intermediate cells (with chimeric cellular membrane consisting of archae-
bacterial membrane lipids and eubacterial/eukaryotic membrane lipids, with 
eukaryotic membrane-associated proteins with archaebacterial membrane lipids, 
and so on) should be studied. Resurrection and characterization of ancestral proteins 
(and ancestral protein complexes) which are key for eukaryogenesis (such as com-
ponents of complex for remolding of cellular membrane) will also help our under-
standing on the process of eukaryogenesis.
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Chapter 9
Color of Photosynthetic Systems: 
Importance of Atmospheric Spectral 
Segregation Between Direct and Diffuse 
Radiation

Atsushi Kume

Abstract The color of photosynthetic apparatus can be used for inferring the pro-
cess of evolutionary selection of photosynthetic pigments and as possible signs of 
life on distant habitable exoplanets. The absorption spectra of photosynthetic appa-
ratus have close relationships with the spectra and intensity of incident radiation. 
Most terrestrial plants use specific light-harvesting chlorophylls and carotenoids for 
photosynthesis and have pale green chloroplasts. However in aquatic ecosystems, 
there are phototrophs with various colors having different photosynthetic pigments. 
Oxygenic photosynthesis uses visible light, and far-red photons are not used for this 
process. While some phototrophic bacteria are able to use far-red photons for their 
life, they do not generate O2.

Other aspect of light is the harmful effect of light. Although efficient light absorp-
tion is important for photosynthesis, UV and excess light absorption damages pho-
tosynthetic apparatus. In terrestrial environments, portion of incident solar radiation 
reaches to the surface, which are called direct radiation (PARdir), while the other are 
optically altered by the Earth’s atmosphere, scattered by the sky and clouds, which 
are called diffuse radiation (PARdiff). The photosynthetic systems of terrestrial plants 
are fine-tuned to reduce the energy absorption of PARdir. The safe use of PARdir and 
the efficient use of PARdiff are achieved in light-harvesting complexes of terrestrial 
plants. In addition to the type of central star, the optical properties of the atmosphere 
of the planet may have significant effects on the evolution of photosynthetic systems 
and photoreceptors.

Keywords Absorption spectra · Atmospheric optics · Chlorophylls · Photosystem 
· Phycobilisome
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9.1  Absorption Spectra of Photosynthetic Pigments

Radiant energy is transferred by photons, which are discrete bundles of electromag-
netic energy that travel at the speed of light (c = 3.0 × 108 m s−1 in vacuum). Radiant 
energy behaves as both particles and waves. The relationship between energy of a 
photon and wavelength is represented in Planck’s law and can be expressed in terms 
of energy flux (W m−2) or photon flux (mol m−2 s−1). The energy (e) of a photon flux 
is related to its wavelength (λ, m). For a given λ and for a mole of photons:

 e N hcAλ λ= /  

where NA is Avogadro’s number (6.022 × 1023) and h is Planck’s constant (6.63 × 
10−34 J s). Photons with shorter wavelengths have higher energy content than those 
with longer wavelengths. The solar radiation spectra can be described in terms of 
energy (Fig. 9.1a, b) or photon flux density (Fig. 9.1c, d), each displaying different 
profiles.

Fig. 9.1 An example of clear sky spectral irradiance and photon flux density measured by the solar 
tracking spectroradiometers set atop the building of the National Institute for Environmental 
Studies, NIES (36.05°N, 140.12°E, 40 m a.s.l.): (a, c) direct radiation and (b, d) diffuse radiation. 
These were measured on a clear day (day of year = 195) in 2011 and averaged over each hour. 
Dashed lines indicate peak wavelength (λmax). (After Kume et al. 2016)
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All known oxygenic photosynthesis consists of two photochemical reaction cen-
ters, photosystem I (PSI) and photosystem II (PSII) (Fig. 9.2a, b), and the excitation 
wavelengths for the reaction center pigments are 700 and 680  nm, respectively. 
Chlorophyll (Chl) a and Chl b act as key components of the photosystems, which are 
present as large pigment-protein assemblies in the chloroplast (Kunugi et al. 2016). 
The light is absorbed mainly by light-harvesting chlorophyll a/b-binding protein 
complexes (LHCs). Then the energy is transferred to PSI and PSII. Although there 
are several light-harvesting pigments, most terrestrial plants use specific light- 
harvesting chlorophylls, Chl a and Chl b (Fig. 9.3), and carotenoids, they are assem-
bled in pigment-protein complexes (Björn et al. 2009; Kiang et al. 2007a). All Chl b 
is present in LHCs that works as peripheral-antenna-protein complexes (Fig. 9.2a, b). 

Fig. 9.2 Arrangement of the supercomplex of PSI and PSII in the thylakoid membrane. (a) PSI 
core is linked to the four Lhca proteins that form LHCI (pale green). LHCII also associates with 
PSI, in a phosphorylated process known as state transitions, to rapidly respond to blue light 
(Longoni et al. 2015). (b) PSII cores are linked with LHCII, consisting of Lhcb proteins (Lhcb1, 
Lhcb2, and Lhcb3) and inner antennas (Lhcb 4, Lhcb 5, and Lhcb6). Only the antenna proteins 
contain Chl b. (c) Simplified structural model of a phycobilisome and various phycobiliproteins, 
such as allophycocyanin (APC), phycocyanin (PC), and phycoerythrin (PE), which work as the 
antenna system. The three circles represent the tricylindrical core APC and two cylinders at the 
bottom attach to the thylakoid membrane. Six rods each consisting of PC and PE are attached to 
the three APC cores. These proteins are connected with their associated linker polypeptides (not 
shown). (a, b) are overhead views, and (c) is a sectional view of thylakoid membrane

9 Color of Photosynthetic Systems: Importance of Atmospheric Spectral Segregation…
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The antenna size of PSII in green plants varies depending on the amount of LHC 
associated with the core complexes of PSII (Janssom 1994). Spectra of pigments 
shift reflecting the environments in the proteinaceous environment in the complex, 
and pigment complexes show spectra significantly different from that of the consti-
tuting pigments (e.g., LHCII; Fig. 9.3).

The relationships between the incident radiation spectra and those of light- 
harvesting pigments of organisms are crucial for understanding photosynthetic life 
on Earth. In aquatic ecosystems, various chlorophylls (e.g., Chls a, b, c1, c2, c3, d, 
and f) and increased amounts of accessory pigments, such as various carotenoids 
and/or phycobiliproteins (Fig.  9.2c), utilize prevailing blue-green light at depths 
with low light intensity (Croce and van Amerongen 2014; Kirk 2011). Phycobilisomes 
can absorb nearly all the available blue-green photons (Kirk 2011; Larkum 2006), 
and therefore, they are advantageous for photosynthesis in deep water. Chl’s d and f 
are found in some specific cyanobacteria and are produced in response to near- 
infrared radiation (Gan and Byrant 2015). The absorption maxima of Chl d and f are 
red-shifted comparing with all the other chlorophylls and can utilize far-red light 
(700–750 nm), which is not absorbed by Chl a (Fig. 9.3; Chen and Blankenship 
2011). Mielke et al. (2011) suggested that the energy conversion efficiency of Chl 
d-utilizing light reaction centers is improved by approximately 5% comparing with 
that of the Chl a-utilizing reaction centers, without decreasing the quantum 
efficiency.

Fig. 9.3 Relative absorbance spectra of Chl a, Chl b, Chl d, and BChl a dissolved in diethyl ether 
(Mimuro et al. 2011), LHCII trimer (Hogewoning et al. 2012), and relative spectral irradiances of 
direct and diffuse solar radiation. Radiation spectra were measured at noon on a clear day (day of 
year = 195) in 2011
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Significantly different types of photosynthetic organisms can be found in anoxic 
environment, such as deep sea, hot springs, stagnant water bodies, and microbial 
mats in intertidal zones. They are called phototrophic bacteria. The phototrophic 
bacteria use bacteriochlorophylls (BChls), which mainly absorb 700–900 nm, they 
rely on the carotenoid and BChl absorption bands at shorter wavelengths under very 
deep water. Many of the phototrophic bacteria are not autotrophic; i.e., they are 
unable to fix CO2 directly and require anoxic environments to thrive (Kiang et al. 
2007a). The ecological importance of aerobic, anoxygenic, and phototrophic (AAP) 
bacteria containing BChl a have been revealed recently. AAP bacteria require oxy-
gen for growth and BChl a synthesis and are able to use both light and organic 
substrates for energy production. It has been suggested that AAP bacteria play a 
significant role in aquatic food webs and biogeochemical cycles (Koblízek et  al. 
2007; Kolber et  al. 2001), though the precise roles of BChl a for AAP bacteria 
remain unclear (Cottrell et al. 2010). Although the waveband active for oxygenic 
photosynthesis is limited to around 400–700 nm, that for anoxygenic photosynthe-
sis using BChl extends up to 1000 nm or more (Kiang et al. 2007a). Therefore, the 
absorption spectrum of BChl a does not overlap with that of Chl a and Chl b 
(Fig. 9.3), and AAP bacteria are able to absorb the light transmitted through vegeta-
tion. It is expected that several new ecological niches of AAP bacteria will be found, 
including those within the terrestrial environments, such as shaded phytotelmata: 
water-filled cavities in a terrestrial plant (Lehours et al. 2016).

9.2  Possibility of Multi-photosystems

Terrestrial oxygenic photosynthesis consists of tandemly connected two photo-
chemical reaction centers, PSI and PSII, with two-step linear electron flow (see 
Chap. 10). The energy required for CO2 reduction and O2 evolution is supplied by 
two photosystems absorbing light at 700–730 nm. On other habitable exoplanets, 
for example, those around M-dwarf star having lower surface temperature (2500–
3800  °K) than that of the Sun (5772  °K) (Kiang et  al. 2007b; Walftencroft and 
Raven 2002), the emission spectra are peaking at near-infrared region. The energy 
supplied by near infrared is not sufficient to reduce CO2 producing O2 with the two- 
step photosynthesis. However, instead of the two-photon reaction, three photosys-
tems utilizing the photons at 1050–1095 nm or four photosystems absorbing photons 
of 1400–1460  nm are proposed to promote the oxygenic photosynthesis (Kiang 
et al. 2007b; Walftencroft and Raven 2002). The redox power of the multiphoton 
reactions may be higher than the two-photon reaction. Takizawa et al. (2017) dis-
cussed the possible adaptive evolution of land phototrophs from marine phototrophs 
on a hypothetical habitable planet around an M-dwarf star and examined “two- 
color” reaction centers using photosynthetically active radiation (PAR, 400–700 nm) 
and near-infrared radiation (NIR, 700–1400 nm). They suggested the possible evo-
lutionary process of land phototrophs with multi-photosystems. They have noted 
that the illumination spectra under water of the planet shift from NIR to PAR due to 
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the absorption of NIR by water. Therefore, Earth-type two photosystems may be 
rather evolutionally advantageous underwater of M-dwarf planet.

The spectral characteristics of photosynthetic organism have to include the spec-
tral environment in situ not only the spectral characteristics of central star.

9.3  Photodamage of Photosynthetic System

Chl a, b, and d and BChls show strong absorption only in the 330–480 nm and 
630–1050 nm ranges (Scheer 2003). Photons of wavelength longer than 1100 nm 
behave as thermal energy and difficult to excite electron energy state (Kiang et al. 
2007b). Ultraviolet (UV) radiation has wavelengths of 10–400 nm, i.e., shorter than 
PAR. In addition to the effect of photon on photosynthesis, we have to consider the 
effect of photons on biological materials especially DNA. UV-B radiation (280–
315 nm) is known to induce highest damages on DNA because of its absorption 
peaks at the wavelength region (Rozema et al. 2002; Hidema et al. 2007; Wang et al. 
2014). Terrestrial organisms are protected from UV radiation by atmospheric ozone. 
During prolonged exposure to solar or artificial UV-B, the formation of reactive 
oxygen species (ROS) is induced, and proteins, nucleic acids, and photosynthetic 
pigments are directly damaged. Mulkidjanian and Junge (1997) hypothesized that 
UV-screening proteins became those transfer the excitation energy to porphyrin, 
and then later they functioned as reaction centers and antenna proteins. Moreover, 
recent research on LHC-like proteins suggested that the ancestor of these proteins 
played photoprotective roles within the thylakoids, instead of performing photosyn-
thesis (Ballottari et al. 2012).

In the terrestrial environment, wavelengths longer than 700 nm or shorter than 
400 nm cannot be used for photosynthesis, but far-red light may have supportive 
functions to prevent PSI photoinhibition (Kono et al. 2017). The radiation within the 
400–700 nm waveband, in the visible radiation (400–760 nm), is defined as PAR for 
terrestrial plants (McCree 1972). Chlorophylls do not absorb photons in the PAR 
waveband evenly (Fig. 9.3), only a small fraction of absorbance occurs in the green 
region (500–600 nm), though the photosynthetic quantum yields are similar from 
green to red light (Hogewoning et al. 2012). Terrestrial plants have developed blue 
and green photon-screening pigments, such as carotenoids (Kume et al. 2016) and 
anthocyanins (van den Berg et al. 2009; Merzlyak et al. 2008), to avoid photoinhibi-
tion or photooxidation, instead of light-harvesting phycobilisomes in aquatic photo-
synthetic organisms (Fig. 9.2).

The spectral absorbance of carotenoids is effective in eliminating shortwave PAR 
(e.g., ß-carotene efficiently absorbs 410–490 nm), which contains much of the sur-
plus energy that is not used for photosynthesis and is dissipated as heat (Kume 
2017). The energy transfer efficiency of β-carotene is approximately 35% (de Weerd 
et al. 2003) and prevents excess energy inflow into the light-harvesting complexes. 
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Additionally, absorbed excess photon energy became the chlorophyll electron 
energy excited triplet state, which is the state with two electrons of the same spin in 
an excited energy state. Chlorophyll in triplet state is harmful for photosynthetic 
system. Carotenoids are efficient quenchers of chlorophyll triplet states when they 
are in direct contact with the chlorophylls (Krieger-Liszkay et al. 2008), and carot-
enoids perform an essential photoprotective role within the chloroplast (Johnson 
et al. 2011; Young 1991).

9.4  Spectral Characteristics Depending on Plant Leaf 
Morphology and Atmosphere

Absorbance is not the sole factor determining the spectral characteristics of the 
intact plant leaves and its efficiency. Leaf tissue structure affects the absorption 
properties of leaves in addition to the simple absorption properties of constituting 
pigments (Moss and Loomis 1952; Vogelmann 1993; Kume 2017). The photon 
absorption of a whole leaf depends significantly on a combination of pigment den-
sity distribution and leaf anatomical structures (Fig.  9.4) (Knipling 1970). In 
 terrestrial plants, leaf anatomical structure and optimal chloroplast distribution 
enable leaves to become gray bodies for PAR and to improve PAR-use efficiency 
(Kume 2017).

Atmospheric CO2 concentration also has great effects on leaf shape and transpi-
ration. Beerling et al. (2001) demonstrated that the evolution of megaphyll, spread 
flat, leaves from needleleaf occurred during the geological time with a massive 
decrease in atmospheric CO2 concentration in the Late Paleozoic era. The plants in 
a high-CO2 environment have fewer stomata, which causes less heat dispersion 
through evaporation. Consequently, at high light intensities, leaves with a broad 
lamina are more likely to suffer from heat stress because less heat is lost through 
transpiration. Large leaves have much higher leaf temperatures than small leaves 
when stomata are closed. However, small leaves can maintain its temperature simi-
lar to the air temperature with the difference of few degrees, regardless of the sto-
matal conductance (Campbell and Norman 1998). The evolution of megaphylls 
with more transpiration was promoted after the atmospheric CO2 concentration 
became lower, as the by-product of the increase of stomata. Gates et al. (1965) also 
pointed out the importance of low NIR absorption and high far-infrared emittance 
of megaphyll to avoid overheating. The light absorbance spectra of pigments and 
their density distribution within a leaf determine heat absorption of the leaf. This 
explains how the leaf color, shape, and anatomical structure are linked. The atmo-
spheric composition, solar spectrum, and intensity on the planet biophysically 
determine the evolution of absorption spectra of phototrophs. Therefore, it is neces-
sary to infer the color of the photosynthetic system of an exoplanet from these fac-
tors in addition to the incident radiation at the top of its atmosphere.

9 Color of Photosynthetic Systems: Importance of Atmospheric Spectral Segregation…
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Fig. 9.4 Schematic models explaining the absorption of palisade cells (a) and absorption spectra 
with the same color of photosynthetic pigments (b). The absorption spectrum of a single layer of 
chloroplasts is similar to that of the LHCII trimer of the same concentration. The effective absorp-
tion area per unit leaf area increases with the aspect ratio, height per width, of the cell and the 
number of cell layers. Therefore, the absorption of incident photons per chloroplast is inversely 
related to the aspect ratio. In addition, the light incident on a leaf, particularly green light, is scat-
tered by chloroplasts in leaves with well-arrayed palisade cells. The stacked palisade cells have the 
different absorptance between upper and lower layer (Multi palisade layer) and can absorb photons 
more efficiently with multiple absorptions within leaf tissues, and the absorption spectrum 
becomes flat. The spectra were normalized to the maxima of the Soret bands. Additional explana-
tion can be found in Kume (2017)
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9.5  Effect of Atmospheric Scattering of Solar Radiation 
on Incident Radiation

The function of absorption spectra has to be considered in the combination with the 
spectra of incident radiation (Kiang et al. 2007a; Kume et al. 2016; Takizawa et al. 
2017; Wolstencroft and Raven 2002). Incident global radiation consists of two main 
components, direct radiation (PARdir), which arrives after transmission through the 
atmosphere, and diffuse radiation, which is the sunlight scattered by molecules, 
aerosols, and clouds (PARdiff). These components are characterized by large differ-
ences in light quantity, directional characteristics, and spectral quality, and they 
depend on the cloud coverage and various other conditions at the location (Akitsu 
et al. 2015). However, the evaluation of the spectral effects of solar radiation on 
photosynthesis has been conducted using averaged spectra, and the effects of differ-
ences in the spectra between PARdir and PARdiff have been ignored and not evaluated 
(e.g., Chen and Blankenship 2011; Wolstencroft and Raven 2002).

As shown in Fig. 9.1, both energy and photon flux spectra differ in magnitude 
and profile between the PAR classes. In photon flux of PARdir is higher in the 650–
700 nm bandwidth, while the flux of PARdiff is higher in the 450–500 nm bandwidth 
on sunny days (Fig 9.1c, d). Strong spectral irradiance of PARdir in the 500–600 nm 
bandwidth arise at noon on sunny days (Fig. 9.1a). As discussed in the next section, 
these spectral differences between PARdir and PARdiff are large enough to drive adap-
tive selection of absorption characteristics of photosynthetic absorbers.

9.6  Effect of Strong Solar Radiation on the Spectral 
Absorption of Photosynthetic Organisms

Because the efficiency in conversion of light energy is important to understand bio-
mass production, several leaf photosynthesis models that take the light absorption 
profile into account have been proposed. These models are based on the optimal use 
of PAR photons in the terrestrial ecosystem. Most of the discussion has been concen-
trated on the efficient use of incident PAR photons in photosynthesis. In the discus-
sion of exoplanets, maximal photon absorption and photon-use efficiency have been 
the main subject (Kiang et al. 2007b; Takizawa et al. 2016; Wolstencroft and Raven 
2002). As a result, the light absorption efficiency was regarded as the highest in the 
waveband ranges of strongest energy or abundant photon densities. However, the 
balance between light absorption and CO2 assimilation of chloroplasts is crucially 
important for preventing ROS generation. The spectral characteristics of incident 
solar radiation have a significant biophysical effect on the adaptation of chloroplasts 
and leaf structure for preventing excess energy absorption (Kume 2017).

Preventing excess energy absorption in chloroplasts is a primal survival strategy 
in terrestrial environments, because typical maximum rates of net photosynthesis of 
0.5–2.0 mg CO2 m−2 s−1 correspond to the net heat stored in endergonic biochemical 
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reactions of photosynthesis, i.e., between 8 and 32 W m−2 (Jones 2014). This indi-
cates that 97% of incident solar energy (approximately 1000 W m−2) must be emit-
ted or transmitted outside safely without causing damage or physiological inhibition. 
The waveband of the green region (500–570 nm) is identical to that of strong direc-
tional solar irradiance during midday under clear skies (Figs. 9.1a and 9.3), and 
most of the energy cannot be used for photosynthesis and must be eliminated safely 
without absorption. As can be seen in Fig. 9.5, absorption sharply drops in the spec-
tral region where the spectral irradiance is high. There are clear negative relation-
ships between the spectral absorbance of the antenna systems (PSI-LHCI and 
LHCII) and the spectral irradiance of PARdir at noon in the high spectral irradiance 
waveband (450–650 nm) (Fig. 9.5). Therefore, the antenna systems can alleviate the 
heat stress of strong direct solar radiation during midday (Kume et al. 2016).

It is noted that the spectral absorbance of pure Chl a solution decreased with the 
increased spectral irradiance of global PAR at noon (r = −0.87), and it was sufficient 
to avoid strong radiation energy waveband rather than absorb photon flux efficiently 
(Kume et al. 2016). On the other hand, the spectral absorbance of Chl b is unable to 
avoid strong PARdir radiation at noon, but it can use PARdiff photons efficiently, 
because the Soret wavelength of Chl b (blue absorption band peaking approximately 
452 nm in diethyl ether) is the longest among the chlorophyll pigments (Mimuro 
et al. 2011), enabling high absorption efficiency for PARdiff. When plants are grown 
under low light intensities, Chl b synthesis is enhanced, and antenna size increases 
(Bailey et al. 2001; Tanaka and Tanaka 2011). The increased antennas improve the 
light absorption efficiency, but it may become vulnerable to the strong PARdir (Kume 
et al. 2018).

Fig. 9.5 Relationships between spectral irradiance of PARdir at noon and spectral absorbance of 
purified LHCII trimer and PSI-LHCI (after Kume et al. 2016). The graphs are plotted with spectral 
absorbance on the y-axis and the spectral irradiance on the x-axis at 3.35 nm intervals in the 400–
680 nm bandwidth. Points with consecutive wavelengths are connected with a line. The points with 
the shortest (400 nm) and longest wavelengths (680 nm) are indicated by squares and crosses, 
respectively
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The spectral absorbance of phycobilisome-type antennas cannot avoid direct 
solar radiation on land. Terrestrial green plants are fine-tuned to reduce excess 
energy absorption by photosynthetic pigments instead of efficient absorption of 
PAR photons (Kunugi et al. 2016; Kume et al. 2018). Leaves adapted to high light 
levels have multiple palisade layers and utilize PARdir better than PARdiff (Brodersen 
et al. 2008). Such an anatomical structure is the key feature for efficient and safe use 
of direct solar radiation by the leaves of terrestrial plants (Fig. 9.4).

In addition, PARdir and PARdiff may influence human vision (Purkinje shift). The 
light range to which humans and other animals are most sensitive (550–600 nm) 
falls within the range of the highest spectral radiant energy, as can be seen in 
LHCII. However, under low light conditions, rhodopsin, the pigment present in rod 
cells that mediate vision in dim light, absorbs maximally around 500 nm (Rister and 
Desplan 2011), where PARdiff is high. Clearly, the spectral differences between sun-
lit and shaded areas are linked to animal vision. Overall, the spectral differences 
between PARdir and PARdiff, as well as the steady λmax of PARdiff, exert multiple 
effects on terrestrial organisms and must be effective drivers of diversification in 
pigment distribution and function.

9.7  Conclusion

Several light-harvesting pigments cover the PAR and NIR ranges of light wave-
lengths. These pigments are selected for several reasons: (1) effective light absorp-
tion for abstracting electrons from electron donors, (2) spectral limitations of excess 
absorption for protecting photo-absorbers, and (3) oxygenic or anoxygenic photo-
synthesis. Most terrestrial plants use specific light-harvesting chlorophylls, Chl a 
and Chl b, and carotenoids. The spectra of these pigments and constructed photo-
systems and antenna proteins significantly align with the spectra of PARdir and 
PARdiff for the safe and efficient use of solar radiation on land. The atmospheric 
environment of the planet, in addition to the type of central star, may have signifi-
cant effects on the evolution of photosynthetic systems and photoreceptors of 
organisms.
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Chapter 10
Evolution of Photosynthetic System

Satoshi Hanada

Abstract Cyanobacteria and chloroplasts in plants and algae possess two different 
light-driven engines, designated as photosystem I (PS I) and II (PS II). Each photo-
system contains chlorophylls as a photosynthetic pigment and has a principal 
importance in the photosynthetic electron transport system. They photooxidize 
water as an electron donor, and oxygen is evolved as a result, which is called oxy-
genic photosynthesis. In the living world, however, there is another type of photo-
synthesis without evolving oxygen, i.e., anoxygenic photosynthesis. The anoxygenic 
phototrophs cannot use water as an electron donor but use various reductive com-
pounds such as hydrogen sulfide and hydrogen instead of water. Although oxygenic 
photosynthesis includes two photosystems, PS I and PS II, anoxygenic phototrophs 
have either one of the photosystems. Anoxygenic phototrophs are widely distributed 
among the bacteria, whereas oxygenic photosynthesis is limited to the cyanobacte-
rial lineage. The phylogenetic analysis strongly suggests that oxygenic photosyn-
thesis has emerged from anoxygenic photosynthesis. Before emergence of oxygenic 
photosynthesis, ancestral PS I and PS II have evolved in anoxygenic phototrophs. 
Emergence of oxygenic photosynthesis has a close relation to the coexistence of 
these different photosystems in a cyanobacterial ancestor 2.5  G years ago. The 
coexistence occurred by lateral gene transfer (LGT), such a LGT was frequently 
found in the evolutionary process of anoxygenic photosynthesis. The frequent LGT 
of photosystems formed the phylogenetic divergence of anoxygenic phototrophs 
and contributed the emergence of oxygenic photosynthesis.
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10.1  Introduction

The habitable zone is defined as a range of orbits around a star; there can be liquid 
water and atmospheric pressure suitable for life. Habitable zone is also called the 
Goldilocks zone, which is named after a little girl in a tale who preferred porridge 
“just at the right temperature,” neither too hot nor too cold. When a planet is too 
close to its central star, water on the planet is completely evaporated. Conversely, 
the whole planet is frozen eternally if the orbit is too large. The Earth is situated at 
“the just right position” in the solar system and is moderately warmed up by radia-
tion from the Sun, just like Goldilocks chose porridge “just at the right tempera-
ture.” As a result, all living organisms on Earth can thrive vigorously.

A large amount of radiation from the Sun is able not only to warm up Earth but 
also provides enough energy to support all life in this planet. Plants and algae can 
use the sunlight by photosynthesis. They convert the radiant energy to bioavailable 
energy and make organic compounds from atmospheric carbon dioxides for their 
growth and support all animal life on Earth including human beings. Also, they sup-
ply a great volume of oxygen so that all heterotrophic organisms can live using it by 
respiration. In general, the sunlight is obviously indispensable for all life form on 
Earth no matter how an organism grows phototrophically or heterotrophically (see 
exception in Chap. 20).

Sunlight is no doubt the sole influx energy into the closed environment on Earth. 
Making use of this precious influx is, thus, quite advantageous to the whole telluric 
life and lead them to the explosive enrichment of their biomass. It would have been 
a great advantage for all life on Earth that some constituents could obtain ability to 
use sunlight, i.e., photosynthesis, whichever by chance or by necessity. 
Photosynthesis brought great prosperity and surprising biological diversity to the 
telluric ecosystem as a consequence.

Photosynthesis found in plants and algae is termed oxygenic photosynthesis 
since it produces oxygen. However, oxygenic photosynthesis has not been invented 
by these eukaryotes. Even before they emerged on Earth, an ancient prokaryotic 
organism akin to cyanobacteria made the great discovery 2.7 giga years ago (Gya) 
(Des Marais 2000). After the emergence of the first oxygenic photosynthetic bacte-
rium, a large amount of oxygen has been discharged, and the atmospheric oxygen 
tension gradually increased to 100th of the current level within approximately 1 G 
year (Lyons et al. 2014; Xiong and Bauer 2002). Photosynthetic eukaryotes, e.g., 
plants and algae, which are thought to have appeared on Earth 1 Gya or later, have 
acquired their ability of oxygenic photosynthesis by capturing the ancient cyano-
bacterium and retaining it within a cell as a symbiont. An organelle for operating 
photosynthesis called a chloroplast originated from the symbiotic cyanobacterium 
(see Chap. 8).

Oxygenic photosynthesis, however, did not suddenly appear in the ancient eco-
system. Prior to emergence of cyanobacterial oxygenic photosynthesis, another type 
of photochemical reaction already existed. This ancient type is a photosynthetic 
reaction without oxygen production and is called anoxygenic photosynthesis. 
Oxygenic photosynthesis found in plants, algae, and cyanobacteria shares common 
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features in respect to their structure, pigments, and photochemical electron transport 
system. On the other hand, there is clear diversity within anoxygenic photosynthe-
sis: their photosynthetic pigments and photochemical electron transport systems 
have a great variety. Furthermore, ability of anoxygenic photosynthesis is widely 
distributed in six phyla of the domain Bacteria, although oxygenic photosynthesis 
is found only in the phylum Cyanobacteria.

These findings mentioned above strongly suggest that oxygenic photosynthesis 
evolved from anoxygenic photosynthesis and various types of anoxygenic photo-
synthesis have evolved before appearance of the oxygenic photosynthesis 
(Blankenship 1992; Xiong and Bauer 2002). However, it is still controversial how 
oxygenic photosynthesis was established and evolved. In this chapter, I will explain 
early evolution of photosynthetic system that occurred 3.5–2.7 Gya, especially evo-
lution of photochemical reaction centers that are core protein complexes essential 
for photosynthesis. Lateral gene transfer, the movement of genetic information 
between different species, is closely related to the evolution of reaction centers, and 
it is of a great importance to interpret evolutionary scheme of anoxygenic photosyn-
thesis as well as the origin of oxygenic photosynthesis.

10.2  Photosynthetic Electron Transport Chain in Oxygenic 
Photosynthesis

Oxygenic photosynthetic cyanobacteria and chloroplasts in plants and algae possess 
two different types of photochemical reaction centers, i.e., photosystem I (PS I) and 
photosystem II (PS II), in their photosynthetic electron transport chain (Blankenship 
1992). These two reaction centers are membrane-spanning protein complexes that con-
tain chlorophyll (Chl) molecules, and each has an essential role in the photosynthetic 
electron transportation as an engine to drive the electron transport system (Fig. 10.1).

One of the photochemical reaction centers, PS II, is able to oxidize water with 
light energy. When PS II is excited by four photons, this complex pulls four electrons 
out of two molecules of water, resulting in the evolution of one oxygen molecule. 
The oxygen evolution occurs in the special subunit of PS II, called an “oxygen evolv-
ing subunit” containing four manganese atoms. An electron from water is passed to 
a hydrophobic electron carrier, plastoquinone (PQ) in PS II (electron flow is indi-
cated by thick solid arrows in Fig. 10.1). The PQ that received two electrons gets two 
protons (H+) from the water near the membrane surface (the reduced PQ is sown as 
PQH2) and hands two electrons over cytochrome (Cyt) b6f complex. In the latter 
reaction, PQ releases the protons into the opposite side of the membrane at the same 
time (uptake and release of protons are indicated by thin gray lines). Cyt b6f complex 
passes the electrons to a water-soluble copper-protein, plastocyanin (PC). PC trans-
fers the electrons from Cyt b6f complex to another chlorophyll-containing complex, 
photosystem I (PS I). PS I pumps the electron up to ferredoxin (Fd) using light 
energy. The electrons are, finally, delivered to NADP+ via ferredoxin-NADP+ reduc-
tase (FNR), and consequently NADPH, a reductive power available to carbon 
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 fixation, is produced. During electrons are transported among three complexes, the 
proton gradient is formed across the membrane. The gradient of proton concentra-
tion becomes a motive force producing ATP by ATP synthase.

These two photochemical reaction centers, PS I and PS II, share the common fea-
tures such as possession of the same photopigment (Chl) but are obviously different 
from each other in respect to their components for transporting an electron and in 
redox (oxidation-reduction) potential. PS II contains pheophytins and quinones, which 
are electron carriers with relatively moderate redox potentials. On the other hand, PS I 
includes iron-sulfur (Fe-S) clusters as electron carriers and can directly reduce NADP+ 
via Fd because PSI has low-potential electron carriers with high reducing power.

10.3  Photosynthetic Reaction Centers in Anoxygenic 
Photosynthesis

As mentioned above, the electron transport chain of oxygenic photosynthesis has two 
photosystems (PS I and PS II) to pump up an electron twice with light energy. The 
double pump-up pathway of electrons found in cyanobacteria (and also in chloro-
plasts of plants and algae) is called “Z-scheme” based on its shape in the redox dia-
gram (Fig.  10.2). However, anoxygenic photosynthesis, photosynthesis without 
oxygen production, contains only one of the two photosystems and is not the 
Z-scheme. In anoxygenic photosynthetic system, electron is transferred cyclic around 
the photo-induced electron pump. The cyclic electron transported is used to transport 
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H+ across the membrane, which is then used to produce ATP. The system is called 
cyclic electron transport. Anoxygenic photosynthetic bacteria having one photosys-
tem are widely distributed over the following six bacterial phyla, although oxygenic 
photosynthesis can be seen only in the phylum Cyanobacteria (Castenholz 2015): (1) 
purple bacteria belonging to the phylum Proteobacteria (Madigan and Jung 2009); 
(2) green sulfur bacteria in the phylum Chlorobi (Overmann 2015); (3) filamentous 
anoxygenic phototrophic bacteria (FAPB) in phylum Chloroflexi (Hanada 2014); (4) 
heliobacteria in the phylum Firmicutes (Madigan 2015); (5) Chloracidobacterium 
thermophilum in the phylum Acidobacteria (Tank and Bryant 2015); and (6) 
Gemmatimonas phototrophica in the phylum Gemmatimonadetes (Zeng et al. 2015).

The PS I-type photosystem are found in green sulfur bacteria and heliobacteria 
(Fig. 10.2). Fe-S centers are included as electron transport elements in their photo-
systems; they are able to directly reduce NAD+, which is then used to reduce and fix 
carbon dioxide. In addition to these photosynthetic groups, the similar photosystem 
is also seen in Chloracidobacterium thermophilum. On the other hand, the photo-
systems in purple bacteria, FAPB, and Gemmatimonas phototrophica are closely 
related to PS II because they all include pheophytins and quinones as electron car-
riers in their photosystems (Fig.  10.2). However, there is an obvious difference 
between their photosystems and cyanobacterial PS II. The oxygen evolving subunit 
including manganese (Mn) atoms that is typical in PS II is absent from the anoxy-
genic photosystems. Therefore, no anoxygenic photosynthetic bacteria can oxidize 
water because they lack the oxygen evolving subunit. Instead of water, they use 
various reductive compounds as electron donors for their photosynthesis, e.g., 
hydrogen sulfide, thiosulfate, hydrogen, reduced iron, and a wide variety of organic 
compounds. The phylogenetic positions and features of its photosystem in all oxy-
genic and anoxygenic photosynthetic bacteria are summarized in Table 10.1.
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10.4  Origin of Oxygenic Photosynthesis

Analysis of mass-independent fractionation of sulfur demonstrated that the rise of 
atmospheric oxygen occurred approximately 2.1 Gyrs ago (Farquhar et al. 2000). 
Prior to the oxidation of atmosphere, enormous amounts of reducing compounds 
dissolved in the ancient ocean were oxidized. Ferrous iron was one of the main 
reduced constituents and was gradually oxidized and accumulated to the bottom of 
the ocean along with the increase of oxygen. Oxidized iron was deposited and 
formed banded iron formation (BIF), and the voluminous BIFs globally developed 
in the period between 2.5 and 2.3 Gya (Bekker et al. 2010).

The ringleader of the global oxidation was a remote ancestor of cyanobacteria 
that acquired an oxygenic photosynthetic ability. The production of oxygen was a 
biological process connected with carbon fixation, and carbon dioxide in the ancient 
atmosphere was vigorously consumed by the cyanobacterial ancestor to make 
organic matter. The Huronian glaciation, a global glaciation that extended from 2.4 
to 2.1 Gya, happened as a result of the excessive consumption of atmospheric car-
bon dioxide showing a potent greenhouse effect (Tang and Chen 2013; see Chap. 17 
for detail).

The observed fact that the massive BIFs began 2.5 Gya strongly suggests that a 
cyanobacterial ancestor first invented oxygenic photosynthesis around or shortly 
before that time. Compared with the history of bacteria (at least 3.8  Gya), the 
appearance of oxygenic photosynthesis can be said that it is relatively a new event 
in the long evolutionary process of bacteria.

Anoxygenic photosynthesis has already emerged preceding the emergence of 
oxygenic photosynthesis (Xiong and Bauer 2002). As mentioned in the previous 
section, anoxygenic photosynthetic bacteria have developed two different types of 
photochemical reaction centers, i.e., the pheophytin-quinone-type (PS II-type) and 
iron-sulfur-type (PS I-type) photosystems, and steadily improved their efficiency 
and stability under the ancient anoxic environments. PS II-type photosystem is rela-
tively oxidative cyclic electron transport system including pheophytins and qui-
nones. PS I-type photosystem, containing iron-sulfur clusters, was able to directly 
reduce NAD+, which was well adapted to the reductive conditions of the ancient 
Earth. However, no anoxygenic photosynthetic bacteria in the ancient time could 
conduct oxygenic photosynthesis until the appearance of a cyanobacterial ancestor.

The most important difference between oxygenic cyanobacteria and anoxygenic 
photosynthetic bacteria is whether it possesses both two types of photosystems or 
only either one of the photosystems. In other words, coexisting two different photo-
systems in a cell are essential for acquisition of oxygenic photosynthesis. The coex-
istence of photosystems occurred in a cyanobacterial ancestor around 2.5 Gya for 
the first time, which triggered the development of oxygenic photosynthesis 
(Blankenship and Hartman 1998). In a cell of the ancestral cyanobacterium that first 
possessed two different photosystems and allowed their coexistence, the PS I-type 
photosystem must have been more advantageous for getting energy and fixing car-
bon dioxide than the PS II-type photosystem, because the former was more adapted 
to the reductive conditions. Therefore, the PS I-type photosystem would play a main 
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role in its phototrophic growth. Accordingly, another photosynthetic system, PS 
II-type photosystem, could be free from the natural selection pressure since it was 
no longer essential for survival of the ancestral cyanobacterium. This type of photo-
system, thus, became easy to change its structure or gene information released from 
selective pressure and obtained the oxygen evolving subunit for oxygenic photosyn-
thesis at the end (Blankenship and Hartman 1998). Though the evolutionary process 
for acquisition of ability to use water as an electron donor has not been clear yet, 
several hypotheses were proposed: Blankenship and Hartman (1998) argued that 
hydrogen peroxide was the candidate of a transitional electron donor to the PS 
II-type photosystem preceding the oxygen evolving component; Dismukes et  al. 
(2001) proposed that bicarbonate was a more efficient alternative donor than water 
for a pre-oxygenic phototroph.

Although the origin of oxygenic photosynthesis is still controversial, it is quite 
likely that anoxygenic photosynthesis has emerged prior to oxygenic photosynthe-
sis. At least, it is a hint that anoxygenic photosynthetic bacteria possess only one 
photosystem (a PS I- or PS II-type photosystem), whereas oxygenic phototrophs 
have both of photosystems.

10.5  Concepts to Interpret Evolution of Photosynthesis

Coexistence of two different photosystems is no doubt indispensable to accomplish 
oxygenic photosynthesis. Although it is still controversial how two photosystems 
coexisted in the single cell, two evolutionary models, i.e., selective-loss model 
(Mulkidjanian et  al. 2006; Vermaas 1994) and fusion model (Blankenship 1992; 
Xiong and Bauer 2002), have been proposed in order to interpret the emergence of 
photosynthetic systems. In selective-loss model, the coexistence of PS I type and PS 
II type occurred in the early evolutionary stage via gene duplication, and then an 
oxygenic phototroph arose from this ancestor, and two types of anoxygenic photo-
trophs emerged as a result of selectively losing either one of photosystems. While 
this model has an advantage for explaining the emergence of oxygenic and anoxy-
genic photosynthesis only with molecular evolution and natural selection, it gives 
no clear answer to the reason why no anoxygenic phototroph having two different 
photosystems has been discovered. On the other hand, fusion model is a hypothesis 
that ancestral PS I-type and PS II-type anoxygenic photosystems are fused to be 
present in a cell. In this model, the “fusion” is assumed to be a rare phenomenon, 
which agrees with the fact that oxygenic photosynthesis is limited in a sole phylum, 
Cyanobacteria. According to the hypothesis, two anoxygenic photosystems 
emerged and could evolve themselves on a long-term basis prior to the origin of 
oxygenic photosynthesis, supporting that anoxygenic phototrophs have physiologi-
cal and phylogenetic diversity.

It should be emphasized that the term “fusion” in this model does not mean 
“fusion of different cells” but mixing two photosystems in a single cell, which is 
possibly caused by lateral gene transfer (LGT). Actually, some metabolic function, 
like antibiotics resistance, can be transferred between phylogenetically distant spe-
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cies by LGT. Sulfate-reducing ability has been transferred several times not only 
among distant bacterial phyla but also between the domains Bacteria and Archaea 
(Friedrich 2002; Klein et al. 2001). Genes cording for the PS II-type photosystem 
were transferred within the Proteobacteria (Nagashima et  al. 1997). Also, the 
genome analysis of Chloracidobacterium thermophilum in the phylum Acidobacteria 
demonstrated that the deduced amino acid sequence of its PS I-type photosystem 
was closely related to those in green sulfur bacteria belonging to the phylum 
Chlorobi (Bryant et al. 2007), suggesting that C. thermophilum received the photo-
system from a certain green sulfur bacterium recently. Moreover, it was revealed 
that the whole photosynthetic gene island with a length of approx. 42.3 kbp (con-
taining all genes related to the photochemical reaction center and biosynthesis of 
bacteriochlorophyll a and carotenoids) was transported at once from purple bacte-
rium belonging to the phylum Proteobacteria to Gemmatimonas phototrophica in 
the phylum Gemmatimonadetes (Zeng et al. 2014).

PS I-type and PS II-type photosystems are widely distributed among anoxygenic 
photosynthetic bacteria, and each does not show the monophyletic development, 
which will be discussed later. Several LGT that occurred within anoxygenic photo-
synthetic bacteria possibly caused the tangled evolutionary processes of these 
photosystems.

10.6  Hypothetical Evolutionary Pathway of Photosynthesis 
Based on Lateral Gene Transfer

Figure 10.3 shows phylogenetic relationship among bacterial lineages containing 
photosynthetic bacteria based on sequence information of more than 400 broadly 
conserved proteins (Segata et  al. 2013). Photosynthetic bacteria can be found in 
seven phyla (in Fig.  10.3, lineage names containing photosynthetic species are 
shown in bold). Though the phyla Proteobacteria and Acidobacteria are closely 
related to each other, they are not related to the other phyla. The similar close rela-
tionships are seen between the phyla Chlorobi and Gemmatimonadetes and also 
between the phyla Cyanobacteria and Chloroflexi. The phylum Firmicutes is the 
most deeply branched lineage among all phototrophic phyla in this tree.

Oxygenic photosynthesis is seen in the class Oxyphotobacteria of the 
Cyanobacteria, and another class in this phylum, Melainabacteria, which is a candi-
date taxon that was inferred from the metagenome analysis, has no photosynthetic 
genes (Di Rienzi et al. 2013). Anoxygenic photosynthetic bacteria can be found in six 
phyla. PS I-type phototrophs (the presence of PS I is indicated as a thick broken line 
in the phylogenetic tree of Fig. 10.3) were found in three phyla: the largest PS I-type 
phototrophic group designated as green sulfur bacteria belonged to the class 
Chlorobea in the phylum Chlorobi (however, the related class Ignavibacteria is a 
non-photosynthetic taxon); Heliobacteria, which are included in the phylum 
Firmicutes with a large number of non-photosynthetic bacteria; and 
Chloracidobacterium thermophilum, which is first discovered and the only photo-
troph in the phylum Acidobacteria. On the other hand, PS II-type phototrophs (the 
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presence of PS II is indicated as a thick gray line) can be found in the following phyla: 
in the phylum Proteobacteria, three classes (Alpha-, Beta-, and Gammaproteobacteria) 
contain purple photosynthetic bacteria (while not in Deltaproteobacteria); other PS 
II-type phototrophic groups called FAPB exist in the classes Chloroflexia and 
Anaerolineae within the phylum Chloroflexi; and Gemmatimonas phototrophica is 
the sole phototroph in the phylum Gemmatimonadetes.

The only one photosynthetic lineage that has two types of photosystems is cya-
nobacteria (to be precise, the class Oxyphotobacteria); all photosynthetic bacteria 
other than cyanobacteria possess a single photosystem, i.e., either PS I- or PS II-type 
photosystem. Although anoxygenic photosynthesis is complicatedly distributed 
among bacterial phyla, oxygenic photosynthesis is limited to the lineage of 
Oxyphotobacteria. Assuming that coexistence of two photosystems is essential for 
the emergence of oxygenic photosynthesis and scarcely happens, two different pho-
tosystems must have met on a branch of the Oxyphotobacteria lineage for the first 
time. If the phenomenon occurs for many times throughout long bacterial history, 
oxygenic photosynthesis no doubt must have emerged on other branches in the phy-
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logenetic tree of bacteria. However, no such organism has been found yet. Therefore, 
it is likely that the coexistence of two photosystems occurred in the long evolution-
ary history firstly and only once in Oxyphotobacteria.

The origin and evolutionary process of each type of photosystems are considered 
in Fig.  10.3. According to the conventional methods in phylogenetic analysis 
(Fig. 10.3 inset), the origin of each photosystem is placed on the intersection node of 
the all lineage that possesses it. Thus, the origin of PS I-type photosystem is on the 
root of the tree and that of PS II-type photosystem is on the deepest branch. Based 
on the result, it can be interpreted that the origin of PS I-type photosystem is older 
than that of PS II type. The phylogenetic interpretation also shows that the coexis-
tence of the two photosystems occurred several times, and which conflicts with the 
primary assumption that the coexistence is assumed a quite rare phenomenon.

Lateral gene transfer (LGT) is a solution to explain evolutionary processes of 
two photosystems without any contradiction. As mentioned in the previous section, 
genes encoding the photosystems are transported occasionally from a phototroph to 
the other. C. thermophilum belonging to the phylum Acidobacteria received its PS 
I-type photosystem by LGT from a green sulfur bacterium in the class Chlorobea 
indicated as “LGT 1” in Fig. 10.3 (Bryant et al. 2007). Likewise, G. phototrophica 
in the phylum Gemmatimonadetes accepted the PS II-type photosystem from a pur-
ple bacterium in the class Betaproteobacteria shown as “LGT 2” in Fig. 10.3 (Zeng 
et al. 2014).

A core complex in PS II-type photosystem is a heterodimer resulted from gene 
duplication (Blankenship 1992). A recent phylogenetic analysis based on deduced 
amino acid sequence of the core complex genes (Cardona 2015) revealed that (1) 
these sequences bore resemblance to each other, (2) the gene duplication occurred 
twice in two separate lineages, and (3) the duplicated genes were transferred by 
LGT between the phyla Proteobacteria and Chloroflexi after the gene duplication. 
In addition, Nagashima et al. (1997) demonstrated that the genes encoding for PS 
II-type photosystems in Beta- and Gammaproteobacteria were originated in 
Alphaproteobacteria (“LGT 3” in Fig. 10.3). This line of evidence strongly suggests 
that the origin of proteobacterial photosystems must be located in a branch of 
Alphaproteobacteria but not at a position deeper than an intersection node of the 
phylum Proteobacteria. Otherwise, purple bacteria in Beta- and 
Gammaproteobacteria could once lost their own photosystems and then obtained 
the similar one from Alphaproteobacteria, which is parsimoniously unlikely. On the 
other hand, no evidence of LGT of PS II types has been found in the phylum 
Chloroflexi. Therefore, conclusions inferred from these phylogenetic findings sug-
gest the model as follows: (1) the PS II-type photosystem appeared in the common 
ancestor of the phyla Cyanobacteria and Chloroflexi (“Origin of PS II” in Fig. 10.3) 
and (2) the proteobacterial PS II-type photosystems were received from the phylum 
Chloroflexi (“LGT 4” in Fig. 10.3). Within the phylum Chloroflexi, the photosyn-
thetic genes were lost in lineages other than the Classis Chloroflexia and 
Anaerolineae. Similar gene loss has occurred on the branch of the Class 
Melainabacteria in the phylum Cyanobacteria.
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It is also unlikely that PS I type appeared in the common ancestor of the phyla 
Chlorobi, Firmicutes, and Cyanobacteria as shown in inset of Fig. 10.3. The photo-
synthetic group, Heliobacteria, consists of only three species, while its phylum 
Firmicutes is a big bacterial taxon containing approx. 2500 species. If we assume 
that an ancestor of Firmicutes species was a phototroph, we must accept that almost 
all species (approx. 99% of the total species) other than Heliobacteria have lost 
their phototrophy. It is more likely that an ancestor of Heliobacteria received the 
photosystem from the other lineage, a Chlorobi species, by LGT (“LGT 5” in 
Fig.  10.3). From this assumption, it can be inferred that PS I-type photosystem 
originated in a common ancestor of Chlorobea (“Origin of PS I” in Fig. 10.3), and 
thus the origin of PS I-type photosystem is later than that of PS II type.

According to the hypothesis shown in Fig. 10.3, a cyanobacterial ancestor was a 
PS II-type phototroph, and the ancestor acquired oxygenic photosynthetic ability 
after getting PS I-type photosystem from an ancient green sulfur bacterium in the 
phylum Chlorobi (“LGT 6 in Fig. 10.3). Whereas the present cyanobacterial PS I 
has heterodimeric core complex, the PS I-type photosystem of green sulfur bacteria 
still retains a homodimeric core complex. These suggest the duplication of a PS I 
encoding gene occurred in the cyanobacterial lineage after its acquisition by LGT.

The evolutionary process of photosystems is summarized in Fig. 10.4. On the 
ancient Earth, PS II-type photosystem (homodimer) has been first emerged in an 
ancestor of the phyla Cyanobacteria and Chloroflexi, and the primitive PS II was 
improved and changed into a heterodimeric form both in the lineages independently 
(these polypeptides were designated L and M in the Chloroflexi lineage, D1 and 
D2 in the phylum Cyanobacteria, respectively, as shown “L/M” and “D1/D2” in 
Fig. 10.4). After the emergence of PS II type, PS I-type photosystem appeared in the 
Chlorobi lineage. This new PS I-type photosystem contained Fe-S clusters and was 
well adapted to anoxic environments in the ancient Earth. Meanwhile, heterodi-
meric PS II-type photosystem was transferred from the Chloroflexi lineage to the 
Proteobacteria lineage.

In about 2.5 Gyrs ago, the oxygen evolving subunit was at last invented through 
trial and error, and oxygenic photosynthesis that is able to use water as an electron 
donor was established. After the establishment, oxygen tension was gradually 
increased, and the environments became aerobic. PS II-type photosystem containing 
quinone as an electron carrier was able to tolerate oxygen, and many PS II-type 
phototrophs acquired oxygen respiration ability in addition to anoxygenic photot-
rophy (Blankenship 1992; Xiong and Bauer 2002). G. phototrophic also received the 
photosystem from a purple bacterium in the Proteobacteria lineage similar timing.

On the other hand, most PS I-type phototrophs had no choice but to run away 
from oxygen due to high susceptibility of their Fe-S containing PS I to oxygen. One 
exception was C. thermophilum in the phylum Acidobacteria. The system was oxy-
gen resistant from the beginning because the photosystem was acquired after the 
increase of oxygen tension.

It is still controversial whether two types of the photosystems have a common 
ancestor or not. Two photosystems share common features in structural and pig-
mentary respects (Blankenship 1992; Xiong and Bauer 2002), suggesting the pres-
ence of a common ancestor between them. However, the two types of photosystems 
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may have appeared independently, because their amino acid sequences of peptides 
that form the photosystems show quite low similarities (Sadekar et al. 2006).

Assuming that coexistence of two different photosystems is rare phenomenon 
and emergence of oxygenic photosynthesis occurred only once in the Earth’s his-
tory, this hypothetical model based on LGT can explain enigmatic evolution of pho-
tosystems without contradiction. As long as no oxygenic photosynthetic prokaryote 
other than cyanobacteria would be found, the hypothesis can be the good starting 
point.

10.7  Role of Anoxygenic Photosynthesis in Ancient Earth

Anoxygenic photosynthesis no doubt played an important role in anoxic environ-
ments of the ancient Earth. They were able to oxidize a variety of compounds by 
light even under anoxic conditions. A number of anoxygenic phototrophs can use 
reductive sulfur compounds, e.g., hydrogen sulfide and elemental sulfur, as an elec-
tron donor, and convert them into sulfate. Sulfate produced by anoxygenic photo-
trophs was utilized by sulfate-reducing bacteria as an electron accepter. Since 
reduced sulfur compounds are hardly oxidized in the anoxic environments, succes-
sive supply of sulfate to the ancient sulfate reducers must have been relied on anox-
ygenic photosynthesis.

Anoxygenic phototrophs can also oxidize ferrous iron (Fe2+). Ehrenreich and 
Widdel (1994) discovered anaerobic oxidation of ferrous iron by purple bacteria 
that belonged to the phylum Proteobacteria. The similar ability was found in green 
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sulfur bacterium in the phylum Chlorobi (Heising et al. 1999). These anoxygenic 
phototrophs are able to oxidize ferrous iron and to produce a large amount of ferric 
deposits, and which  probably caused the Archean banded Iron formation that 
occurred prior to emergence of oxygenic photosynthesis (Xiong and Bauer 2002). 
The ferric compounds were also useful for organisms living by anaerobic respira-
tion of iron.

In anoxic environments, anoxygenic photosynthesis was the sole mechanism that 
was able to oxidize reduced compounds and certainly supported anaerobic respira-
tors in the ancient microecosystem consisting of sulfate and iron reducers. 
Anoxygenic photosynthesis was indispensable to the ancient environments as an 
oxidizing system of various reduced compounds with light energy.

10.8  Conclusions

Oxygenic photosynthesis has emerged from anoxygenic photosynthesis in the long 
history of Earth. Prior to the emergence of oxygenic photosynthesis, two types of 
photosystems, i.e., PS I-type and PS II-type photosystems, have emerged and 
evolved in anoxygenic photosynthetic bacteria in the anoxic environments. 
Coexistence of the different photosystems in a single cell that occurred by lateral 
gene transfer (LGT) triggered the emergence of oxygenic photosynthesis. A cyano-
bacterial ancestor that originally possessed PS II-type photosystem received a gene 
for PS I-type photosystem at least 2.5 Gyrs ago. Such LGT frequently occurred in 
the evolutionary process of anoxygenic photosynthesis, which made a variety of 
anoxygenic phototrophs with a wide phylogenetic diversity on Earth.

The Goldilocks zone means the place not only at “the just right temperature” but 
also under the adequate irradiation of light. Therefore, there is a high possibility that 
anoxygenic photosynthesis emerged on every planet in the Goldilocks zone because 
it is the sole mechanism to oxidize reductive compounds under the anaerobic condi-
tions and can maintain the ecosystem consisting of anaerobes by continuously pro-
viding oxidative compounds to anaerobic respirators. In these Goldilocks planet 
other than Earth, however, it is not clear whether oxygenic photosynthesis could 
evolve from anoxygenic photosynthesis. Although oxygenic photosynthesis has a 
great advantage using water that presents everywhere as an electron donor, its 
acquisition requires coexistence of two different photosystems and development of 
a complete oxygen evolving subunit. The findings in the evolutionary process of 
photosynthesis inferred that the coexistence of photosystems is a quite rare oppor-
tunity and it is difficult to obtain the oxygen evolving subunit, though it may be 
possible from the billions of evolutionally trials similar to what happened on Earth.

In near future, the development of astronomical research will enable to know the 
atmospheric states of several Goldilocks planets with cutting-edge techniques for 
remote sensing (see Chap. 29). If chlorophylls or the related photosynthetic pig-
ments were to be detected in the planets with spectroscopic sensing, it will suggest 
that anoxygenic photosynthesis has been emerged. If the atmosphere containing 
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oxygen were to be found, we will know that the oxygenic photosynthesis has 
evolved on the planet. If the atmosphere of these all planets include oxygen without 
exception, it will suggest that emergence of oxygenic photosynthesis on Earth does 
not occurred by chance but is an inevitable evolutionary process.
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Chapter 11
Cosmolinguistics: Necessary Components 
for the Emergence of a Language-Like 
Communication System in a Habitable 
Planet

Kazuo Okanoya

Abstract The emergence of human language is one of the biggest wonders in the 
universe. In this chapter, I define “a language-like communication system” and 
examine the components necessary for the emergence of such a system, not only on 
Earth but in any habitable planet. Human language is a unique system among ani-
mal communication. Language is a system of transmitting an infinite variety of 
meanings by combining a finite number of tokens based on a set of rules. Language 
is not only used in communication but also in thinking. Thus, language is a system 
that enables compositional semantics. I propose that at least three components are 
necessary for the emergence of a language-like system: segmentation of context and 
behavior, the association between them, and the honesty of the emitted signals. 
When a signal conveys sufficient information regarding the behavioral state of the 
sender, that signal is defined as “honest,” meaning that its production incurs physi-
ological, temporal, and social costs. I explain each of these conditions and discuss 
the possibility of “language as it could be” on other planets. I also extend my argu-
ment to the future of linguistic communication.

Keywords Segmentation · Association · Signal honesty · Ritualization · 
Communication · Extraterrestrials

11.1  Introduction

Communication with extraterrestrial existence is a favorite topic of science fiction 
novels. The novel Solaris, written by Stanislaw Lem in 1961, describes the entire 
planet Solaris as an intelligent being. The planet Solaris tries to study the very 
human researchers who are, in turn, trying to study it (Lem 1961). Solaris seems to 
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be sentient and reactive to human investigation; however, the attempt to “communi-
cate” with the planet fails. This is partially due to Solaris’s reflective nature: the aim 
of communication for Solaris is to mimic the inside of human mind, while for 
humans, communication is believed to be mutually beneficial. More recently, Ted 
Chiang wrote the novel Story of Your Life, in which heptapod extraterrestrials visit 
and try to communicate with humans in their specific “language” (Chiang 1998). 
Their language has a holistic nature that allows it to transcend the time dimension. 
By studying their language, the linguist acquires a unique perception of time; he 
transcends the time dimension and sees the past and future simultaneously. These 
novels present possible structures of extraterrestrial language.

Here, I define language as a system of transmitting an infinite variety of meanings 
by combining a finite number of tokens based on a set of rules. Each token, in turn, 
has multiple associations with specific meanings. Language is not only used in com-
munication but also in thinking. In fact, in some schools of theoretical linguistics, 
language is considered to have originated as a tool for thought (Chomsky 2000). Thus, 
language is a system that enables not only communication but also compositional 
semantics. How could such a system have evolved on planet Earth, and what condi-
tions would be necessary for such a system to evolve outside of Earth? By asking 
these questions, I aim to start a new branch of linguistics, namely, “Cosmolinguistics.”

11.2  The Emergence of Language-Like Communicative 
Signals on Earth

Communication in the context of biology is defined as “the transmission of a signal 
from one animal to another such that the sender benefits, on average, from the 
response of the recipient” (Slater 1983). Since this definition does not include an 
intention on the part of the signaler or a benefit to the receiver, it is useful to avoid 
anthropomorphic interpretations of animal behavior. Anthropomorphic views 
include the false notion that communication is mutually beneficial and communica-
tion is an indication of self-awareness. Communication can, in fact, evolve without 
self-awareness and mutual benefit (Bradbury and Vehrencamp 2012). In this sec-
tion, I briefly propose a set of hypotheses to account for the emergence of language 
on planet Earth. Here, I limit myself to the discussion of acoustic communication in 
vertebrates, because the principal medium for language remains speech communi-
cation. I am aware that this is a specific condition on Earth in which most animals 
require respiration for metabolism.

11.2.1  Ritualization of Respiratory Movements

Communicative acoustic signals have always started as a secondary trait in verte-
brate animal behavior (Fitch and Hauser 2003). Acoustic signals often originate 
from respiratory actions because respiratory organs function as air passages. 
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Because respiration is an action that is absolutely vital for animal survival, the sec-
ondary use of respiratory energy for vocal production has a low physiological cost 
(Oberweger and Goller 2001). The respiratory tract is a pipe connecting the bilateral 
lungs and mouth opening. Because the respiratory tract extends into the body, phys-
iological conditions affect its acoustical characteristics. Coughing is associated with 
infection and inflammation of the respiratory tract. Strong exhalation produces 
noise associated with the length of the respiratory tract (Morton 1977). Furthermore, 
because opening the mouth is preparatory behavior for biting or attacking in preda-
tory animals, the exhalative noise associated with mouth opening could signal attack 
(Briefer 2012). In this way, respiratory noise is correlated with subsequent behavior 
by the signaler.

When such signals change the behavior of the receiver so that the change benefits 
the sender, the signals gain communicative value. For example, the pup isolation 
calls of rodents comprise short, repeating ultrasonic calls. This acoustic signal has a 
characteristic of easy localization because, due to the short wavelength of ultra-
sounds, there are many onset-offset cues with phase information available for the 
small rodent heads. Upon detecting the isolation call, the mother quickly approaches 
to retrieve the pup, who is the sender of the call (Ehret 2005). These calls must have 
originated from the respiratory noises arising from the short and shrunken tracheae 
of infant animals, whose body temperature has quickly fallen due to isolation from 
the mother. Calls must then have undergone natural selection for localizability. 
During this process, the noise that originated due to hypothermia must have become 
the isolation call (Fig. 11.1).

11.2.2  Emergence of Songs

Most land animals emit “calls” specific to behavioral contexts. Calls are monosyl-
labic, simple vocalizations. In addition to calls, some animals emit trains of various 
calls, and such vocalizations are often used in mating contexts. Because of the 
acoustic resemblance to human singing, these vocalizations are sometimes referred 
to as songs. It has remained an enigma how songs emerged in animals.

In rodents, when pups are out of the nest, they emit isolation calls that induce 
retrieval responses from the mother. When bird chicks are hungry, they emit food- 
begging calls to make their parents bring food to them. When human babies need 
physiological or social care, they emit baby cries. These care-inducing signals are 
always in the form of repeated calls. This is true in rodents, birds, and humans 
(Wright and Leonard 2007). While repeated signals may increase the chance of 
detection, they may also increase the risk of becoming habituated. Infant pygmy 
marmosets produce repeated vocalizations when seeking care from adult animals, 
but they do so by combining different calls (Elowson et  al. 1998). These call- 
repeating behaviors in young animals might be a preadaptation of songs in adults. 
Because these behaviors mimic infantile behavior, a tendency to produce randomly 
repeated calls may induce a strong reaction in female listeners.
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Supporting evidence for this infantile mimicry hypothesis comes from a neuro-
anatomical study in the songbird brain (Liu et al. 2009). Chicks of chipping spar-
rows produce variable sequences of food-begging calls. When an expression of an 
immediate early gene (gene activated immediately after neural firing) was examined 
in the brain of these chicks, the area corresponding to the adult RA (robust nucleus 
of the arcopallium, homologues to the motor cortex in mammals) showed strong 
activation. Partial lesions of the same area resulted in a reduction in the variability 
of food-begging calls. The results indicate that food-begging and adult songs may 
utilize the same neural resources. This finding supports the hypothesis that food- 
begging calls may be a preadaptation to songs in birds.

Another line of evidence includes neurophysiological studies with mammalian 
isolation calls, including human cries. In rats and squirrel monkeys, lesioning the 
anterior cingulate cortex resulted in changes in the acoustic structures of isolation 
calls. In human babies, neural activity induced by crying was observed in the same 
brain area (Newman 2007). In adult mice, lesioning the anterior cingulate cortex 
resulted in changes in temporal and acoustical structures in courtship songs (Ariaga 

Calls

Speech

Songs

Breathing

Ritualiza�on

Segmenta�on

Repe��on

Fig. 11.1 Schematic account of the set of hypotheses accounting for the emergence of language 
on planet Earth. Acoustic communication began as an expression of emotion associated with 
breathing. Such signals then became ritualized and the action patterns were fixed as calls. Repetitive 
calls were used by infant animals to intensify their signal value to mothers or parents. Similar sig-
nals were then mimicked by adult animals to relax female listeners in mating context. These signals 
comprise songs. Most animals sing innate songs, and receivers began to extract honest information 
about individual vigor from these songs. Songs then became sexually selected traits. In some spe-
cies, complexity was preferred as a signal of vigor, and songs became a learned trait allowing fur-
ther complexity. Such complex learned songs were shared in the societies of protohumans. The 
mutual segmentation of behavioral contexts and song phrases led to the emergence of speech
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unpublished observation). On the other hand, a mutant mouse that lacked neocorti-
cal and hippocampal areas sang normal songs, suggesting that only a part of the 
cortex may be necessary for courtship songs (Hammerschmidt et al. 2015).

Some species of bird, cetacean, and bat, in addition to one primate (only humans) 
demonstrate the additional faculty of vocal learning (Jarvis 2006). Vocal learning is 
the ability to acquire a new vocal repertoire through auditory-motor feedback learn-
ing. Vocal learning enables song complexity and eventually syllable variety in 
human speech. When and how vocal learning evolved is not known, but several 
hypotheses have been proposed, including mother-offspring interaction, sexual 
selection, domestication, and antipredator defense (Okanoya 2017).

Taken together, the idea that isolation calls and food-begging calls might be pre-
cursors to adult mating songs is consistent with the current data on neural mecha-
nisms for vocal productions. Further studies are necessary to relate isolation and 
food-begging calls with adult mating songs in birds and mammals.

11.2.3  Emergence of Speech

Here, my challenge is to place the emergence of human speech in a continuous 
evolutionary line with the emergence of songs and the evolution of song complexity 
in nonhuman animals. To demonstrate the continuum of development with other 
primates, I will first examine song-like behavior in nonhuman primates and then 
propose a hypothesis related to the emergence of speech out of songs.

Gibbons are one of the five ape groups, of which the other four are humans, 
chimpanzees, gorillas, and orangutans. Because they are not great apes, gibbons are 
the most distant of the apes from humans. Gibbons do have song-like vocalizations 
(Geissmann 2002), but they are not learned, as indicated by cross-fostering studies. 
Cross-fostering studies involve exchanging babies of two species immediately after 
they were born and rearing the babies by the species different from their genetic 
species. Cross-fostering between two species of gibbons showed that gibbon songs 
are genetically determined and no effect of rearing environment was observed 
(Merker and Cox 1999). Nevertheless, gibbon songs are relatively diverse (Clarke 
et al. 2006) and are not only used in a mating context but also in many other social 
contexts (Inoue et al. 2012). In Muller gibbons, male calls consist of two simple 
types: a frequency-modulated “wa” call and a constant “o” call. Combinations of 
these calls and behavioral contexts have been correlated, meaning that gibbons 
might exchange contextual information via the combination of calls.

The gelada is a species of primate with a rich vocal repertoire. They also make a 
facial expression, with lip-smacking of 3–8  Hz used as an affiliative signal. On 
some occasions, their lip-smacking is presented with vocal sounds, making this 
behavior highly similar to human speech production (Bergman 2013). Other pri-
mates including macaques also show lip-smacking, and this behavior might be one 
of the precursors to human speech (Ghazanfar et al. 2012).
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Both of these behaviors, vocal repertoire and lip-smacking, if combined with the 
bird-like ability of vocal learning, would provide a basis for the emergence of 
human speech.

11.3  Components for the Emergence of Language-Like 
Systems

I will now try to extend what might happen on Earth to habitable planets in general. 
Life evolved on planet Earth under highly specific conditions. Human language is 
the product of complex and arbitrary historical interactions that occurred only once 
on Earth. Nevertheless, it is possible to specify the boundary conditions that would 
lead to the emergence of language-like communication system on potentially habit-
able planets. I suggest that segmentation, association, and signal honesty are three 
key components necessary for such emergence.

Although vocal learning is considered a necessary condition for the emergence 
of human speech (Deacon 1998), I do not consider that condition at this point. This 
is because, in theory, language-like communication is possible if the agent has at 
least a binary (1 or 0) signal that is innately prepared. As is evident from digital 
computer architecture, a binary signal can emulate any degree of complexity. It is 
true that vocal learning and signal complexity can compress the time required to 
convey information, but these time constraints could vary depending on the agent’s 
sensory and motor capacity.

11.4  Segmentation

Given a string of behavioral sequence, such as that for song on Earth, if there is a 
behavior that is sequentially or spatially emitted, it would provide the basis for seg-
mentation and chunking. Segmentation is the process of cutting down longer or 
larger entities into shorter or smaller pieces. Chunking, on the other hand, is the 
process that does the opposite: amalgamating pieces to create a longer or larger 
entity. Segmentation occurs both in auditory and visual domains of the brain in 
vertebrate animals by means of lateral inhibition, in which the neurons that fired 
inhibit the activity of neighboring neurons (Meinhardt and Gierer 2000) or statisti-
cal learning, in which transition probabilities between two successive stimuli are 
learned (Saffran et al. 1999). The external environment would usually be more or 
less continuous, but living agents that move around must be able to segment or cat-
egorize the environment in order to reduce the load for sensory information process-
ing. Segmentation is crucial in any agent that moves around a nonuniform 
environment.
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When communication among similar organisms or conspecifics becomes benefi-
cial, then the organisms output stimuli that are perceived by other organisms. These 
stimuli may be long and continuous on a physical domain but are packaged or chun-
ked into pieces based on the motor constraints of their producing agent. The receiver 
may also segment the physically continuous stimuli into perceptual chunks based 
on the sensory constraints. The stimuli then become signals. In this way, the chunk-
ing of behavioral units and the segmenting of the perceived unit occur among the 
communicating agents.

Segmentation and chunking not only occur on stimuli but also in behavioral con-
texts. A behaving agent should know which behavioral situation is occurring in a 
given moment. This ability will also reduce the variety of its own behavioral state 
and make it easier to associate a stimulus with a behavior.

Consider what might have happened on Earth. How might song-like behavior in 
some primate species be connected with speech in humans? We proposed a concep-
tual model for this process (Merker and Okanoya 2007), in which each behavioral 
context is denoted by a particular song in a protohuman society. Consider the 
hypothesis that prior to language, protohumans developed singing behavior associ-
ated with several social contexts. If songs became a learned property, as they are in 
some species of bird and whale, a syllable phrase may be shared by more than one 
song. Then, likewise, parts of the behavioral contexts in which a song is sung may 
also be shared by more than one song (Fig. 11.2).

Context H
(Hun�ng)

Context D
(Dining)

Song H ….acghjkde�pmtkditmzxw….

Song D …. pswtrde�zcxmpx….

de�

= Let’s do
something together

Fig. 11.2 Mutual segmentation of song phrases and behavioral contexts. When two songs share a 
common phrase and context in which the songs are sung, the song (part) phrase and (part) context 
are mutually segmented and associated. The very short segmented song phrase then comes to 
denote the segmented specific context. In the specific example provided here, song H is sung when 
agents go hunting, and song D is sung when agents go dining. Because one of the contexts com-
mon to hunting and dining is “doing something together,” the shared part of the two songs “defk” 
would likely be associated with the meaning of “doing something together” in the next generation 
of agents. In this way, holistic songs were gradually segmented into shorter pieces and associated 
with specific meanings through generations of agents
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For example, a song sung when hunting (song H) and a song sung when dining 
(song D) might have shared the same phrase h&d. Furthermore, song H and song D 
shared the context of doing something together. After a while, by singing the shared 
phrase h&d, the singer could have specified the context of “let’s do that together.” 
By repeating this process, holistic songs might have been decomposed into specific 
phrases, which may in turn have become proto-words.

I call this the mutual segmentation hypothesis of song phrases and song contexts 
(Merker and Okanoya 2007; Okanoya and Merker 2007). Once the process of 
mutual segmentation commenced and segmented short utterances became associ-
ated with segmented restricted contexts, rudimentary forms of speech communica-
tion could have commenced. Subsequently, non-biological, cultural processes came 
to regulate the emergence of syntactical structures.

Segmentation and chunking in the signal and behavioral domain are thus essen-
tial for the evolution of language-like communication systems.

11.4.1  Association

In the previous section, I automatically assumed this faculty of associating stimuli 
and behavior. In all animals on Earth, associating given stimuli with given behaviors 
is an essential capacity for survival. This is shown to exist already in single-cell 
animals. The simplest form of such an association is habituation, in which repeated 
exposure to a given stimulus results in a reduction of behavioral response (Castellucci 
et al. 1970). A more complex form of association is known as Pavlovian condition-
ing, in which a neutral stimulus gains signal value through association with a key 
stimulus that can innately induce a certain response (Rescorla 1972). Operant con-
ditioning is a further advanced form of associative learning in which the probability 
of occurrence of a defined behavior changes through external reward (Skinner 
1990). For mutual segmentation of string and context to occur, I am assuming that 
at least associating a part of a string with a part of a context would be beneficial for 
the organism. Associative learning should be adaptive in any agents, as it affords the 
opportunity to predict what will occur next, as well as the selectivity to choose 
stimuli that result in positive reinforcement, and to avoid stimuli that result in pun-
ishment (Fig. 11.3).

11.4.2  Signal Honesty

For the receivers of the signal, it is crucial that the signal reflects the true behavioral 
state of the sender. If not, the signal loses its value and gradually ceases to function. 
Behavioral states include emotional, intentional, nutritional, and genetic (Brudzynski 
2014; Searcy and Nowicki 2005). When a signal conveys sufficient information 
regarding the behavioral state of the sender, it is defined as “honest” (Searcy and 
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Nowicki 2005). An honest signal bears “costs” of producing, such as physiological, 
temporal, and social costs. For example, birdsong incurs costs in terms of neural 
resources, metabolism, the risk of being located by a predator, and time costs (e.g., 
reduced time for foraging or other alternative behaviors). Thus, singing can be an 
honest signal to indicate the singer’s resourcefulness and fitness. The above consid-
erations on signal honesty should apply in any biological system that evolves not 
only on Earth but on any habitable planet.

11.5  Cosmolinguistics

I have discussed three components necessary to form a language-like communica-
tion system: segmentation, association, and signal honesty. Language is a system of 
transmitting an infinite variety of meanings by combining a finite number of tokens 
based on a set of rules. When language is defined as such, it enables the accumula-
tion of knowledge. To form such a system, the segmentation of an external stimulus 
and internal state, their association, and maintaining signal honesty are considered 
necessary components.

I hypothesize that proto-speech emerged from the process of mutual segmenta-
tion of song string and behavioral contexts (Merker and Okanoya 2007; Okanoya 
and Merker 2007). Once speech had gained the combinatory property by which new 

Holis�c signal

ChunkingSegmenta�on

token1 token2 tokenN...

...

Internal state

ChunkingSegmenta�on

state1 state2 stateM

Associa�on Honesty

Fig. 11.3 Necessary components to form a language-like communication system. Signals should 
have a hierarchy, which is achieved by chunking components (token1, token2, … tokenN) into a 
holistic signal or segmenting a holistic signal into tokens. Likewise, internal states should also 
have a hierarchy by chunking and segmentation. Internal states correspond to behavioral contexts 
interpreted by the agent. Behavioral tokens and internal states are associated via temporal proxim-
ity to form token-state pairs. Tokens must be honest signals if they are to guarantee the occurrence 
of a certain internal state. Thus, the production of each token is costly
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expressions became possible, the speech signal could now point to nonexisting or 
imaginary entities. This marked the beginning of imagination. By freely combining 
concepts that were not associated, humans came to develop their imagination and 
creative thinking. However, at the same time, this also marked the beginning of 
manipulative communication, because with language, anything could be expressed 
without grounding it in the traits of the speaker. This also made language a dishon-
est signal in the sense of signal honesty (Bradbury and Vehrencamp 2012). 
Nevertheless, humans continued to use language once it had been acquired evolu-
tionarily. Why is this possible? This consideration would also give shape to extrater-
restrial “language.”

11.5.1  Language-Like Signals: Honest and Dishonest 
Components

One of the reasons why language, a dishonest signal, survived could be because 
language as expressed speech has multiple components. Speech comprises vocal 
behavior used in face-to-face contexts. This means that speech, in its original mode, 
is used in real time, in proximity, and together with visual information. Speech 
behavior includes emotional information such as prosody, facial expression, and 
bodily movement. This emotional information mostly consists of honest signals, 
because they cannot be manipulated intentionally (Zuckerman et al. 1979). At the 
same time, of course, speech content comprises editable information. In face-to- 
face communication, if the speech content intentionally contained false informa-
tion, prosodic or facial emotion would convey that the content was untrue. Honesty 
of speech content was thus guaranteed by honesty of speech behavior (Fig. 11.4). In 

Speech Behavior: 
emotional information

Prosody, face, movement

Speech Content:
Editable 

information

Honest signals
Manipulation

Cumulative Culture

Fig. 11.4 Since the emergence of language, communication content has been divided into linguis-
tic content and emotional information. Since the invention of telecommunication, text content 
alone is often conveyed, but the accompanying emotional information is often discarded. This situ-
ation causes problems in maintaining linguistic communication
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this way, human speech was utilized and evolved as a useful tool to accumulate 
knowledge.

If an extraterrestrial language exists, it should also contain multiple components, 
some of which should support the accumulation of information and the remainder 
of which should contribute to securing signal honesty.

11.5.2  The Future of Human Communication

The above scenario might account for the evolution of speech up to the invention of 
telecommunication in humans. Telecommunication first began with the invention of 
speech recording by means of non-acoustical, mostly visual notations. Sophisticated 
visual notations of speech ultimately led to the invention of letters. Because visual 
notations and letters continued to include emotional information and cost of produc-
tion, the honesty of the contents was still not entirely violated (Lachmann et  al. 
2001) and the primary mode of communication continued to be face-to-face. As 
electrical devices for telecommunication advanced, however, the face-to-face mode 
of speech communication began to lose its position as the primary mode of com-
munication. In modern society, a great deal of work is conducted through telecom-
munication devices in which most of the information is text based. We examined 
how emotional content could be transmitted in telecommunication devices and 
found that the sense of emotion transmission is very low in text-based communica-
tion (Arimoto and Okanoya 2015).

Although text-based communication is efficient in terms of the time, cost, and 
accuracy of both parties, it lacks the signal honesty necessary for fruitful communi-
cation. Additionally, since devices develop much more quickly than a single genera-
tion of humans, different generations are imprinted with different means of 
information transfer (Kelly 2016). Most current social problems are rooted in these 
simple facts. Now is the time to consider how we should design future means of 
communication.

11.5.3  Can Solaris Exist?

To revert to the introduction, I described two novels whose theme is language in 
nonhuman extraterrestrial intelligence. I think Solaris could not exist because it is a 
single organism that does not require communication and competition with other 
similar organisms. The planet Solaris does not require segmentation, association, or 
signal honesty. Thus, it does not require a system of communication, and no self- 
awareness would evolve in such a planet. Likewise, the heptapod in Story of Your 
Life could not obtain the time-transcending linguistic system. This is because lan-
guage is based on the token-state association, and this association depends on the 
temporal co-occurrence of events (Rescorla 1972). Signal honesty is not supported 
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in heptapod communication because honesty is not judged in time-transcending 
situations. Of course, I am by no means criticizing these novels; in fact, I love them 
for the very reason that they trigger my imagination on important questions of what 
it is to be human.

11.6  Conclusion

In this chapter, I reviewed the literature on the evolution of acoustic communication 
in animals. I developed a set of hypotheses to account for the emergence of human 
speech and language in line with the evolution of animal communication. I found 
that a discontinuity occurred when humans began to use devices for telecommuni-
cation, since these remove the emotional information that supports the honesty of 
linguistic content. I considered that this might change the way humans use lan-
guage. When this is extended to the language-like communication system of a 
hypothesized extraterrestrial one, I can suggest at least that the system should con-
tain multiple components to support the contradictory needs of information accu-
mulation and signal honesty. I can also suggest that such a system would need to 
function on the axis of time to enable the effective association of tokens and states.
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Chapter 12
Evolution of Intelligence on the Earth

Mariko Hiraiwa-Hasegawa

Abstract Life started on the earth about 3.8 billion years ago, but the emergence of 
animals with simple nervous systems had to wait until about 580 million years ago. 
The brain is an organ to receive various kinds of information, assess them, and make 
decisions to produce adaptive behavior. The cost of having a large brain is quite 
high, and evolution of large brains seems to be a rather rare event. There is only one 
species with a brain the size of which amounts to 2% of its body size, namely, mod-
ern humans. A species that is intelligent enough to discover and utilize electromag-
netic waves must have large brains, organs to manipulate objects, a means to 
communicate ideas about the external world, and a method to verify or refute 
hypotheses about nature. During the evolution of life on earth, at least one such spe-
cies, modern humans, has evolved. As we do not know of any life forms other than 
those on our earth, we have only one evolutionary system within which to investi-
gate the possibility of the evolution of intelligent species. Conclusions remain tenta-
tive until we have other examples of the evolution of life forms on planets other than 
our earth.

Keywords Evolution · Brain · Culture · Civilization · Science

12.1  Introduction

Humans continue to seek other intelligent organisms in the universe in order to make 
contact with them. So far there is no evidence of such existence. It is interesting to 
discover, once some life form has evolved on a planet, how the organisms evolved to 
be intelligent enough to discover and utilize electromagnetic waves. We, humans, 
are the only species on earth that is capable of carrying out science. Evolutionary 
biology investigates the mechanisms of evolution and the phylogeny of organisms as 
the results of evolution on earth. However, as we do not know about the evolution of 
life other than our own, our evolutionary biology is limited to only one sample of an 
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evolutionary system, namely, ours. In this chapter, despite this severe limitation of 
examples, I will speculate on the probability of the evolution of intelligent species 
by looking through the evolution of life on earth, the evolution of modern humans, 
and the emergence of science-based civilizations in human history.

12.2  The Brain as an Organ for Complex Decision-Making

As of 2004, we have about 1.5 million scientifically named species. However, 
nobody knows how many species actually exist on the earth. We know that there are 
many places where scientific exploration is still far from complete, such as the deep 
ocean or canopies of tropical rain forests, and indeed, new species continue to be 
discovered and recorded every year. We have not yet grasped the entire breadth of 
the evolution of biodiversity on the earth. The most recent estimates covering all 
living organisms, including bacteria, estimate the existence of about 1–6 billion spe-
cies (Larsen et al. 2017).

The origin of life on the earth is estimated to be about 3.8 billion years ago. Since 
then, numerous species have evolved and become extinct. It has been said that 
among all the species that have appeared on the earth so far, 99% of them have 
already become extinct. Even the extinction of the entire genera or families has 
occurred rather frequently. Life has been always on the verge of extinction.

In order for any “intellectual” species to evolve from among those organisms that 
evolved on the earth, the most important event should have been the evolution of the 
nervous system, which eventually resulted in the evolution of large brains. The ner-
vous system has evolved for an individual animal to deal with its environment: to 
receive information from its environment, assess it, compare it with other informa-
tion, and make an optimal decision for the next action.

It all started with the evolution of animals that actively move by themselves in 
response to the environmental change around them. Plants do not move, so that they 
do not need such a system to deal with the changes in environment moment by 
moment: nevertheless they, too, have to respond to the changes in their environ-
ment, and they do it in entirely different ways from those of animals. The evolution 
of animals had to wait until about 580 million years ago in the 3.8 billion years of 
the history of life on earth.

Nervous systems can be roughly divided into two groups of neurons: a group 
which receives sensory information and another which sends information for motor 
output. As animals became more complex, more neurons were added to play an 
intermediary role between these two groups. Neurons to store memories also have 
been added and increased, and the more the animal has had to respond with compli-
cated behavior, the larger its brain has become (Kaas 2016).

An intelligent organism must have a relatively large brain compared to its body 
size. Among the numerous species that exist on the earth, modern humans (Homo 
sapiens) have the largest brain in relation to their body size. The human brain weighs 
about 1500 grams and accounts for 2% of body weight. There is no other animal 
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with such a large brain. Chimpanzees and cetaceans have relatively large brains, but 
their brains account for at most 1% of their body weight. These observations 
strongly suggest that the emergence of large brains is rather a rare incident in the 
entire evolution of life.

The reason for this rarity comes from the high cost of developing and maintain-
ing a large brain. Although the human brain accounts for only 2% of body weight, 
it requires more than 20% of the entire energy intake just to maintain it. Growing 
such a large organ also requires a lot of energy and a long period of time. For most 
of the animals living a simple life, the costs of having such a large brain seem to far 
exceed the benefits accruing therefrom. Animals that can afford to have large brains 
will necessarily be large-bodied and long-lived species that have plenty of opportu-
nities to exploit the outcome of their large brains.

During the evolutionary history of life on earth, there has been no general ten-
dency for all organisms to develop large brains through time. Plants have no brain, 
and most invertebrates have only simple nervous systems, but nevertheless they 
flourish all over the world. There are many different strategies for organisms to 
survive and reproduce in their environment, and large brains have evolved only in 
some special cases where the benefits exceed the costs of having them.

Mammals in general have large brains relative to body size, but the primates, the 
order to which humans belong, have especially large brains. Why do they have large 
brains? Though there has been a great deal of research and many controversies, 
there is a consensus among researchers that the most important reason may have 
been the complexity of social life (Dunbar 1998).

12.3  Social Brain Hypothesis

All the large-brained primates are diurnal and social. They live in a semi-closed 
social group, identify themselves with each other, and have a social ranking system. 
They recognize the social relationships among themselves, differentiating affinity 
among themselves, such as between mother and offspring, among other related indi-
viduals, friends, and antagonists. There is competition among individuals over 
social status, and related individuals and friends sometimes ally to confront a 
higher-status individual.

In this situation, an individual who could read others’ minds and manipulate 
them would have an advantage over an individual who could not. Tactical deception 
is defined as manipulation of other individuals’ behavior by giving false informa-
tion or exhibiting ambiguous behavior that can be interpreted multiple ways depend-
ing on the context. Byrne and Whiten (1989) explored the frequency of observations 
of these behaviors among primate species and found that it correlated with the rela-
tive brain size but not with ecological parameters like diet composition or territory 
size. They call it “Machiavellian intelligence,” insisting that the driver of the 
 evolution of intelligence among primates was the complexity of social life, not the 
complexity of ecological settings.
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This hypothesis was later expanded to “the social brain” hypothesis. Dunbar 
(1998) showed that the frequency of tactical deception correlated with the relative 
volume of the neocortex in the brain, and the relative volume of the neocortex itself 
correlated with the average size of the stable social group of the species, but not with 
other ecological parameters. The neocortex is a part of the brain involved in the inte-
gration of sensory and motor information, and responsible for decision-making.

Primate social life is a complex of competition and cooperation, and this com-
plexity increases exponentially with the number of individuals constituting the soci-
ety. Once the brain size of the members of the society starts to increase, it will make 
up a feed-forward loop, because ever larger brains with better computational ability 
and memory will yield advantages in dealing with other large brains. The social 
brain hypothesis explains the evolution of large brains among primates as the results 
of an evolutionary arms race in social complexity.

Humans evolved as one of these primates. The ancestors of humans had already 
evolved large brains as an organ to deal with social complexity. In order for the 
humans to evolve ever larger brains, there must have been an energy source to make 
that evolution possible. Interestingly, humans have relatively small intestines com-
pared to other primates, calculated from body size (Aiyello and Wheeler 1995). The 
intestine, as an organ, also requires a lot of energy to maintain; thus, this fact pro-
vides considerable insight. Since human ancestors advanced to the savannah from 
forest, they started to exploit more meat in addition to vegetable food like roots and 
tubers. At the same time, they are thought to have begun using fires for cooking, 
which made their food considerably easier to digest, and there opened a way for 
reduced intestine size. This might have contributed greatly to the use of surplus 
energy to make their brains larger (Wrangham 2010).

12.4  Environment for Human Evolution

The ancestral line of humans diverged from the lines that led to chimpanzees about 
6–7 million years ago. The group Hominini means the kinds of apes which habitu-
ally adopted upright posture and bipedalism, organisms which appeared at that time 
in Africa. The oldest fossil hominin, Sahelanthropus tchadensis, goes back to 6 
million years ago, and there are many others such as Orrorin tugenensis, Ardipithecus 
ramidus, and Australopithecus spp. thereafter. They ventured into the savannah but 
continued to utilize forests, preserving the ability to grip branches with digits of 
hind limbs. The relative brain sizes of these creatures were not especially large but 
remained about 400 cc, the same level as the current chimpanzee and the gorilla, 
until about 2.5 million years ago.

Then a new type of Hominin appeared. They had relatively long legs, relatively 
short arms, and body proportions almost the same as ours. Their bodies were as 
large as modern humans, and their feet completely adapted to bipedalism, no longer 
able to grasp branches with hind limb digits. They are classified as genus Homo.

Genus Homo probably abandoned the life in trees completely and adapted to the 
life on the savannah, being able to walk and run long distances. This was the time of 

M. Hiraiwa-Hasegawa



171

the beginning of the ice age, and the environment of Africa became colder and drier, 
resulting in the reduction of tropical rain forests. In this time of change, though the 
ancestors of current great apes persisted in the tropical forests, human lines ven-
tured into open grassland.

At the same time, the brain size of genus Homo increased to about 800–1000 cc. 
One of the most famous fossils of early Homo is called the Nariokotome boy of 
Homo ergaster, which appeared in east Africa about 1.8 million years ago. It has a 
body size and structure the same as ours and a brain of about 1000 cc. What was the 
reason of this sudden increase in brain size? Body size itself had almost doubled, 
but one of the main reasons might have been related to the adoption of a continuous 
upright posture and walking. Habitual bipedalism set up a completely different 
environment: direction of the travel of the body became perpendicular to the body 
axis, and more information processing would have been needed for the coordination 
of the upright body.

At the same time, habitual bipedalism completely liberated arms and hands from 
locomotion. All monkeys and apes have prehensile fingers to grasp and manipulate 
objects, but, nonetheless, they have to use hands for locomotion as well. Human 
hands, however, are completely free from the role of locomotion, opening up infi-
nite opportunities to carry things and manipulate things by hand. The opportunities 
for invention and innovation of tools must have increased tremendously. In addition 
to that, the increasing opportunities to see the results of manipulative hands of their 
own would have influenced the understanding of causality of events and of the self 
as one of the drivers of the causality.

The subsistence of the genus Homo also changed dramatically. The primate 
order was originally adapted to life in forests, eating fruits and leaves. All the great 
apes continue to lead such lives. However, the genus Homo had to survive on the 
savannah where there was much less rainfall and much less easily obtainable food. 
On the savannah, proteins are packaged into the shape of large ungulates, but they 
are hard to catch for onetime frugivores who do not have specialized fangs or claws. 
The starches are densely accumulated in the shape of roots and tubers underground, 
but cannot be easily dug up without specialized fingers or snouts. On top of this, the 
genus Homo had to compete for these foods with the expert carnivores and rodents.

This meant that the ancestors of humans who ventured into open grassland had 
to change their diet, subsistence technology, and social structure. They might well 
have gone extinct, but somehow they survived. Our ancestors did change their diet 
and subsistence, not by evolving new bodily parts like fangs and claws but by evolv-
ing larger brains. The larger brains enabled them to read each other’s mind, share 
purposes, and cooperate with each other. The social brain already existed as a base.

However, there is a very high hurdle for wide-range cooperation to evolve: indi-
viduals in a group must be able to detect and expel the noncooperator among them. 
If everybody cooperates, everybody can reap good results. However, if there is a 
noncooperator who enjoys the result without any labor, this strategy will spread in 
the population, and eventually the cooperative system will collapse. In order for our 
ancestors to be able to get benefits from cooperation, they had to discriminate coop-
erators from defectors, and the evolution of social brains was ever more 
accelerated.

12 Evolution of Intelligence on the Earth
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The current fossil evidence suggests that there have been many different species of 
the genus Homo which appeared and disappeared since they first appeared about 2.5 
million years ago (Fig. 12.1). Homo erectus successfully spread from Africa into the 
Eurasian continent but eventually went extinct. Neanderthals, who were a distant 
cousin of our species, evolved around 500 thousand years ago and spread to Europe 
and the Near East. They had relatively large brains comparable to ours but went 
extinct by about 30 thousand years ago. Our own species, Homo sapiens, evolved in 
Africa about 200 to 300 thousand years ago and eventually spread to all over the 
world from 90 thousand years ago onward. There is evidence of hybridization between 
Homo sapiens and Homo erectus spp., and Homo sapiens and Neanderthals. Also, 
archeological evidence suggests that, around 90–70 thousand years ago, there was a 
very severe reduction of population among Homo sapiens in Africa. However, in the 
end, only we Homo sapiens survived to this date (Boyd and Silk 2008; Dunbar 2014).

If we look at the history of emergence and extinction of various Homo species 
with large brains as trial and error in the evolution of large brains, we can conclude 
that the probability of the emergence and continual existence of a large-brained spe-
cies must be low.
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Fig. 12.1 Time line of various Hominins during the Plio-Pleistocene. Duration of existence of 
each fossil is approximation. The exact phylogenetic relationships among them are unknown
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12.5  Language and the Accumulation of Culture

We, humans, use language. We are able to communicate with each other and engage 
in cooperative action by using language. Through language, we are able to share our 
knowledge and pass the knowledge onto the next generation. The people of the next 
generation learn the knowledge and are able to start with that knowledge without the 
need to discover or invent it by themselves from scratch. Thus, we can revise and 
accumulate our knowledge. This is our culture. The main reason of our success on 
this earth is that we have this kind of cumulative culture.

Language is the means to communicate ideas about the world and is essential for 
human culture. Details of the characteristics of our language and its evolution will 
be discussed in Chap. 11.

What is culture? In behavioral ecology, culture is defined as a body of information 
transferred from individual to individual through means other than genetic transmis-
sion. With this definition, we can say that nonhuman primates and other animals 
have cultures of their own, and we can compare them with human cultures to extract 
characteristics unique to human culture. Chimpanzees, our closest relatives, exhibit 
various different traditions of food choice, tool using and greeting gestures, which 
seem to have arbitrarily arisen in a particular society and been culturally transmitted 
among them over generations (Whiten et al. 1999). Cultural behavior is, thus, not 
unique to humans, but it seems that we are the only species that has cumulative cul-
tures which are improved through time by adding discoveries and inventions.

Evidence of culture of fossil humans is restricted to some tools made of stone and 
other enduring materials (Shea 2016). The oldest stone tools are the ones called 
Oldowan, from about 2.5 million years ago. These tools are stones with edges made by 
hitting stones against each other and have no characteristic type. This suggests that the 
makers of these tools did not share the idea of how to make tools but that each indi-
vidual made the tool by trial and error in his or her own way. Microscopic studies on the 
surfaces of these tools have revealed that they were used for cutting meat from bones.

From about 1.8 million years ago, we see another type of stone tools called Acheulean 
hand axes. They have a typical teardrop shape in common, which suggests that the 
makers of the tools shared the idea of how to make them, and some kind of teaching 
might have been involved. Acheuleans are said to have been made by Homo erectus.

Amazingly there has been no detectable innovation in the making of Acheulean 
hand axes for nearly 1 million years. But hand axes were not the only tools Homo 
erectus had. There are archeological remains of very sophisticated wooden spears 
made by Homo erectus from about 500 thousand years ago, and there must have 
been various other tools made from soft materials that didn’t last.

The number of tools differentiated for specific purposes began to increase from 
about 250 thousand years ago and increased exponentially since then. An explosion 
of diverse art forms like cave paintings, sculptures of figurines, and musical instru-
ments started from about 50 thousand years ago. However, there was still a long 
way to go before the emergence of civilizations.
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12.6  Emergence of Civilizations Based on Science

Modern humans, Homo sapiens, emerged about 200 thousand years ago and sur-
vived for a long time thereafter with hunting and gathering as their basic subsistence 
technology. They invented various kinds of tools and artistic objects. However, until 
the invention of agriculture and domestication of animals, humans remained just 
another species of great apes. Their population size remained small, and their eco-
logical influence must have been minimal, because the populations with foraging 
lifestyles were controlled by the availability of foods.

Subsistence based on agriculture and livestock drastically changed the situation: 
food procurement became stabilized, storing of surplus foods became possible, and 
sedentary lifestyles began. These changes led to an increase in population size and 
subsequently generated civilizations and inequality among people. Inequality 
among people opened up a way for the emergence of a class of people who were 
able to spend leisurely time “thinking” (Henry 1989).

The invention of agriculture and domestication of animals started about 10 thou-
sand years ago. After that, there appeared a number of civilizations on the earth. 
Egypt, Mesopotamia, China, and India were called the world’s four great ancient 
civilizations, but other kinds of civilizations also appeared in Asian areas other than 
China, including Japan, and in Mesoamerica, South America, and Africa as well 
(Fernandez-Almesto 2001).

In all of these civilizations, there were people who contemplated the origins of the 
universe, life, and human beings. Many of those attempts ended up in mythic or religious 
explanations, but some of them invented devices such as observatories to measure natu-
ral phenomena and engaged in objective, potentially “scientific” observation of nature.

Modern humans are equipped with the ability to think logically and the language 
to communicate logical ideas. It seems that modern humans feel more comfortable 
when a proper explanation has been provided for a natural phenomenon than other-
wise. Therefore, we can assume that there have always been a group of people who 
were interested in the pursuit of truth about nature in any civilization, but whether 
their ideas could have become dominant among their entire society depended on 
numerous other social, economic, and political conditions.

China and India, for example, also invented methods to explore nature objectively, 
and some of their inventions played an important role in the history of science. 
However, there is only one civilization that adopted the scientific way of thinking as 
its basis and ignited the subsequent development of scientific knowledge and science-
based technologies. That is the European civilization from the seventeenth century on.

An attempt to explain the world without resort to supernatural power is thought 
to have germinated in ancient Greece. Thales of Miletus is one of the most famous 
philosophers who started the tradition. Many of the Pre-Socratic philosophers fol-
lowed him in explaining nature by constructing theories and hypotheses based only 
on natural materials and laws.

However, the way toward the establishment of modern science was not easy and 
straight thereafter. The Roman empire, after the demise of ancient Greece, did not 
pay much respect to philosophy, and the center of the “scientific way of thinking” 
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moved to the Islamic world during the medieval ages. Islamic science flourished 
from about the eighth to the twelfth centuries and played a critical role in preserving 
Greek philosophy, especially scientific ideas, during the period when the tradition 
was lost in Europe. But they eventually abandoned this pursuit and returned to reli-
gious fundamentalism.

Current scientific activities are based on the following three ideas: (1) there are 
universal laws and rules that govern natural phenomena; (2) natural phenomena can 
be logically explained based on those laws and rules; and (3) the explanations 
should be evaluated by empirical evidence. These principles of scientific methodol-
ogy were not established overnight but have been slowly built up through the seven-
teenth to nineteenth centuries. There must have been numerous social and economic 
conditions that supported the civilization-wide development of science in Europe. 
Separation of church and state, adoption of democracy, development of a liberal 
market economy, to name a few, may have played important roles (Ferguson 2012; 
Morris 2014). Once modern science was established, people in any country or cul-
ture have the potential to understand and contribute to science. That is what hap-
pened in this world. However, the probability that scientific thought will become the 
foundation of a civilization may be low.

An intelligent species able to exploit electromagnetic waves must discover elec-
tromagnetic waves in the first place. That species must have large bodies equipped 
with large brains and must be long-lived. As well, that species must engage in sci-
entific pursuits. In order to do this, the species must have some means to share 
abstract representations and also the means to determine if those representations are 
true or false. In addition to this, the species must have a large population including 
individuals who can afford to spend their time on research.

During the 3.8 billion years of history of life on earth, there is only one Hominin 
line that evolved large brains weighing more than 2% of their body weight. 
Neanderthals had large brains equivalent to ours, but nevertheless they went extinct. 
Since the emergence of Homo sapiens 200 thousand years ago, various civilizations 
have flourished in different parts of the earth, but only one civilization established 
science-based societies. The probability of the emergence of an intelligent species 
that exploits electromagnetic wave seems to be low.

However, it did occur once on our earth in our history of life of 3.8 billion years. 
There are numerous habitable planets in this universe, and it is possible that other 
intelligent organisms evolved somewhere. We are not sure whether we can have 
contact with them while our civilization still lasts, and it is an entirely different issue 
whether the contact will be a happy one for each other or not.

12.7  Conclusion

When we consider life on earth as an example, we can say that, in order for an intel-
ligent species to evolve, it is necessary that the species have a high-level information- 
processing system like a large brain, manipulative organs like human hands, and a 
trustworthy communication means like human language. In the entire 3.8 billion 
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years of history of life on earth, we are the only species that has evolved to be able 
to invent science-based civilizations. Based on this fact, we can say that the evolu-
tion of intelligent life form is quite rare and could not be achieved without billions 
and billions of trials and errors. If there is a planet suitable for the evolution of any 
life form, and if we assume that reproduction with modification through competi-
tion and selection is a universal law for any life form, it will inevitably lead to the 
evolution of animals with large brains. However, we have only one sample of evo-
lutionary systems, namely, the one on this earth, so the conclusion must be tentative 
until we have another example to compare with our system.
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Chapter 13
Formation of Planetary Systems

Shigeru Ida

Abstract The planet formation process regulates the planetary surface environ-
ment during the early phase when life may emerge. The frequency and diversity of 
“habitable planets” are predicted by the planet formation model. Here we review 
our current understanding of planet formation for our Solar system and general 
exoplanetary systems. The discovery of diverse exoplanetary systems now requires 
significant revisions of the classical standard planet formation model that was built 
to explain our Solar system. A new ingredient, orbital migration of planets, is drasti-
cally changing the model. A new idea, pebble accretion, might change the very basis 
of the model. We also comment on the formation of the magma ocean and early 
atmosphere and delivery mechanisms of H2O, C, and N to planets in habitable 
zones.

Keywords Solar system · Exoplanets · Habitable planets

13.1  Introduction

The frequency and diversity of “habitable” planets in our galaxy is one of the most 
important problems in the modern astronomy and planetary sciences. Although the 
planetary conditions for habitability are not clear yet, recent observations have 
revealed that Earth-size or slightly larger planets (super-Earths/Neptunes) may 
commonly exist in “habitable zones” in exoplanetary systems (e.g., Petigura et al. 
2013), where “habitable zone” is defined as a range of orbital radius where stellar 
radiation is appropriate for liquid water to be able to exist on the planetary surface 
under sufficient atmospheric pressure (e.g., Kasting et al. 1993).

In fact, it was recently announced that Earth-size planets were discovered in 
habitable zones around the stars, Proxima Centauri and Trappist-1. Proxima 
Centauri is one of the closest (4.25 light years) stars to our Solar system, and three 
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potentially habitable planets were identified for Trappist-1. However, note that both 
Proxima Centauri and Trappist-1 are red dwarfs (M-type stars) of ~0.1 solar mass 
and ~0.001 solar luminosity. Due to the proximity of the habitable zones to the host 
stars according to the low luminosity, the surface environments of planets in the 
habitable zones would be very different from that of the Earth. For example, plan-
etary spin would be locked to the orbital rotation. Radiation from the host stars is 
infrared rather than visible. The amount of ocean may also be different. While 
super-Earths are also discovered in habitable zones around K-type stars (0.5–0.8 
solar mass), Earth-size planets around solar-type stars are still difficult to detect 
with the current observation resolution (see Chap. 28).

The sizes and orbits of planets are important factors for their habitability. 
However, surface environments such as atmospheric compositions and amount, cli-
mate, ocean, magmatic activities, and asteroidal impacts are direct factors for habit-
ability and are not uniquely determined by the planetary size and orbit. The thermal 
states of the interior and surface environments during the early phase of the planets 
when life might emerge depend on the planet formation processes and the architec-
ture of whole planetary systems.

The discovery of diverse exoplanetary systems that have very different architec-
ture from our own Solar system requires reconstruction of planet formation models. 
About 1% of solar-type stars have Jupiter-mass planets orbiting in the proximity 
(<~0.1 au, where au is the unit of length equal to the mean orbital radius of the 
Earth, which is ~1.5 × 1013 cm) of the host stars, which are called “hot Jupiters.” 
More stars have Jupiter-mass planets on eccentric orbits (“eccentric Jupiters”). 
These planets are very different from Jupiter and Saturn in our Solar system, which 
have almost circular orbits at 5.2 au and 9.6 au. Some of the hot Jupiters even have 
orbits retrograde to the spin rotation of host stars.

While there is no planetary body inside Mercury’s orbit at 0.4 au in the Solar 
system, compact systems of close-in super-Earths/Earths or sub-Neptunes are very 
common in exoplanetary systems (see Fig. 13.1). More than 50% of solar-type stars 
may have these planets (Mayor et al. 2011). The frequency of these planets could be 
higher around lower-mass stars.

These architectures of exoplanetary systems imply that dynamical processes, 
such as orbital migration due to disk-planet interactions and orbital instability asso-
ciated with planet-planet strong scattering, are important factors in planet forma-
tion, although such processes were not considered previously in the classical 
formation model of the Solar system. From the data of exoplanetary systems, it has 
come to light that the formation processes of our Solar system are still imperfectly 
understood. Here I review our current understanding of the processes of planet for-
mation, focusing mainly on our own Solar system. I also comment on the magma 
ocean that affects the planetary surface environments and transport mechanisms of 
H2O, C, and N to planets in habitable zones during planet formation.
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13.2  Classical Model and Its Problems

The classical standard model of planet formation was built in the 1970s–1980s (e.g., 
Safronov 1969; Hayashi et al. 1985) based on disk and planetesimal hypotheses. 
The model is as follows (also see Fig. 13.2). (1) The remnants of star formation 
form a protoplanetary disk around the host star. (2) The disk consists of H/He gas 
by ~99 wt.%, which is the same as the host star. However, the disk temperature is 
much lower than the star, submicron-sized silicate/iron/icy grains condense in the 
disk, and 1–10 km sized planetesimals are formed from the grains. (3) Planetesimals 
grow through collisional coalescence to form terrestrial planets and cores of Jovian 
planets. (4) In the outer disk regions, because icy grains also condense in addition 
to silicate grains, cores large enough to cause the onset of runaway gas accretion 
from the disk are formed, resulting in Jovian planets such as Jupiter and Saturn. (5) 
In the outermost disk regions, the core growth is so slow that the cores fail to start 
runaway gas accretion before the disk gas depletion and they are left as midsized icy 
planets such as Uranus and Neptune. Then, the Solar system is completed.

More details of the planetesimal accretion process (step 3) in the classical model, 
which neglects orbital migration, are as follows. In the early stages, the planetesimal 
accretion is “runaway growth.” Larger planetesimals grow more rapidly than the 
others (e.g., Wetherill and Stewart 1989; Kokubo and Ida 1995). In the later stages, 
the runaway bodies compete with each other, while most planetesimals remain 

Fig. 13.1 Confirmed planets detected by Kepler space telescope with transit observation. Solar 
system planets are also plotted. The shaded region represents parameter range beyond detection 
limit by Kepler observation
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small (“oligarchic growth,” Kokubo and Ida 1998). The formation timescale of 
Mars-size bodies is ~ a few × 105 years at 1 au for the disk model inferred from the 
Solar system (Hayashi 1981). The final mass of the oligarchs in the presence of disk 
gas, called “isolation mass,” is ~0.15 ME at 1 au, where ME is the Earth mass ~6 × 
1027 g (Kokubo and Ida 1998) for the pre-solar system disk and it increases with 
orbital radius. The next stage of growth is via collisions between oligarchs, termed 
“giant impacts,” which occur after the disk gas depletion (the disk gas strongly cir-
cularizes the orbits to inhibit the giant impacts). Mercury and Mars could be oli-
garchs that avoided collisions during the giant impact stage, which is supported by 
Hf-W chronology (e.g., Kleine et al. 2009). By a final giant impact to the proto- 
Earth, the Moon would have been formed (e.g., Canup and Asphaug 2001).

Thus, the classical model seems to beautifully explain the architecture of our 
Solar system. However, as stated below, it was recently recognized that there are 
many aspects in the Solar system that cannot be explained by the classical model. It 
is apparent that the classical model cannot explain the very different architecture 
discovered in diverse exoplanetary systems.

It has been recognized that the formation of planetesimals from submicron dust 
grains (step 2) cannot be attained by a simple process. The pairwise growth of dust 
grains is expected to stall at mm or cm sizes due to bouncing and fragmentation 
(e.g., Blum and Wurm 2008; Brauer et al. 2008). Furthermore, the “meter-size” bar-
rier that interferes with the further enlargement of the planetesimals (Adachi et al. 
1976; Weidenschilling 1977), which has been recognized for a long time, has not 
been solved yet. Since the disk gas rotates at sub-Keplerian velocities due to  pressure 

Fig. 13.2 Classical standard model for Solar system formation. For details, see the main text
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support, the dust particles feel a headwind, and it removes their angular momentum 
to result in inward migration of the particles. The migration timescale for meter-
sized bodies is only ~100 years at 1 au. According to this difficulty, a new model, 
“pebble accretion,” has been proposed (Sect. 13.3).

The formation of a large enough core for Jupiter within a typical disk lifetime ~ 
a few million years (e.g., Haisch et al. 2001) is also a long-standing issue. The mass 
distribution of planets in the Solar system is very different between the inner and 
outer regions that are divided by the asteroid belt. The inner planets are low-mass 
and rocky, while in the outer regions, planets are much more massive and consist of 
a large amount of H/He gas. The difference is often attributed to a “snow line” at 
~3 au. Beyond the snow line, because icy grains condense, more solid materials are 
available for more massive planetary cores. For the onset of runaway gas accretion, 
a core mass larger than ~10 ME is required (e.g., Bodenheimer and Pollack 1986; 
Ikoma et al. 2000). However, the classical model predicts a longer accretion times-
cale than a typical disk’s lifetime for a 10 ME core at ~5 au. Furthermore, the core 
isolation mass (the maximum protoplanet mass) predicted by the oligarchic growth 
model is lower than 10 ME.

The oligarchic growth model predicts that the final planet mass continuously 
increases with the orbital radius (at the snow line, the predicted mass jumps by a 
factor of a few). However, Mars at 1.5 au is 10 times less massive than the Earth at 
1 au, and there is no planetary-mass body in the asteroid belt at ~2–3 au. Even with 
the strong perturbations of Jupiter, N-body simulations from a continuous planetesi-
mal distribution cannot reproduce such a small Mars analog (Chambers 2001). The 
classical model cannot explain the deficit of planetary bodies inside Mercury’s orbit 
at 0.4 au, either.

Another problem is the two distinct isotopic groups in asteroids: C-type (carbo-
naceous) and S-type (non-carbonaceous) bodies, which are obtained by the analysis 
of carbonaceous and non-carbonaceous meteorites. Although their radial distribu-
tions somehow overlap, their stable isotope ratios are very different (Kruijer et al. 
2017). The isotope ratios are usually interpreted as reflecting the birth locations of 
solid materials in the disk, so that the different isotope ratios between carbonaceous 
and non-carbonaceous meteorites are inconsistent with the current radial distribu-
tion of C-type and S-type asteroids.

13.3  Pebble Accretion

In Sect. 13.2, the “meter-size barrier” for grain growth was mentioned. Due to aero-
dynamic gas drag, small particle motions are coupled to the gas. The condensed 
particles grow through pairwise collisions in the disk. While the growth timescale 
(the mass-doubling timescale) is almost independent of the particle mass, the cou-
pling between the particle and the gas becomes weaker, and the migration timescale 
becomes shorter as the particle grows. When the particles grow to ~10 cm size, the 
migration dominates the growth, and the migration of the particles actually starts. 
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The particles never reach planetesimal sizes before falling onto the star. This is 
called the “meter-size barrier” or “drift barrier” (Weidenschilling 1977). Although 
it is pointed out that fluffy ice grains may grow sufficiently rapidly (Okuzumi et al. 
2012; Kataoka et  al. 2013), the drift barrier is considered to be still a serious 
problem.

In the past, it was assumed that particles settle into a thin midplane until they 
collapse into clumps from their self-gravitational force (Goldreich and Ward 1973). 
However, the particle layer will be stirred up by the instability induced by the sedi-
mentation that is called Kelvin-Helmholtz instability, which prevents the collapse 
(Weidenschilling 1995; Sekiya 1998). One possible process that leads to the col-
lapse is “streaming instability” (Youdin and Goodman 2005). In this process, when 
pebbles form aggregates, the aggregates move more slowly in the gas by their iner-
tia, and they accumulate more surrounding pebbles that move faster to eventually 
form gravitationally bound clumps. However, in order for the streaming instability 
to occur, particle sizes must be larger than cm sizes and the pebble-to-gas mass ratio 
must be larger than ~0.02 (Carrera et  al. 2015), which is difficult to be realized 
because pebbles migrate so fast (Krijt et al. 2016; Ida and Guillot 2016). It is not yet 
clear if the streaming instability can form planetesimals in protoplanetary disks. 
Clumps may form at local discontinuities of the protoplanetary disk where the radial 
pressure gradient is positive and migration of pebbles will be halted (e.g., Johansen 
et al. 2014).

When icy pebbles of ~10 cm sizes pass the snow line, many small silicate grains 
would be ejected during sublimation of icy components (Saito and Sirono 2011; 
Morbidelli et al. 2016). Because the small silicate grains are coupled to the gas due 
to the strong gas drag, their migration is very slow. Together with rapid migration of 
icy pebble, the ejected silicate particles pile up just inside the snow line. This pileup 
could lead to rocky (silicate) planetesimal formation (Ida and Guillot 2016; 
Drazkowska and Alibert 2017). The inefficient accretion of small particles might 
also be important for the dichotomy of the Solar system (Sect. 13.4).

Once 100–1000 km planetesimals (seed planets) are formed, their motions are 
decoupled from the disk gas. The pebble’s motion deviates from its original orbital 
trajectory due to the planetesimal gravity, increasing gas drag and enhancing the 
cross-section of planetesimals (Ormel and Klahr 2010, Lambrechts and Johansen 
2012). The capture cross-sections of the planetesimals for pebbles become very 
large, comparable to the Hill sphere for the large planetesimals. While the formation 
mechanism of planetesimals with >100 km size is unclear, pebble accretion can be 
very efficient and potentially solves the problem of core accretion for gas giants 
within the disk lifetime (Lambrechts and Johansen 2012).

Growth of pebbles from small grains and onset of their migration are earlier in 
an inner region, and the pebble formation front propagates outward (e.g., Sato et al. 
2016). Because pebbles are still formed in the outer regions of the disk and migrate 
all the way through the disk, the planets can grow without any limit. This is very 
different from the idea of isolation mass in the oligarchic growth model where a 
protoplanet accretes nearby planetesimals in a limited range of radial distance from 
the protoplanet orbit (Figs. 13.3 and 13.4). When a planet becomes large enough to 
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make a dip in the radial distribution of the gas surface density, the positive radial 
pressure associated with the dip inhibits migration of pebbles due to aerodynamic 
gas drag. The dip is created when the planet mass exceeds ~ several ME at 1 au 
(Lambrechts et  al. 2014). Due to this critical mass being much larger than the 
masses of the current terrestrial planets in our Solar system, the pebble flux must be 
truncated by consumption of all the solid materials in the disk (Ida and Guillot 
2016) or by formation of a large planet in an outer region (Morbidelli et al. 2016) if 
pebble accretion is assumed. Pebble accretion is so fast that the truncation at 
~0.1–1 ME to fit the terrestrial planets in the Solar system may need very fine tuning. 
While giant impact phase is consistent with the classical oligarchic growth model, 
it would not be consistent with pebble accretion model.

It is often inferred that oxygen isotope ratios reflect the birthplaces of the build-
ing block materials. If pebbles were formed in outer regions and migrate all through 

Fig. 13.3 Schematic illustration of the classical planetesimal accretion model and pebble accre-
tion model. While planets accrete from nearby planetesimals in the classical model, pebbles are 
formed in the outer regions of the disk and migrate all the way through the disk

Jupiter SaturnS-type C-type

tim
e

1 au 10 au3 au
Orbital radius

Fig. 13.4 Schematic illustration of “Grand Tack” scenario. Time evolution is from the upper panel 
to the lower panel. (Based on Kevin Walsh HP http://www.boulder.swri.edu/~kwalsh/GrandTack.
html)
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the disk, all the bodies formed by pebble accretion would have similar isotope data. 
However, the observed oxygen isotope ratios among Earth, Mars, meteorites, and 
comets are clearly different. Further examination is needed to explain the observed 
variations of oxygen isotope ratios.

As we have disused so far, pebble accretion model can avoid a serious “meter- 
size barrier” problem and account for rapid formation of Jupiter. It might also 
explain the dichotomy between inner and outer regions of the Solar system. 
However, formation of seed planets has not been clarified. The consistency with 
giant impacts and diverse oxygen rations is also a problem.

13.4  Gas Giant Formation

The classical model for formation of gas giants is called “core accretion” (e.g., 
Mizuno 1980; Stevenson 1982; Bodenheimer and Pollack 1986). The mass of gravi-
tationally bound gas envelope increases as the planet grows. At some critical core 
mass, the pressure gradient no longer supports the envelope against the planetary 
gravity, and the envelope starts collapsing along a Kelvin-Helmholtz contraction 
timescale. As the contraction proceeds, the surrounding disk gas flows onto the 
planet, rapidly producing a gas giant. The critical mass is typically ~10 ME.

Another model is the “disk instability” model (Boss 2000), whereby a self- 
gravitationally unstable gas disk might fragment into objects that survive as gas 
giants. While this model could explain wide-orbit gas giants found by direct imag-
ing (e.g., Kalas et al. 2008), it is not easy to explain Jupiter-mass planets at <~10 au. 
We will not discuss the disk instability model any further in this chapter.

With the pebble accretion model, cores with >10 ME can easily grow before the 
disk depletion, which may not be easy in the classical planetesimal model, as men-
tioned in Sect. 13.2. In the Solar system, the total mass of terrestrial planets that 
consist mostly of solid materials is only ~2 ME, while the total mass of solid materi-
als in the gas planets may be as >~50 ME in the outer Solar system. It is not clear 
why such a huge difference in the distribution of solids exists between the inner and 
outer regions in the Solar system. It is not entirely explained only by the condensa-
tion of icy grains beyond the snow line. The pebble accretion model could explain 
the dichotomy, because accretion of small silicate particles in the regions inside the 
snow line is less efficient than that of icy pebbles beyond the snow line and because 
formation of a gas giant which is formed beyond the snow line truncates further 
pebble flow into the inner regions and stores a large amount of pebbles in the outer 
regions (Morbidelli et al. 2016).
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13.5  Orbital Migration

The classical planet formation model described in Sect. 13.2 assumed in situ growth 
of planets. However, discovery of close-in Jupiters/Neptunes/super-Earths in exo-
planetary systems strongly suggests that planet formation is not necessarily an in 
situ process. When a planet becomes massive enough, it gravitationally interacts 
with the protoplanetary disk gas and launches density spiral waves in the disk. Due 
to the recoil of the density waves, the planet migrates. The torques from inner and 
outer disk regions are in opposite directions and roughly cancel each other out. In a 
locally isothermal smooth disk, the outer torque is stronger, and the planet migrates 
inward (Tanaka et al. 2002). This is called “type I migration.” It was found that an 
Earth-size planet at 1 au and a core with 10 ME at 5 au migrates inward toward the 
host star in 105 years. This short timescale is a serious problem for the formation of 
the cores of the giant planets because they must form in the disk of lifetime of a few 
million years.

Since type I migration is driven by an imbalance between the inner-disk and 
outer-disk torques, small thermal/dynamical differences of the disk structure can 
change the speed and even the direction of the migration; in dense (non-isothermal) 
disk regions, the planet migrates outward (Paardekooper and Papaloizou 2009). 
However, the range of parameters for outward migration is limited (Baruteau and 
Masset 2013) and has not been well determined. Furthermore, even if the migration 
is outward, it is still too fast.

When the planet mass becomes comparable to a Jupiter mass, the planetary grav-
ity is strong enough to open a gap in the disk. The planet is fixed in the gap and 
migrates inward with the disk gas that spirals in toward the host star. This is called 
“type II migration” (Lin and Papaloizou 1986). Type II migration is the most popu-
lar model for the origin of hot Jupiters (Lin et al. 1996). The disk radially diffuses 
due to angular momentum transfer by turbulent viscosity. Due to angular momen-
tum per unit mass being proportional to the square root of orbital radius, the conser-
vation of total angular momentum results in inward migration of gas except 
outermost parts of the disk (e.g., Lynden-Bell and Pringle 1974).

Type I migration speed is proportional to the planet mass. Transition of migration 
from type I to type II avoids a migration timescale that is too short for massive plan-
ets. However, the local diffusion timescale in the disk, which regulates type II 
migration timescale, is shorter than the global disk lifetime. Type II migration also 
has the problem of too large speed. Radial velocity observations revealed that most 
of the Jupiter-mass planets are located at >1 au, which is inconsistent with this theo-
retical prediction (Hasegawa and Ida 2013). Recent hydrodynamical simulations 
(e.g., Duffell et al. 2014) suggest that disk gas crosses the gap and a planet in the gap 
does not migrate together with inward spiral of the disk gas.

Furthermore, in the case of the migration of two giant planets, hydrodynamical 
simulations (e.g., Masset and Snellgrove 2001) show that type II migration can 
move outward under certain circumstances. This idea was further developed as the 
“Grand Tack” model that is discussed in more detail in the next section.
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Another migration mechanism of gas giants is planet-planet scattering. While the 
Solar system is dynamically very stable, the stability condition highly depends on 
the planetary mass and orbital separation (Chambers et  al. 1996; Marzari and 
Weidenschilling 2002). It is expected that, in some systems, gas giants undergo 
orbital instability to pump up the orbital eccentricities and even eject other planets, 
while in the other systems, no instability occurs within the main sequence lifetime 
of the host stars.

The theoretical modeling shows that the observed distributions of eccentric 
Jupiters are explained by the planet-planet scattering (Ida et al. 2013). For some 
fraction of orbital instability, inwardly scattered gas giants approach so close to the 
host stars that their eccentric orbits are shrunk to close-in circular ones; that is, they 
are transformed into hot Jupiters (Nagasawa et al. 2008). Since this mechanism can 
form the discovered retrograde hot Jupiters (the tidal circularization can occur after 
strong scattering that flips a gas giant’s orbit), it is suggested that some of hot 
Jupiters were formed in this way, rather than by type II migration.

13.6  Formation of Rocky Planets

In Sect. 13.2, we described the scenario of planetesimal accretion neglecting orbital 
migration. If type I migration is taken into account, planets at >~1 au would start 
migration before they attain the isolation mass (Ida and Lin 2010). While the accre-
tion timescale increases with the planet mass, the type I migration timescale 
decreases; migration dominates over growth when the planet mass exceeds a thresh-
old value, which is ~0.1 (r/1 au)−1 ME for the proto-solar system disk.

In general, the migration due to the non-isothermal torque is outward in dense 
gas regions of the inner part of the disk, while it is still inward in the outer disk 
regions. In this case, planets may converge to the boundary between outward and 
inward migration regions. It is possible that the converging zone is near 1 au, which 
may be consistent with the idea that terrestrial planets in our Solar system are 
formed from the planetesimals originally concentrated at 0.7–1 au (Hansen 2009). 
This local formation scenario explains why there are no celestial bodies inside 
Mercury’s orbit, why Mars is so small, and why no planet-size bodies exist in the 
asteroid belt in our Solar system. However, the convergent zone should migrate 
due to the disk evolution, and it is not clear why close-in super-Earths/Neptunes 
exist in more than half of the exoplanetary systems. Furthermore, as mentioned 
before, the range of parameters for outward migration is limited (Baruteau and 
Masset 2013).

Because gravitational perturbations from the gas giants are strong, they sculpt 
the orbital architecture of terrestrial planets even if the planets are located far from 
the gas giants. In the case of the Solar system, the asteroid belt is almost emptied out 
in the proximity of Jupiter (>3.2 au). The orbital eccentricities and inclinations of 
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the remaining asteroids are generally very high, but Jupiter’s perturbations in its 
current orbit cannot be responsible for the high eccentricities and inclinations. 
Something must therefore have happened in the asteroid belt during the Solar sys-
tem formation stage.

The “Grand Tack” model (Walsh et al. 2011) assumes that Jupiter and Saturn first 
migrated inward (type II) and then reversed their migration direction, where “tack” 
stands for turnaround. In a disk-planet system, angular momentum is globally trans-
ferred outward, mass is transferred inward, and two adjacent giant planets in a com-
mon gap should migrate inward together with disk gas. However, if the outer gas 
giant (Saturn) is not large enough to make a clear outer edge of the gap, disk gas can 
enter it from the outer region and continuously cross the gap through interactions 
with the two giants. The two gas giants can migrate outward, gaining angular 
momentum from the gap-crossing flow (Masset and Snellgrove 2001). While it is 
dynamically possible in principle, the disk conditions must be tuned. In our Solar 
system, if the turnaround (“tack”) location is 1.5–2.5 au, the asteroid belt is depleted 
by Jupiter’s perturbations, and it can also explain the small size of Mars. This model 
can also explain the spectral and isotopic differences between S-type and C-type 
asteroids.

Another potential way of clearing out the asteroid belt is “sweeping secular 
resonances” due to progressive disk gas depletion (Ward  1981; Nagasawa et  al. 
2000). On a relatively long timescale, perturbations from a giant planet on a small 
body can be approximated by orbit averaging (“secular perturbation”). The orbital 
eccentricity of the small body oscillates with small amplitude and its arguments of 
periastron and ascending node circulate. However, if the perturbing planet also suf-
fers from secular perturbations from the disk and the precession periods of both the 
perturbing body and the small one coincide, the orbital eccentricity of the small 
body increases to a high value (“secular resonance”). As the gas disk is depleted, 
the location of the secular resonance migrates, scattering small bodies at different 
locations one after another. This is called a “sweeping secular resonance,” which 
could also be responsible for the high eccentricities of the asteroid belt (Nagasawa 
et  al. 2000) and clearing the belt by a combination with gas drag (Zheng et  al. 
2017).

Note that the oscillation amplitude of eccentricity by the secular perturbation is 
proportional to the eccentricity of the perturbing gas giant. If orbital instability of 
gas giants occurs and their eccentricities are highly pumped up, the eccentricities of 
terrestrial planets that are located far inside the gas giant orbit can be pumped up to 
~1, and the terrestrial planets are thrown into the host star (Matsumura et al. 2013).

For the Solar system formation, a relatively complicated migration of Jupiter and 
Saturn, called “Grand Tack” model, has been proposed, as we have pointed out. It 
potentially solves the problems of small Mars and C-type/S-type asteroids, while it 
requires a fine-tuning for the initial conditions and disk structure.
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13.7  Magma Ocean of Rocky Planets

For planetesimal impacts, the impact velocity is comparable to or slightly larger 
than an escape velocity from the surface of the planet. The impact velocity is large 
enough to melt the planetary surface if the planet mass is larger than Mercury (e.g., 
Safronov 1978; Coradini et al. 1983). An Earth-size planet would melt outer layer 
into what is called a “magma ocean.”

On the other hand, in the case of pebble accretion, magma oceans may not form. 
When a planet is embedded in protoplanetary disk gas, it attracts a small amount of 
the disk gas to form a primordial hydrogen atmosphere (Ikoma and Hori 2012). 
Since the pebble impact velocity is reduced by the atmospheric gas drag, impact 
velocity may not be large enough to melt the planetary surface. Pebble accretion 
heats the atmosphere through the drag rather than the planetary surface by the 
impact. If giant impacts follow the pebble accretion, a magma ocean may be formed 
sporadically. Considering that a magma ocean chemically reacts with the atmo-
sphere and there is chemical differentiation in the magma ocean, magma ocean 
plays a key role in the surface environment of an early planet.

Note that in the classical planetesimal accretion model, their impacts onto the 
planet not only form a magma ocean but also generate an impact degassing atmo-
sphere, which would be an H2O or CO2 gas, oxidizing atmosphere. The present 
atmospheric masses of the Earth and Venus are ~10−4 wt.% and ~10−2 wt.%, respec-
tively. It is expected that the early Earth had a CO2 atmosphere with a similar amount 
to Venus.

On the other hand, the primordial hydrogen atmosphere predicted by the pebble 
accretion model is reducing. The earliest atmosphere is influenced by the dominant 
accretion mode, the planetesimal accretion, or the pebble accretion. As organic syn-
thesis is generally easier in the reducing atmosphere, this is very important.

In the present terrestrial planets in our Solar system, no hydrogen atmosphere 
remains. Due to the small weight of hydrogen molecules, the hydrogen atmosphere 
may have escaped via UV radiation. However, it may have stayed in the atmosphere 
during the early evolution phase of the planets and on super-Earths in particular, due 
to their gravity being stronger than Earth-size planets. A simple estimation for the 
hydrogen atmosphere mass is ~10−4 (Mp/ME)3 wt.% where Mp is the planet mass 
(Stevenson 1982). It is important to clarify how long the hydrogen atmosphere is 
preserved.

13.8  Tails of Planetesimal Accretion

If planetesimal accretion is considered, the main phase of terrestrial planet accretion 
would end in 100 Myr. However, impacts of leftover planetesimals should continue 
although the impact rate would decay with time. From the estimated amount of 
siderophile elements (iron-loving elements) in the mantle, it has been suggested that 
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the Earth was impacted by planetesimals with total mass of 1 wt.% of Earth mass 
after the final core-mantle separation (“late veneer,” the late accretion of asteroidal 
or cometary material to terrestrial planets), which is often identified as the Moon- 
forming giant impact (e.g., Tonks and Melosh 1992; Jacobson et al. 2014).

From crater counts on the lunar surfaces, it is suggested that the late impacts onto 
the Earth-Moon system did not decay monotonically and a late spike existed 
~3.9  Gyr ago (Tera et  al. 1974), which is called the “late heavy bombardment 
(LHB).” The mechanism for the spike has not yet become clear, although a model 
of Jupiter-Saturn resonant passing was proposed (Gomes et  al. 2005). While the 
total impact mass during the LHB is much smaller than during the late veneer, the 
LHB occurred much later than the late veneer may have had a great effect on the 
birth and evolution of life.

13.9  Water and Organic Molecule Delivery During Planet 
Formation

The current ocean mass on the Earth is only 0.02 wt.% of the Earth. Even taking into 
account subsurface water, the total mass may be <~0.1–1 wt.%. The abundance of 
C and N on the Earth is estimated to be 103 and 105 times lower than the solar com-
positions (Lineweaver and Robles 2007). If we consider equilibrium condensation 
and simple equilibrium temperature that is determined by a balance between stellar 
radiation heating and blackbody cooling from dust grains, H2O icy grains condense 
beyond ~3 au. Under 1 atm atmosphere, H2O condenses on the surface of the Earth 
at 1 au. However, in the disk gas – that has a density many orders of magnitude 
lower than 1 atm – H2O condenses only at a temperature <150–170 K. NH3 and CO2 
grains condense beyond 10 au (CH4 and CO condense further away). In this sense, 
it seems reasonable that the Earth is highly depleted in H2O, C, and N. Then the past 
discussions were how to deliver H2O and organic materials from the outer low-
temperature regions to the Earth. Impacts of C-type (carbonaceous) asteroids that 
include H2O and comets were discussed (e.g., Raymond et al. 2004). Due to the 
similarity of oxygen isotope ratios between the Earth ocean and carbonaceous mete-
orites, the impact model of C-type asteroids is supported by many researchers. 
However, the oxygen isotope ratios of C-type asteroids are diverse, and the similar-
ity in the isotope ratios with the Earth would not be robust.

In the case of pebble accretion, icy pebbles are accreted when the H2O snow line 
is located inside of the planetary orbit. Although the current equilibrium tempera-
ture is ~270 K at 1 au, it is pointed out that the disk temperature at ~1 au can be 
lower than 150–170 K and the H2O snow line is at <1 au in optically thick disks of 
ages ~1 Myrs (Oka et al. 2011). In the early phase of the disk, gas accretion through 
the disk may be so vigorous causing viscose heating that the snow line is in an outer 
orbit. As the disk accretion decays, the snow line migrates inward, while it goes 
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back to ~3 au in the final, optically thin phase (Fig. 13.5). During the intermediate 
phase when the snow line is at <1 au, icy pebbles formed in the outer regions migrate 
inward through the disk and are captured by the planet at ~1 au. Once the ice is 
trapped by the planet, they can become gravitationally bound to it even after the 
snow line goes back to ~3 au. Sato et al. (2016), however, showed that the planets at 
~1 au would capture too much H2O because the pebble accretion is fast. It may also 
be a problem that celestial bodies would have similar oxygen isotope ratios in this 
model, while the observations show that the isotope ratios are different among them 
in the Solar system.

Even during the intermediate lower-temperature disk evolution phase, the snow 
lines of NH3 and CO2 are still well outside 1 au and the delivery of C and N to the 
Earth looks difficult. However, it has been suggested that nonequilibrium condensa-
tion temperature of HCN is similar to H2O condensation temperature (e.g., Aikawa 
et al. 1997). HCN is observationally detected in the protoplanetary disks. Another 
possible way is that C and N are delivered in refractory forms such as complex 
organic molecules or carbon grains. Although these refractory carbons are not 
expected by the equilibrium condensation model, complex organic molecules are 
found in carbonaceous meteorites. Carbon grains are found in interstellar clouds, 
interplanetary dust grains, and comets. Since C is a very abundant element in the 
galaxy, if carbon grains existed in the inner Solar system, the terrestrial planets – 
including the Earth – should have been full of carbon. However, they are highly 
depleted in C and N. So, it is a big mystery as to why they have only a tiny fraction 
of carbon.

If neither H2O nor C/N molecules are delivered to Earth-size planets located in 
the so-called habitable zones, the Earth-size planets may not be able to harbor life. 
It is very important to clarify what controlled the amount of H2O and C/N in the 
Earth and how the mechanism can be applied to other exoplanetary systems, in 
order to discuss habitability of exoplanets.
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Fig. 13.5 Schematic illustration of migration of the H2O snow line as the protoplanetary disk 
evolves
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13.10  Conclusion

The observationally found diversity of exoplanetary systems requires significant 
revisions of the classical planet formation model. Accordingly, the formation sce-
nario of the Solar system is changing.

High frequency of close-in planets implies orbital migrations due to planet-disk 
interactions, which play important roles in planet formation processes. However, 
theoretical models for migrations still remain uncertain. For the Solar system for-
mation, a relatively complicated migration of Jupiter and Saturn, called “Grand 
Tack” model, has been proposed. It potentially solves the problems of small Mars 
and C-type/S-type asteroids, while it requires a fine-tuning for the initial conditions 
and disk structure.

While planetesimal accretion is a basis of the classical model, a new idea, “peb-
ble accretion,” has been proposed. Pebble accretion can avoid a serious “meter-size 
barrier” problem and account for rapid formation of Jupiter. It might also explain 
the dichotomy between inner and outer regions of the Solar system. However, it has 
not been clear how the seed planets accreting small pebbles  are formed. Pebble 
accretion model predicts no giant impact and uniform oxygen rations among the 
Solar system bodies, both contradict current understanding. Although we don’t 
know how much pebble accretion contributes to planet formation relative to the 
classical planetesimal accretion, if pebble accretion dominates, it will significantly 
change the view of early Earth surface environments where life would have emerged 
and evolved.

The dynamical process that delivered H2O, C, and N to the Earth is still under 
debate. To discuss a possibility of life on exoplanets in the so-called habitable zones, 
it is important to clarify the delivery mechanism. We need to elaborate a generalized 
planet formation model that can consistently explain the Solar system and the 
diverse exoplanetary systems, to predict surface environments of Earth/super-Earth 
size exoplanets that are commonly discovered in universe.
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Chapter 14
Evolution of Early Atmosphere

Hidenori Genda

Abstract Earth’s early surface environment had great influence on the origin of life 
through formation of its building blocks. From geological and geochemical evi-
dence, the Earth’s atmosphere and oceans appear to have existed since a very early 
period in the Earth’s history. Recent models of planet formation suggest that a sig-
nificant amount of volatile elements that formed the Earth’s atmosphere and oceans 
was supplied to Earth during its formation. This very early supply of volatile ele-
ments is consistent with recent detailed analysis of isotopic compositions of terres-
trial and extraterrestrial materials. Chemical equilibrium calculations showed that 
the volatile elements degassed by accreting bodies contained some reduced gases. 
Moreover, metallic iron in differentiated bodies accreting on Earth played an impor-
tant role in reducing the surface environment through producing abundant hydrogen 
molecules from oceans. These recent studies indicate that the Earth’s early atmo-
sphere was more reduced than previously thought, which would be an advantage for 
formation of the building blocks of life. After Earth’s formation, late accretion 
caused impact erosion and replacement of the pre-existing atmosphere and oceans. 
However, due to the complicated phenomena of impact erosion, it is difficult to 
make an accurate estimate of the loss and replacement of the atmosphere at 
present.
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14.1  Introduction

Our Earth is often called an “aqua planet.” Indeed, 71% of the current Earth’s sur-
face is covered by oceans, which is one of its unique characteristics. However, the 
mass of the Earth’s oceans is only 0.023 wt% of its total mass, and the mass of the 
Earth’s atmosphere is two orders of magnitude lower than that of the oceans (e.g., 
Genda 2016). This small amount of volatile elements on the surface would have 
played an important role in the emergence, evolution, and prosperity of life on 
Earth. Regarding the emergence of life, the Earth’s early surface environment had 
great influence on the formation of life’s building blocks. For example, a redox state 
of the surface environment (atmosphere and oceans) affects the production effi-
ciency of amino acids (Schlesinger and Miller 1983).

In this chapter, we first address the following question: how early have the Earth’s 
atmosphere and oceans existed from geological, geochemical, and theoretical points 
of view? Then we review the supply process and timing of volatile elements on 
Earth based on recent planet formation theory. We also discuss the redox state of the 
Earth’s early surface environment, which has been revealed to be more reduced than 
previously thought. Finally, we discuss the effect of late accretion on the early atmo-
sphere after Earth’s formation.

14.2  Evidence for Atmosphere and Oceans on Early Earth

14.2.1  Atmosphere

The major constituents of current Earth’s atmosphere are N2 (78%), O2 (21%), Ar 
(1%), and CO2 (0.03%), and its total mass is 5 × 1018 kg. How early has the Earth’s 
atmosphere existed? Since most elements forming the current Earth’s atmosphere 
have interacted with oceans and the mantle throughout the Earth’s history, it is dif-
ficult to infer the formation age of the atmosphere. However, because noble gases 
such as Ar are chemically inert, those present in the current Earth’s atmosphere have 
been present in place ever since they accumulated there.

Hamano and Ozima (1978) estimated the timing and degassing rate of Ar from 
the Earth’s interior and showed that more than 80% of the internal Ar must have 
degassed to the surface during the Hadean era (before 4.0 Ga). The present 40Ar/36Ar 
ratio in the atmosphere is very low (=295.5), compared to the extremely high 
40Ar/36Ar ratios in mid-ocean ridge basalt samples (>30,000), which are derived 
from the upper mantle (e.g., Ozima and Podosek 2002). The high 40Ar/36Ar ratio in 
the mantle is caused by the accumulation of 40Ar via the radioactive decay of 40K in 
the mantle (half-life 1.25 Gyr). Therefore, a low 40Ar/36Ar ratio in the atmosphere 
indicates that Ar would be degassed at the time before 40K decayed. The Ar must 
have degassed with other volatiles, such as N2, CO2, and H2O.
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This early degassing of the Earth’s atmosphere is also confirmed more quantita-
tively from the excess 129Xe in the mantle relative to the atmospheric content, since 
its excess indicates that the short-lived 129I still existed when degassing of volatile 
elements from the mantle took place. The half-life of 129I (16.7 Myr) further imposes 
a quantitative constraint on the time of degassing. The degassing time must be com-
parable with or shorter than its half-life, suggesting a very early mantle degassing 
(e.g., Ozima and Podosek 2002).

14.2.2  Oceans

Direct evidence for the existence of an ancient ocean is provided by the existence of 
ancient pillow lava and sedimentary rocks (see Fig. 14.1) formed throughout the 
Earth’s history and found in various locations. These rocks can only be formed 
under large bodies of water, providing the evidence of early oceans. The oldest pil-
low lavas and sedimentary rocks were dated back to 3.7–4.0 Ga (Appel et al. 1998; 
O’Neil et al. 2008; Maruyama and Komiya 2011; Komiya et al. 2015). Therefore, 
the Earth’s oceans must have existed at 3.7–4.0 Ga.

There are no geological rock records from the Hadean era on Earth (e.g., Bowring 
and Williams 1999). However, it is possible to locate zircon (ZrSiO4) that can be 
dated before 4.0 Ga. Zircon is a mineral that is highly resistant to erosion, weather-
ing, and metamorphism. During the Hadean era, all Earth’s rock records have van-
ished and/or have been destroyed, most likely by early intense meteor bombardment, 
but zircon grains are thought to have survived this era (e.g., Marchi et al. 2014). A 
part of Hadean zircon grains has high oxygen isotope (δ18O) values (Wilde et al. 
2001), indicating that the Earth’s oceans existed during the Hadean era. High δ18O 
values of zircon grains compared with the mantle are produced by low-temperature 

Fig. 14.1 Pillow lava basalt (left) and sedimentary rock (right) in Isua, Greenland. The pillow lava 
basalt erupted underwater at 3.8 Ga. The gray-blue portion is the core of the pillow and is mantled 
by a dark blue portion, which in turn is rimmed by pale-colored chilled margins, together with the 
matrix. The sedimentary rock is a conglomerate interlayered with mafic terrigenous sediments. 
The scales are given by a hammer at the top of the left photo and a pencil in the middle of the right 
photo. (Courtesy of Museum of Evolving Earth, Tokyo Institute of Technology)
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interactions between rocks and liquid water. Zircon grains with the ages of 3.91–
4.28  Ga have high δ18O values, suggesting interactions between the continental 
crust and oceans (Wilde et al. 2001; Mojzsis et al. 2001). Again, this presents evi-
dence for the existence of Earth’s oceans during the Hadean era.

14.3  Origin of Earth’s Atmosphere and Oceans

From geological and geochemical points of view, the Earth’s atmosphere and oceans 
appear to have existed since a very early moment in the Earth’s history. As shown 
below, recent models of planet formation suggest that a significant amount of vola-
tile elements that formed the Earth’s atmosphere and oceans was supplied to Earth 
during its formation.

Planets are formed in a protoplanetary disk—composed of gas and dust—around 
the sun (Fig. 14.2, also see Chap. 13). Terrestrial planets are made primarily from 
the dry dust component of the disk. The cores of Jovian planets are made from the 

snow line

rocky planetesimals

gas (H/He)

protoplanetary disk (gas and dust)

icy planetesimals

rocky protoplanets icy protoplanets

rocky
planets

asteroids
gas giant
planets

icy planets

grand tack migrationgiant impact

Fig. 14.2 Summary of planet formation in our solar system. A protoplanetary disk composed of 
gas and dust is formed around the sun during star formation, and planets are finally generated from 
this disk through several stages
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dust component (rock and ice), and subsequently these cores gather the surrounding 
gas component (H2 and He) to become gas giant planets like Jupiter and Saturn 
(e.g., Lissauer and Stevenson 2007). Therefore, the formation of Jupiter and Saturn 
must be completed before the disk gas dissipates (~1 Myr, Natta et al. 2000). Once 
gas giant planets form, the surrounding small planetesimals are scattered by the 
strong gravitational influence of these gas giant planets. Some of the planetesimals 
with volatile elements enter the region of terrestrial planet formation; a few hit 
rocky protoplanets, which grow into terrestrial planets with a supply of volatile ele-
ments on them (Morbidelli et al. 2000; Raymond et al. 2009). Moreover, Jupiter and 
Saturn possibly migrate inward to the present orbital location of Mars and then 
return to their current positions, which is called the “Grand Tack” scenario (Walsh 
et al. 2011, Chap. 13). These migrations stirred the solar system, which lead to the 
supply of the volatile elements in the Earth’s building blocks (O’Brien et al. 2014).

In the region of terrestrial planet formation, collisions among rocky Mars-sized 
protoplanets (called giant impacts) take place during or after the dissipation of the 
disk gas, and this stage lasted for ~100  Myrs (e.g., Kokubo and Genda 2010). 
Therefore, from a theoretical point of view, a significant amount of volatile ele-
ments that formed the Earth’s atmosphere and oceans was supplied to Earth during 
the early stage of its formation. This very early supply of volatile elements to Earth 
is consistent with recent detailed analysis of isotopic compositions of terrestrial and 
extraterrestrial materials (Dauphas 2017).

Although the migration of Jupiter and Saturn proposed in the Grand Tack sce-
nario might be thought of as an eccentric idea, it can naturally explain the small 
mass of Mars relative to Earth and Venus, and the mixing of two isotopically distinct 
components (carbonaceous and non-carbonaceous meteorites) in the present main 
asteroid belt (Warren 2011).

Before the 2000s, it was generally thought that all volatile elements were lost by 
a giant impact that took place during Earth’s formation (Ahrens 1993; Chen and 
Ahrens 1997). However, through the detailed numerical simulation of the volatile 
loss by a giant impact, it turned out that a significant amount of volatile elements 
(especially water) can survive the giant impact stage (Genda and Abe 2003, 2005). 
This conclusion implies that the volatile elements supplied by Earth’s building 
blocks may well have persevered and still exist on Earth today.

14.4  Redox State of Early Earth’s Atmosphere

A redox state of the surface environment on early Earth is important for creating the 
building blocks of life such as amino acids. In the 1950s, Urey and Miller (Urey 
1952; Miller 1953) started to conduct experiments to show how the building blocks 
of life, such as amino acids, could be formed on the early Earth. They used CH4, 
NH3, H2, and H2O as the starting materials, which were thought to represent the 
early Earth’s atmosphere at that time. They found that electric sparks, which imitate 
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lightning and ultraviolet radiation from the sun on early Earth, stimulated the for-
mation of some amino acids.

However, after their experiments, it was discovered that the Earth’s early atmo-
sphere was probably not composed of CH4, NH3, and H2 from the speculation that 
the volcanic gases are composed mainly of CO2 and H2O (Holland 1984). Therefore, 
the early atmosphere was in a rather oxidized state. Under the oxidized environ-
ment (CO2, N2, H2O), experiments similar to the Urey-Miller-type ones were con-
ducted, and the yield of amino acids turned out to be extremely low (Schlesinger 
and Miller 1983).

According to the planet formation theory discussed before, the Earth’s atmo-
sphere and oceans were formed through a supply of volatile elements from small 
bodies impacting protoplanets and/or very early Earth. An impact degassing of the 
volatile elements from these colliding small bodies occurred on the surface. 
Experimental and theoretical studies of impact degassing have shown that incipi-
ent and complete dehydration occurs when the impact velocity exceeds about 2 
and 4 km/s, respectively (Lange and Ahrens 1982; Tyburczy et al. 1986), whose 
impact velocity is smaller than the typical impact velocity. The impact velocity is 
higher than the escape velocity (~5  km/s) for the typical size of protoplanets. 
Therefore, Earth’s early atmosphere and oceans should have been formed through 
the process of impact degassing, not through the process of volcanic degassing 
from the mantle.

Recent chemical equilibrium calculations for the impact degassing show that the 
degassed component has rather reduced chemical species such as H2, CH4, and CO, 
even if the impactor is carbonaceous chondrites, which is the most oxidized group 
among meteorites (Hashimoto et al. 2007). If the impactor is ordinary or enstatite 
chondrites, the degassed component should be more reduced (Schaefer and Fegley 
2007, 2010). Therefore, these recent studies indicate that the Earth’s early atmo-
sphere was more reduced than previously thought.

Moreover, metallic iron ejected from cores of protoplanets during the giant 
impact stage can re-accrete on the growing Earth (Genda et al. 2017a). Collisions of 
differentiated bodies after Earth’s formation can also spread their metallic iron 
materials across the early Earth (see Fig. 14.3). If early Earth had oceans, these 
metallic iron materials extensively reduced water molecules to produce hydrogen 
molecules in the early atmosphere through the following reaction: Fe + H2O → FeO 
+ H2 (Genda et al. 2017b).

The redox state of the surface environment would have changed from the reduced 
state to an oxidized state through hydrogen escape into space, induced by intensive 
solar XUV irradiation (e.g., Genda and Ikoma 2008; Kodama et al. 2015) and accu-
mulation of oxidized components to the atmosphere by volcanic activities (e.g., 
Tajika and Matsui 1992). Since the Hadean era, oxygen fugacity of the Earth’s 
uppermost mantle would have been defined by fayalite–magnetite–quartz buffer, in 
which oxidized components like H2O and CO2 would dominate the magmatic vola-
tile (Trail et al. 2011; Frost et al. 2008). A reduced oxidation state of the Earth’s 
early surface environment would have played an important role in creating the 
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building blocks of life such as amino acids. In addition, since H2 and CH4 helped 
early Earth to stay warm (Ramirez et al. 2013), the reduced oxidation state of the 
Earth’s early surface environment potentially solves the faint young sun paradox 
(Sagan and Mullen 1972).

14.5  Atmospheric Erosion by Late Accretion

We can observe many craters on the Moon, which indicates that—after their forma-
tion—a lot of bodies hit not only the Moon but also Earth. Figure 14.4 shows the 
number density of craters >1 km in diameter as a function of the age. Since the 
cross section of Earth is 20 times larger than that of the Moon, Earth should be 
exposed to many more impact events. Although the existence of the peak impact 
flux around 3.5–4.0 Ga—which is called the late heavy bombardment or lunar cata-
clysm (Tera et al. 1974)—has been debated, the impact flux during the Hadean and 
early Archean era was much higher than that at present. According to the excess of 
highly siderophile elements, which often coexist with metallic Fe, in the present 
Earth’s mantle, the total mass of the materials that added to Earth after its formation 

Fig. 14.3 Snapshots for a collision of a large impactor with 1% of the Earth’s mass. The impact 
velocity and impact angle are 16 km/s and 45°. Mantle and core materials for the impactor are 
colored green and red, respectively, and those for Earth are light green and orange. Some of impac-
tor’s core materials have experienced fragmentation and re-accreted on the Earth’s surface. The 
smoothed particle hydrodynamics method (e.g., Fukuzaki et al. 2010) was used for this impact 
simulation

14 Evolution of Early Atmosphere



204

is estimated to be ~ 1% of the Earth’s mass (Frank et al. 2016). Therefore, these 
impacts on Earth would have influenced on the evolution of its early atmosphere.

The collisions of many meteorites with early Earth would have caused atmo-
spheric erosion and replacement of the early atmosphere by volatile elements from 
impacting bodies. In the 1980s, analytical approach to estimate the effect of the 
atmospheric erosion was conducted (e.g., Melosh and Vickery 1989), and recently 
direct numerical simulations have been run. There are two state-of-the-art models of 
the atmospheric erosion developed by Svetsov (2007) and Shuvalov (2009), which 
are both based on their results of numerical impact simulations. Many complicated 
processes are involved in the atmospheric erosion induced by meteorite collision, 
such as wake formation during the flight of the impactor through the atmosphere, 
the disruption and deceleration of the impactor, formation of a vapor plume, ejec-
tion of impact ejecta, and so on. Due to these complicated processes, completely 
different results for the evolution of the early atmosphere are obtained by these two 
erosion models. Extensive loss of the early atmosphere and replacement of the 
atmospheric compositions are derived from Svetsov’s model, while the atmospheric 
erosion from Shuvalov’s model is not effective during late accretion. Since colli-
sional outcomes in impact simulations strongly depend on the numerical resolution 
(Genda et al. 2015, 2017c), much higher resolution simulations are clearly needed 
to address this issue.
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14.6  Conclusions

The Earth’s atmosphere and oceans have existed since Hadean era. From a theoreti-
cal point of view, a significant amount of volatile elements which formed the Earth’s 
atmosphere and oceans was supplied to Earth during its formation. Impact degas-
sing of volatile elements in some of Earth’s building blocks created its early atmo-
sphere (and oceans), whose redox state is rather reduced compared to what was 
previously thought. Accretion of metallic iron in a differentiated impactor would 
have played an important role in producing a hydrogen-rich atmosphere on very 
early Earth. Late accretion after Earth’s formation would have also affected the 
amount and composition of the early atmosphere. However, due to the complicated 
impact phenomena, it is difficult to make an accurate estimation for the loss and 
replacement of the atmosphere at present.
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Chapter 15
Biogenic and Abiogenic Graphite 
in Minerals and Rocks of the Early Earth

Takeshi Kakegawa

Abstract Minerals and rocks older than 3.7  billion years in age have attracted 
investigators looking to find evidence for traces of life. However, ancient rocks are 
heavily metamorphosed, leaving only graphitized organic matter. In addition, abio-
genic graphite is ubiquitous in ancient rocks, creating difficulties for researchers 
seeking to claim true traces of life. Previous investigations searching for traces of 
life, based in Jack Hills (Australia), Akilia and Isua (Greenland), and Nuvvuagittuq 
(Canada), are summarized in this chapter. Graphite accompanied by low δ13C values 
was found at all these localities. However, whether or not this graphite has a bio-
genic origin is the subject of debate. Rocks from the >3.7 Ga Isua supracrustal belt 
provide robust evidence of traces of life in the form of well-preserved sedimentation 
features of reduced carbon accompanied by low δ13C values. The occurrence of 
graphite with low δ13C values in ancient rocks cannot be used to indicate the pres-
ence of a microbial biosphere on the early Earth unless the age of the carbonaceous 
material is confirmed as the same age of host rock sedimentation.

Keywords Biogenic graphite · Archean · Early earth · Biosphere · STEM

15.1  Introduction

15.1.1  Graphite Formation in Metamorphic Rocks

Hadean is the age before ca. 4.0 Ga. Hadean minerals have been preserved at a few 
localities, but the rocks have not survived. Archean is the age between ca. 4.0 and 
2.5 Ga. Early Archean rocks appear at several localities, specifically in the North 
American continent (Fig. 15.1). Previous researchers have searched for evidence of 
traces of life in these ancient minerals and rocks. The earliest life was most likely a 
single-cell microbial organism. The oldest cell-like fossils have been found in 
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low-grade metamorphic rocks dated between the middle and late Archean (see 
Chap. 16, Sugitani (this volume)). Rocks older than 3.5 Ga have been altered by 
high pressure (P) and temperature (T) metamorphism, and, therefore, the texture 
and chemistry of cells have been lost. Only a part of cells’ components, i.e., ther-
mally altered organic matter, survives in these metamorphosed rocks as graphite.

Abiogenic graphite can be formed by chemical processes under metamorphic 
temperature and pressure conditions (Fig. 15.2). Abiotic graphite is generated either 
by (1) precipitation of graphite from metamorphic fluids by mixing CO2 and CH4 
(Naraoka et al. 1996), (2) disproportionation of FeCO3 (van Zuilen et al. 2002), or 
(3) Fischer-Tropsch-type reaction (McCollom and Seewald 2007, Fig.  15.2). 
Abiogenic graphite is ubiquitous in rocks and minerals formed on the early Earth. 
This creates a problem in distinguishing true traces of life in ancient rocks. In this 
article, studies on traces of life are summarized, and the identification of biogenic 
graphite in ancient rocks is discussed.

15.1.2  Characterization of Graphite

Studies of X-ray diffraction and high-resolution transmission electron microscopy 
(HRTEM) are frequently used to characterize graphite in ancient rocks (e.g., Grew 
1974). However, they require extraction of graphite or organic matter from host 
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Fig. 15.1 Distribution of Hadean minerals (Jack Hills) and early Archean rocks. Hadean is the age 
older than ca. 4.0 Ga. There are no rock records from the Hadean, although minerals from this age 
are found
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rocks. Concentrations of carbonaceous materials in metamorphosed rocks are not 
high (e.g., 0.1–0.4 wt % C; Rosing 1999), so treatment of large quantities of rock 
samples is often required to extract carbonaceous materials. Less metamorphosed 
organic matter shows a broad peak in X-ray diffraction patterns and so is not suit-
able for X-ray diffraction studies. The progression of graphitization of organic mat-
ter with metamorphic temperature yields the sharp peak of graphite in X-ray 
diffraction patterns. The X-ray diffraction patterns of graphite are used to evaluate 
metamorphic grade (Wada et al. 1994).

Extracted graphite or organic matter can be studied using high-resolution trans-
mission electron microscopy (HRTEM, Buseck and Huang 1985). Graphite is com-
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Fig. 15.2 Comparison of proposed models for origin of graphite in Hadean to early Archean 
metamorphosed rocks. (a) Granitic magma was generated by melting pre-existing sedimentary 
rocks which contained biogenic organic matter. During solidification of magma, zircon crystals 
were formed. Such zircon trapped thermally altered organic matter in crystals as impurities. (b) 
Biogenic organic matter in marine sediments were converted to graphite by metamorphism. 
Carbon atoms are bonded together forming hexagonal honeycomb lattice (i.e., graphene, gray- 
colored part in this figure). Layers of graphene stacked on top of each other form graphite. Biogenic 
graphite has distorted arrangement of graphene layers or disordered (irregular) stacking. (c) 
Apatite crystals were formed in chemical marine sediments such as banded iron formation. 
Biogenic organic matters were trapped in those apatite crystals when they were grown in sedi-
ments. (d) Fe-carbonate becomes unstable when temperature exceeds 550 °C and disproportionate 
into graphite and Fe-oxides. This chemical process produces typical abiogenic graphite. Abiogenic 
graphite shows well-ordered arrangement or very regulated stacking patterns of graphene layers. 
(e) Abiogenic graphite is also formed by mixing CO2-rich and CH4-rich fluids at metamorphic 
conditions
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posed of multiple layers of graphene (Fig. 15.2). The carbon atom arrangement in 
graphite or the stacking patterns of graphene can be seen in HRTEM images. Less 
metamorphosed organic matter does not show clear HRTEM images.

An alternative analytical method is provided by laser Raman microspectroscopy 
(e.g., Wopenka and Pasteris 1993). Raman microspectroscopy is the most appropri-
ate tool for quantitative characterization of graphitized organic matter. The Raman 
spectrum of graphitized organic matter is composed of first-order (1100–1800 cm−1) 
and second-order (2500–3100 cm−1) regions (Beyssac et al. 2002a). The first-order 
region (Fig. 15.3), in which the graphite band (G band) occurs at 1580 cm−1, is fre-
quently used for metamorphic rocks. Other first-order bands appear around 
1350 cm−1 and 1620 cm−1. The band occurring at 1350 cm−1 (D1 band) is intense 
and very wide in poorly ordered carbons. This band has been attributed to the pres-
ence of heteroatoms (O, H, N) or structural defects. The 1620 cm−1 band (D2 band) 
appears as a shoulder on the G band. The 1500 cm−1 band (D3 band) is present in 
poorly ordered carbons as a very wide band. Arrowed peak in Fig. 15.3 is the raw 
data for apparent “G” band. This arrowed peak is made of combination of real G, 
D2, and a part of D3 bands. Computer calculations on this apparent “G” band 
(arrowed band) separate true G, D2, and D3 bands. The intensity of the G band rela-
tive to the D bands correlates with the degree of graphitization. When the carbon 
atom arrangement in graphite is disordered, high and broad D1 to D3 peaks are rela-
tively clear. The degree of graphitization of organic matter is, in general, correlated 
with metamorphic temperature. Therefore, Raman spectra of graphitized organic 
matter are commonly used as geothermometers to estimate metamorphic tempera-
tures (Beyssac et al. 2002a, b).

1000 1200 1400 1600 1800
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Fig. 15.3 Raman spectrum. The graphite band (G band) occurs at 1580 cm−1. The band occurring 
at 1350 cm−1 (D1 band) is intense and very wide and found in poorly ordered carbons. This band 
has been attributed to the presence of heteroatoms (O, H, N) or structural defects. The 1620 cm−1 
band (D2 band) appears as a shoulder on the G band. The 1500 cm−1 band (D3 band) is present in 
poorly ordered carbons as a very wide band. Arrowed peak in Fig. 15.3 is the raw data for apparent 
“G” band. This arrowed peak is made of combination of real G, D2, and a part of D3 bands
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15.1.3  Traditional Tool to Identify Traces of Life: Carbon 
Isotope Compositions

Graphite has two stable isotopes: 12C and 13C.  Carbon isotope compositions are 
traditionally used as a standard tool to distinguish biogenic graphite from abiogenic 
graphite. Carbon isotope compositions are expressed using δ-notation.

 d 13 13 12 13 12 1 1000C C C C C per milsample PDB= -( ) ´ ( )( ) ( )( / ) ( / )  

PDB is a Cretaceous belemnite fossil in the Pee Dee Formation and is used as an 
international standard for carbon isotope calibration. Gas mass spectrometry is used 
for conventional analysis of the δ13C values of carbonaceous materials. For this 
analytical method, graphite and/or organic matter must be extracted from the host 
rocks. Extracted carbonaceous materials are then combusted into CO2, which is then 
introduced into a gas mass spectrometer to determine the 13C/12C(sample) ratio.

Separation of graphite and organic matter is not necessary when δ13C values are 
analyzed using secondary ionization mass spectrometry (SIMS). An accelerated and 
focused primary ion hits a spot on the targeted samples with an area of a few square 
nanometers. The targeted spot is then ionized, and some atoms are sputtered as sec-
ondary ions. The secondary ions are filtered according to atomic mass, and their 
isotope compositions are then measured. However, the accuracy of SIMS is less 
than that of the conventional gas mass spectrometry method. SIMS analyses often 
produce erroneous δ13C values. This issue requires special attention in the evalua-
tion or correction of carbon isotope data obtained by SIMS (House 2015).

δ13C values for graphite and/or biogenic organic matter are determined either by 
equilibrium or kinetic isotope fractionation of carbon isotopes. Figure 15.4 shows 
δ13C values for equilibrium isotope fractionation at various temperatures. The frac-
tionation factor is expressed as 1000lnα, which is the difference between δ13C val-
ues of graphite and other carbon species. CO2, which 12C/13C ratio is known, is taken 
as a reference carbon species, and the isotope difference between the reference CO2 
and graphite is expressed as the following equation: 1000lnα = δ13C(CO2) – δ13C(graphite). 
1000lnα is a function of temperature. To simplify the discussion, it is assumed that 
graphite and CO2 gases are isotopically equilibrated in a closed space. The δ13C 
value of the initial CO2 is also assumed to be −6‰. Typical metamorphic tempera-
ture to form abiogenic graphite is greater than 500 °C. According to Fig. 15.4, δ13C 
value of graphite is −16‰ at 500 °C. This could be the lowest δ13C value for abio-
genic graphite in this simplified system. Indeed, δ13C values of many abiogenic 
graphite samples from natural rocks are less than −16‰ (van Zuilen et al. 2002).

Photosynthesizing or chemoautotrophic bacteria are common primary producers 
in ancient and modern aquatic environments. When these microorganisms use 
atmospheric CO2 or dissolved CO2 in water for metabolism, they produce organic 
matter depleted in 13C. This is because of preferential partitioning of 12C into organic 
matter by biological activities. This metabolism-induced fractionation is termed 
kinetic isotope fractionation associated with biological activities.

15 Biogenic and Abiogenic Graphite in Minerals and Rocks of the Early Earth



214

Because of different isotope fractionation systems, δ13C values for biogenic 
organic matter are different from the δ13C values of abiogenic graphite (indicated as 
arrow’s direction in Fig. 15.4). For example, δ13C values of cultured cyanobacteria 
are −30 to −20‰ (Schidlowski, 2000), which is more 12C-enriched than abiogenic 
graphite (−16‰) formed at 500 °C. When organic matter is converted into graphite 
by geological processes, δ13C values of the organic matter are shifted toward heavier 
values. But biogenic 12C-enriched compositions remain in such graphite. Based on 
this principle, carbon isotope compositions of graphite have been used to distin-
guish abiogenic graphite from biogenic graphite in past literatures.

15.2  Traces of Life in Hadean and Early Archean Ages

15.2.1  Graphite in the Jack Hills Zircon

The oldest Earth materials are zircon crystals found in Jack Hills in western Australia 
(Fig. 15.1). The age of the zircon crystals ranges from 4.4 to 3.9 Ga, and 4.1 Ga 
zircon crystals have submicron-sized graphite inclusions. Bell et al. (2015) deter-
mined δ13C values of these graphite inclusions using SIMS: δ13C (graphite) values were 
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around −24 ± 5‰. Such value is within the range for biogenic graphite (Schidlowski 
2000). Bell et  al. (2015) also found slightly disordered arrangements of carbon 
atoms in graphite structures using Raman spectroscopic analyses. Such disordered 
carbon is a typical feature of biogenic carbon in modern sedimentary rocks. Based 
on the combination of carbon isotope compositions and the disordered carbon atoms 
in the graphite, Bell et al. (2015) clamed a biogenic origin for the graphite in 4.1 Ga 
zircon crystals.

Figure 15.2 describes a potential mechanism for the formation of graphite inclu-
sions in Jack Hills zircon crystals. Hadean carbonaceous sedimentary rocks were 
melted in the deep crust, generating granitic magma. Zircons then crystalized as the 
granitic magma cooled. Accordingly, organic matter in the sedimentary rocks 
became graphite in the magma and was then incorporated into zircons.

In general, melting temperature of rocks exceeds 800 °C (Fig. 15.2). This indi-
cates that “biogenic graphite” should have experienced high temperatures, and the 
carbon atom arrangement of graphite becomes ordered at magmatic temperatures. 
However, Raman spectra of the graphite in Jack Hills zircons indicate a disordered 
carbon atom arrangement, which is puzzling if this “disordered” graphite represents 
>4.1 Ga biogenic organic matter that has been graphitized and survived in magma.

The abiotic origin of 13C-depleted carbon isotope compositions of graphite in 
Jack Hills should also be considered. The fractionation mechanism producing iso-
topically light carbon in graphite may be an abiogenic process such as equilibrium 
fractionation involving CO2, CH4, and graphitic material (Horita 2001), Rayleigh 
distillation (Eiler 2007), surface-catalyzed processes (McCollom and Seewald 
2006), or a combination of these processes. These factors suggest that the possibil-
ity of abiogenic graphite formation cannot be excluded when explaining the genesis 
of the graphite in Jack Hills zircons.

15.2.2  Akilia Island Debates

Akilia Island is a small island in western Greenland. The age of the rocks on Alikia 
Island is ca. 3.83 Ga (Nutman et al. 1997; Manning et al. 2006). Rocks with banded 
texture appear on the western edge of Akilia Island (Fig. 15.5). Mojzsis et al. (1996) 
considered that these rocks were Fe-rich chemical sediments deposited on the 
3.83 Ga ocean floor. This banded rock contains microscopic apatite, which is a com-
mon phosphate mineral in marine sediments (Fig.  15.2). Mojzsis et  al. (1996) 
reported that the apatite in the banded rocks encapsulates graphite inclusions with 
δ13C values ranging from −49% to −21‰. The carbon isotope composition of the 
graphite inclusions appeared consistent with metabolism-induced fractionation 
(Mojzsis et al. 1996; McKeegan et al. 2007). It was therefore concluded that this 
graphite represents early Archean metamorphosed bioorganic matter.
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Fedo and Whitehouse (2002) studied the same banded rocks. They found that the 
examined  rocks  are composed of quartz, amphibole, and pyroxene, which are 
unusual minerals in metamorphosed marine sediments. In addition, subsequent 
studies using the same sample have shown the presence of carbonaceous material 
at apatite surfaces (Nutman and Friend 2006) but have failed to identify graphite 
inclusions in the apatite crystals (Lepland et al. 2005; Nutman and Friend 2006). 
The lack of carbon detection inside the apatite is a serious problem and has raised 
questions about the original claim made by Mojzsis et al. (1996).

On the other hand, McKeegan et al. (2007) found a disordered arrangement of 
carbon atoms in the graphite in the same rocks using Raman spectroscopic analyses. 
The 13C-depleted isotopic compositions of graphite support the interpretation that 
the graphite in the apatite may represent chemical fossils of early life (McKeegan 
et al. 2007). However, the carbon atom order of this graphite is lower than would be 
expected for a biogenic organic matter source that was converted into graphite under 
granulite facies conditions (Beyssac et al. 2002b). Therefore, abiogenic processes, 
such as inorganic precipitation of graphitic material from carbonic fluids, can 
explain the observed occurrences of graphite in the Akilia samples (Lepland and 
Whitehouse 2011; Lepland et al. 2011). Though the possibility of biogenic graphite 
in the banded rocks at Akilia Island cannot be excluded, considerable uncertainty 
remains, and it is difficult to distinguish from the ubiquitous abiogenic graphite in 
the Akilia rocks, which suffered granulite facies metamorphism.

Fig. 15.5 Photograph of banded rocks from Akilia Island. A sample studied by Mojzsis et  al. 
(1996) was collected from this outcrop (around the hammer in Figure)
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15.2.3  Nuvvuagittuq

The Nuvvuagittuq supracrustal belt (NSB) is a metamorphic volcano-sedimentary 
succession located in the Archean Superior craton along the eastern shore of Hudson 
Bay in northern Quebec (Fig. 15.1). The age of the NSB is at least 3770 million and 
possibly 4280 million years old (O’Neil et  al. 2008). Dodd et  al. (2017) found 
microfossil-like materials in metamorphosed ferruginous sedimentary rocks 
from the NSB. These structures occur as micron-sized tubes and filaments made of 
hematite crystals (Fe2O3). Similar tube and filament structures are found in modern 
submarine hydrothermal discharge areas. These modern structures represent fossil-
ized sheaths of Fe-oxidizing bacteria. Therefore, Dodd et al. (2017) proposed that 
the NSB’s Fe-oxide tubes and filaments are products of microorganisms. The 
characteristics of Fe-rich metasediments suggest that the above microorganisms 
most likely lived around submarine hydrothermal vents. In addition, isotopically 
light carbonaceous materials and carbonate minerals are found in these rocks, pro-
viding additional evidence for biological activity more than 3770 million years ago.

In contrast, Papineau et al. (2011) found poorly crystalline graphite with a disor-
dered carbon atom arrangement in banded iron formations of the NBS using Raman 
spectroscopy. Average δ13C(graphite) values were − 22.8 ± 1.9‰, implying a biological 
source for this carbon. However, the graphite experienced much lower temperatures 
than the host rocks during metamorphism. Therefore, the poorly crystalline graphite 
in these rocks was generated after peak metamorphism. This suggests that the 
graphite was not syngenetic with host rock. This invites skepticism as to whether the 
Fe-oxide tubes and filaments found by Dodd et  al. (2017) were truly biological 
products older than 3.77 Ga.

15.3  Graphite in the Isua Supracrustal Belt (ISB)

The ISB in southwestern Greenland is part of the Itsaq Gneiss Complex. Rocks of 
the ISB consist predominantly of early Archean metavolcanics and minor metasedi-
mentary rocks (e.g., Nutman et al. 2009) (Fig. 15.1). U-Pb zircon dating indicates 
that southern and northern Isua rocks show contrasting ages. It is thought that both 
the ca. 3.8 Ga southern and the ca. 3.7 Ga northern juvenile crustal complexes were 
tectonically juxtaposed along mylonite zones during the early Archean (Nutman 
et al. 2009, 2013). Most of the ISB was strongly deformed by early Archean tecto-
nism (Nutman et al. 2015) and converted into amphibolite metamorphic facies, but 
not to granulite facies (Boak and Dymek 1982). The metamorphosed basaltic rocks, 
termed “garbenschiefer,” occupy the central portion of the northwestern ISB with 
relict pillow lava structures.

Rosing (1999) reported turbiditic metasedimentary rocks that are >3.7 billion 
years old (Ga) in the garbenschiefer unit (Fig. 15.6). Modern turbidites are deposited 
in the deep ocean by underwater avalanches that move down slopes of the continental 
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shelf. When avalanched materials approach the bottom of the deep ocean, sands are 
deposited first followed by finer clays. This sequential sedimentation leaves a com-
bination of sandstone-shale deposits. The rock reported by Rosing (1999) consists of 
both metamorphosed shale and sandstone (Fig. 15.6). This finding is clear evidence 
of early Archean marine sediments. The clear sedimentation and less metamorphosed 
features are different from the Akilia rocks, which could be magmatic in origin. The 
metamorphosed shale of the ISB has graphite contents of up to 0.4 wt % C. Carbon 
isotopic compositions of the graphite range from −19.1 to −18.7‰ (Rosing 1999). 
These isotope compositions are similar to the δ13C values of organic matter in mod-
ern marine sedimentary rocks. Therefore, Rosing (1999) claimed that vast microbial 
ecosystems were present in early Archaean oceans.

The metamorphosed shale often contains garnet crystals, which contain carbona-
ceous inclusions that are contiguous with carbon-rich shale beds. Hassenkam et al. 
(2017) investigated these carbonaceous inclusions using the in situ infrared absorp-
tion method. The absorption spectra are most likely to represent carbon bonded to 
nitrogen and oxygen and probably also to phosphate. These findings were the first 
to report detection of oxygen-, nitrogen-, and phosphate-related biological activities 
in rock records older than 3.7 Ga.

Nutman et al. (2016) reported 3700-Myr-old metacarbonate rocks in the ISB. The 
chemical compositions of the metacarbonates indicate shallow seawater deposi-
tional environments. Stromatolites, a few cm high, are found in such metacarbon-
ates. If ISB stromatolites represent a true microbial community from 3.7 Ga shallow 
oceans, this indicates that photosynthesizing bacteria were already present, facilitat-

Fig. 15.6 Photograph of metamorphosed black shale (schist) discovered by Rosing (1999)
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ing CO2 sequestration. On the other hand, ISB stromatolites do not contain carbona-
ceous materials (Nutman et al. 2016). This fact remains confusing if ISB stromatolites 
are truly biogenic in origin, and an alterative model has been proposed for the origin 
of Isua's stromatolite by different researchers (Allwood et al. 2018).

15.4  Discovery of New Graphitic Schist in Isua

15.4.1  Occurrence of Graphitic Schist

Metamorphosed shale, which has become schist, was found on the northwestern 
side of the ISB by the author’s research group (Fig. 15.7; Ohtomo et al. 2014). The 
locality lies in the garbenschiefer unit in the western part of the ISB, which is about 
1 km west of the location of the turbiditic rocks (Rosing 1999). Three layers of BIFs 
are concordantly intercalated with metabasalts. The schist preserves sedimentary 
textures with various detrital minerals. The chemical compositions of the schist sup-
port the hypothesis that the precursor of the schist was shale. This result made it 
clear that clastic marine sediments are a robust finding in the ISB.

The schist contains abundant graphite (0.1–8.8 wt% C). Graphite occurs accord-
ing to the compositional layering of the schist, which strikes parallel to that of the 
surrounding BIFs. The geothermometric signals of the Raman spectra for the schist 
indicate that the peak metamorphic temperatures of the graphite were 525 ± 

Fig. 15.7 Photograph of metamorphosed black shale (schist) discovered by Ohtomo et al. (2014)
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50  °C.  Prograde metamorphic temperatures for the ISB were reported as 500–
600 °C (Boak and Dymek 1982), consistent with the Raman geothermometer result 
for graphite. This temperature consistency suggests that the precursor of the graph-
ite was already present in the host rocks before prograde metamorphism. All fea-
tures of the schist suggest a sedimentary origin for the reduced carbon and the 
syngeneity of the carbonaceous material in the host rock.

15.4.2  Carbon Isotope Compositions

Graphite occurs in various rocks in wide area of the ISB (Schidlowski et al. 1979; 
Ueno et al. 2002). It has been proposed that the majority of the graphite in the ISB 
was formed by inorganic chemical reactions under high temperature and pressure 
conditions (van Zuilen et al. 2002). For example, a carbonate vein, located in the 
northeastern part of the ISB, contains high concentrations of graphite (Fig. 15.8; 
4.1 wt% C). Disproportionation of Fe-carbonate was suggested to explain the gen-
esis of this graphite in carbonate veins. In these veins, substantial amounts of mag-
netite and residual Fe-carbonate occur alongside the graphite.

 6FeCO Fe O CO C3 3 4 22 5= + +  

The Raman spectrum of the graphite in the veins is nearly identical to that of the 
graphite in the schist. The estimated metamorphic temperatures for the graphite 

Fig. 15.8 Photograph of a carbonate vein studied by van Zuilen et al. (2002)
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(496 ± 50 °C) are close to peak metamorphic temperatures, suggesting a metamor-
phic origin for the graphite in the veins.

The δ13C values of the graphite in the schist range from −23.8% to −12.5‰ 
(average: −17.9‰). These isotope variations do not represent original compositions 
because early graphite has exchanged isotopes with carbonic fluids during meta-
morphism. In general, metamorphic fluids contain CO2 with carbon isotope compo-
sitions similar to mantle values (−5 to −6‰). CO2 in metamorphic fluids exchange 
carbon isotope compositions when the graphite in the schist is exposed to CO2. As 
a result, δ13C(graphite) values were modified and achieved isotope equillibrium compo-
sitions between δ13C(graphite) and δ13C(CO2) values (c.f., Fig. 15.3). Graphite aggregates 
in the schist often show zoning in δ13C(graphite) within a few mm. The δ13C(graphite) val-
ues change from −23% to −14‰ (Ohtomo et al. 2014). Such zoning is unidirec-
tional and more enriched in 13C in outer parts of the graphite aggregates. This isotope 
feature represents carbon isotope exchange between graphite and metamorphic 
CO2. In other words, the lowest δ13C(graphite) value of −23‰ is close to the original 
δ13C(graphite) value and is within the range for organic matter in modern marine 
sediments.

Ohtomo et  al. (2014) analyzed 13C values of the abiogenic graphite, which 
formed by disproportionation of FeCO3. The 13C value was +10.5‰, and this value 
is explained by equilibrium isotope fractionation among FeCO3–CO2–C at meta-
morphic temperatures in the ISB. Therefore, clear differences in δ13C values are 
present between graphite in carbonate veins and graphite in the schist (meta-black 
shale) in the ISB. Apparently such isotope differences indicate that 13C-depleted 
graphite is biogenic in origin. However, there exists ambiguity to discuss the origin 
of graphite only using carbon isotope compositions. Therefore, additional evidence 
is desired to claim biogenic origin.

15.4.3  TEM and STEM (Scanning Transmitted Electron 
Microscopy) Observations on Graphite

HRTEM and STEM observations of graphite may provide useful information to 
constrain the origin of graphite. STEM images revealed that the morphology of 
nanoscale graphite grains is different in carbonate veins and schist (Fig.  15.9). 
Nanoscale graphitic polygonal grains, tube-like structures, and other morphologies 
are found in the schist (Fig. 15.9A). On the other hand, sheeted flake is the single 
morphology of the graphite in carbonate veins (Fig. 15.9B). HRTEM images also 
show contrasting features between two types of rocks (Fig.  15.10). The sheeted 
flakes in the carbonate vein show well-layered structures overall, which indicates 
well-ordered stacking of graphene layers (Fig. 15.10b). In contrast, curled struc-
tures are present in the inner portions of graphite grains in the schist (Fig. 15.10a). 
Some lattice fringes show distortion at surfaces and inside the graphite grains (arrow 
in Fig. 15.10a).
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Organic matter contains non-graphitizing carbon, such as non-planar carbon ring 
compounds associated with abundant pores (Buseck and Huan 1985). Graphitization 
of organic matter becomes heterogeneous at nanoscale if source materials contain 
non-graphitizing carbon. Therefore, biogenic organic matter, which contains  various 
molecules and functional groups, is favored as the precursor of the graphite in the 
schist. Various morphologies of graphite and distorted structure in graphene layers 
can be considered as heritage of biogenic organic matter. On the other hand, graph-
ite in carbonate veins (abiogenic in origin) has uniform morphology of graphite and 
no distorted structures in graphene layers. Such contrast can be used to distinguish 
biogenic graphite from abiogenic graphite.

Fig. 15.9 Contrasting morphologies of graphite grains. A is from schist (meta-black shale) and B 
is from a carbonate vein. A shows various forms of graphite grains including tubular (1 in figure), 
polygonal (2 in figure), or intermediate (3 in figure) forms. Such variation is a typical characteristic 
of biogenic graphite. B shows uniform sheet-like textures. Individual thin sheets (or films) are 
aggregated. Such uniformity is a characteristic of abiogenic graphite
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The combined information on geological occurrences, graphite morphologies, 
nanoscale structures, and isotopic compositions of the graphite in the schist suggest 
a biogenic origin. High concentrations of 13C-depleted graphite in these rocks would 
require widespread biological activity to support the high rate of production and 
sedimentary delivery of organic matter to the >3.7 Ga ocean floor.

15.4.4  More Biogenic Carbon in Sedimentary Minerals

Mishima et al. (2016) found tourmaline-rich schist in the ISB. This schist is consid-
ered analogous to rocks examined by Ohtomo et al. (2014). Field relationships and 
chemical compositions suggest a sedimentary origin for the tourmaline-rich rocks. 
Garnet crystals contain a number of tourmaline inclusions (a type of borosilicate 
mineral). Both garnet and tourmaline often contain nanoscale inclusions of graphite 
(Fig. 15.11). Clay minerals in modern sediments have the capability to adsorb 
and concentrate borate, which could lead to boron enrichment during diagenesis, 
followed by tourmaline formation under metamorphic conditions (Furukawa and 
Kakegawa 2017). To have graphite inclusions in tourmaline, clay-rich sediments 
need to contain abundant organic matter. This sedimentary organic matter was con-
verted into graphite during prograde metamorphism, while tourmaline was formed 
from borate-clay complexes. Therefore, graphite inclusions in tourmaline are also 
highly likely biogenic in origin.

Fig. 15.10 HRTEM images of graphite from schist (a) and a carbonate vein (b) in the ISB. Thin 
lines in figures are individual graphene layers. Panel A shows rolled or rounded structure of gra-
phene layers (arrowed part). Those textures are very common in and outside of graphite grains. 
Such rolled or rounded structure is a typical characteristic of biogenic graphite. Panel B shows 
well-stacked or well-arranged layers of graphene. Rounded structure is not found inside of graph-
ite grains. Such well-stacked layer is a characteristic of abiogenic graphite
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15.5  Conclusion

Hadean to Archean graphite crystals were found in various rocks and minerals from 
Jack Hills (Australia), Akilia and Isua (Greenland), and Nuvvuagittuq (Canada). 
Those graphite have 13C-depleted carbon isotope compositions (low δ13C values), 
apparently implying biogenic origin of graphite. However, some of those graphite 
are unlikely biogenic in origin, suggesting weakness of carbon isotope composi-
tions to constrain origin of graphite.

Rocks from the >3.7 Ga Isua supracrustal belt contain graphite. Metamorphosed 
sedimentary rocks contain graphite. The age of graphite is confirmed as the same 
age of host rock sedimentation. Such graphite has unique nano-texture in individual 
graphite crystal accompanied with 13C-depleted carbon isotope compositions. These 
analyses support the biological origin of the graphite in >3.7 Ga Isua supracrustal 
belt sedimentary rock. Studies of Isua rocks demonstrate how important to provide 
comprehensive information or to accumulate supportive evidence for traces of life 
in ancient rocks.

Fig. 15.11 Back-scattered electron image of a graphite inclusion in tourmaline. Scanning electron 
microscope (Hitachi S3000) was used to obtain this image. The host rock of the tourmaline is 
garnet-biotite schist, which occurs approximately 2 km south of the rocks studied by Ohtomo et al. 
(2014)
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In the future, more evidence of biogenic graphite will probably be found in 
ancient rocks and minerals by using more advanced analytical techniques. On the 
other hand, it is necessary to examine the syngeneity of reduced carbon with host 
rocks more carefully when examining evidence for traces of life.
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Chapter 16
Cellular Microfossils and Possible 
Microfossils 
in the Paleo- and Mesoarchean

Kenichiro Sugitani

Abstract Representative Paleo- and Mesoarchean (>3.0 Ga) microfossils and pos-
sible microfossils retaining cellular structures from the Pilbara Craton, Western 
Australia, and the Kaapvaal Craton, South Africa, are reviewed. Rod-shaped, sphe-
roidal, lenticular, and filamentous (and their subtypes) microfossils have been iden-
tified in those areas, and their sizes range from submicrons to 300  μm across. 
Depositional environments of host rocks vary from shallow marine or even terres-
trial to deep-sea, with or without hydrothermal activities, providing no constraints 
on the geologic setting for the emergence of life. Although biological affinities such 
as cyanobacteria and sulfur bacteria have been proposed for a few types of Paleo- 
and Mesoarchean microfossils, those of most others are poorly understood.

Significantly, recent progress in Archean geobiology has revealed that the fossil 
record includes large (from 20  μm up to 300  μm along the major dimension), 
organic-walled spheroid and lenticular microfossils. If their biological affinities can 
be determined convincingly, they would provide us with new insights into the early 
biosphere and its evolution on the Earth and potentially on other planets. Further 
challenging and innovative studies are required in order to reveal the diversity of 
Paleo- and Mesoarchean ecosystems and to develop a taxonomy for such ancient 
microfossils.
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16.1  Introduction

Evidence for Precambrian life has been accumulating since the discovery of the 
1.9 Ga Gunflint microbiota more than 50 years ago (Barghoorn and Tyler 1965; 
Cloud 1965). It includes a wide range of categories, such as microfossils retaining 
cellular structures, microbial sedimentary structures, biomolecules, bio-minerals, 
and isotopic signatures, providing us with insights into the early evolution of life 
and its relevant ecosystems. In particular, cellular microfossils give us direct illus-
trations of ancient organisms and thus provide the opportunity to compare them 
with younger and extant organisms. Although Archean paleontology has sometimes 
been subjected to severe criticism and skepticism (Brasier et al. 2002, 2005, 2006; 
Lindsay et al. 2005; Wacey et al. 2018a, b), new discoveries of cellular microfossils 
have subsequently been published (e.g., Sugitani et  al. 2007, 2010; Wacey et  al. 
2011, Javaux et  al. 2010; Homann et  al. 2016; Kremer and Kaźmierczak 2017; 
Schopf et al. 2017). It now seems widely accepted that complex ecosystems com-
posed of diverse microbes had already evolved by 3.0 Ga, although newly described 
potential biosignatures, such as a 3.7 Ga “stromatolite” from Greenland (Nutman 
et al. 2016); >3.8 Ga hematitic filaments from the Nuvvuagittuq belt, Canada (Dodd 
et al. 2017); and a ca. 3.5 Ga microbial palisade fabric associated with geyserite 
(Djokic et al. 2017), are needed to be confirmed by follow-up studies (e.g., Witze 
2016). Although some informative reviews have been published (Schopf and Walter 
1983; Alterman and Kaźmierczak 2003; Schopf 2006; Wacey 2009, 2012), it seems 
worthwhile reviewing the Paleo- and Mesoarchean microfossil record more exten-
sively, considering the recent progress in Archean paleobiology. In this chapter, I 
provide a detailed review of representative cellular microfossils and possible micro-
fossils from pre-3.0 Ga successions (including assumed maximum ages) from South 
Africa and Western Australia, emphasizing the very early diversification of micro-
organisms and their adaptations to various environments, which provide a frame-
work for future studies.

16.2  Criteria for the Biogenicity of Microbe-Like Structures

It is absolutely essential in any studies of Archean paleobiology to demonstrate the 
biogenicity of microbe-like structures. The criteria for assessing microbial struc-
tures in Archean rocks are therefore discussed before description of selected micro-
fossils. The criteria are here consolidated and simplified from those previously 
proposed by Schopf and Walter (1983), Buick (1990), Brasier et al. (2002, 2005, 
2006), Hofmann (2004), Sugitani et al. (2007), and Wacey (2009) and are shown in 
Table  16.1. Brasier et  al. (2002, 2005, 2006) and Wacey (2009) claimed that 
Archaean microfossil-like structures needed to be considered as non-biological 
until the non-biological origin of the structures is refuted. However, this “null 
hypothesis” approach is too exclusive because it is virtually impossible to test “all 
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possible alternatives” for biological origins of microfossil-like objects. A better 
approach is to employ the descending scale of probability referred to by Schopf 
et al. (1983) and Awramik and Grey (2005):

Compelling evidence: abundant evidence that permits only one reasonable 
interpretation

Presumptive evidence: the preponderance of evidence that suggests a most likely 
interpretation, but less probable interpretations also merit consideration.

Table 16.1 Criteria for biogenicity of Archean microbe-like structures

Geological context
Host rocks of microstructures should be in well-known Archean terranes and certainly be a part 
of a geographically extensive Archean sedimentary succession. Preferably, the age of the host 
rock should be determined directly; alternatively, an established age for the unit from which 
rock specimens were collected could be substituted. Veins cannot be precluded as research 
targets, but the timing of their formation must be clearly elucidated. Lower metamorphic grade 
of host rocks are generally considered more suitable for the preservation of microfossils
Indigenousness and syngenicity
Indigenousness means that the microbe-like structures are demonstrably present in the host 
rocks. Structures in petrographic thin sections are usually indigenous, provided that they are in 
primary facies. Syngenicity requires structures to have been embedded during the primary phase 
of sedimentation or precipitation. In other words, the age of the embedding of the structure 
should be identical to the age of the deposition of host rocks. If this is verified, structures present 
within pores, fractures, and veins could be legitimate research targets
Biological context
Size

Unicellular organisms have a wide size range (from ~200 nm for Mycoplasma up to ~20 cm for 
coenocytic Xenophyophore); consequently size should not be a criterion for biogenicity. Rather, 
the size range is more important; populations of microbe-like structures would be expected to 
have a narrow size range
Shape

Cellular elaborations, such as organelles, flagella, and appendages, are key criteria for 
biogenicity, although these delicate structures are rarely preserved. Regardless of their origins 
and functions, the more elaborate the structures, the more certain their biogenicity
Occurrence

Microbe-like structures need to be abundant. Presence in colony-like clusters, including 
composite structures potentially resulting from reproduction, is a good indicator of biogenicity
Taphonomy

Organic compounds that form cell envelopes have plasticity and are subject to postmortem 
degradation that increases with diagenesis. Genuine microfossils show a range of wall 
preservation ranging from hyaline to granular, and taphonomic features, such as folding, 
breakage, tearing, and corrosion, can be identified
Chemical and isotopic composition

A carbonaceous composition (commonly as kerogen) is a key geochemical criterion for the 
biogenicity, although organic matter can also be mobilized and redistributed in the rock matrix. 
An association of S, N, and hopefully P within the carbonaceous structures provides positive 
evidence of biogenicity. A light (< −20 per mil) carbon isotopic value is a widely accepted 
biogenicity criterion, although it is not always diagnostic
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Permissive evidence: evidence that seems consistent with at least two more or less 
equally tenable competing interpretations.

Suggestive evidence: evidence that although weak is at least consistent with the 
interpretation.

Missing evidence: there is no direct interpretable evidence to support the interpreta-
tion and to employ prefixes such as “pseudo-” and “dubio-” and the adjectives 
“putative-,” “possible-,” “probable-,” and “genuine-” in order to express the reli-
ability of the biological origin of the objects under consideration (Sugitani et al. 
2007).

16.3  Cellular Microfossils from Kaapvaal Craton,  
South Africa

The Kaapvaal Craton in the southern part of the African Shield is one of Earth’s 
major Archean cratons (Fig. 16.1a). Microfossils were reported from the Paleo- to 
Mesoarchean Barberton greenstone belt (Fig. 16.1b) and Late-Archean sedimentary 
units. The Barberton greenstone belt consists of a volcano-sedimentary succession 
called the Swaziland Supergroup. This supergroup comprises the 3.55–3.30  Ga 
Onverwacht, the 3.26–3.23 Ga Fig Tree, and the ~3.23 Ga Moodies Groups (Lowe 
1999); microfossils and possible microfossils have been reported from all of these 
units (Table 16.2). Representative specimens from the Onverwacht Group and the 
Moodies Group are described.

16.3.1  The Onverwacht Group

Reports of fossil-like microstructures from the Onverwacht Group date back to the 
1960s (e.g., Engel et al. 1968; Nagy and Nagy 1969); other publications followed in 
the1970s (e.g., Muir and Hall 1974; Brooks et al. 1973). The structures included 
spheroids, filaments, and cup-shaped microstructures. However their biogenicity 
was not fully demonstrated, and thus they have generally been regarded as question-
able or just as “possibility,” based on, for example, lack of clear colonial aggrega-
tions and wide size distribution (Schopf 1976; Schopf and Walter 1983). On the 
other hand, the biogenicity of carbonaceous filaments described from the Kromberg 
and Hooggenoeg formations (~3450 to 3334 Ma) has been assessed as being highly 
likely (Figs. 16.2a and 16.3a) (Walsh and Lowe 1985). Numerous curved and uni-
formly sized filaments were identified in carbonaceous chert of shallow-water ori-
gin. These filaments, especially tubular ones (from 1.4 to 2.2 μm in diameter and 
from 10 to 150 μm in length), were interpreted as being biogenic and having affini-
ties with mat-forming bacteria or cyanobacteria (Walsh and Lowe 1985). Walsh 
(1992) also reported other morphological types, including spheroids, ellipsoids, and 
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spindles from the Kromberg Formation, and recognized several subtypes. Some of 
the microstructures are unexpectedly large for prokaryotic cells, which have cell 
sizes ranging mostly from 1 to 10 μm. Granular spheroids and ellipsoids are around 
20 μm (up to 70 μm) in size (Fig. 16.3b), and spindles are around 30 μm (up to 
140 μm) in length. The “spindles” were recently recollected and analyzed for their 
carbon isotopic compositions using SIMS (secondary ion mass spectrometry), and 
their morphology was reinterpreted as lenticular (Oehler et al. 2017) (Fig. 16.3c, d). 
It is noteworthy that morphologically equivalent microfossils were reported from the 
c. 3.4 Ga Strelley Pool Formation and the c. 3.0 Ga Farrel Quartzite in the Pilbara 

Fig. 16.1 (a) Representative cratons and greenstone belts containing Paleo- and Mesoarchean 
rocks. (b) Barberton greenstone belt in the Kaapvaal Craton, South Africa. (c) Panorama green-
stone belt in the Pilbara Craton, Western Australia
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Craton, Western Australia (Sugitani et  al. 2007, 2010). The significance of such 
occurrences will be discussed in more detail later. Kremer and Kaźmierczak (2017) 
also reported masses composed of small (3–12 μm) coccoid-like structures from the 
Kromberg Formation (Fig. 16.3e, f).

16.3.2  The Moodies Group

Javaux et  al. (2010) reported spheroid microfossils from the younger Moodies 
Group (the Clutha Formation), which comprises siliciclastic rocks (shales and silt-
stone) deposited in tidal and deltaic settings. This finding is significant because 
siliciclastic rocks had been regarded as having low potential to preserve fragile 
microfossils. Additionally, the described microfossils are unusually large, up to 
about 300  μm in diameter, and are organic-walled (Fig.  16.4a, b). They were 

Table 16.2 Paleo- and Mesoarchean (>3.0 Ga) microfossils (including putative ones) reported 
from the Kaapvaal Craton, South Africa

Formation 
(Group)

Maximum 
age (Ma) Morphology Depositional environment

Hooggenoeg 
Fm 
(Onverwacht 
Gp)

~3460 Narrow filaments, small spheroids, 
sausage-shaped structures (Walsh 
and Lowe 1985; Walsh 1992; Westall 
et al. 2001)

Shallow marine to 
subaerial setting (Walsh 
and Lowe 1985; Walsh 
1992)

Kromberg Fm 
(Onverwacht 
Gp)

~3470 Diverse (tubular and solid) filaments, 
small spheroids and rods, large 
(~15 μm) spheroids, spindles, and 
lenses up to 150 μm long (Walsh and 
Lowe 1985; Walsh 1992; Westall 
et al. 2001; Tice and Lowe 2004; 
Oehler et al. 2017; Kremer and 
Kaźmierczak 2017)

Shallow marine, with 
low-temperature 
hydrothermal activity 
(Tice and Lowe 2004; 
Lowe and Worrell 1999; 
Hofmann and Harris 
2008; Walsh 1992)

Swartkoppie 
Fm 
(Onverwacht 
Gp)

~3470 Small spheroids (Knoll and 
Barghoorn 1977)

Shallow marine (Knoll 
and Barghoorn 1977)

The Clutha Fm 
and not 
spceified 
(Moodies Gp)

~3226 Large spheroids, molds of segmented 
thin filamentous structures (Javaux 
et al. 2010; Homann et al. 2016)

Shallow-water 
environments in tidal and 
deltaic settings, with 
microbial mats (Javaux 
et al. 2010; Heubeck et al. 
2013)

Note: Prior to Knoll and Barghoorn (1977), putative microfossils, some from the Fig Tree Group, 
were described by Barghoorn and Schopf (1966), Schopf and Barghoorn (1967), Pflug (1967), 
Nagy and Nagy (1969), Engel et al. (1968), Brooks et al. 1973 and Muir and Hall (1974). They are 
not listed here because most of them were apparently misidentified as microfossils (e.g., Schopf 
and Walter 1983). Noteworthy is that some structures described in Pflug (1967) resemble lenticular 
microfossils from the Strelley Pool Formation and the Farrel Quartzite in the Pilbara Craton (see 
Table 16.3)
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Fig. 16.2 Photographs of representative outcrops from which microfossils were discovered. (a) 
Black chert of the Kromberg Formation of the Onverwacht Group in the Kaapvaal Craton. (b) 
Black chert of the Strelley Pool Formation in the Goldsworthy greenstone belt of the Pilbara 
Craton. (c) Black chert of the Strelley Pool Formation in the Panorama greenstone belt of the 
Pilbara Craton. (d) Black chert of the Farrel Quartzite in the Goldsworthy greenstone belt of the 
Pilbara Craton

identified in petrographic thin section, as well as in macerates from acid digestion: 
gentle decomposition at room temperature using hydrochloric acid (HCl) and 
hydrogen fluoride (HF). Javaux et al. (2010) discussed their biological affinities, 
comparing them to large extant prokaryotes.

Abundant filamentous microfossils preserved as molds were also reported from 
the Moodies Group (Homann et al. 2016). These authors examined lens-shaped chert 
with kerogenous laminae comprising downward-growing microstromatolitic col-
umns in siliciclastic rocks and identified abundant filamentous structures using scan-
ning electron microscope (SEM). The cylindrical and hollow microfilaments from 
0.3 to 0.5 μm in diameter are bent in various directions and are regularly segmented 
(Fig. 16.4c, d). Such features, together with the carbon isotopic values of associated 
kerogenous laminae (δ13CPDB = −26.5 per mil on average), are consistent with a bio-
genic origin. The lens-shaped chert was interpreted as representing an early silicifica-
tion of cavities formed beneath microbial mats. The traces of life described may be 
evidence of the presence of cavity-dwelling microbes protecting themselves from the 
supposed intense ultraviolet radiation at that time (Homann et al. 2016).
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16.4  Cellular Microfossils from Pilbara Craton,  
Western Australia

The Pilbara Craton in northwestern Australia is composed of the East Pilbara, 
Regal, Karratha, Sholl, and Kurrana Terranes, collectively overlain by the De Grey 
Supergroup (Fig. 16.1). The oldest rocks of the craton are preserved in the East 
Pilbara Terrane, where greenstone belts assigned to the Pilbara Supergroup consist 
of a series of four major groups and one separate formation (Hickman 2012; Van 
Kranendonk et al. 2002, 2006, Hickman and Van Kranendonk 2008). Most micro-
fossils and possible microfossils have been reported from this supergroup, including 
the c. 3.52–3.42 Ga Warrawoona Group, the c. 3.4 Ga Strelley Pool Formation, the 
c. 3.24 Ga Sulphur Springs Group, and the c. 3.0 Ga Gorge Creek Group of the 

Fig. 16.3 Photomicrographs of microfossils from the Onverwacht Group, South Africa. (a) 
Filamentous microfossils from the Kromberg Formation (Walsh and Lowe 1985) (Photo courtesy 
by Maud Walsh). (b) Granular-walled, large spheroid from the Kromberg Formation (Walsh 1992) 
(Photo courtesy by Maud Walsh). (c, d) Lenticular microfossils from the Kromberg Formation 
discovered independently by M.M. Walsh and K. Sugitani, respectively (Oehler et al. 2017, with 
permission from Elsevier). (e) Subglobular to spindle clusters (arrows) containing abundant cell- 
like bodies (Kremer and Kaźmierczak 2017, with permission from Elsevier). (f) Magnified image 
of cluster of cell-like bodies, interpreted as the remains of variously degraded colonies of 
cyanobacterial- like microbes. (Kremer and Kaźmierczak 2017, with permission from Elsevier)
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Table 16.3 Paleo- and Mesoarchean (>3.0 Ga) microfossils (including putative ones) reported 
from the Pilbara Craton, Western Australia

Formation 
(Group)

Maximum 
age (Ma) Microfossils Depositional environment

Dresser Fm 
(Warrawoona 
Gp)

3490 Small spheroids, 
threads, septate or, 
nonseptate filaments 
(Dunlop et al. 1978; 
Ueno et al. 2001a, b; 
Glikson et al. 2008)

 Various depositional environments have 
been proposed for the Dresser Fm 
(shallow to subaerial and temporary 
evaporitic shallow marine, oceanic 
caldera, deep-sea hydrothermal vent, 
terrstrial hydrothermal system, 
coastal sabhka) (Isozaki et al. 1997; 
Buick and Dunlop 1990; Van Kranendonk 
2006, 2007; Van Kranendonk et al. 2008; 
Noffke et al. 2013; Djokic et al. 2017)

Mount Ada 
Basalt (chert) 
(Warrawoona 
Gp)

3470 Septate or nonseptate 
filaments, small 
spheroids (Awramik 
et al. 1983)

Shallow marine? Not confirmed

Apex Basalt 
(chert) 
(Warrawoona 
Gp)

3460 Septate or nonseptate 
filaments, spheroids 
(Schopf and Packer 
1987; Schopf 1993; 
Schopf et al. 2018)

Shallow marine (Schopf 1993)? High 
temperature hydrothermal vent system 
(Brasier et al. 2002)?

Panorama Fm 
(Warrawoona 
Gp)

3446 Small spheroids, small 
rods, filaments, films 
(Westall et al. 2006, 
2011)

Shallow marine, with low-temperature 
hydrothermal activities (DiMarco and 
Lowe 1989)

Strelley Pool 
Fm

3426 Small to large 
spheroids, lenses, 
films, diverse 
filaments (Sugitani 
et al. 2010, 2013, 
2015a, b; Schopf et al. 
2017; Oehler et al. 
2017)

Shallow marine (intertidal to supratidal) 
setting, with hydrothermal inputs 
(Hickman 2008; Sugitani et al. 2010, 
2013; Allwood et al. 2007, 2010), locally 
possibly terrestrial hydrothermal coastal 
field (Sugitani et al. 2015b)

Kangaroo 
Caves Fm

3240 Filaments, small 
spheroids (Rasmussen 
2000; Duck et al. 
2007)

Deep marine (>1500 m), high 
temperature hydrothermal setting 
(Vearncombe et al. 1995)

Dixon Island 
Fm

3200 Small spheroids, 
septate, or nonseptate 
filaments (Kiyokawa 
et al. 2006)

Relatively deep marine, hydrothermal 
setting (Kiyokawa et al. 2006, 2014)

Farrel Quartzite 
(Gorge Creek 
Gp)

3050 Small to large 
spheroids, lenses, 
diverse films, 
filaments (Sugitani 
et al. 2007, 2009a, b; 
Grey and Sugitani 
2009)

Shallow marine, possibly a closed to 
semi-closed basin, with input of 
continental runoff and/or low-temperature 
hydrothermal fluids (Sugitani et al. 2003; 
Sugahara et al. 2010)
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overlying De Grey Supergroup. In addition, the c. 3.2 Ga Dixon Island Formation in 
the Western Pilbara contains possible microfossils (Table 16.3). In the following 
discussion, representative specimens of especial significance reported from the 
Dresser Formation and the Mount Ada Basalt of the Warrawoona Group, the Strelley 
Pool Formation and the Farrel Quartzite of the Gorge Creek Group are reviewed.

16.4.1  Dresser Formation of the Warrawoona Group

The Dresser Formation is predominantly composed of blue, black, and white lay-
ered chert, minor carbonate rocks, and barite, with komatiitic basalt (Van Kranendonk 
et al. 2008). Buick and Dunlop (1990) suggested that it was deposited in a closed to 
semi-closed shallow coastal basin. On the other hand, Van Kranendonk (2006) and 
Van Kranendonk et al. (2008) claimed that it represented an ancient active volcanic 
caldera, with at least temporal subaerial exposure during which geyserite was 

Fig. 16.4 Microfossils from the Moodies Group, South Africa. (a, b) Carbonaceous spheroid 
microfossils in siliciclastic rock (shale/siltstone) (Javaux et  al. 2010, with permission from 
Springer). (a) Abundant compressed carbonaceous spheroids (arrows) observed in petrographic 
thin section. (b) Specimen extracted by acid maceration. The arrow shows a concentric fold. (c, d) 
Secondary-electron photomicrographs of filamentous microfossils in silicified cavities below 
microbial mat within sandstone (Homann et al. 2016) (Photo courtesy by Martin Homman). (c) 
Meshwork of filamentous molds embedded in chert. (d) An enlargement image of (c), showing 
regularly spaced, rod-shaped segments
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deposited (Djokic et al. 2017). Hydrothermal origin has been previously proposed 
by Isozaki et al. (1997), who however claimed deep-sea mid-ocean ridge setting. 
Terrestrial environment (sabhka) was also suggested by Noffke et al. (2013). Dunlop 
et al. (1978), Ueno et al. (2001a, b), and Glikson et al. (2008) reported microfossils 
and possible microfossils.

Dunlop et al. (1978) extracted tiny, hollow carbonaceous spheroids from carbo-
naceous cherts by acid maceration. Spheroids 1.2–12 μm in diameter were identi-
fied. They included solitary spheroids, spheroids with splits, paired spheroids, and 
rare chains of spheroids (Fig. 16.5a). However, these structures are now considered 
to be viscous bitumen droplets or mineralic non-biological spheroids (Buick 1990; 
Awramik et al. 1983; Schopf et al. 1983; Wacey 2009).

Ueno et al. (2001a, b) reported filamentous microstructures from both hydro-
thermal silica dykes and bedded cherts in the Dresser Formation, describing soli-
tary spiral filaments, radiating clusters of threads, and tubular filaments ~10 μm 
thick (Fig.  16.5b). Carbon isotopic values of these structures were individually 
analyzed using SIMS (Ueno et  al. 2001a). The obtained significantly light 
(δ13C < −30 per mil) values were interpreted as possible products of the Calvin 
cycle or reductive acetyl-CoA pathway. Glikson et al. (2008) performed acid mac-
eration on bedded black chert samples from the Dresser Formation. Several types 
of carbonaceous objects including tiny spheroid bodies (less than 3 μm to submi-

Fig. 16.5 Microfossils and microfossil-like structures from the Dresser Formation and the Mount 
Ada Basalt of the Warrawoona Group in the Pilbara Craton. (a) Probable pseudomicrofossil, car-
bonaceous spheroid extracted by acid maceration showing ruptured split (Dunlop et al. 1978, with 
permission from Springer). (b) Sinuous carbonaceous filament in black chert (Ueno et al. 2001a) 
(Photo courtesy by Y.Ueno). (c, d) TEM images of possible cells (Glikson et al. 2008, with permis-
sion from Elsevier). (c) Specimen with a partial preserved cell-like wall segment (arrow). (d) 
Elliptical cell-like structure entombed within fluid inclusions. (e) Acute folded relative thick sep-
tate filament from chert of the Mount Ada Basalt (Awramik et  al. 1983, with permission from 
Elsevier). The arrows show septation
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cron in diameter) (Fig. 16.5c, d) were obtained, though it is equivocal whether such 
simple and tiny spheroids were certainly originated from cells. Also carbonaceous 
objects associated with the spheroids were interpreted as separated cell walls, 
equivalents to thermally degraded cells of the living hyperthermophile 
Methanocaldococcus jannaschii. Evidence for microbial methanogenesis in this 
formation was also obtained from analyses of fluid inclusions (Ueno et al. 2006).

16.4.2  Mount Ada Basalt of the Warrawoona Group

Awramik et al. (1983) described carbonaceous spheroids and filaments in bedded 
chert collected from the Mount Ada Basalt in the North Pole area. A prokaryotic 
affinity for some tubular and septate filamentous structures was suggested. One of 
the described filaments is relatively thick (~5 μm), acutely folded, and regularly 
septate (Fig. 16.5e). Such distinct features point to its biogenicity. Buick (1984), on 
the other hand, questioned whether the host chert samples were of primary sedimen-
tary origin, whether they were from the Mount Ada Basalt or a much younger unit 
(Fortescue Group), and whether the microstructures described are microfossils in 
Archean age, leading to a published debate (Buick 1988; Awramik et  al. 1988). 
Uncertainty about the sample locality was later resolved, and the host cherts were 
indeed in the Mount Ada Basalt (Grey et al. 2010), although recollection of similar 
materials has not yet been successful.

16.4.3  Strelley Pool Formation

The Strelley Pool Formation (Fig. 16.1c), typically 8–11 m but locally up to 100 m 
thick, is composed of siliciclastic sedimentary rocks, bedded and stromatolitic dolo-
mite, chert, and volcaniclastic rocks. The depositional environment ranges widely 
from a fluvial to deeper water setting and includes a rocky coastal shoreline and 
beach environment, a shallow-water marine carbonate platform, a possible sebkha, 
a tidal flat, an alluvial fan, and a possible terrestrial hydrothermal system (Allwood 
et al. 2006, 2007; Hickman 2008; Van Kranendonk, 2011; Sugitani et al. 2015b).

Schopf and Packer (1987) and Schopf (2006) reported spheroid structures in 
carbonaceous chert from the Strelley Pool Formation. The structures are composed 
of sheathed multiple spheroids, similar to chroococcacean cyanobacteria and are up 
to over 50 μm across. Their biogenicity is likely considering such morphological 
elaboration (Schopf 2006).

Compelling evidence for microfossils in this formation was later presented by 
Sugitani et al. (2010, 2013, 2015a), who described morphologically diverse carbo-
naceous microstructures in chert from three widely separated (~50 km) localities in 
the Panorama, Warralong, and Goldsworthy greenstone belts (Fig. 16.2b, c). The 
microfossil assemblages are composed of spheroidal, lenticular, and filamentous 
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microfossils. In addition, film-like carbonaceous objects were identified and inter-
preted as fragmented biofilm.

Spheroidal microfossils range from 5 μm up to 60 μm in diameter but are mostly 
less than 15  μm (Fig.  16.6a–c). They are solitarily or comprise colony-like 
clusters.

Fig. 16.6 Carbonaceous microfossils from the Strelley Pool Formation in the Pilbara Craton. (a) 
Large (>50 μm in diameter) hollow spheroid with a partial broken wall (arrow). (b) Colony com-
posed of relatively tightly packed spheroids c. 20 μm in diameter. (c) Colony composed of abun-
dant small spheroids 5–15 μm in diameter. (d) Two specimens of lenticular microfossil preserved 
in different orientations in petrographic thin section. (e) Colony composed of abundant, randomly 
directed, lenticular microfossils. (f) Polar view of paired lenticular microfossils. (g) Chain com-
posed of lenticular microfossils, with individuals possibly liberated from the chain
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Lenticular microfossils range mostly from 20 to 60 μm along the major dimen-
sion in polar view and rarely up to 100 μm. The structures are characterized by a 
thin, sheet-like appendage or flange surrounding the central body (Fig.  16.6d) 
(Sugitani et al. 2007). Microfossils of this morphological type show minor morpho-
logical variations, including ellipticity in polar view, transparency of the central 
body, and variations in flange width and texture (Sugitani et al. 2010, 2013, 2015a, 
2018). They can be solitary or comprise colony-like clusters (Fig. 16.6e). Paired or 
chained lenticular microfossils are also present (Fig. 16.6f, g).

Filamentous microfossils include thin threads and hollow tubes. Hollow tubes up 
to 200 μm in length and up to 20 μm in width show the most compelling evidence 
for biogenicity (Fig. 16.7a, b).

The biogenicity of the Strelley Pool spheroidal and lenticular microstructures is 
well established. Their carbonaceous composition, size distribution, taphonomic 
features, and colonial-like associations are all consistent with a biogenic origin 
(Sugitani et al. 2010, 2013). This is supported by their light (< −30 per mil), texture- 
specific carbon isotopic values (Lepot et al. 2013) and by the alveolar or hollow 
internal texture of the central body as revealed by SEM and transmission electron 
microscopy (TEM) (Sugitani et al. 2015a). The Strelley Pool lenticular microfossils 
and their composite structures (pairs and chains) can be extracted by acid macera-
tion, which confirms that they are organic-walled microfossils.

Wacey et al. (2011) described carbonaceous spheroids, ellipsoids, and tubular 
filaments associated with pyrite crystals from the basal sandstone of the Strelley 
Pool Formation in the East Strelley greenstone belt (Fig. 16.7c, d). The structures 
have carbonaceous matter in the walls, with δ13C values of −33 to −46 ‰, associ-
ated with nitrogen. They also show taphonomic degradation and organization into 
chains and clusters. The authors suggested an affinity with sulfur-metabolizing bac-
teria (Wacey et al. 2011). Recently, other types of microfossils with possible affini-
ties to sulfur-metabolizing bacteria were reported from the Panorama greenstone 
belt (Schopf et  al. 2017). These are from the same locality as for the lenticular 
microfossils first described by Sugitani et al. (2010). Schopf et al. (2017) described 
carbonaceous cobweb-like structures and associated thin tubular microfossils (a few 
microns wide) in carbonaceous chert (Fig.  16.7e, f). By analogy with younger 
equivalents (Schopf et al. 2015) and from sulfur isotopic analyses, the authors sug-
gested that they represent fossilized sulfur bacterium.

16.4.4  Farrel Quartzite of the Gorge Creek Group

The Farrel Quartzite (Van Kranendonk et al. 2006) in the Goldsworthy greenstone 
belt is dominated by very coarse-grained sandstone, including quartzite and minor 
conglomerate, with minor amounts of mafic to ultramafic volcaniclastic beds, evap-
orite beds, and layers of black chert. The total thickness varies along strike from 
several meters up to 80 m (Sugitani et al. 2003, 2007). Microfossils were discovered 
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in black chert in the uppermost unit of the Farrel Quartzite (Sugitani et al. 2007) 
(Fig.  16.2d). The microfossiliferous chert layer  can be traced for c. 7  km along 
strike. Sugitani et al. (2007) established an aqueous deposition for the chert because 
of the presence of spherulitic structures indicative of silica gel precipitation and 
cross-lamination identified from the distribution of carbonaceous objects indicative 
of transportation by fluid flows. Sugahara et al. (2010) also showed that the rare- 
earth element yttrium data of the cherts could best be interpreted as mixing of 

Fig. 16.7 Carbonaceous microfossils from the Strelley Pool Formation in the Pilbara Craton. (a) 
Bent tubular carbonaceous filament. (b) Highly degraded possible tubular filament containing 
small sphere inside (arrow). (c) Spheroids and (d) tubular filaments in silica-filled pore spaces in 
the basal sandstone (Wacey et al. 2011) (Photo courtesy by David Wacey). (e) Cobweb-like struc-
ture in carbonaceous black chert partially containing filamentous microfossils (Schopf et al. 2017). 
(f) Narrow tubular filamentous microfossils. Their sinuous morphology is indicated by blurred 
terminals (arrows) (Schopf et al. 2017)
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seawater and low-temperature hydrothermal fluids and/or terrestrial runoff. 
Retallack et  al. (2016), on the other hand, reinterpreted the fossil-bearing black 
chert as paleosol, which was refuted in detail by Sugitani et al. (2017).

The Farrel Quartzite microfossil assemblage includes morphologically diverse 
carbonaceous structures such as spheroids, lenses, and films that are basically simi-
lar to those in the Strelley Pool Formation assemblage. Spheroids range from <5 to 
80 μm in diameter. Smaller (<15 μm) spheroids are very abundant, and their popula-
tions can be ~500 in a thin section (2.5 × 3.4 cm, with 30 μm in thickness). Such 
small spheroids often comprise colony-like clusters (Fig. 16.8a–c). Large spheroids 
display various wall textures such as dimpled, folded, and fluffed (Fig. 16.8d–f). 
Some of the large, hollow spheroids contain multiple small spheroids or a single 
spheroid inside (Fig. 16.8g, h). Colonies composed only of larger (>20 μm) spher-
oids are also present but not common, whereas colonies composed of spheroids of 
different sizes, including large ones, are relatively common (Fig. 16.8i).

Like the lenticular microfossils in the Strelley Pool Formation, the Farrel 
Quartzite lenses are composed of central body with a surrounding flange (see 
Fig. 16.6d for reference). The whole structure ranges from 20 to >100 μm along the 
maximum dimension. Lenses occur solitarily, as pairs, or comprising colonies. 
Colonies containing lenses are composed either exclusively of lenses like the 
Strelley Pool lenses (Fig. 16.6e, g) or of mixture of lenses and spheroids (Fig. 16.9a, 
b). Sugitani et al. (2007, 2009a) identified minor morphological variations in len-
ticular microfossils. The central body is either symmetric or asymmetric in equato-
rial view (Sugitani et al. 2007; Fig. 15). Asymmetry is identified along the long axis, 
the short axis, or both. In some specimens, the width of the flange is also asymmetri-
cal in polar view. Although rare, even more highly elaborate specimens have been 
recorded, such as a lens with an inner sphere, a lens apparently expelling a sphere 
(or lens), and a lens containing plural inner bodies (Fig. 16.9c–e). Lenticular micro-
fossils also display variations in flange texture, ranging from translucent to hyaline, 
reticulate, and striated (Sugitani et al. 2009a) (Fig. 16.9f–h).

Biogenicity of the Farrel Quartzite carbonaceous structures was compellingly 
demonstrated by Sugitani et al. (2007, 2009a), Oehler et al. (2009, 2010), Grey and 
Sugitani (2009), Schopf et al. (2010), and House et al. (2013). Lines of evidence 
include (1) geologic context suitable for life, (2) carbonaceous composition and 
carbon isotopic values of individual specimens, (3) association of nitrogen and sul-
fur with the kerogenous structure, (4) the presence of complex internal reticulate 
structures (for lenticular structures), (5) flexibility and breakability as an original 
physical property giving rise to taphonomic features, (6) abundance of the  structures 
and their relatively narrow size distributions, (7) complex occurrences such as the 
coexistence of different morphological types in colonies, and (8) elaborate mor-
phologies suggestive of reproduction. Grey and Sugitani (2009) also proved that 
lenses, spheroids, and films are acid-resistant and could be extracted by conven-
tional acid maceration of the host rocks using hydrochloric and hydrofluoric acids 
(Grey 1999), which produces an almost exclusively organic residue.
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16.5  Discussion

16.5.1  Implications for Early Evolution of Photosynthesis

Depositional environments for Paleo- and Mesoarchean microfossil-bearing sedi-
mentary rocks from the Kaapvaal and the Pilbara cratons are summarized in Tables 
16.2 and 16.3. They show that microbes were already flourishing in a variety of 

Fig. 16.8 Carbonaceous spheroid microfossils from the Farrel Quartzite. (a) Colony composed of 
loosely packed small (<15 μm) spheroids. (b) Colony of relatively tightly packed small spheroids, 
with possible remains of an envelope (arrow). (c) Small spheroids attached to a film-like structure 
(possible microbial mat remnants). (d) Large (>50 μm), hollow spheroid with dimpled wall (the 
dimples are possible fold structures). (e) Large (>30 μm) spheroid with highly folded wall. (f) 
Large (>40 μm) spheroid with a fluffy wall. (g) Large spheroid with dispersed, small (~10 μm), 
internal spheroids. (h) Ruptured large spheroid with an inner spheroid. (i) Colony composed of 
spheroids of highly different sizes. Specimens of contrasting sizes are arrowed
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environments well before 3.0  Ga (Van Kranendonk 2011), mostly in shallow to 
subaerial environments. This is consistent with records of non-microfossiliferous 
biosignatures, such as stromatolites and microbially induced sedimentary structures 
(e.g., Hofmann et al. 1999; Allwood et al. 2006; Djokic et al. 2017; Noffke et al. 
2013). This may provide some hints about the metabolism of ancient microorgan-
isms. An ozone shield was unlikely to have been present, considering the very low 
concentrations of free oxygen during the Archean (e.g., Holland 2006, Chap. 17). 

Fig. 16.9 Carbonaceous lenticular microfossils from the Farrel Quartzite. (a) Colony composed 
of lenticular and small spheroid microfossils. (b) Colony composed of lenticular and spheroid 
microfossils of various sizes. (c) Lenticular microfossil containing a small hollow sphere inside. 
(d) Polar view of lenticular microfossil with an equidimensional flange (polar view) apparently 
expelling a slightly smaller object. (e) Lenticular microfossil that appears to contain inner 
three bodies (arrows). (f) Polar view of lenticular microfossil with translucent and hyaline flange. 
(g) Lenticular microfossil with reticulated flange. (h) Polar view of lenticular microfossil with 
broad partial striations (the arrows)
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Shallow-water to subaerial habitats were probably radiated by harmful ultraviolet 
(UV) rays, although the lack of an ozone layer might have been compensated for by 
a UV-shielding organic haze (Wolf and Toon 2010), dispersed silica particles in 
water columns (Siever 1992; Stefurak et al. 2014), and/or the encrustation of cells 
with silica (Phoenix et al. 2001). In either case, one of the benefits from living in 
such environments would have been the utilization of light energy. This suggests 
that photosynthesis and even oxygenic photosynthesis might have already emerged 
in the Paleoarchean, as argued by or suggested from previous studies (Buick 2008; 
Nisbet and Sleep 2001; Tice and Lowe 2004, 2006a, b; Hoashi et  al. 2009; 
Mukhopadhyay et al. 2014; Rosing and Frei 2004; Crowe et al. 2013; Planavsky 
et al. 2014; Lyons et al. 2014; Schirrmeister et al. 2016). The discovery of an axial 
zone in the large conical stromatolites in the Strelley Pool Formation at the Trendall 
Geoheritage Reserve (Hickman et al. 2011) may also support the idea that oxygenic 
photosynthesis was occurring locally, because modern motile cyanobacteria in hot 
springs have been shown to move toward light and in so doing to produce a similar 
axial-zone structure (Walter et al. 1976). Recently, Kremer and Kaźmierczak (2017) 
suggested that small spheroids in the 3.4 Ga Kromberg Formation represent fossil-
ized coccoid cyanobacteria such as Microcystis. While such an early evolution of 
oxygenic photosynthesis is not always widely accepted and needs further studies, 
the emergence of anoxygenic photosynthesis is likely back to Paleoarchean (e.g., 
Tice and Lowe 2004).

16.5.2  Taxonomic and Phylogenic Implications of Paleo- 
and Mesoarchean Filamentous Microfossils

Filamentous microfossils with some morphological variations have been reported 
from the Pilbara and the Kaapvaal cratons, and to my knowledge, the first reliable 
report can be back to the1980s (Walsh and Lowe 1985). Although there have been 
some debates on biogenicity of earlier reported Archean filamentous structures 
(e.g., Buick 1984), recent new discoveries and revisits to the previously described 
specimens have confirmed the presence of this morphotype of microbes in the 
Paleo- and Mesoarchean (Homann et al. 2016; Grey et al. 2010; Schopf et al. 2017, 
2018; Sugitani et al. 2013). Furthermore taxonomic diversity of filamentous micro-
fossils can be inferred from observed morphological variations in, e.g., length, 
diameter, and presence or absence of septation. Although these filamentous micro-
fossils are likely prokaryotic, further assignments to specific extant taxa require 
careful examinations. Finally, the recent discoveries of tubular filaments locally 
well-preserved in carbonaceous cherts with biomat-like fabrics (Fig. 16.7f) (Schopf 
et al. 2017) and of cherty stromatolite preserving carbonaceous laminae (Sugitani 
et  al. 2015b) suggest possibility of future discovery of cellularly preserved stro-
matolite builders.
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16.5.3  Taxonomic and Phylogenic Implications of Paleo- 
and Mesoarchean “Large” Microfossils

This section focuses on large (> ca. 20 μm) microfossils with a spheroidal or len-
ticular shape from both the Pilbara and Kaapvaal cratons (e.g., Sugitani et al. 2007, 
2010; Javaux et al. 2010; Oehler et al. 2017). The size of a fossilized cell could place 
some constraints on their biological affinity, although this is not diagnostic. In gen-
eral, prokaryotic coccoid or rod-shaped cells are smaller than 10 μm. Many of the 
newly described spheroidal and lenticular microfossils range from 20 to 300 μm in 
maximum diameter and are therefore extremely and uncharacteristically large for 
prokaryotic cells. Additionally, they are organic-walled and can be extracted by acid 
maceration. Namely, they can have acid-resistant recalcitrant wall or envelope. This 
ability is known widely for eukaryotes, although some prokaryotes have acid- 
resistant cell walls. In addition, it should be remembered that some extant prokary-
otes can be as large as single-celled eukaryotes. How can we explain such extremely 
large sizes? What are their biological affinities? These questions are difficult to 
answer at present but could be resolved as morphological and chemical data 
improves and as the differences and similarities between extant prokaryotes and 
eukaryotes become clearer.

16.5.3.1  Large Spheroids

Large (> ca. 20 μm) Paleo- and Mesoarchean spheroids have been reported from the 
3.4  Ga. Strelley Pool Formation, the 3.4  Ga Kromberg Formation, the 3.2  Ga 
Moodies Group, and the 3.0 Ga Farrel Quartzite, as described earlier. Specimens 
from the Farrel Quartzite and the Moodies Group have been proved to be organic- 
walled and acid-resistant (Grey and Sugitani 2009; Javaux et al. 2010). Specimens 
from the Strelley Pool and Kromberg Formations and the Farrel Quartzite are up to 
80 μm in diameter, whereas those from the Moodies Group can even reach 300 μm 
in diameter. The size distribution differences may be of taxonomic significance. The 
relatively smaller three populations occur in carbonaceous chert deposited in a 
shallow- water environment with hydrothermal influence, whereas the other occurs 
in siliciclastic sediments deposited in tidal to deltaic environments (Tables 16.2 and 
16.3), although further studies are needed to confirm this possibility.

When considering the biological affinity of spheroids larger than 20 μm in diam-
eter, it must be kept in mind that some prokaryotic coccoid microbes can reach simi-
lar large sizes. For example, some extant spheroidal cyanobacteria such as 
Dermocarpella and Stanieria (Waterbury and Stanier 1978; Angert 2005) can be 
20 μm or more in maximum diameter. These large cyanobacteria are characterized 
by vegetative cell growth and reproduction by multiple fissions (e.g., Angert 2005) 
(Fig.  16.10a). Spheroidal sulfur bacteria, Thiomargarita namibiensis, can reach 
750 μm in diameter and can form chains (Fig. 16.10b), although it should be noted 
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that the cytoplasm exists only peripherally and their cells are volumetrically domi-
nated by a vacuole (Schulz et al. 1999; Salman et al. 2011).

A few specimens of large spheroids from the Farrel Quartzite contain small inter-
nal spheroids, and colonies composed of spheroids of different sizes are relatively 
common (Fig. 16.8g, i). Based on these observations, Sugitani et al. (2009b) sug-
gested that the large spheroids might represent spheroidal cyanobacteria reproduc-
ing by multiple fissions (Fig. 16.10a). However, the possibility that they were sulfur 
bacteria cannot be excluded, especially considering that a newly identified taxon of 
sulfur bacteria (Ca. Thiomargarita nelsonii) includes specimens that form a colony 
of cells surrounded by a rigid envelope (Salman et al. 2011, 2013) (Fig. 16.10c), 
which is similar to the Farrel Quartzite specimen illustrated in Fig. 16.8g.

Fig. 16.10 (a) Cyanobacteria containing numerous baeocytes (the center), likely related to genus 
Chroococcopsis (photo courtesy by Sergei Shalygin). (b) Large chain-forming sulfur bacteria 
Thiomargarita namibiensis (Salman et  al. 2011) (with permission from Elsevier). (c) Colony- 
forming sulfur bacteria (cf. Thiomargarita nelsonii) with a surrounding rigid envelope (Salman 
et al. 2013) (with permission from Elsevier). (d) Carbonaceous spheroidal microfossil (in petro-
graphic thin section) from the 2.52 Ga Gamohaan Formation of South Africa (Czaja et al. 2016). 
(Photo courtesy by A.D. Czaja). Note this spheroid can be extracted by acid maceration
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Javaux et al. (2010) discussed the biological affinity of the Moodies Group large, 
organic-walled large spheroids in the context of their ecological niches. Some can-
didates for large extant prokaryotes, such as the fish gut, parasitic Epulopiscium 
(Angert 2005) and the sulfur bacteria, were discounted, because their ecological 
niches are totally different from that of the Moodies Group large microfossils. 
Moreover, they have no ability to produce recalcitrant biopolymers. On the other 
hand, they suggested a possible affinity to cyanobacteria because some cyanobacte-
ria produce large cysts and envelopes as described previously and because the 
Moodies Group habitat was in the non-sulfidic photic zone.

Additionally, microfossils reported from a younger succession, the 2.52  Ga 
Gamohaan Formation of the Kaapvaal Craton, a deepwater facies of a carbonate 
platform (Czaja et al. 2016) (Fig. 16.10d), require consideration. Czaja et al. (2016) 
described organic-walled microfossils up to 265 μm in diameter that have reticu-
lated walls and display compression features consistent with sediment compaction. 
The authors suggested a possible affinity to sulfur-oxidizing bacteria, such as 
Thiomargarita, based on their environment, morphological features (size and 
shape), and sulfur isotopic signatures.

Finally, it should be noted that large spheroids have significant morphological 
diversity, which might be expressions of biotic diversity. As described earlier, varia-
tions in wall texture (Fig.  16.8d–f) cannot be explained only by taphonomy. 
Additionally, large spheroids do not always represent enlarged mother cells or sim-
ply large vegetative cells. For example, some specimens that contain a single, inter-
nal sphere are more probably explained as endospore enclosed in a recalcitrant 
envelope (Fig. 16.8h) (Sugitani et al. 2009b).

16.5.3.2  Lenses

Lenses (lenticular microfossils) were first described as spindles (spindle-like struc-
tures) in Sugitani et al. (2007), following the term given to similar structures discov-
ered in the Barberton greenstone belt (Walsh 1992). However, as confirmed by 
detailed examination of specimens in petrographic thin sections (Sugitani et  al. 
2009a) and of extracted specimens by acid maceration (Sugitani et al. 2015a), this 
morphological type consists of an ellipsoidal to spheroidal central body with a sur-
rounding discoid flange (Figs. 16.6d and 16.11a, b). As described previously, this 
morphological type includes a variety of subtypes. Variations have been recorded in 
size, flange width and texture, shape in polar view (circular versus elliptical), and 
the presence of colonies, which include linked chains, clusters composed solely of 
lenses and mixtures of lenses and spheroids. Such variations in morphology, together 
with variations in the mode of occurrence, are best explained either by species 
diversity (Sugitani et al. 2018) or by life cycle stages.

Morphological variations and modes of occurrence potentially provide informa-
tion about the life cycle of lenticular microfossils. Their common association in 
pairs or chains (Fig. 16.6f, g) indicate different stages of binary fission (Sugitani 
et al. 2015a). On the other hand, colonies composed of lenses and spheroids of vary-
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ing sizes (Fig. 16.9b) and lenses containing a single internal sphere (Fig. 16.9c) 
suggest that lenticular microfossils represent an endospore-bearing resting-cyst 
stage (Sugitani et al. 2009b). This interpretation is strengthened by a newly discov-
ered specimen (Fig. 16.9d) that appears to be in the process of expelling an inner 
object. Furthermore, the discovery of specimens that possibly contain several inter-
nal objects (Fig. 16.9e) and of colonies apparently composed of small spheroids, 
lenses, and possible fragmented lenses (Fig. 16.9a) may further suggest reproduc-
tion by multiple fissions. The morphologically closest extant microorganism recog-
nized to date is the mature phycoma of Pterosperma, a prasinophyte alga that has a 
flange-like ala (see Parke et al. 1978; Tappan 1980; van den Hoek et al. 1995). This 
free-swimming, tiny green alga generally reproduces by binary fission but occasion-
ally loses its flagellum and settles on the bottom. Subsequently, it enlarges into a 
phycoma with an ala. Within the phycoma, multiple zoospores are produced and are 

Fig. 16.11 (a, b) Polar view of lenticular microfossils (polar views) extracted by acid maceration, 
from the Strelley Pool Formation and the Farrel Quartzite, respectively. Specimen in (a) has a 
reticulate flange, whereas that in (b) has a relatively glassy flange. (c) Early Devonian disphaero-
morph (pteromorph) microfossils equivalent to Pterosperma, from Rhynie chert (Kustatscher et al. 
2014) (with permission from Universal Academy Press). (d) Lenticular microfossil 
(Pterospermopsimorpha pileiformis) extracted by acid maceration, from the lower Mesoproterozoic 
Kaltasy Formation, East European Platform (Sergeev et al. 2016) (With permission from Elsevier)
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then released to live as a planktonic stage. As described previously, some lenticular 
microbes might have had a similar life cycle (see Fig. 16.9a) (Sugitani 2012).

Lenticular microfossils with a flange have also been reported from younger suc-
cessions. Kustatscher et al. (2014) reported lenticular microfossils with an ala, from 
the Lower Devonian Rhynie chert and assigned them to the phycoma stage of 
Pterosperma (Fig. 16.11c). Spheroid acritarchs with a flange are fairly common in 
Meso- to Neoproterozoic successions (e.g., Samuelsson 1997; Samuelsson et  al. 
1999; Vorob’eva et al. 2015; Sergeev et al. 2016) (Fig. 16.11d), although their bio-
logical affinity remains to be not confirmed. No detailed comparison of Archean 
lenticular microfossils with younger morphological equivalents has yet been under-
taken, but this could be an effective approach for placing constraints on the possible 
biological affinities of Archean lenticular microfossils.

Finally, it should be remembered that morphologically similar lenticular micro-
fossils have been discovered in several stratigraphic units ranging in age from 3.0 to 
3.4 Ga successions in both Australia and South Africa, so they are more widespread 
both chronologically and stratigraphically than would be expected. This tends to 
rule out their  abiogenic origin produced by some peculiar physical parameters. 
They were most probably autotrophic and planktonic based on their carbon isotopic 
signatures, their mode of occurrence in host rocks, and their morphology (House 
et al. 2013; Oehler et al. 2017; Kozawa et al. 2018). Moreover, the organisms appear 
to have had a robust and recalcitrant wall that may have enabled them to have a 
survived harsh environment, including e.g., repeated asteroid impacts (e.g., Lowe 
et al. 2003; Walsh 1992). It is possible that lenticular microfossils may represent one 
of the most successful groups in the early history of life on Earth (House et al. 2013; 
Oehler et al. 2017).

16.6  Conclusions

This review of representative Paleo- and Mesoarchean (>3.0 Ga) microfossils of 
various morphologies from the Pilbara and Kaapvaal cratons has identified rods, 
spheroids, lenses, and filaments (and their subtypes). Some spheroidal and lenticu-
lar microfossils are significantly large (from 20 μm up to 300 μm), and they had 
acid-resistant robust organic walls, allowing them to be extracted by acid macera-
tion. Host rocks represent a variety of depositional environments ranging from ter-
restrial to deep marine, although the majority were deposited in shallow to subaerial 
environments suitable for photoautotrophs. The possibility that such advanced 
organisms might have been present is implied by the morphological similarity of 
some of the small, colonial spheroid microfossils to extant coccoid cyanobacteria, 
such as Microcystis, and by independent geochemical and phylogenetic studies. If 
this proves to be the case, we can speculate that eukaryotic microorganisms might 
have emerged in the Archean, possibly in close association with cyanobacteria, 
although eukaryotes are not commonly thought to have had evolved before the 
Great Oxidation Event (around 2.45 Ga) (e.g., Javaux et al. 2003; Knoll et al. 2006; 
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Knoll 2014), and Paleo- and Mesoarchean large microfossils are not necessarily 
directly related phylogenetically to extant or even Proterozoic eukaryotes. It is pos-
sible that the Archean large microfossils, particularly lenticular ones, represent 
extinct taxa. Nonetheless comparisons with younger equivalents would be an effec-
tive approach to determining what the biological affinities were for large microbes 
in the Paleo- and Mesoarchean. Elucidating the biotic diversity of these microfossils 
also will provide new insights into the nature of early evolution and diversification 
of life and how it related to the evolution of the Earth’s surface environment. Results 
from these challenging and innovative studies should also contribute to the search 
for evidence of life on other planets.
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Chapter 17
Great Oxidation Event and Snowball 
Earth

Eiichi Tajika and Mariko Harada

Abstract The atmosphere of early Earth contained little molecular oxygen. A sig-
nificant increase in oxygen occurred ca. 2.4–2.0 billion years ago in what is called 
the Great Oxidation Event (GOE). A large positive excursion in carbon isotopic 
composition in sedimentary carbonates is known to have occurred 2.2–2.0 billion 
years ago (the Lomagundi-Jatuli event), which provides evidence for an enhanced 
rate of organic carbon burial, i.e., enhanced net production of oxygen. The 
Proterozoic snowball Earth event (global glaciation) occurred 2.3–2.2 billion years 
ago, roughly coinciding with the GOE.  Thus, a causal relationship between the 
GOE and the snowball Earth event has been suggested. The snowball Earth event 
could have been triggered by an increase in oxygen in the atmosphere because it 
would have resulted in a significant reduction of atmospheric methane level, thereby 
reducing the greenhouse effect of the atmosphere and causing global glaciation. On 
the other hand, termination of the snowball Earth event may have triggered the 
 production of a large amount of oxygen because the extremely hot climate (~60 °C) 
immediately after the termination of the snowball Earth event must have signifi-
cantly increased the supply of phosphate to the oceans, resulting in large-scale 
blooms of cyanobacteria, which could have produced large amounts of oxygen. The 
postglacial transition of atmospheric oxygen levels may have promoted an ecologi-
cal shift and biological innovations for oxygen-dependent life.
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17.1  Introduction

Molecular oxygen (O2) makes up 20.9% by volume of the atmosphere today. It was, 
however, only <10−12 times the present atmospheric level (PAL) on early Earth 
(Kasting 1993). Cyanobacteria are considered to have produced O2 and changed the 
redox (reduction-oxidation) condition of the surface environment of Earth. The 
transition from an anaerobic to an aerobic environment must have, in turn, signifi-
cantly influenced life and its evolution. This is one of the central issues involving the 
coevolution of Earth and life.

Evolution of atmospheric O2 level has been a matter of debate for many decades 
(e.g., Berkner and Marshall 1965; Cloud 1972; Holland 1984; Kasting 1993; Lyons 
et al. 2014). Based on the geological record and geochemical analyses, it has been 
recognized that there were two events of the significant rise in the atmospheric O2 
level in the history of the Earth: one is called the “Great Oxidation Event” (GOE)—
which occurred in the Paleoproterozoic between ca. 2.4 and 2.0 billion years ago 
(Ga) (Holland 2002)—and the other is called the “Neoproterozoic Oxygenation 
Event” (NOE), which occurred during the Neoproterozoic, ca. 800–600 million 
years ago (Ma) (Shields-Zhou and Och 2011) (Fig. 17.1). Atmospheric O2 levels 
rose from <10−5 to 0.01–0.001 PAL during the GOE, resulting in the greatest envi-
ronmental change in the history of the Earth. The reason why the atmospheric O2 
levels rose at that time remains to be ascertained, although there are many hypoth-
eses proposed until now (see Sect. 17.2).
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Fig. 17.1 The history of O2 in the Earth’s atmosphere (Harada et al. 2015). The atmospheric O2 
levels (in PAL; i.e., normalized to the present atmospheric level) would have risen mainly in two 
geological periods in the Earth history: the Great Oxidation Event (GOE) at 2.4–2.0 Ga and the 
Neoproterozoic Oxygenation Event (NOE) at 0.8–0.6 Ga. Overshoot of O2 occurred at 2.2–2.1 Ga 
and whiffs of O2 occurred before the GOE. Glaciations in the Proterozoic (triangles)—especially 
snowball Earth glaciations (black triangles)—coincided with increases in the O2 level during both 
GOE and NOE. Arrows with filled and open circles and bars are constraints from geochemical 
studies (e.g., Farquhar et al. 2007; Goto et al. 2013; Klemm 2000; Pavlov and Kasting 2002)
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Another type of environmental change that may have had a significant impact on 
the evolution of life would be global glaciations, i.e., “snowball Earth” events (e.g., 
Kirschvink 1992; Hoffman et  al. 1998; Hoffman and Schrag 2002). During the 
snowball Earth event, the surface temperature decreased to −40 °C, and the entire 
surface of Earth was covered with ice. Life would have faced serious crisis because 
liquid water is essential for life. The snowball Earth event is known to have occurred 
at least thrice in Earth’s history: 2.3–2.2  Ga, 720–663  Ma, and 639–635  Ma 
(Fig. 17.1) (e.g., Kirschvink et al. 2000; Shields-Zhou et al. 2016).

It is interesting that spikes in atmospheric O2 levels roughly coincided with 
snowball Earth events, both in the Paleoproterozoic and in the Neoproterozoic 
(Fig. 17.1). Hence, there might have been a causal relationship between them. In 
particular, the Paleoproterozoic snowball Earth event could have been caused by a 
rise in O2 (e.g., Kirschvink et al. 2000; Pavlov et al. 2000, 2003; Kasting et al. 2001; 
Kasting 2005; Kopp et al. 2005; Claire et al. 2006). Alternately, a significant rise in 
the atmospheric O2 could have been triggered by the Paleoproterozoic snowball 
Earth event (e.g., Kirschvink et al. 2000; Harada et al. 2015).

In this chapter, recent progress of studies on the rise in atmospheric O2 levels 
during the Paleoproterozoic (i.e., GOE) and the Paleoproterozoic snowball Earth 
events are reviewed and their possible relationship discussed.

17.2  Great Oxidation Event

Atmospheric O2 levels were very low before 2.45 Ga, as inferred from the formation 
of deposits of detrital pyrite and uraninite (e.g., Holland 1984; Rasmussen and 
Buick 1999). The mass-independent fractionation of sulfur isotopes in sulfide and 
sulfate minerals (MIF-S) provides further strong evidence for low O2 levels (<10−5 
PAL) before 2.45 Ga (e.g., Farquhar et al. 2000; Pavlov and Kasting 2002). However, 
the enrichment of redox-sensitive trace metals such as molybdenum and rhenium in 
sedimentary rocks before 2.5  Ga suggests episodes of small increases in atmo-
spheric O2 levels in the environment in the late Archean, called “whiffs” of oxygen 
(e.g., Anbar et al. 2007). The mass-independent fractionation of sulfur isotopes dis-
appeared by 2.32 Ga, providing evidence for the rise in O2 for the first time between 
2.32 Ga and 2.45 Ga (Bekker et al. 2004).

Atmospheric O2 seems to have increased to a significant level by 2.2 Ga, inferred 
from the worldwide appearance of red beds (oxidized subaerial deposits formed 
via the oxidative weathering of land soils) (e.g., Chandler 1980; Rye and Holland 
1998; Bekker and Holland 2012). Carbon isotope records in sedimentary carbon-
ates deposited between 2.22 and 2.06 Ga also show large positive carbon isotope 
excursions, up to +16%o in δ13C and even higher (e.g., Karhu and Holland 1996; 
Martin et al. 2013). The enrichment in 13C suggests large perturbations to the car-
bon cycle system, causing high rates of organic carbon burial. The increase in the 
rate of organic carbon burial resulted in the net production of between 12 and 22 
times the present atmospheric amount of O2 (Karhu and Holland, 1996). This 

17 Great Oxidation Event and Snowball Earth



264

 “Lomagundi- Jatuli event” is recognized in a number of sedimentary basins world-
wide, and the positive anomaly of carbon isotope data provides direct evidence for 
the production of a large amount of O2 in this interval (Karhu and Holland 1996; 
Bekker et al. 2006; Bekker and Holland 2012).

The deposition of banded iron formations (BIFs) has been considered to associ-
ate with the rise in O2 (e.g., Cloud 1973; Holland 1984; Kasting 1993, 2013). 
Although many of these formations might have been formed by the activity of 
anaerobic iron-oxidizing bacteria (Konhauser et al. 2002), the occurrence of large 
amounts of BIFs just before ca. 2.4 Ga and their disappearance for several hundred 
million years afterwards are consistent with the rise in O2 occurring since ca. 2.4 Ga 
(Isley and Abott 1999).

Lines of geological and geochemical evidence indicate that the Lomagundi- 
Jatuli event was accompanied by an “oxygen overshoot” (Fig. 17.1). The overshoot 
is inferred from the worldwide deposition of marine sulfate evaporites, an increase 
in the ratio of average ferric iron to total iron in shales, and the enrichment of other 
redox-sensitive trace metals in sedimentary rocks (Bekker et  al. 2006; Schroder 
et al. 2008; Bekker and Holland 2012; Canfield et al. 2013).

The cause for the GOE has been a matter of debate for a long time. Cyanobacteria 
are thought to have been responsible for the rise in O2, while it is not known when 
cyanobacteria emerged  (e.g., Brocks et al. 1999; Summons et al. 1999). Oxygen 
could have been produced for several hundred million years before the GOE, which 
is suggested by the evidence for oxic conditions inferred from studies on redox- 
sensitive trace metals (e.g., Anbar et al. 2007), molybdenum isotopes (Planavsky 
et al. 2014), chromium isotopes (Frei et al. 2009; Crowe et al. 2013), and carbon 
isotopes (Hayes 1983) in sedimentary rocks of the late Archean age (2.5–3.0 Ga). If 
that were the case, why did O2 not accumulate in the atmosphere for several hundred 
million years until ca. 2.4 Ga?

The classical idea for this is that the supply rate of reductants such as H2 and Fe2+ 
from the Earth’s interior was larger than the supply rate of O2 produced by cyano-
bacteria. The balance changed around the GOE: the supply rate of reductants 
decreased, and/or the supply rate of O2 increased. The former condition includes (1) 
decreases in the amount of reducing volcanic gases with time due to oxidation of the 
upper mantle through the reaction between iron and water followed by the loss of 
hydrogen to space (Kasting et al. 1993), (2) decreases in reducing volcanic gases 
due to a gradual shift from submarine to subaerial volcanism around the GOE 
(Kump and Barley 2007; Gaillard et al. 2011), or (3) decreases in reducing meta-
morphic gases due to the oxidation of continental crust (Catling et al. 2001; Claire 
et al. 2006). The latter condition includes increase in the burial rate of organic car-
bon (which corresponds to increase in the net production rate of O2) owing to (1) the 
development of a shallow continental margin where organic carbon is buried effi-
ciently, (2) increase in marine biological productivity because of an increase in the 
input rate of bio-limiting nutrients into the oceans, and (3) increase in marine bio-
logical productivity from an increase in the availability of molybdenum, which is a 
key component of the nitrogenase enzyme used by cyanobacteria to fix atmospheric 
nitrogen (Zerkle et al. 2006; Scott et al. 2011).
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Another hypothesis to account for the delay in the accumulation of O2 is that 
atmospheric O2 is bistable (Goldblatt et al. 2006). Nonlinearity in the rate of photo-
chemical reaction between O2 and methane (CH4) in the atmosphere causes two 
different stable steady-state O2 levels. When the atmospheric O2 increases to the 
level where an ozone screen forms, rapid transition to an oxidative condition (> 
~0.01 PAL) can occur (Goldblatt et al. 2006).

In spite of the hypotheses proposed so far, no consensus has been made on the 
actual cause for the GOE. For more comprehensive reviews on the GOE and its pos-
sible causes, see Kasting (2013), Lyons et al. (2014), Catling and Kasting (2017), 
and references therein.

17.3  Paleoproterozoic Snowball Earth

Evidence for glacial sediments deposited at low paleolatitude during the Marinoan 
glaciation (~640 Ma) was reported from the Elatina Formation of South Australia 
(Embleton and Williams 1986). The low-latitude magnetic direction was confirmed 
to be of primary origin (Sumner et al. 1987). It is therefore concluded that there 
were continental ice sheets at sea level near the equator at that time. To interpret the 
result, Kirschvink (1992) proposed a “snowball Earth” hypothesis, which suggests 
the Earth to have been globally glaciated at that time.

When the greenhouse effect of the atmosphere decreases for any reason, the 
climate of the Earth cools, and polar ice expands from mid- to low-latitudes, result-
ing in the surface of the Earth being covered with ice globally, owing to a large 
ice-cap instability caused by the ice-albedo feedback mechanism (North et  al. 
1981). The surface temperature decreases to −40  °C owing to high ice albedo 
(Fig. 17.2).

The surface temperature, however, increases with time during a snowball stage 
because CO2 degassing from the interior of the Earth via volcanism accumulates 
in the atmosphere, since chemical weathering and photosynthesis do not occur 
under frozen surface conditions (Kirschvink 1992) (Fig. 17.2). When CO2 partial 
pressure became 0.12  bar at solar luminosity 94% of that at present in the 
Neoproterozoic, or 0.7  bar at solar luminosity 83% of that at present in the 
Paleoproterozoic, ice melted from the equator to the poles (Caldeira and Kasting 
1992; Tajika 2003). After deglaciation, the surface temperature increased to 60 °C 
(Fig. 17.2) because there was still a large amount of CO2 in the atmosphere. The 
surface temperature then returned to normal levels owing to intensive chemical 
weathering of silicate rocks on the continents followed by the precipitation of 
carbonates in the oceans.

Evidence for low-latitude glaciation has been also found in the Sturtian (~700 Ma) 
(Park 1997) and Makganyene glaciations (~2.3 Ga) (Evans et al. 1997). Accordingly, 
there are at least three snowball Earth events known in Earth’s history.

In the Transvaal Supergroup in the Griqualand West region of South Africa, the 
uppermost glacial diamictite named the Makganyene Diamictite Formation is over-
lain with volcanic lavas for which an age of 2.222 ± 0.013 Ga and paleolatitude of 
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11 ± 5° are reported, providing evidence for low-latitude glaciation, i.e., the 
Paleoproterozoic snowball Earth event (Evans et al. 1997; Kirschvink et al. 2000).

Details of the Makganyene snowball Earth event are not known well, partly 
because stratigraphic correlations between different sedimentary basins are contro-
versial (e.g., Hilburn et  al. 2005; Sekine et  al. 2011; Rasmussen et  al. 2013). 
However, stratigraphic features of the Transvaal Supergroup suggest that a signifi-
cant rise in O2 occurred just after the deposition of glacial diamictites (Kirschvink 
et al. 2000). In the next section, a possible relationship between the increase in O2 
and the Makganyene snowball Earth event will be discussed.

17.4  Possible Relationship Between the Snowball Earth 
and the Great Oxidation Event

The Paleoproterozoic snowball Earth event is suggested to have been triggered by 
an increase in O2 in the atmosphere. This is because the rise in O2 would have 
resulted in the oxidation of CH4, which is considered to have played an important 
role in sustaining the warm climate in the Archean (Pavlov et al. 2000; Kasting et al. 
2001; Kasting 2005; Ozaki et al. 2017). The increase in the atmospheric O2 level led 
to immediate decrease in the greenhouse effect due to CH4, which could have caused 
global glaciation (e.g., Pavlov et  al. 2000; Kasting et  al. 2001; Kirschvink et  al. 
2002; Kasting 2005; Kopp et al. 2005; Goldblatt et al. 2006; Kirschvink and Kopp 
2008; Claire et al. 2006).

It has been proposed that the significant increase in O2 was caused by the 
Paleoproterozoic snowball Earth event (e.g., Kirschvink et al. 2000; Harada et al. 
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Fig. 17.2 Schematic variation of the average surface temperature during the snowball Earth event. 
The surface temperature reduced to −40  °C when Earth became globally covered with ice, 
increased gradually owing to accumulation of CO2 in the atmosphere via volcanism, and then 
became 60 °C immediately after deglaciation because of very high pCO2 (on the order of 0.1 bar) 
accumulated in the atmosphere (e.g., Tajika 2003)
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2015). In the Transvaal Supergroup, the first large-scale sedimentary manganese 
(Mn) ore deposits in Earth’s history formed immediately above the Makganyene 
Diamictite Formation (Kirschvink et  al. 2000), although the origin of the 
Paleoproterozoic Mn oxides has been debated (e.g., Gnos et al. 2003; Johnson et al. 
2013; Kurzweil et al. 2016). Because Mn has a high oxidation potential, it is sug-
gested that the rise in O2 level occurred just after the Makganyene snowball Earth 
event (Kirschvink et al. 2000).

Intense chemical weathering of continents must have occurred in the very hot 
climate (~60 °C) just after deglaciation to deliver a large quantity of bio-limiting 
nutrients such as phosphorus into the oceans. This may have resulted in large-scale 
blooms of cyanobacteria producing a massive amount of O2 to trigger the transition 
from low- to high-stable steady states of the atmospheric O2 level (Fig.  17.3) 
(Harada et al. 2015).

Fig. 17.3 Schematic scenario for the rise in O2 immediately after the termination of the snowball 
Earth event (Harada et al. 2015). The rate of chemical weathering of continental rocks was one 
order of magnitude higher than the present rate under the very hot (~60 °C) climate condition 
immediately after deglaciation. A large amount of bio-limiting nutrients including phosphate 
(H2PO4

−)—which are necessary for cyanobacteria to photosynthesize—must have been delivered 
to the oceans. Such an exceptionally large-scale perturbation to the biogeochemical cycle system 
may have caused significant blooms of cyanobacteria, resulting in net production of vast amounts 
of O2, released to the atmosphere. Therefore, a transition of atmospheric O2 level from low (~10−6 
PAL) to high (~0.01 PAL) stable steady states must have occured, with extensive oxygen over-
shoot. Filled circles represent organic matter produced by photosynthesis in the surface oceans, 
which are decomposed during settling, and buried in the seafloor sediments (see Harada et  al. 
(2015) for details)
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Numerical simulations showed that the O2 level increased to 1 PAL soon after 
deglaciation and then decreased to 0.01 PAL over a timescale of the order of 
108 years, representing an overshoot of O2 level. Such a large perturbation does not 
usually occur, but can occur only after the termination of a snowball Earth event 
(Harada et al. 2015).

The increase in O2 with extensive overshoot may have caused global oxygen-
ation of Earth’s surface and must have promoted a shift in the marine ecosystem 
from anaerobes to aerobes. This environmental stress may have driven biological 
innovations including endosymbiosis, leading to the prosperity of oxygen- dependent 
complex life.

17.5  Conclusion

During the Paleoproterozoic, the atmospheric O2 level increased greatly, and the 
redox conditions in the atmosphere and the surface ocean system changed dramati-
cally. This must have influenced life significantly. Earth was globally glaciated dur-
ing the Paleoproterozoic, which must have also impacted life and its evolution. 
Because the Paleoproterozoic snowball Earth event seems to have coincided with 
the GOE, a causal relationship between the two has been suggested. However, a 
process independent from glaciation may have triggered the first rise in O2 at 2.45–
2.32 Ga. Further investigations are needed to reveal the detailed behavior of the 
atmospheric O2 level and the Earth system during the GOE and also to understand 
the coevolution of Earth and life in one of the most important periods of Earth’s 
history.
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Chapter 18
End-Paleozoic Mass Extinction: Hierarchy 
of Causes and a New Cosmoclimatological 
Perspective for the Largest Crisis

Yukio Isozaki

Abstract The largest mass extinction in the Phanerozoic occurred at the boundary 
between the Paleozoic and Mesozoic eras (about 252 million years ago). The end- 
Paleozoic extinction that determined the fate of modern animals including human 
beings occurred in two steps: first around the Middle-Late Permian boundary (G-LB) 
and then at the Permian-Triassic boundary (P-TB). Biological and non- biological 
aspects unique to these two distinct events include changes in biodiversity, isotope 
ratios (C, Sr, etc.) of seawater, sea level, ocean redox state, episodic volcanism, and 
geomagnetism. This article reviews possible causes proposed for the double-stepped 
extinction in regard to the current status of mass extinction studies. Causes of extinc-
tion can be grouped into four categories in hierarchy, from small to large scale, i.e., 
Category 1, direct kill mechanism; Category 2, global environmental change; 
Category 3, trigger on the planet’s surface; and Category 4, ultimate cause. As the 
G-LB and end-Ordovician extinctions share multiple similar episodes including the 
appearance of global cooling (Category 2), the same cause and processes were likely 
responsible for the biodiversity drop. In addition to the most prevalent scenario of 
mantle plume-generated large igneous provinces (LIPs) (Category 3) for the end-
Permian extinction, an emerging perspective of cosmoclimatology is introduced 
with respect to astrobiology. Galactic cosmic radiation (GCR) and solar/terrestrial 
responses in magnetism (Category 4) could have had a profound impact on the 
Earth’s climate, in particular on extensive cloud coverage (irradiance shutdown). 
The starburst events detected in the Milky Way Galaxy apparently coincide in timing 
with the cooling-associated major extinctions of the Phanerozoic and also with the 
Proterozoic snowball Earth episodes. As an ultimate cause (Category 4) for major 
extinction, the episodic increase in GCR-dust flux from the source (dark clouds 
derived from starburst) against the geomagnetic shield likely determined the major 
climate changes, particularly global cooling in the past. The study of mass extinc-
tions on Earth is entering a new stage with a new astrobiological perspective.
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18.1  Introduction

In the Phanerozoic history of animal evolution for nearly 540 million years, large 
drops in biodiversity intermittently occurred in multiple times; these are recognized 
as mass extinction events (Fig. 18.1). Mass extinction is defined as an unusual epi-
sode of prominent biodiversity loss among many taxonomic lineages on a global 
scale and in a geologically short time. Geologic records demonstrate that past mass 
extinctions apparently occurred immediately before a rapid diversification of new 
taxa, suggesting paradoxically that mass extinction worked as an accelerator for evo-
lution (Eldredge and Gould 1972). As to the causes of mass extinction, various 
explanations have been proposed, e.g., a bolide impact for the dinosaur/ammonite- 
killing Mesozoic-Cenozoic (Cretaceous-Paleogene) boundary (K-PgB) event (ca. 66 
million years ago (Ma); Alvarez et al. 1980) and extremely large-scale volcanism for 
the largest mass extinction in the Phanerozoic at the Paleozoic-Mesozoic (Permian-
Triassic) boundary (P-TB) (ca. 252 Ma; e.g., Renne and Basu 1991; Campbell et al. 
1992). These two leading hypotheses predominate; nonetheless, numerous unknowns 
still remain in explaining the causal mechanisms of extinction for a great variety of 
animals and also the possible link between extinction and the subsequent diversifica-
tion; thus discussion is ongoing. Except for the debate on ultimate cause(s), a con-
sensus among researchers has been reached that mass extinctions in the past were not 
of biological origin but were driven by episodic background environmental changes 
on a global scale from non-biological cause(s) (e.g., Erwin 2006).

During the last two decades, the pattern of major mass extinctions has been 
updated on the basis of renewed paleontological archives, even for the Big 5, the 
biggest five major extinctions of the Phanerozoic: end-Ordovician (ca. 444 Ma), 
Late Devonian (ca. 372 Ma), end-Permian (ca. 252 Ma), end-Triassic (ca. 201 Ma), 
and end-Cretaceous (ca. 66 Ma) events (Sepkoski 1996; Fig. 18.1a). For example, 
the end-Triassic extinction is now evaluated as less significant (Lucas and Tanner 
2018), whereas the end-Middle Permian event became recognized as more 
 significant than had been previously viewed (Jin et al. 1994; Stanley and Yang 1994; 
Stanley 2016). Indeed, more than ten mass extinction episodes probably occurred 
during the Phanerozoic (Bambach 2006). Among these, the P-TB event stands out 
for the greatest magnitude of biodiversity loss (Arloy et al. 2008; Fig. 18.1b).

This article reviews the current status of mass extinction studies, focusing 
 particularly on the largest of these events, which occurred at the P-TB, and reviews 
previously proposed explanations. Through this review/summary of remaining 
issues for future research, a new categorization of causes for mass extinction is 
proposed. In addition to the conventional explanations, a new perspective of cosmo-
climatology is introduced, in order to promote a possible synergic advance between 
mass extinction studies and astrobiology. Mass extinction is a phenomenon that 
takes place on the Earth’s surface; nonetheless the ultimate cause(s) of the past 
examples likely came from the Earth’s interior and/or its surroundings.
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Fig. 18.1 Biodiversity change of marine invertebrates during the Phanerozoic, with emphasis of 
multiple major mass extinctions. (a) The classic compilation by Sepkoski (1996) showing the well- 
known Big-5 extinction events (shown by arrows). Subdivision of “Cambrian,” “Paleozoic,” and 
“Modern” represents faunas which dominated in the Cambrian, in the Paleozoic, and in the 
Mesozoic-Cenozoic, respectively. At the bottom, Cambrian, Ordovician, Silurian, Devonian, 
Carboniferous, Permian, Triassic, Jurassic, and Cretaceous periods are abbreviated as Cm, O, S, D, 
Cb, P, T, J, and K, respectively. (b) A revised compilation based by Alroy et al. (2008). Note that 
the end-Paleozoic extinction was the greatest in magnitude among all and that this event was in fact 
twofold; i.e., the first episode occurred at the Guadalupian-Lopingian boundary (G-LB) and the 
second at the Permian-Triassic boundary (P-TB) (red arrows in b) (Fig.  18.2a, b). The G-LB 
extinction marked the first major drop in biodiversity of the long-persisted Carboniferous-Permian 
fauna (refer to Fig.  18.2b). The light green domain shows the interval of mid-Paleozoic 
 terrestrialization by land plants, which divides the Phanerozoic into the “pre-green” world and 
“post-green” one with contrasting atmospheric composition (refer to Fig. 18.6)
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18.2  The Greatest Mass Extinction in History: End- 
Paleozoic Crisis

18.2.1  Fossil and Stratigraphic Records

18.2.1.1  Victims and Diversity Drop

Fossil records suggest that a large variety of Paleozoic fossil lineages were 
 terminated in a relatively short time interval at the end of the Permian, ca. 252 Ma 
(Figs. 18.1 and 18.2a). The severe damage selectively hit shallow marine biota, in 
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particular sessile benthos, such as rugose corals (cnidaria), fusulines (foraminifers), 
bryozoans, brachiopods, and echinoderms (e.g., Sepkoski 1996; Alroy et al. 2008; 
Figs. 18.2b and 18.3a). A remarkable “reef gap” in the geologic history occurred in 
the aftermath of the P-TB extinction (Kiessling 2001). In contrast, Permian 
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Fig. 18.3 Field views of the extinction-relevant stratigraphic records of the P-TB and G-LB in 
different lithofacies. (a, b) The G-LB and P-TB intervals of continental shelf-slope facies at 
Chaotian in Sichuan, South China (Isozaki et al. 2007). The P-TB interval demonstrates two sig-
nificant horizons, i.e., the extinction horizon of preexisting fauna and the first appearance datum 
(FAD) of new fauna (b). (c) Post-P-TB interval of mid-oceanic deep sea at Inuyama in central 
Japan (Isozaki 1997), showing a change in ocean redox, i.e., from anoxic (black pyritic) to oxic 
(red hematitic) cherts. This outcrop of the Anisian (early Middle Triassic) age demonstrates a 
recovery interval after the unique P-TB superanoxia episode in the lost superocean Panthalassa 
(Isozaki 1997). (d–f) The G-LB interval of mid-oceanic atoll facies at Akasaka quarry in central 
Japan (Kofukuda et al. 2014). Note a sharp hiatus (erosion surface) between the Capitanian (dark 
gray) and overlying Wuchiapingian (white) limestone (e, f), which recorded a sharp sea-level drop 
in the low-latitude mid-Panthalassa superocean
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locomotive animals and swimmers with high metabolic/respiratory system suffered 
less (Knoll et  al. 1996). This suggests that capability of relocating habitat at the 
beginning of drastic environmental change, particularly under harsh conditions, 
divided survivors from victims.

Although estimate of 96% loss on species level (the possible maximum value in 
statistical prediction; Raup and Sepkoski 1982) has been overemphasized in popu-
lar discussions, a realistic and reasonable estimate of the extinction rate is probably 
about 81% (Stanley 2016). Also on land, severe biodiversity loss occurred in 
 tetrapods and plants (Lucas 2009), and the terrestrial extinction across the P-TB 
occurred slightly earlier than that of marine biota (Looy et al. 2001).

After the P-TB, most Paleozoic-type biota could never recover the preexisting 
diversity (Figs. 18.1a and 18.2b), whereas new Modern-type (Mesozoic-/Cenozoic- 
type) biota including mammals took over the niche and have diversified till present. 
The P-TB thus marked the biggest singularity point in the Phanerozoic animal 
evolution.

18.2.1.2  Two Steps

The putative biggest extinction of the Phanerozoic occurred in fact in two distinct 
steps that are separated from each other by seven million years, i.e., first near the 
Middle-Late Permian (Guadalupian-Lopingian) boundary (G-LB; ca. 259 Ma) and 
second at the P-TB per se (ca. 252 Ma) (Stanley and Yang 1994; Jin et al. 1994; 
Figs. 18.1b, 18.2a, b, and 18.3a, b). The second extinction at the P-TB sensu stricto 
is regarded as the severest biodiversity loss in the Phanerozoic, and debates still 
continue on how many extinction pulses occurred.

Although the G-LB extinction marks the first significant decline in Carboniferous- 
Permian shallow marine biota (Fig. 18.2b), this episode was overlooked until the 
1990s, owing to the great shadow of the P-TB event. Nearly 62% of shallow marine 
animals were terminated (Stanley 2016), in particular rugose corals, large-tested 
fusulines, bryozoans, crinoids, brachiopods, ammonoids, and other tropically 
adapted fauna in low latitudes (e.g., Stanley and Yang 1994; Wang and Sugiyama 
2000; Isozaki and Aljinovic 2009). In addition, during the late Middle Permian, 
mid-latitude brachiopod fauna started to migrate into lower-latitude areas (Shen and 
Shi 2002). However, the extinction was likely not an acute event, but rather a pro-
longed episode that occurred throughout the Capitanian (= late Guadalupian; 
Fig. 18.2a) (Clapham et al. 2009). Although not fully documented yet, land biota 
also suffered a major decline in diversity (Lucas 2009; Rubidge et  al. 2013). 
Although the Late Permian witnessed a moderate but not full recovery of biodiver-
sity after the G-LB event, the G-LB and P-TB events are clearly distinguished.
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18.2.1.3  Timing

Owing to the recent development in high-precision U-Pb dating for individual 
zircons from intercalated tuff beds, extinction-related horizons around the G-LB 
and P-TB were constrained in age much better than before. The P-TB extinction 
likely occurred between 251.941 ± 0.037 and 251.880 ± 0.031 Ma, as confirmed 
at the world’s standard section (Global Stratotype Section and Point, GSSP) at 
Meishan in South China (Burgess et al. 2014; Fig. 18.2a, c). Regardless of how 
many extinction peaks existed, the P-TB extinction likely occurred within a short 
time interval of nearly 60,000–48,000 kyr. In contrast, the G-LB event was a pro-
longed process that spanned the Capitanian (Clapham et al. 2009). The age of the 
biostratigraphically defined G-LB is now assigned to be 259.1 ± 0.5 Ma (Shen 
et al. 2013).

It is noteworthy that the two extinctions are independent and that they were sepa-
rated from each other by ca. 7 myr (Fig. 18.2a), because these require two indepen-
dent triggers and two relevant environmental changes of global scale. In the 
following sections, major records of global phenomena that coevally occurred 
around the G-LB and P-TB timings are summarized in two parts, i.e., biogeochemi-
cal signatures and non-biological ones.

18.2.2  Biogeochemical Records

During the last 20 years, the practical utilization of various new geochemical prox-
ies for analyses of paleoenvironments advanced dramatically. In addition to conven-
tional analyses of major and trace element composition, advances in the utility of 
REEs (rare-earth elements), various isotope composition metrics, and biomarkers 
are particularly significant. For the end-Paleozoic extinctions, numerous data have 
been likewise published during the last 20 years.

18.2.2.1  Perturbation in C Cycle

Carbon, sulfur, and nitrogen isotope ratios in ancient sedimentary rocks, in particu-
lar in carbonates, recorded biogeochemical cycles of these bio-essential elements in 
the surface environments, which reflect the status and long-term changes of the 
Earth’s biosphere. As these geochemical proxies provide constraints on ancient bio- 
productivity and the burial rate of organic material in local water masses and also on 
the global ocean, the measurements of these proxies became a conventional 
approach in studies on some extinction-related unique intervals in the Phanerozoic 
(Kump and Arthur 1999; Saltzman and Thomas 2012; Paytan and Gray 2012).

Volatile fluctuations in carbon isotope ratio of seawater generally occurred dur-
ing particular intervals around major extinction timings in the Phanerozoic. As to 
the P-TB event, a sharp negative shift in the carbon isotope ratio of carbonates was 
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detected at the P-TB horizon almost in all analyzed sections in the world (Holser 
and Magaritz 1987; Musashi et  al. 2001; Korte et  al. 2005; Shen et  al. 2013; 
Figs. 18.2c and 18.4a). This indicates an abrupt and large flux of isotopically light 
carbon into world oceans, likely suggesting a collapse of primary productivity on a 
global scale, in other words, a significant malfunction of the global food web. On 
the other hand, a unique positive excursion of the carbon isotope ratio of carbonates 
of up to +7‰ (the Kamura event) was detected in the Capitanian, which was fol-
lowed by a sharp negative drop of ca. 5‰ immediately below the G-LB horizon (red 
horizontal line in Fig.  18.4; Wang et  al. 2004; Isozaki et  al. 2007, 2011). These 
unique signals at and around the major extinctions suggest a significant change in 
the carbon cycle in the surface ocean.

In addition, isotopic records of organic carbon, sulfur, and nitrogen isotope 
essentially confirmed the appearance of acute perturbation in the biosphere both 
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around the G-LB and P-TB (e.g., Kaiho et al. 2001; Cao et al. 2009; Shen et al. 
2011; Saitoh et al. 2014), such as the expansion of an oxygen minimum zone in 
ocean with a big tongue of anoxic water at the shelf edge.

18.2.2.2  Lipid Biomarkers and Other Organic Molecules

Some biologically synthesized large molecules in unmetamorphosed sedimentary 
rocks are called biomarkers because they are useful in detecting the sources of 
organic matter. For extinction-related intervals in the geologic past, the utility of 
various biomarkers has been much emphasized lately (Whiteside and Grice 2016). 
The P-TB extinction horizons are characterized by some biomarkers such as aro-
matic molecules (e.g., isorenieratane and maleimides derived from pigments, isore-
nieratene and bacteriochlorophylls of Chlorobi), which indicate the development of 
extremely oxygen-depleted conditions even in the euphotic shallow sea (e.g., Grice 
et al. 2005). In addition, other biomarkers were detected also from the P-TB inter-
val, such as dibenzothiophene, dibenzofuran, and biphenyl derived from plant lig-
nin, that suggest abundant flux of land plant remains into sediments and background 
terrestrial soil erosion (Xie et al. 2007). The occurrence of some polycyclic aro-
matic hydrocarbons (PAHs) also supports a high-temperature combustion episode 
like forest fire at the P-TB (Nabbefeld et al. 2010). These lines of biomarker evi-
dence equally indicate the severe deterioration of marine and terrestrial ecosystems 
for the specific timings related to the P-TB extinction episodes. As to the G-LB, 
more work is needed.

18.2.3  Non-biological Global Phenomena

Apart from abovementioned phenomena related to biological activities, the follow-
ing unique non-biotic phenomena, all on global scale, occurred at the end of the 
Paleozoic, i.e., remarkable sea-level drop, minimum in seawater Sr-isotope ratio, 
violent volcanism, and end of paleomagnetic superchron (an interval characterized 
by a uniquely long-term stable geomagnetic polarity) (Fig.  18.4). Judging from 
their global aspects, all of them probably were related with the major change in 
environments and biota, which might possibly have changed the course of 
evolution.

18.2.3.1  Lowest Sea Level

The sea-level changes around the Paleozoic-Mesozoic transition are unique in the 
Phanerozoic. As clearly observed in the long-term change in global sea level based 
on the compilation of sequence stratigraphy, the lowest sea level of the Phanerozoic 
was recorded across the G-LB (Fig. 18.4c; Haq and Schutter 2008). The magnitude 

18 End-Paleozoic Mass Extinction: Hierarchy of Causes and a New…



282

of the sea-level drop is estimated as more than 100 m, and the lowest level was much 
lower than that in the Gondwana glaciation in the Late Carboniferous and Early 
Permian. In contrast, the P-TB timing corresponds to the middle of a long-term sea- 
level rise after that. As observed in many sections in the world, Middle Permian 
strata are indeed unconformably covered directly by Lower Triassic without Upper 
Permian beds. The almost total absence of continuous sedimentary records across 
the two significant extinction horizons makes the GSSP for the G-LB at Penglaitan 
and that for the P-TB at Meishan both in South China (Fig. 18.2c) exceptionally 
valuable. The unconformity was found also in a mid-oceanic paleo-atoll limestone 
that was deposited on top of the seamount in the ancient mid-ocean (Akasaka in 
Figs. 18.2c and 18.3C–F; Kofukuda et al. 2014). The finding suggests that the sea- 
level drop at the end-Middle Permian was caused not by a local tectonic uplift of 
seamount (extremely rare in mid-ocean) but by the global sea-level change 
(Fig. 18.4c).

These observations suggest the transfer of a large quantity of seawater from the 
oceans onto land in the form of ice; otherwise such a large-scale drop in global sea 
level cannot occur, thus suggesting the cold climate in the G-LB interval. 
Nonetheless, extensive glacial deposits, e.g., tillite/diamictite, were not detected in 
the G-LB interval, except for a minor amount of high-altitude alpine-type mountain 
glaciers (Fielding et al. 2008). This apparent disagreement needs to be examined. 
Such a global sea-level drop was unique to the G-LB but not to the P-TB (Fig. 18.4c); 
this suggests different nature of environmental changes and also of cause between 
the two major extinctions.

18.2.3.2  Capitanian Sr Minimum

The isotopic ratio of strontium (87Sr/86Sr) in seawater reflects the balance between 
two fluxes, i.e., input of relatively light-mass Sr from hydrothermal activity along 
mid-oceanic ridges and continental flux of eroded continental crust material 
enriched in radiogenic heavier Sr (McArthur et al. 2012). The seawater Sr-isotope 
ratio is recorded in carbonates. The long-term change in the Phanerozoic (Veizer 
et al. 1999; Fig. 18.4b) clearly shows a minimum not only of the Permian but also 
of the entire Phanerozoic. The minimum value of seawater Sr ratio (87Sr/86Sr = ca. 
0.7068; Veizer et al. 1999; Korte et al. 2006) occurred in the Capitanian, immedi-
ately before the G-LB, whereas no significant change is detected across the 
P-TB. This signature called the Capitanian minimum (Kani et al. 2013) indicates 
that the Capitanian seawater was characterized uniquely by the least continental flux 
with respect to that from mid-oceanic ridge in the Phanerozoic.

In general, the total activity of mid-oceanic ridges is and has been stable as long 
as plate tectonics has operated throughout the Phanerozoic. Thus the relatively low 
and the lowest values of Sr isotopes during the Capitanian suggest a significant 
shutdown of continental flux into the world ocean. There are three to cause short- 
term suppression of continental flux on global scale, i.e., (1) an extremely large rise 
in sea level to drown continents extensively, (2) decline in riverine flux by predomi-
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nance of arid climate over continents (Korte et al. 2006), and (3) regional ice cover-
ing over continental crust (Kani et al. 2013). Judging from the extremely low sea 
level across the G-LB, the first option is unlikely.

18.2.3.3  Anoxia/Euxinia

In the early 1990s, the ubiquitous occurrence of black shales from the near-P-TB 
interval was revealed from shallow marine facies (Wignall and Hallam 1992). These 
unique strata commonly contain high TOC (total organic carbon) and numerous 
framboidal pyrite (FeS2), and these suggest the deposition under oxygen-depleted 
(anoxic) conditions and the appearance of an unusual environmental condition in 
continental shelves around supercontinent Pangea. On the other hand, deep-sea bed-
ded cherts with the peculiar black mudstone across the P-TB horizon were found in 
Japan, which feature similar anoxic signature (Isozaki 1997; Fig.  18.3c). These 
cherts were deposited primarily in deep sea below the carbonate compensation 
depth (CCD; ca. 3000 m deep) in mid-oceanic setting and were secondarily accreted 
to the subduction-related continental margin of Japan in the Middle Jurassic 
(Matsuda and Isozaki 1991): they recorded information on the extinction-related, 
global environmental changes in the lost superocean Panthalassa (Isozaki 2014; 
Fig. 18.2c). The P-TB anoxic black mudstone/chert is stratigraphically sandwiched 
by under- and overlying red cherts that represent a contrasting oxic setting, suggest-
ing the appearance of unusual conditions of long-term anoxia (superanoxia) across 
the P-TB in the superocean.

Recent updates in microfossil biostratigraphy and in redox-sensitive elemental 
analyses revised the total duration and nature of the event. Nonetheless the P-TB 
superanoxic episode represents one of the most significant changes in global ocean 
redox state during the Phanerozoic, implying a major impact to the biotic crisis 
across the P-TB, because most animals in sea and on land depend on oxygen respi-
ration. In contrast to the previous explanation of total stratification of the ocean, a 
significant expansion of the oxygen minimum zone over the entire superocean was 
proposed (Algeo et al. 2011). In coeval shallow marine continental shelves, strongly 
reduced conditions (anoxia and even euxinia with H2S) may have appeared by form-
ing a big tongue of anoxic water at the shelf edge.

Regarding the G-LB interval, another anoxic signature was detected in the 
Capitanian marine sequence of shelf/slope facies in South China (Saitoh et al. 2013; 
Shi et al. 2016); nonetheless the total duration of shelf anoxia was much shorter than 
the P-TB superanoxia.

18.2.3.4  Flood Basalt-Large Igneous Province (LIP)

One of the most spectacular non-biological episodes across the P-TB was the erup-
tion of ca. 252 Ma Siberian Traps, which is composed of an extremely thick pile of 
Ti-rich, alkaline, mafic (rich in Fe2+, Fe3+, and Mg2+) lava flows (up to 6500 m thick) 
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with extensive magmatic intrusions of mafic/ultramafic composition developed 
underneath (>1.6 million km2; Federenko et al. 2000; Reichow et al. 2009; Svensen 
et al. 2009; Fig. 18.5a). The eruption likely occurred in a highly limited time less 
than 1 myr (Burgess et al. 2017). The total volume, geochemical characteristics, and 
rapid eruption indicate their origin, not in subduction-related volcanic arcs nor mid- 
oceanic ridges, but in a large igneous province (LIP) induced by a mantle plume 
(e.g., Saunders et al. 2005). Among the known LIPs in the world, the Siberian Traps 
is one of the largest in volume (Ernst 2014).

Already in the early 1990s, some pioneer researchers realized the coeval timing 
between the flood basalt volcanism and the P-TB extinction and suggested a pos-
sible cause-effect link (Renne and Basu 1991; Campbell et al. 1992; Kamo et al. 
1996; Courtillot 1999; Wignall 2001). This possibility has been much emphasized 
later due to more precise dating of the Siberian Traps per se and also of fossil- 
bearing P-TB strata (e.g., Shen et al. 2013; Burgess et al. 2017). The associated 
thick Neoproterozoic- Cambrian oil-bearing strata and evaporites in the same area 
have been emphasized, because they were likely intruded by the end-Permian sills 
of unusually high temperatures to have caused the emission of large volume of 
CO2 (Svensen et  al. 2009). Despite the claimed large scale, however, direct 
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dykes/sills (area within a broken line). (b) Locations of the two end-Paleozoic LIPs, i.e., the near- 
P- TB Siberian Traps in Russia and the near-G-LB Emeishan Traps in South China. For compari-
son, two major oceanic LIPs (Ontong Java and Kerguelen oceanic plateaux) are also shown in 
violet color. Note that the sizes of the oceanic LIPs are much larger than that of the two continental 
LIPs; however, no extinction occurred at the eruption of the former
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 evidence for volcanism, such as mafic scoria and other volcaniclastics, has not 
been reported in the rest of the world outside Siberia. Exceptions are the occur-
rence of coal fly ash and spikes of Hg concentration in the near P-TB beds, which 
are regarded as products derived directly from the Siberian Traps (Grasby et al. 
2011, 2015); nonetheless the putative effects to the biosphere and biodiversity 
need further evaluation.

Likewise, the Emeishan Traps in South China has been focused (e.g., Chung 
et al. 1998; Wignall et al. 2009; Bond et al. 2010; Fig. 18.5b), because its eruption 
timing was close to the end-Paleozoic extinction, in particular to the G-LB event. 
The size of the Emeishan Traps, however, is significantly small with respect to other 
major LIPs. It erupted in a short time from 259.6 to 257.6 Ma, mostly after the 
G-LB (259.1 Ma) (e.g., Shellnutt 2014; Zhong et al. 2014); thus it unlikely caused 
either the Capitanian cooling or the prolonged Capitanian extinction. Though a 
Capitanian basalt lava in Yunnan was claimed as a precursor of the Emeishan Traps 
(Wignall et al. 2009), it is far too small to drive major extinction.

18.2.3.5  Illawarra Reversal

During the Phanerozoic, three distinct intervals of paleomagnetic uniqueness are 
recognized, i.e., mid-Cretaceous Normal, Carboniferous-Permian Kiaman Reverse, 
and Ordovician Moyero Reverse superchrons (Isozaki 2009a; Fig. 18.4d). The rest 
of the Phanerozoic is characterized by frequent geomagnetic polarity changes, 
whereas these three intervals witnessed a long-term stability in polarity over many 
million years. Stable geomagnetic polarity for such a long time suggests the stable 
convection in the outer core of the Earth where geomagnetism is generated by the 
geodynamo.

Regarding the Permian case, the end of the Kiaman superchron is called the 
Illawarra Reversal after the locality name of the pioneering paleomagnetical study 
in East Australia (Irving and Parry 1963). This episode occurred in the Wordian 
(middle Guadalupian), before the Capitanian extinction and G-LB (Steiner 2006; 
Isozaki 2009a; Kirschvink et al. 2015; Belica et al. 2017; Fig. 18.4d). This indicates 
that the geodynamo changed its mode from a highly stable to more frequently fluc-
tuating condition; in other words, convection in the outer core changed from a 
dynamically stable mode to a relatively unstable one. The heterogeneity in physical 
conditions of lower mantle, in particular the change in temperature and/or thermal 
gradient, is needed to change the mode of geodynamo in the outer core. This change 
in the deep interior of the planet was connected also to the origin of mantle plume; 
thus an episodic birth/uprising of a large-scale mantle plume possibly linked a major 
change along the core-mantle boundary to those on the surface of the planet, which 
will be discussed later.
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18.3  Possible Causes and Remaining Issues

18.3.1  Categories of Causes

Various possible causes have been proposed to date for the P-TB and G-LB extinc-
tions as well as for other extinction events in the Phanerozoic (Fig.  18.1), e.g., 
global cooling/warming, bolide impact, LIP volcanism, and anoxia on a global 
scale. The word “cause,” however, has been used ambiguously for many years 
among researchers without a clear definition. To minimize confusion in this debate, 
which has lasted over a century, I propose here to group previously claimed causes 
of mass extinction into the following three  distinct categories in hierarchy from 
small to large scale, namely, Category 1, direct killing mechanism; Category 2, 
background environmental change on a global scale; and Category 3, main trigger 
appearing on the Earth’s surface; and to establish Category 4 for ultimate cause 
(Table 18.1).

Causes of Category 1 include various kill mechanisms that are responsible for 
terminating individual animal group dwelling in a particular living habitat of  local/
regional but not global context, e.g., temperature drop/rise, changes in humidity, 
water salinity/pH/redox, toxication, etc., which may drive malfunction in metabo-
lism and/or collapse of nerve systems with dehydration, suffocation, hypercapnia, 
nutrient  shortage, metal poisoning, etc. (Table  18.1). Some kill mechanisms are 
related also to ecological structure of animal communities, such as predation, thus 
biological in nature, whereas most others are purely non-biological. Judging from 
the post-extinction recovery processes/results, these causes are relatively short- 
lived, and damages are restorable. As life and the surrounding environments on 
Earth are and have been so diverse, multiple kill mechanisms need to operate 
together in order to drive mass extinction.

Those of Category 2 represent much larger-scale, global changes in surface envi-
ronment, in particular climate changes, such as global cooling/warming (Table 18.1), 
which can generate various kill mechanisms of Category 1. Major glaciation is a 
typical phenomenon that can change regional landscapes of the biosphere, which 
can lead modification/destruction of ecological structures for preexisting life on the 
Earth’s surface. As to the Big-5 extinctions (Fig. 18.1), relevant climate changes 
were of long time range, much longer than the Quaternary Milankovitch-tuned 
glacial- interglacial cycles. Our planet intermittently experienced major glaciations 
in the past, not only multi-times in the Phanerozoic but also twice or more in the 
Proterozoic, i.e., snowball Earth events (Hoffman and Schrag 2002). In addition, a 
long-term drop in solar irradiance also caused a profound impact on the 
photosynthesis- based ecosystem on the Earth’s surface. Rapid diversifications of 
new lineages or macroevolutions, such as the first appearances of eukaryotes and 
vertebrates, occurred immediately after the prominent cold spikes, probably associ-
ated with cryptic extinctions of preexisting taxa. These significant changes in bio-
sphere, i.e., environmental settings, ecology, and biota, are fatal, which belong to 
causes of Category 2 that are non-biological in nature.
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Category 3 includes triggers for significant course changes in global climate and 
conditions of biosphere. Solely non-biological large-scale agents can trigger such 
irreversible climate changes of global context (Table  18.1). A good example of 
causes of Category 3 is a large-scale impact of extraterrestrial bolide, which is much 
discussed for the K-Pg event. In addition, unusually large-scale volcanism at LIP is 
another major cause of Category 3, as debated for the P-TB event. These large-scale 
non-biological phenomena, in terms of acute influxes of material and energy, can 
cause mass extinction by renewing the surface environment in various ways and 
prepare vacant niches for subsequent bio-diversification.

Similar efforts to classify causes of extinction have already been attempted sev-
eral times; however, what were claimed previously as “ultimate causes” merely 
imply large-scale triggers that appeared on the Earth’s surface (e.g., Bond and 
Grasby 2017); therefore, both bolide impact and LIP activity correspond merely to 
causes of Category 3. These unusual “whole-Earth” events are generally regarded to 

Table 18.1 Four categories of extinction causes

Category Processes Victims

1. Kill mechanism Temperature drop Most biota
Temperature rise Warmwater dwellers
Oxygen depletion Animals with high metabolism
Hypercapnia Animals with low metabolism
Metal toxicity Animals with complex nerve system
pH drop Calc. shell-forming organisms
Aridity rise Aquatic animals/plants on land
Dust/aerosol screen Plants and photosynthetic bacteria

2. Global environmental change Cooling/glaciation Mid-latitude/tropical fauna
Warming Tropical fauna
Irradiance drop All biota

3. Trigger on surface Bolide impact All biota
LIP-mantle plume All biota
Megaflux of GCR All biota

4. Ultimate driver
   Terrestrial agents Mantle convection All biota

Core convection All biota
   Extraterrestrial agents Starburst All biota

Supernovae
Active galactic center
Dark cloud (nebula)

Possible causes of mass extinction are classified into four categories: Category 1 to Category 4 
from small to large scale. Category 1 includes direct kill mechanisms for each biota rather on local 
basis, whereas Category 2 comprises global-scale environmental changes that induce various kill 
mechanisms. Category 3 represents major trigger of global environmental changes, which epi-
sodically appear on the planet’s surface. Those grouped into Category 4 are bona fide ultimate 
causes that originate not on the Earth’s surface but in its interior and/or in the outer space. Most 
causes previously proposed belong to Categories 1–3, and those corresponding to Category 4 have 
been rarely explored
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have occurred randomly thus accidentally; however, the planet Earth is composed of 
various components that are seamlessly connected to each other, e.g., core, mantle, 
crust, and hydro- and atmosphere, and the biosphere is limited to the planet’s sur-
face. For generating a sufficient extinction trigger episodically on the Earth’s sur-
face (causes of Category 3), the neighboring components cannot stay irrelevant; 
instead, something deep in the planet’s interior or in exterior must be connected and 
responsible for the change. Causes of Category 4 (Table 18.1) are bona fide ultimate 
drivers of large-scale catastrophes eventually appearing on the Earth’s surface.

18.3.2  Proposed Causes for the P-TB and G-LB Events

Regarding the P-TB and G-LB events, various explanations have been hitherto pro-
posed: a drop in seawater temperature, depletion in oxygen in seawater (anoxia, 
hypercapnia), toxic metal poisoning, drop in seawater pH (acidification), etc. All of 
these kill mechanisms are grouped in Category 1 that may occur essentially on a 
local basis (Table 18.1). Nonetheless, for terminating a great variety of biota all over 
the world, mass extinction requires multiple kill mechanisms that appear simultane-
ously within a limited time period. Global cooling is one of the classical explana-
tions for the cause of extinction (e.g., Stanley 1988), and global warming becomes 
recently popular by analogy to the modern world (e.g., Sun et al. 2012; Benton and 
Newell 2014). These are grouped into Category 2, as they can be related potentially 
to the claimed causes of Category 1.

In contrast, the explanations of a bolide impact (Becker et al. 2001; Kaiho et al. 
2001) and of Siberian/Emeishan LIP-Traps (e.g., Renne and Basu 1991; Campbell 
et al. 1992; Chung et al. 1998; Svensen et al. 2009; Burgess et al. 2017) obviously 
belong to Category 3 (Table 18.1). The idea of bolide impact at the P-TB suffered 
serious criticisms for every line of evidence presented (Farley and Mukhopadhyay 
2001; Isozaki 2001; Koeberl et al. 2002; Farley et al. 2005), and there have been no 
proposals since then.

On the other hand, various relevant processes of Categories 1–3 were examined/
confirmed, and also their possible mutual links were modeled in various flow charts 
centered by the Siberian LIP-Traps at P-TB (e.g., Hallam and Wignall 1997; Bond 
and Grasby 2017). The Siberian Traps produced a huge amount of high-temperature 
basaltic lava flows (Federenko et  al. 2000; Saunders et  al. 2005; Reichow et  al. 
2009; Fig. 18.5) and probably caused direct damage to the surrounding area in the 
form of an extensive forest fire. Svensen et al. (2009) proposed that the volcanic gas 
emitted with huge amount of CO2, together with baking coal-bearing strata to 
increase CO2 of the atmosphere. The accumulation of a high level of atmospheric 
CO2 has possibly driven super-greenhouse effect to induce global warming and 
associated ocean acidification (Retallack 2013). In addition, the sluggish ocean cir-
culation, under a minimized thermal gradient between tropical and polar regions, 
may have allowed the development of long-term anoxic conditions (superanoxia). 
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More or less the same scenario was proposed for the G-LB extinction and the 
Emeishan Traps in South China (Bond et al. 2010).

Candidates for Category 4 have been rarely proposed both for the P-TB and 
G-LB extinction events. The geological lines of evidence indicate that both the 
Siberian and Emeishan Traps had been formed due to a mantle plume activity (e.g., 
Ernst 2014); however, the reason why the LIP formation (cause of Category 3) 
occurred in end-Permian Siberia and end-Guadalupian southwestern South China 
has not been fully explained, except for the speculation of the “plume winter sce-
nario” (Isozaki 2009b).

18.3.3  Remaining Conundrum

As introduced above, the violent volcanism of the LIP-Traps magmatism is cur-
rently regarded as the leading explanation for the cause of the end-Paleozoic double 
extinction events at the P-TB and G-LB (e.g., Wignall et al. 2009; Bond and Grasby 
2017); however, we must realize that the ultimate cause (of Category 4; Table 18.1) 
has not yet been identified. In the following, the essential issues remaining in the 
P-TB extinction study are listed.

There are three major points to be checked for explaining the cause-effect rela-
tionship between LIP and extinction event, i.e., (1) the extent of volcanic hazards 
due to LIP formation, (2) nature of global climate change, and (3) volcanogenic 
CO2-related greenhouse effect.

First of all, the sizes of the Siberian and Emeishan Traps are not necessarily the 
largest among all LIPs on the planet when compared with the Ontong Java Plateau 
in SW Pacific (Fig. 18.5). These plumes did not contribute to supercontinent breakup 
(of Pangea; Fig. 18.2c) like other major LIPs, neither. A large-scale volcanic erup-
tion of the Siberian Traps (Fig. 18.5) might destroy ecosystem immediately around 
the volcanic center by spreading heat and fire. Nonetheless, expected direct influ-
ences to other lands, particularly to those on the other hemisphere and to the vast 
superocean (Panthalassa) (Fig. 18.2c), have not been documented and thus need to 
be examined. There is no obvious material input from the Siberian Traps to 
Panthalassa except for trace spikes of Hg (Grasby et al. 2015). The total abundance 
of Hg in the Earth’s crust and mantle, nevertheless, appears too dilute to cause metal 
poisoning for extinction even in regional context.

Second, proponents of LIPs-extinction link explained volcanogenic climate 
change and effects to biosphere in two ways; i.e., one is global cooling by assuming 
dust/aerosol screen (volcanic winter) for the G-LB Emeishan Traps, and the other is 
global warming by elevated partial pressure of atmospheric CO2 (volcanic summer) 
for the P-TB Siberian Traps (e.g., Bond and Grasby 2017). These two interpreta-
tions in fact suggest the opposite effects to biospheric environments by similar vol-
canism. Particularly for the G-LB and P-TB episodes, the claimed LIP activity and 
consequences need more consistent explanations without ad hoc assumptions. 
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Though the apparent temporal coincidence between volcanism and extinction can 
promote much discussion, it has not proved the claimed cause-effect link.

The most critical obstacle is the third one, i.e., the background atmospheric CO2 
during the Permian against the putative volcanogenic greenhouse effect. The latest 
comparison between the G-LB and the end-Ordovician extinction events (Fig. 18.1) 
pointed out that these two episodes shared more similarities than differences, e.g., 
extinction pattern of tropical biota, global cooling with >100 m sea-level drop, the 
unique signature in Sr and C isotope of seawater, and pattern of paleomagnetic 
polarity change (Isozaki and Servais 2018; Fig. 18.4). This suggests that the same 
trigger and processes of global scale have driven global cooling and relevant extinc-
tion for both cases. Nevertheless, there are crucial differences between the two; one 
is the absence of LIPs at the end-Ordovician, and the other is the extremely high 
atmospheric CO2 level in the Ordovician (Fig. 18.6).

According to the climate modeling by Berner (2006) and Royer et al. (2014), the 
atmospheric CO2 content in the Ordovician is estimated about 2500 ppm, whereas 
that in the Permian was no more than 300 ppm, nearly one order of magnitude lower 
than in the Ordovician (Fig. 18.6). This significant difference was led obviously by 
the rapid terrestrialization during the mid-Paleozoic, i.e., the photosynthetic revolu-
tion by land plants and development of forests (Fig. 18.1). The global sea-level drop 
and global cooling with glaciation of the same order (Fig. 18.4c) cannot be repro-
duced particularly under the high CO2 level in the Ordovician. In contrast to the 
volcanism-driven increase in atmospheric CO2 level, there is no effective mecha-
nism on Earth for quick drawdown of large quantity of atmospheric CO2 to suppress 
greenhouse effect in a geologically short time. This casts doubt on the fundamental 
assumption that the change in atmospheric CO2 was the sole main driver of the 
Paleozoic climate and relevant extinction and implies that we need an alternative 
explanation.

18.4  Ultimate Cause (Category 4)

18.4.1  Cosmoclimatological Driver

“Cosmoclimatology” focusing on the influence of galactic cosmic radiation (GCR) 
on long-term change in the Earth’s climate (Svensmark and Friis-Christensen 1997; 
Shaviv and Veizer 2003; Svensmark and Calder 2007) is an emerging and promising 
paradigm for explaining extinction cause of Category 4 (Table 18.1). At the end of 
this review, we explore this new perspective that is totally different from preexisting 
viewpoints/scenarios.

Besides the commonly discussed bolide impact scenario, there was a classic 
extraterrestrial explanation proposed for extinction: i.e., a possible link between a 
supernovae explosion in the neighborhood of our Solar System and radiation- 
induced extinction (Schindewolf 1955); however, with respect to the knowledge in 
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the mid-twentieth century, this scenario was not testable—i.e., it could not be “falsi-
fied” (by comparison to data) as required by Karl Popper’s definition of what con-
stitutes science—and was therefore left ignored and almost forgotten.

Nearly 40 years later, by detecting a strong correlation between GCR flux into 
the atmosphere and satellite-observed cloud coverage in the lower atmosphere, 
Svensmark and Friis-Christensen (1997) proposed that global cooling/warming is 
controlled essentially by the cloud coverage of the globe, in response to GCR influx. 
Penetrating GCR can charge nitrate molecules in the atmosphere for coagulating 
vapor to form cloud particles (Svensmark et al. 2017). Two factors possibly related 
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Fig. 18.6 The long-term change in atmospheric CO2 and O2 during the Phanerozoic (modified 
from Isozaki and Servais 2018, compiled from Berner 2006; Royer et al. 2014). Note the remark-
able difference in CO2 level before and after the mid-Paleozoic terrestrialization by land plants 
(Fig. 18.1), which divided the Phanerozoic into the CO2-enriched pre-green world and O2-enriched 
post-green one. The end-Ordovician and end-Guadalupian (G-LB) extinctions, two of the Big-5 
events, occurred immediately before and after the terrestrialization, respectively. It is noteworthy 
that these extinctions share common characteristics not only in extinction-relevant biological phe-
nomena but also in non-biological aspects, suggesting possibly the same trigger/processes. 
Although the two major extinctions occurred during global cooling, the atmospheric compositions 
were significantly different between the Ordovician and Permian. The Ordovician pCO2 (over 
2000 ppm) was one order of magnitude higher than that of the Permian (ca. 300 ppm), and this 
suggests that the scenario of atmospheric CO2-driven global climate change is unlikely for causing 
these two extinction-related cases, and an alternative explanation is necessary
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with causes of Category 4 are of interest, i.e., the intensity of magnetic shield and 
that of GCR sources. One is earthbound, and the other is extraterrestrial/extrasolar.

Although the cosmoclimatological perspective per se is still under scrutiny, 
Isozaki (2009) applied this to a new interpretation on the Permian extinction case, 
by comparing the major change in the Earth’s geomagnetism, i.e., the end of a long- 
term stable geomagnetic polarity (called the Kiaman Reverse Polarity Superchron; 
Fig. 18.4d) immediately before the G-LB extinction. The Earth’s dipole geomagne-
tism, together with that of the Sun, forms an effective magnetic shield against the 
influx of GCR, and the change in shield strength along time controls the influx. 
Thus a major decrease in geomagnetic intensity is critical for allowing extensive 
cloud coverage to weaken or shut down solar irradiance (Fig. 18.7). Ancient epi-
sodes of large flux of GCR events may have invited past major cold spikes in human 
history (e.g., Usoskin et al. 2007). The G-LB and the end-Ordovician cooling events 
and relevant extinctions (Isozaki and Servais 2018) can be explained by this sce-
nario rather than by the simple LIP/Traps-CO2 story; nonetheless, mantle plume/
LIPs may have been related to the modulation of geomagnetic intensity. The geo-
magnetic intensity is relevant to the convection pattern of molten metal in the outer 
core, which is related also to the convection of the mantle that includes mantle 
plume activities.

Moreover, multiple cooling events with glaciation in deep past may have been 
driven by the appearance of strong GCR sources in the neighbor of our Solar 
System. As mentioned above, in contrast, global cooling is indeed difficult to 
develop in the pre-Devonian Earth, if the greenhouse effect of atmospheric CO2 
alone was responsible for global surface temperature (Fig. 18.6). The major biodi-
versity drops called the Big-5 mass extinctions of the Phanerozoic (Sepkoski 1996; 
Alroy et al. 2008) can be correlated with multiple episodes of unusually increased 
GCR flux into the Earth’s atmosphere (Svensmark and Calder 2007; Medvedev and 
Melott 2007). At least the end-Ordovician and G-LB extinctions occurred during 
unusual cooling intervals (Isozaki and Servais 2018), suggesting possible links to 
extraterrestrial events.

18.4.2  Past Chilling Events and Extinctions

Some avant-garde scientists further explored a possibility of episodic increase in 
GCR sources, such as supernovae, active galactic center, or dark cloud/nebula, and 
discussed the effect to the Solar System and the Earth’s biosphere in the past (e.g., 
Svensmark and Friis-Christiansen 1997; Shaviv and Veizer 2003; Svensmark and 
Calder 2007; Medvedev and Melott 2007; Kataoka et al. 2014). Current astronomi-
cal observations revealed that the surrounding universe around our Solar System 
was not stable at all but highly changeable. For example, episodic starburst events 
occurred in the Milky Way Galaxy (Rocha-Pinto et al. 2000; de la Fuente Marcos 
and de la Fuente Marcos 2004). Starburst is a rare episode in the universe that cre-
ates numerous new stars in a limited time interval by the dynamic interactions 
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Fig. 18.7 Schematic diagram of the integrated “plume winter” scenario, showing a possible link 
among the flux of galactic cosmic radiation (GCR), global cloud coverage, global cooling, and 
mass extinction for explaining the unique G-LB event and other analogs (modified from Isozaki 
2009b). GCR from extrasolar sources (e.g., supernovae, active galactic center, and/or dark cloud) 
can penetrate into the Earth’s atmosphere in large flux when the solar magnetic field (heliosphere) 
and geomagnetic field are not intense enough to shield the atmosphere. Large influx of GCR can 
charge nitrate molecules in the atmosphere for coagulating cloud particles. A cause-effect relation-
ship between GCR flux and global coverage of lower cloud coupled with global cooling has been 
speculated (e.g., Svensmark and Friis-Christensen 1997; Svensmark and Calder 2007). Two fac-
tors determine the GCR flux into the atmosphere, i.e., the intensity of GCR source and the strength 
of the helio- and geomagnetic shield. The former is related to the relative position of our Solar 
System with respect to other galaxies. When our Solar System and/or our galaxy enters into a 
region in the universe with full of dark clouds (nebula), the Earth would receive much greater GCR 
flux than normal and may experience unusual global cooling. Recent astronomical observations 
preliminary detected major and minor starburst events in the past (de la Fuente Marcos and de la 
Fuente Marcos 2004). The latter factor is related to the long-term change in geomagnetism, whose 
intensity is controlled by the convection in the Earth’s outer core of the planet. When unusual 
conditions appear in the convection pattern, lowered geomagnetic intensity may allow more pen-
etration of GCR than normal. The unique geomagnetic condition called superchrons, and its onset 
and cancelation, may correspond to such unusual conditions in geomagnetism. The exceptionally 
long-term Kiaman Reverse Polarity Superchron in the Late Carboniferous to Middle Permian 
(Irving and Parry 1963) and its collapse (called the Illawarra Reversal; Steiner 2006; Isozaki 
2009a, b; Kirschvink et al. 2015) may be a harbinger of the Kamura global cooling event (Isozaki 
et al. 2007). In the late Middle Permian, a dramatic change likely took place just above the core/
mantle boundary (in the D″ layer) owing to the drop of a relatively cold super-downwell (sub-
ducted oceanic slabs beneath Pangea) from the mantle transition zone (410–660 km deep). This 
could cause thermal instability on the core’s surface that can drive a major change in convection 
pattern of the outer core. The weakened geomagnetism likely allowed more GCR flux into the 
atmosphere to trigger extensive cloud coverage with higher albedo, which resulted in the Capitanian 
Kamura cooling event associated with the lowest sea level and selective decline/extinction of the 
unique tropical fauna. In summary, the flux of GCR likely controls the degree of cloud coverage 
over the Earth’s surface, which can determine global cooling/warming, more effectively than the 
claimed greenhouse effect of the atmospheric CO2 and relevant H2O (e.g., Svensmark and Friis- 
Christensen 1997; Shaviv and Veizer 2003). Major GCR events may have initiated past major cold 
spikes/glaciations and biodiversity loss (e.g., Usoskin et al. 2007; Medvedev and Melott 2007). In 
addition to the Big-5 extinctions of the Phanerozoic, two episodes of the dramatic snowball Earth 
(Sturtian and Marinoan episodes) in the Proterozoic, late Precambrian can be explained likewise 
(Svensmark and Calder 2007; Kataoka et al. 2014)
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between galaxies, in particular by the collisions of plural galaxies. One of the con-
sequences is the formation of numerous nebulae (dark clouds and supernova rem-
nants); dark cloud is a dense, low-temperate interstellar cloud full of high-energy 
particles and submicrometer-sized dusts that block visible lights.

According to the recent astrophysical observations, starburst events occurred 
merely twice, in ca. 2.4–2.0 Ga and 0.8–0.6 Ga, in the history of Milky Way Galaxy, 
suggesting the frequent arrival of many dark clouds to our Solar System during the 
starburst intervals. Dark clouds/nebulae are capable of increasing GCR influx to the 
Earth and also shutting down the solar irradiance. Svensmark (2006) pointed out 
that the two snowball Earth events at 2.3 and 0.7 Ga likely correspond to the two 
significant episodes of GCR influx in timing.

Figure 18.8 illustrates possible correlation between starburst events in the solar 
neighborhood (de la Fuente Marcos and de la Fuente Marcos 2004) and significant 
catastrophes in the Earth’s biosphere. Kataoka et al. (2014) pointed out that the two 
prominent peaks of starburst in the Proterozoic apparently coincide with the two 
snowball Earth events. The Neoproterozoic event with two major glaciations of the 
Sturtian and Marinoan episodes (Hoffman and Schrag 2002) occurred mostly dur-
ing the 0.8–0.6  Ga starburst. Likewise, three minor peaks of starburst in the 
Phanerozoic occur slightly before the three major extinctions in the Paleozoic, i.e., 
the end-Ordovician, Late Devonian, and the G-LB/P-TB events. These correlations 
suggest that the intermittent arrival of dark clouds to our Solar System has caused 
significant environmental changes on the Earth’s surface, in particular global cool-
ing, although the time resolution for starbursts is not sufficiently high, and also 
certain time lags may have existed between the starburst peaks and arrival of dark 
clouds to our neighborhood.

For the Big-5 extinctions of the Phanerozoic (Fig. 18.1), no candidate of Category 
4 cause has been presented to date. By analogy to the end-Ordovician and G-LB 
extinctions, the end-Devonian extinction may have occurred similarly during a 
global cooling/glaciation. The insignificant peak of starburst before the end-Triassic 
timing (Fig.  18.8) is concordant with the relatively minor degree of extinction 
(Stanley 2016; Lucas and Tanner 2018). The end-Cretaceous (K-PgB) bolide impact 
(Alvarez et al. 1980) may have been a minor side effect of gravitational disturbance 
of asteroids induced by an approaching dark cloud. Dark clouds are large-mass enti-
ties that may cause gravitational instability of asteroids/planets to induce falling of 
asteroid/meteorite onto the Earth’s surface. Furthermore, larger/denser clouds may 
induce changes in the eccentricity of the Earth’s inner core for modifying geody-
namo and/or in crustal stress regime for triggering spontaneous magmatism.

The putative periodicity of extinction is in question (Erlykin et al. 2017); how-
ever, the long-term passage of our Solar System through multiple spiral arms of the 
Milky Way Galaxy one after another (Leitch and Vasisht 1998) may possibly have 
tuned the rhythm of GCR flux into the Earth and relevant biotic responses (Shaviv 
and Veizer 2003).

The GCR flux may dominantly control global climate, rather than the claimed 
greenhouse effect of the atmospheric CO2 and relevant H2O. Elevated flux of GCR 
may have caused the high degree of cloud coverage over the Earth’s surface, 
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 controlling global cooling/warming. Not only a change in geomagnetic intensity of 
star/planet but also episodes of starburst in the universe may be responsible for 
increasing GCR, which can cause global environmental changes, in particular 
global cooling critical to majority of biota. Thus either internal and external forcing 
for the Earth’s biosphere or both can be listed as ultimate cause(s) of mass extinc-
tion above all (Category 4; Table 18.1). Although many unknowns still remain, fur-
ther study is definitely needed to prove or disprove the new scenarios. Given ultimate 
causes in cosmoclimatological forcing, more detailed explanations are inevitable 
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Fig. 18.8 Late Precambrian and Phanerozoic starburst events in the solar neighborhood and 
apparent coincidence in timing with the major mass extinction events in the Phanerozoic. (a) 
Secular change in star formation rate in the neighborhood of our Solar System during the last 
800 myr in the Earth’s history (after Mermilliod in de la Fuente Marcos and de la Fuente Marcos 
2004). (b) Secular change in biodiversity during the Phanerozoic with the Big-5 mass extinctions 
(Arloy et al. 2008) and the Neoproterozoic snowball Earth event (Hoffman and Schrag 2002). Note 
the prominent peak of star formation (starburst event) around 0.7 Ga, which apparently coincides 
in timing with the Cryogenian snowball Earth event (Sturtian and Marinoan episodes). Likewise, 
three minor peaks in the Phanerozoic, although still distinct form the background level, occur 
slightly before the three major extinctions of the Paleozoic, i.e., the end-Ordovician, Late Devonian, 
and the G-LB/P-TB events. Although time resolution is still not sufficiently high, their apparent 
correlations suggest that the intermittent arrivals of dark clouds to our Solar System may have 
caused environmental changes on the Earth’s surface, in particular global cooling/glaciations. 
Certain time lags may have existed between a starburst event and the arrival of dark clouds to the 
Solar System. The absence of a significant peak of star formation near the end-Triassic timing is 
concordant with the relatively minor degree of extinction (Lucas and Tanner 2018), whereas the 
end-Cretaceous (K-PgB) bolide impact (Alvarez et al. 1980) may have been a side effect of the 
gravitational disturbance of asteroids induced by approaching minor dark cloud(s)
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for relevant environmental changes (Category 2), various kill mechanisms (Category 
1), and their mutual links for each major extinction event.

In short, past mass extinctions took place indeed on the Earth’s surface; nonethe-
less the ultimate cause(s) might occur in the Earth’s interior and/or its surroundings. 
Studies on mass extinction are currently entering a new generation with more syn-
ergic commitment with astrobiology. Unlike the mid-twentieth century, the new 
scenarios on the interaction with extraterrestrial agents became testable in the 
twenty-first century by virtue of innovative high-tech and high-resolution observa-
tions of extrasolar systems. On the other hand, modern geological/geochemical 
researches are under progress for checking whether or not we may detect  materialistic 
lines of evidence for extraterrestrial/extrasolar flux from interstellar deep space, 
such as platinum group elements (PGEs), 3He/4He ratio, metallic compounds, etc.

18.5  Conclusions

This review summarized the current status of research on mass extinctions in the 
Phanerozoic, in particular the end-Paleozoic extinction that determined the fate of 
modern animals including mammals. The following conclusions were reached.

 1. The largest mass extinction of the Phanerozoic at the end-Permian in fact 
occurred in two steps, i.e., first at and around the G-LB (ca. 259 Ma) and second 
at the P-TB (ca. 252 Ma) (Figs. 18.1 and 18.2). The biodiversity loss of the for-
mer marked the first major decline of the long-lived Carboniferous-Permian 
fauna, and it occurred in the very unique interval of various aspects, in particular 
during the global cooling with the lowest sea level of the Phanerozoic.

 2. Extinction causes are classified into four categories from small to large scale: 
Category 1, direct killing mechanism; Category 2, global background environ-
mental change; Category 3, trigger appearing on the Earth’s surface; and 
Category 4, ultimate cause (Table 18.1). Among all, causes of the Category 4 are 
the most significant thus critical to induce other causes of lower categories in 
cascade.

 3. The G-LB and end-Ordovician extinctions share more similarities, in particular 
global cooling (Category 2), than differences (Fig. 18.4), suggesting that both 
extinctions may have been triggered by the same cause/processes. Nonetheless 
the background atmospheric compositions were totally different between them: 
amount of CO2 before and after the mid-Paleozoic land terrestrialization. An 
alternative explanation is needed for the common global cooling instead of the 
greenhouse effect of the atmosphere.

 4. Besides the currently most prevalent scenario of the Traps/LIPs (Category 
3)-extinction link, a new cosmoclimatological cause is proposed with respect to 
astrobiology. The increase of GCR influx to the Earth’s atmosphere can drive 
extensive global cloud coverage/blocking solar irradiance, which can induce 
global cooling and resulting extinction (Fig. 18.7). Influx of GCR is controlled 
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both by external and internal forcing, i.e., the intensity of the sources from the 
extrasolar space and the strength of geomagnetic shield formed in the Earth’s 
core. Influx of GCR episodically increased by the arrival of dark clouds to the 
neighborhood of the Solar System with respect to the contemporary strength of 
geomagnetic shield. The Big-5 extinctions of the Phanerozoic (Fig. 18.1) and the 
Neoproterozoic snowball Earth event (Fig. 18.8) can be explained consistently by 
the same ultimate cause (Category 4).
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Chapter 19
Mass Extinction at the Cretaceous–
Paleogene (K–Pg) Boundary

Teruyuki Maruoka

Abstract One of the “Big Five” mass extinctions in the Phanerozoic Eon occurred 
at the Cretaceous–Paleogene (K–Pg) boundary (66.0 million years ago). The K–Pg 
mass extinction was triggered by a meteorite impact that produced a crater at 
Chicxulub on the Yucatán Peninsula, Mexico. The following environmental pertur-
bations might have been induced by the Chicxulub impact and acted as the killing 
mechanisms for the K–Pg mass extinction: (1) sunlight shielding, (2) sulfuric and 
nitric acid rain, (3) CO2-induced global warming, (4) ultraviolet penetration, and (5) 
toxic effects of ground-level ozone. The details of these perturbation events are 
summarized in this chapter. Based on evidence in sedimentary rocks, we could con-
firm whether such perturbation events occurred or not. However, it was difficult to 
reconstruct quantitatively the magnitudes and durations for such perturbation events 
because the necessary time-resolved information (yearly to millennium-scale) is 
lacking.

Keywords K–Pg mass extinction · Meteorite impact · Sunlight shielding · Acid 
rain

19.1  Introduction

One of the “Big Five” mass extinctions during the Phanerozoic Eon occurred at the 
Mesozoic and Cenozoic [Cretaceous–Paleogene (K–Pg)] boundary (66.0 million 
years ago). It has been estimated that about 40% of genera (Sepkoski 1996) and 
70% of species went extinct at the K–Pg boundary, and it ranked third among the 
Phanerozoic mass extinctions (Stanley 2016). The Mesozoic species were replaced 
by Cenozoic species at the boundary clay layer, in which Alvarez et al. (1980) found 
an anomalously high concentration of iridium (Fig. 19.1). As iridium is one of the 
siderophile elements that favorably concentrate in metallic iron, it should have been 
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largely eliminated from the Earth’s surface during the formation of the metallic 
core. In order to explain such iridium enrichment, the authors proposed that such 
iridium might have been supplied by a meteorite or meteorites because such objects 
have higher concentrations of iridium than crust materials. In addition, Ganapathy 
(1980) reported the enrichment of not only iridium but also other siderophile ele-
ments in the boundary clays (Fig. 19.2). The elemental patterns of siderophile ele-
ments in the clays were very similar to those of meteorites, but the patterns were 
different from those of crustal and mantle-derived materials.

After Alvarez et al. (1980) proposed the impact hypothesis, the occurrence of an 
impact was demonstrated by the recognition of impact-related materials in the 
boundary clays, including shocked quartz (Bohor et al. 1984, 1986, 1987), Ni-rich 
spinels (Bohor et  al. 1986; Kyte and Smit 1986), stishovite (high-pressure poly-
morph of SiO2) (McHone et al. 1989), microdiamonds (Carlisle and Braman 1991; 
Gilmour et  al. 1992), and impact glass spherules (microtektites) (Izett 1991; 
Sigurdsson et al. 1991). The distribution of such ejecta points to an impact event in 
the Gulf of Mexico–Caribbean region. Finally, a 200-km-size crater structure was 
found at Chicxulub on the Yucatán Peninsula (Fig. 19.3; Hildebrand et al. 1991). 
The 40Ar/39Ar age of the glassy melt rock recovered from drill core samples of the 
Chicxulub crater is indistinguishable from that obtained for microtektites in the 
K–Pg boundary clays (Swisher et al. 1992). The temporal match between the ejecta 
layer and the onset of the extinctions leads us to conclude that the Chicxulub impact 
triggered the K–Pg mass extinction (Schulte et al. 2010). The eruption of large vol-
umes of lavas in the Deccan Traps overlapped the K–Pg boundary and has been 

Fig. 19.1 Iridium 
abundances for Italian 
limestones around the 
Cretaceous–Paleogene 
boundary (Data are from 
Alvarez et al. 1980). 
Dashed curves represent 
exponential fitting with 
half-heights of 4.6 cm and 
0.43 cm, respectively
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cited as a trigger of the extinctions. However, the main eruptive phase of the Deccan 
Traps preceded the K–Pg boundary (Robinson et al. 2009; Schoene et al. 2015). In 
this chapter, the environmental perturbations induced by the meteorite impact are 
briefly reviewed.

19.2  Sunlight Shielding by Submicron-Size Grains

19.2.1  Clastic Dusts

Alvarez et al. (1980) proposed a mechanism that could lead to a mass extinction 
after a meteorite impact. First, a meteorite impact would produce a dust cloud that 
could potentially reach the stratosphere, and then, submicron-size dust particles 
would remain in the stratosphere for a few years or so, which would shield the sun-
light. Such sunlight shielding would then induce the shutdown of photosynthesis 
and lead to the destruction of ecosystems. Later research revealed that 1016 g of 
submicron-size grains are needed to shut down photosynthesis (e.g., Toon et  al. 
1982). However, the mass of submicron-size clastic dusts was estimated to be less 
than 1014 g, which is at least two orders of magnitude less than that needed to shut 
down photosynthesis (Pope 2002). Therefore, sunlight shielding by the clastic dust 
produced by the K–Pg impact would not have shut down photosynthesis.

Fig. 19.2 Siderophile element abundances in various rock samples normalized to those of CI 
chondrites. Data are from Ganapathy (1980) for K–Pg boundary clays, Crocket and Paul (2004) for 
Deccan Traps basalt, Rudnick and Gao (2003) for the average values of the continental crust, and 
Palme and Jones (2003) for CI chondrites. Data are from Ganapathy (1980) for two specimens 
(NO. 4 and 5) of K–Pg boundary clays at Stevns Klint in Denmark. The elemental patterns of 
siderophile elements, except for Re, for the K–Pg boundary clays are relatively flat, whereas those 
for the Deccan Traps and continental crust are not

19 Mass Extinction at the Cretaceous–Paleogene (K–Pg) Boundary
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Fig. 19.3 (a) Location of the Chicxulub crater on the Yucatán Peninsula, Mexico, and (b) its radar 
image from the Space Shuttle Endeavour (Courtesy NASA/JPL-Caltech). As the topography in this 
image has been exaggerated, the trough produced by the meteorite impact (the darker arching 
curve in the upper left corner of the peninsula between the two arrows) can be seen. This trough is 
a part of 180-km-diameter circle
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19.2.2  Soot

Wolbach et al. (1985, 1990) documented an enrichment of soot in the K–Pg bound-
ary clays and proposed global fires as its cause. The global amount of soot was 
estimated to be ~7 × 1016 g (Wolbach et al. 1990), which would have been sufficient 
to induce sunlight shielding if it was supplied to the stratosphere over a short period 
of time. Melosh et al. (1990) proposed that the thermal radiation produced by the 
ballistic reentry of ejecta may have been responsible for the ignition of global 
wildfires.

As soot from one large fire could spread globally, the occurrence of soot over the 
whole Earth may not necessarily reflect the occurrence of global wildfires. In addi-
tion, soot can be produced from a variety of sources such as the combustion of coal, 
oil, gas, and biomass. On the other hand, charcoal is only formed through the com-
bustion of biomass. Therefore, enrichment of charcoal should have spread globally 
if global wildfires occurred at the K–Pg boundary. However, Belcher et al. (2003, 
2005) found the charcoal concentrations to be below Late Cretaceous background 
levels in the terrestrial K–Pg boundary clays of North America, thus suggesting that 
global wildfires might not have occurred at the K–Pg impact. Instead of global fires, 
Belcher et al. (2003, 2005) proposed that vaporization of hydrocarbons from the 
impact site served as a source for soot in the K–Pg boundary clays. However, the 
hydrocarbon abundance in the target rocks is far too low to explain the observed 
amount of soot in the K–Pg boundary clays (Robertson et al. 2004, 2013; Morgan 
et al. 2013). Robertson et al. (2004) suggested that the observed absence of charcoal 
might be evidence for a fire of unusually high intensity. An intense fire would lose 
less heat because of the lower surface-to-volume ratio, which could have led to 
temperatures high enough to destroy charcoal.

In the charcoal from the K–Pg boundary, Jones and Lim (2000) found features 
resulting from biodegradation before carbonization. This observation implies that 
there could have been a significant time lag (month, years, and possibly decades) 
between plant death and fires. Therefore, such fires might have not immediately fol-
lowed the K–Pg impact; instead, they could have been induced by global warming 
following CO2 releases after the K–Pg impact. This implies that soot production 
might have been prolonged, which could have reduced the intensity of darkness 
induced by soot accumulation in the stratosphere. Overall, the distribution and tim-
ing of wildfires at the K–Pg impact, and therefore, their influences on sunlight shield-
ing are still poorly understood (see Belcher et al. 2009, 2015; Kaiho et al. 2017).

19.2.3  Sulfate Aerosols

Sulfur-containing gases (SO2 or SO3) were released from the anhydrite-containing 
target site of the K–Pg impact (evaporite layer in Fig. 19.4; López-Ramos 1975). 
Such gases would have been injected into the stratosphere and converted to sulfuric 

19 Mass Extinction at the Cretaceous–Paleogene (K–Pg) Boundary
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acid aerosols, which could have caused considerable cooling of the Earth’s surface 
(Brett 1992; Sigurdsson et al. 1992; Pierazzo et al. 1998). The aerosols would then 
have fallen back to the surface as acid rain. The amount of sulfur released from the 
target is estimated to have been 45–75 and 76–127 Gt (= 1015 g) of S for asteroids 
of 10 and 15 km in diameter, respectively, when they hit the Earth at a speed of 
20 km/s (Table 19.1; Pierazzo et al. 1998). Sulfur in the projectile also might have 
been supplied. A carbonaceous chondritic projectile of 10 and 15 km in diameter 
would have contained 33–42 and 82–106 Gt of S, respectively (Table 19.1; Maruoka 
and Koeberl 2003).

As the sulfur released as SO2 would have converted slowly to aerosols because 
of the low oxidation rate of SO2 to SO3 in the stratosphere, the duration of sunlight 
shielding induced by sulfate aerosols would have been controlled by the SO2/SO3 

Radial distance from center of the Chicxulub crater (km)
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Fig. 19.4 Schematic columns of the boreholes obtained by Petróleos Mexicanos and the 
Yaxcopoil-1 borehole (Stinnesbeck et  al. 2004), showing the main lithological divisions 
(Reproduced from Urrutia-Fucugauchi et al. 2011). Evaporite in the boreholes mainly consists of 
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ratio of the vapor plume. Ohno et al. (2004, 2014) estimated that the SO2/SO3 ratio 
in the K–Pg impact vapor cloud was significantly less than 1 (~10−6). If all sulfur 
was injected into the stratosphere as SO3 as they suggested, the duration of the tem-
perature drop of several degrees induced by sunlight shielding has been estimated to 
be 2 years (Pierazzo et al. 2003).

19.3  Acid Rain

Heavy acid rain immediately after the K–Pg impact explains some observations at 
the K–Pg boundary, such as the destruction of calcareous plankton in the oceans 
(Bown 2005; Jiang et al. 2010; Alegret et al. 2012), excursion of seawater 87Sr/86Sr 
ratios (e.g., Macdougall 1988; MacLeod et al. 2001; Frei and Frei 2002), etched pits 
on spinel surfaces (Preisinger et al. 2002), and enhanced sulfide accumulation in 
nonmarine K–Pg strata (Maruoka et al. 2002).

Sulfuric acid rain might have occurred after the K–Pg impact. Sulfur amounts 
released from the target and projectile (Table 19.1) correspond to (2.4–3.7) × 1015 or 
(4.9–7.3) × 1015 moles of sulfate for an asteroid of 10 or 15 km in diameter, respec-
tively. The amount would have resulted in a sulfuric acid concentration 0.5–0.7 or 
1.0–1.4 kg/m2, respectively. Even if the maximum residence time of 10 years for 
sulfate aerosols in the stratosphere (Pierazzo et al. 2003) is adopted, the amounts of 
sulfuric acid supplied to the environment would have been more than one order of 
magnitude higher than the “critical load” for the least sensitive freshwater environ-
ment (0.002 kg/m2/year; Jeffries et al. 1999). A “critical load” is defined as the high-
est deposition of acidifying compounds that will not cause chemical changes leading 
to long-term harmful effects on the ecosystem structure and function (Nilsson and 
Grennfelt 1988). If the acid supply reaches a value higher than the critical load, the 
biota of acidified lakes might not recover completely even after recovery of the 
water quality (Keller et al. 1992).

In addition, acid rain from nitric acid (HNO3) might have occurred after the K–
Pg impact. Nitric oxide (NO) could have been produced by the interaction of the 
atmosphere with the meteorite and the ejecta (Lewis et al. 1982; Prinn and Fegley 
1987; Zahnle 1990). This NO would have been converted to nitrogen dioxide (NO2) 
on the time scale of minutes to hours and then to nitric acid on a time scale of about 
a week (Crutzen 1979). Parkos et al. (2015) estimated that the amount of NO pro-
duced during the ejecta reentry was 1.5 × 1014 moles. Such nitric acids should have 
not affected the acidity of the hydrosphere after the K–Pg impact because the 
amounts of nitric acids generated by the impact would have been one order of mag-
nitude less than the amounts of sulfuric acids generated by the impact. On the other 
hand, as nitrate is one of the limiting nutrients in the ocean, the resulting nitrates 
could have been sufficient to facilitate eutrophication. The isotopic anomalies of 
nitrogen (Gilmour and Boyd 1988; Gilmour et al. 1990; Gardner et al. 1992) and 
carbon (Maruoka et al. 2007) induced by such eutrophication were observed for 
the K–Pg boundary clays. In addition, nitrogen oxide reacts with ozone in the 
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stratosphere, which leads to ozone destruction and, therefore, this would have 
increased the ultraviolet radiation. Ozone destruction in the stratosphere induced by 
these phenomena will be discussed in Sect. 19.5.1.

The combination of sulfuric and nitric acid rain may not have been sufficient to 
acidify the ocean basins (D’Hondt et al. 1994; Tyrrell et al. 2015). However, this 
would have caused effects on shallow and/or poorly buffered estuaries and conti-
nental catchments and waterways (Bailey et al. 2005; Ohno et al. 2014). Although 
the acid rain would be expected to have more seriously affected freshwater environ-
ments than marine environments (e.g., Gorham 1998), only a minor extinction of 
freshwater species at the K–Pg boundary is evident. Sheehan and Fastovsky (1992) 
inferred a 10% extinction for freshwater vertebrates, whereas an 88% extinction 
was found for land-dwelling vertebrates. However, such extinction selectivity can 
be explained by the effects of impact-generated buffers such as calcareous smectitic 
soils (Retallack 1996), larnite (Ca2SiO4) (Maruoka and Koeberl 2003), and calcite 
condensates from the vapor plume produced by the K–Pg impact (Schulte et  al. 
2009) (Fig. 19.5).

19.4  Global Warming Caused by Carbon Dioxide

19.4.1  CO2 Release After the K–Pg Impact

Water and CO2 were released from the target lithology at the K–Pg impact, which 
could have potentially caused greenhouse warming after dusts, aerosols, and soot 
settled to the ground (e.g., O’Keefe and Ahrens 1989; Takata and Ahrens 1994; 
Pierazzo et al. 1998). Estimates of CO2 released from the target vary from 260 Gt 
(Ivanov et al. 1996) to 100,000 Gt (Takata and Ahrens 1994). The larger values may 
be an overestimate because the total released amount was most likely reduced by 
rapid back-reactions in which volatilized CaO and CO2 recombined to reform 
CaCO3 within the impact vapor plume (Agrinier et al. 2001). However, it is difficult 
to estimate how much of the CO2 recombined to CaCO3 in the Chicxulub impact 
plume. In addition, about 900 Gt of CO2 are estimated to have been released by 
global wildfires after the K–Pg impact (Ivany and Salawitch 1993; Arinobu et al. 
1999), although the intensity and duration of such wildfires are still poorly under-
stood so far, as suggested in Sect. 19.2.2. Thus, the amount of CO2 supplied to the 
atmosphere immediately after the K–Pg impact is still uncertain. The pre-impact 
atmospheric pCO2 level is estimated to range from two to ten times the present 
atmospheric level (PAL) (Andrews et al. 1995; Berner 1998; Retallack 2001). Note 
that the preindustrial atmospheric level of CO2 was 280 ppmv, which corresponds to 
about 2000 Gt of CO2. Because the estimates for the post-impact global temperature 
depend on which pre- and post-impact pCO2 values are used, it is difficult to esti-
mate the magnitude of global warming after the K–Pg impact.

19 Mass Extinction at the Cretaceous–Paleogene (K–Pg) Boundary
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Fig. 19.5 Schematic drawing depicting the acid buffer scenario (After Maruoka and Koeberl 
2003): (a) before the K–Pg impact event, (b) immediately after the impact, (c) acid aerosol deposi-
tion as acid rain, and (d) after acid neutralization. Species that rely on freshwater or nearshore 
ecosystems have been protected from acid rain by the acid-neutralization reaction of minerals such 
as carbonate and larnite distributed by the meteorite impact (d). In the ocean, solid condensates 
quickly settle to the bottom, whereas the acid remains near surface due to immiscibility of water 
with different salinities. Therefore, acid rapidly separated from neutralizer, such as calcite and 
larnite, at the surface layers, which led to life being more severely affected in the surface layers (d)
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19.4.2  pCO2 Estimates Before and After the K–Pg Impact

Although pre- and post-impact atmospheric pCO2 levels have been estimated by 
using proxies for atmospheric pCO2, controversial results have been obtained so far. 
Based on the stomatal index of land plant leaves (i.e., percentage of leaf epidermal 
cells that are stomata), Beerling et al. (2002) reported an extremely elevated pCO2 
level of 2300  ppmv at the K–Pg boundary, whereas the Late Cretaceous/Early 
Paleogene background levels were 350–500 ppmv. They suggested that there could 
have been a ~7.5 °C increase in the global average temperature in the absence of 
counter forcing by sulfate aerosols. However, as the K–Pg pCO2 value was recon-
structed by using material from a completely different plant group from the rest, it 
will be essential to verify that there are no systematic biases depending on plant 
species. Therefore, the pCO2 spike at the K–Pg boundary proposed from the stoma-
tal index still needs to be investigated (see Steinthorsdottir et al. 2016).

Using a pedogenic CO2 paleobarometer, Nordt et al. (2002) suggested that there 
was a dramatic rise of pCO2 from ~800 ppmv in the Maastrichtian (the latest age of 
the Late Cretaceous epoch) to ~1400 ppmv before the K–Pg boundary. But then, the 
levels are thought to have declined sharply back to ~800 ppmv at the boundary, thus 
suggesting that there was no CO2 spike at the K–Pg boundary. It has been argued 
that the pCO2 drawdown at the K–Pg boundary might reflect a cessation of volcanic 
activity in the Deccan Traps. However, because there are deficiencies in the knowl-
edge on the key parameters used for pedogenic CO2 paleobarometry, such as the 
concentrations of CO2 supplied by soil respiration, this paleobarometry method is 
thought to be limited in its ability to determine ancient CO2 levels with precision 
(Retallack 2009; Royer 2010; Cotton and Sheldon 2012). Thus, this result also 
needs to be tested (see Huang et al. 2013).

19.4.3  Temperature Variation Estimated 
from the Sedimentary Rock

Paleotemperature reconstructions based on carbonate δ18O values have been applied 
to K–Pg boundary sections. Most studies involving paleotemperature reconstruc-
tion are based on a variety of carbonate rocks and different species of planktonic 
and benthic foraminifera in different degrees of diagenesis (e.g., Kaiho and Lamolda 
1999). It has been pointed out that isotope curves based on whole rock data from 
shallow water limestone with a varied diagenetic history must be carefully reconsid-
ered (Banner and Hanson 1990; Marshall 1992). Carbonate δ18O values have been 
analyzed for the well-preserved K–Pg carbonate samples (Fig. 19.6; e.g., Shackleton 
and Hall 1984; Zachos et al. 1985). These results revealed a minor (short-term) δ18O 
increase across the K–Pg boundary, which is suggestive of a minor cooling event 
that might have been induced by sunlight shielding. However, evidence for CO2- 
induced global warming (i.e., δ18O decrease) has not been found, although such 

19 Mass Extinction at the Cretaceous–Paleogene (K–Pg) Boundary



314

evidence for global warming, if it were to manifest, would be observed more easily 
because of its longer duration. Vellekoop et al. (2014, 2016) reported a similar trend 
(i.e., minor cooling and no indication of warming) using TEX86 paleothermometry. 
The TEX86 paleothermometry approach is based upon the SST (sea surface tem-
perature) dependence of chemical compositions of membrane lipids produced by 
marine Thaumarchaeota (Schouten et al. 2002). Thus, there is no clear evidence for 
CO2-induced global warming after the K–Pg impact.

19.5  Ozone Destruction and Production

19.5.1  Ozone Destruction in the Stratosphere

The ozone layer in the stratosphere might have been destroyed by chlorine and bro-
mine produced from the vaporized projectile, vaporized target lithology, and bio-
mass burning (Kring et  al. 1995; Kring 1999; Kourtidis 2005). Kring (1999) 
estimated that the amount of Cl was over five orders of magnitude more than that 
needed to destroy today’s ozone layer, and this might have occurred along with 
increases in Br and other reactants. NO produced by the ejecta reentry (Lewis et al. 
1982; Prinn and Fegley 1987; Zahnle 1990) also had the capacity to destroy ozone 
(Toon et al. 1997). However, it is difficult to evaluate how the ozone layer destruc-
tion would have affected the surface ultraviolent conditions. Ultraviolet radiation is 
absorbed by dust, soot, and NO2, and it is scattered by sulfate aerosols (Kring 1999). 
Thus, the ultraviolet penetration possibly depended on their settling times. The 

δ δ

Fig. 19.6 Oxygen and carbon isotopic compositions of carbonate across the K–Pg boundary for 
site DSDP 527 (Data are from Shackleton and Hall 1984). δ18O values for carbonate can be a tem-
perature proxy of ocean water, whereas δ13C values for carbonate can be a proxy for organic burial 
that is controlled by photosynthetic organic matter productivity and organic matter preservation. 
The δ18O values increased above the K–Pg boundary, suggesting a temperature drop over a short 
period. The δ18O and δ13C values are reported relative to the PDB (Pee Dee Belemnite) standard
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settling time of clastic dust was probably rapid relative to the time span of ozone 
loss, but it may have taken a few years for the sulfate aerosols to precipitate (Pierazzo 
et al. 2003). Thus, the ultraviolet penetration might have been mitigated by sulfate 
aerosols during the first few years during the maximum depletion period for the 
ozone layer in the stratosphere.

19.5.2  Ozone Production in the Troposphere

Ozone occurs naturally also in the troposphere. Tropospheric ozone (ground-level 
ozone) acts as a powerful respiratory irritant. Enhanced production of ground-level 
ozone can be expected because of the high concentrations of NOx and CH4 supplied 
by the K–Pg impact (Kikuchi and Vanneste 2010). The former could have been 
produced by the interaction of the atmosphere with the impact projectile and ejecta, 
whereas the latter might have been produced by biomass burning, vaporization from 
the target, and destruction of methane hydrates. Kikuchi and Vanneste (2010) sug-
gested that the ground-level O3 concentrations reached ~1000 ppb at the maximum 
level after the K–Pg impact, which might have posed threats to land-dwelling life. 
Kawaragi et al. (2009) also suggested that there was an increase of ground-level 
ozone as a result of its production through photochemical reactions associated with 
CO. Based on experimental results, they proposed that the dissociation of CaCO3 
produced CO rather than CO2 at the K–Pg impact.

Ozone production is driven photochemically at ground level, and its production 
rate would have been influenced by the penetration of ultraviolet radiation. Such 
penetration could have been influenced by the thickness of stratospheric ozone. 
Therefore, it might have been affected by concentrations of NOx and halogens in the 
stratosphere and the amount of submicron-size grains such as clastic dusts, soot, 
and sulfate aerosols, which can absorb or scatter ultraviolet radiation. Thus, many 
environmental perturbations discussed in this chapter are related with each other.

19.6  Conclusion

The Mesozoic Era, which ended 66.0 million years ago, was marked by a mass 
extinction event that was triggered by a meteorite impact at Chicxulub on the 
Yucatán Peninsula in Mexico. The potential environmental perturbations following 
the Chicxulub impact were inferred as follows:

 1. Sunlight shielding by submicron-size grains. This phenomenon was mediated by 
soot particles and/or sulfate aerosols. Soot may have been produced by global- 
scale wildfires, and sulfate aerosols were produced from sulfur-containing gases 
released from the impact target and the meteorite.
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 2. Acid rain. This was due to sulfuric acid produced from the sulfate aerosols and 
nitric acid produced by the interaction of the atmosphere with the meteorite and 
ejecta.

 3. Global warming caused by the carbon dioxide released from the carbonate target 
of the impact.

 4. Ultraviolet exposure induced by ozone destruction in the stratosphere. Ozone 
destruction was induced by nitric oxide produced by the interaction of the atmo-
sphere with the meteorite and ejecta and/or by halogens (Cl and Br) released 
from the target materials.

 5. Toxic effects of ground-level ozone. Ozone in the troposphere was produced by 
photochemical reactions involving hydrocarbons, nitrogen oxides, and carbon 
monoxides, which were supplied to the atmosphere by the meteorite impact.

Evidence for some events, such as sunlight shielding, global wildfires, and acid 
rain, can be found in sedimentary rocks. However, it is difficult to reconstruct quan-
titatively their durations and magnitudes only from the sedimentary rocks because 
of the deficiency in time-resolved information (yearly to millennium-scale). These 
events might have been influenced by each other. For instance, the sulfate aerosol 
production rate might have been influenced by the amount of submicron-size clastic 
grains and soot in the stratosphere because those grains can enhance sulfate coagu-
lation. Numerous interactions should thus be incorporated into model calculations 
to reconstruct the proper environmental conditions before, during, and after the K–
Pg boundary.
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Chapter 20
Limits of Terrestrial Life and Biosphere

Ken Takai

Abstracts The origin, evolution, and distribution of life in the Universe can be bet-
ter addressed by understanding the limits of life on Earth. A broad range of physical 
and chemical constraints for limits of life, such as temperature, pressure, pH, salin-
ity, physical space, water content, and availability of energy and nutrients, have 
been explored in many environments of the Earth that potentially host certain 
boundaries between the habitable and the uninhabitable terrains. In this chapter, the 
presently known limits of life are described, and the possible environments and their 
physical and chemical characteristics that could signify the limits of life and bio-
sphere on the Earth are reviewed. Although the nature and distribution of fringe 
biospheres that face the boundaries are highly unknown, numerous geomicrobio-
logical explorations have demonstrated the limits of biosphere realistically occur in 
the subsurface environments and are controlled by certain boundary conditions. 
Energetic aspects of boundary conditions are quite important and are discussed 
based on the theoretical estimations and field observations of earthly life and 
biosphere.

Keywords Limits of life · Limits of biosphere · Fringe biosphere · Habitability · 
Energetic balance of habitability

20.1  Introduction

Although the concept of habitability has many aspects, it is widely accepted that the 
most extreme conditions of habitats, the so-called fringe biospheres, exist in deep 
subsurface environments (Takai 2011; Takai et  al. 2014). Potential physical and 
chemical constraints dictating the limits of life are considered to include tempera-
ture, pressure, pH, salinity, physical space, liquid water, sufficient access to nutri-
ents and energy sources, and so on. Adapting to these constraints, numerous 
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extremophilic microbial communities have been found to occur near the boundary 
between the habitable and uninhabitable terrains in the deep and dark niches on 
Earth. These microbial communities in the deep subsurface fringe biospheres may 
have specific abilities to adapt and/or survive under the environmental conditions 
including such constraints. Thus, exploration of the fringe biospheres and elucida-
tion of the boundary conditions provide clues to determining the conditions that 
may also have allowed the birth and propagation of primordial life in the early Earth 
and the possible existence of extraterrestrial life beyond this planet.

In this chapter, we first describe the physical and chemical characteristics of 
fringe biospheres in the Earth and of the previously known limits to earthly life 
based on the laboratory-based microbial growth experiments. Although many of the 
pure-culture microbiological experiments have only addressed one particular envi-
ronmental constraint at a time, there are often multiple physical, chemical, and bio-
logical factors simultaneously and dynamically shaping the habitability in natural 
environments. In particular, microbial symbioses and synergetic functions are dif-
ficult to capture in controlled laboratory experiments. Thus, several explorations 
have sought to investigate the microbial communities and their functions in the in 
situ deep subsurface fringe biospheres. Although the nature, distribution, and func-
tion of fringe biospheres remain to be fully resolved, the geomicrobiological inves-
tigations have indicated that the indigenous microbial communities live near the 
limits (e.g., temperature, pH, and energy) of life and biosphere. Using the yet- 
limited data from such explorations, we summarize the known facts about the biotic 
fringes in the natural environments and discuss the differences between the bound-
ary conditions predicted through the laboratory experiments and those observed in 
the natural environments.

20.2  Possible Physical and Chemical Constraints 
on Earthly Life

20.2.1  Temperature

In deep subsurface environments, many physical and chemical parameters can 
restrict the growth and sustenance of a microbial community. One of the most stud-
ied is temperature. In environments present on Earth’s surface, liquid water boils at 
and below 100 °C, but with increasing pressure that accompanies increasing depth, 
liquid water can exist up to 373 °C for pure water and 407 °C for seawater (critical 
points) (Bischoff and Rosenbauer 1988). Indeed, the highest temperature record of 
liquid water (407 °C) was found in a deep-sea hydrothermal vent of the Mid-Atlantic 
Ridge (Table  20.1) (Koschinsky et  al. 2008). Since the first discovery of high- 
temperature hydrothermal fluid vents in 1979 at 21°N on the East Pacific Rise 
(Spiess and RISE Group 1980), microbiologists have been interested in empirically 
determining the upper temperature limit (UTL) for life with the deep-sea vent 
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Table 20.1 Physical and chemical conditions of possible fringe biosphere in the Earth

Physical and 
chemical 
factor

The most extreme 
example in the Earth

The most extreme 
example in the 
subsurface environments

The most extreme 
biosphere inferred or 
justified

Lowest 
temperature

−89 °C Vostok Station in 
Antarctica

From −89 to 0 °C ice 
sheet, subglacial lake, 
permafrost and deep 
seawater

Down to −89 °C 
accretion ice in Lake 
Vostok (D’Elia et al. 
2008)

−157 °C ISS orbit in 
thermosphere

Highest 
temperature

407 °C 407 °C 365 °C
A deep-sea hydrothermal 
vent, Mid-Atlantic Ridge 
(Koschinsky et al. 2008)

A deep-sea hydrothermal 
vent, Mid-Atlantic Ridge 
(Koschinsky et al. 2008)

Kairei hydrothermal 
field, Central Indian 
Ridge (Takai et al. 
2008a)

Lowest 
pressure

10−7 Pa >100 KPa 0.6 KPa
Pa ISS orbit in 
thermosphere

Stratosphere at 58 km 
altitude (Imshenetsky 
et al. 1976)

Highest 
pressure

110 MPa 110 MPa 110 MPa
Challenger Deep, 
Mariana Trench (Kato 
et al. 1997)

Challenger Deep, 
Mariana Trench (Kato 
et al. 1997)

Challenger Deep, 
Mariana Trench (Kato 
et al. 1997)

Lowest pH pH −3.6 pH −3.6 >pH −3.6
A pool water of 
Richmond Mine, Iron 
Mountain (Nordstrom 
et al. 2000)

A pool water of 
Richmond Mine, Iron 
Mountain (Nordstrom 
et al. 2000)

Pool waters of Richmond 
Mine, Iron Mountain 
(Méndez-García et al. 
2015)

Highest pH pH 12.9 measured an 
underground water in 
Maqarin bitumen marl, 
Jordan (Pedersen et al. 
2004)

pH 12.9 measured an 
underground water in 
Maqarin bitumen marl, 
Jordan (Pedersen et al. 
2004)

>pH 12.9 an underground 
water in Maqarin 
bitumen marl, Jordan 
(Pedersen et al. 2004)

pH 13.1 in situ pore 
waters in serpentine 
seamounts, Mariana 
Forearc (Mottl 2009)

pH 13.1 in situ pore 
waters in serpentine 
seamounts, Mariana 
Forearc (Mottl 2009)

Highest 
salinity

Many saturated soda 
lakes and crystal salts

Many deep-sea saturated 
brine pools and crystal 
salts

Many saturated soda 
lakes, deep-sea saturated 
brine pools and crystal 
salts (Rainy and Oren 
2006)

UV radiation 17.5 W/m2 for UV-B None Stratosphere at low- 
latitude area6.4 W/m2 for UV-C

ISS orbit in thermosphere 
(Schuster et al. 2012)

Ionizing 
radiation

>1 KGy/h >1 KGy/h Sealed food after 
gamma-ray irradiation 
(30 KGy) (Battista 1997)

At natural fissure reactors 
in the ancient Earth 
~2 Ga (Dartnell 2011)

At natural fissure reactors 
in the ancient Earth 
~2 Ga (Dartnell 2011)
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microorganisms. At present, the highest temperature at which an organism is able to 
grow is 122  °C under 20 and 40  MPa of hydrostatic pressure conditions, 
(Methanopyrus kandleri strain 116; see Table 20.2) (Takai et al. 2008a). This UTL 
record for life shows a realistic physical constraint limiting microbial growth with 
the abundant energy sources under the laboratory conditions, but it may be a tran-
sient one. If new methods and techniques are developed for cultivation, growth, and 
detection of currently unknown hyperthermophiles, the UTL record may be 
extended further. On a related note, the highest survival temperature and duration of 
the same organism in a laboratory are several hours at around 130 °C (Table 20.2) 
(Takai et al. 2008a). However, the molecular signals of microorganisms and even 
living hyperthermophiles have been retrieved from samples of high-temperature 
(>250 °C) hydrothermal fluids or materials (e.g., Takai et al. 2004, 2008a, b). These 
molecular signals and living microorganisms are likely derived from a tiny fraction 
of the microbial populations that originally thrived at much lower temperatures but 
have survived with exposure to the higher temperatures of hydrothermal fluids for 
relatively short time periods (Takai et al. 2004, 2008b). To our knowledge, however, 

Table 20.2 Presently known limits of microbial growth and survival

Physical and 
chemical factor Limit for growth and maintenance Limit for survival

Lowest temperature <0 °C <0 °C for very long time
Many psychrophiles (Rainy and 
Oren 2006)

Many Bacteria and Archaea

Highest temperature 122 °C at 20–40 MPa 130 °C for 180 min at 30 MPa
Methanopyrus kandleri strain 116 
(Takai et al. 2008a)

Methanopyrus kandleri strain 116 
(Takai et al. 2008a)

Highest pressure 140 MPa at 6 °C 1.4 GPa at 120 °C
Colwellia marinimaniae (Kusube 
et al. 2017)

Clostridium botulinum spore 
(Margosch et al. 2006)

Lowest pH pH 0 <pH 0
Picrophilus oshimae and P. torridus 
(Schleper et al. 1995)

Highest pH pH 12.4 Probably up to pH 14
Alkaliphilus transvaalensis (Takai 
et al. 2001b)

Alkaliphilus transvaalensis spore

Highest salinity Saturated In crystal for 250 million years
Many extreme halophiles (Rainy and 
Oren 2006)

Bacillus sphaericus (Vreeland 
et al. 2000)

UV radiation Uncertain 10−5 survival with
2000 J/m2 of UV-C irradiation
Deinococcus radiodurans (Battista 
1997)

Ionizing radiation Uncertain 10−5 survival with 20 KGy of 
gamma-ray-dose
Deinococcus radiodurans (Battista 
1997)
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no experiments have been undertaken yet that simulate microbial survival under 
natural habitat conditions: for example, using the microbial communities in the 
natural hydrothermal fluids and mineral deposits, with the abundant energy sources 
at temperatures exceeding 130 °C and at in situ hydrostatic pressures.

Although hydrothermal vents are observed at the seafloor, the networks of fis-
sures, cracks, and permeable rocky and sedimentary layers supporting the hydrother-
mal fluid flows can be extensive beneath the seafloor (e.g., Wilcock and Fisher 2004). 
Thus, the subseafloor environments that are widespread around mid-ocean ridges 
(MOR), arc-back-arc (ABA) volcanoes and spreading centers, hot-spot volcanoes, 
and their flank regions can host enormous spaces that occupy liquid water at high-
temperature (up to 407 °C) and even higher-temperature supercritical fluid (Shock 
1992) (Table 20.1). Despite the relatively smaller spatial and temporal extents, the 
subsurface environments of terrestrial hydrothermal fields associated with volcanic 
activities have similar hydrogeological regimes. Most of the non- hydrothermal sub-
surface environments that are characterized by much lower temperatures are not at all 
fatal to most of the microorganisms. However, even in the non-hydrothermal environ-
ments, increasing depth elevates temperature according to indigenous geothermal 
gradient. Particularly in non-hydrothermal environments with relatively high geo-
thermal gradients, the temperature range of subsurface environments at several km 
depths is expected to be up to 100–200 °C (Heuer et al. 2017). So far, the UTL records 
for life have been found in microorganisms living in terrestrial and deep-sea hydro-
thermal environments. In future UTL may be obtained from microorganisms living 
in such energy-rich, non-hydrothermal deep and hot biospheres.

20.2.2  Pressure

Elevated hydrostatic and lithostatic pressure is common in the subsurface environ-
ments and has been considered as another important physical constraint. The deep-
est habitat ever explored in the Earth is the Challenger Deep in the Mariana Trench, 
Pacific Ocean, at a water depth of ~10,900 m (Kato et al. 1997; Glud et al. 2013; 
Nunoura et  al. 2015), which corresponds to 110  MPa of hydrostatic pressure 
(Table 20.1). The laboratory-based upper pressure limit (UPL) for microbial growth 
was known to be 130 MPa for a deep-sea psychrophilic heterotroph (strain MT41) 
isolated from the Challenger Deep (Yayanos 1986) and for a new deep-sea hyper-
thermophilic heterotroph Thermococcus profundus isolated from the Beebe hydro-
thermal field in the Mid Cayman Rise, Caribbean (Table  20.2) (Dalmasso et  al. 
2016). Very recently, however, the isolation of an obligate piezophilic heterotroph 
Colwellia marinimaniae from the Challenger Deep has led to the rise of the UPL to 
140 MPa (Kusube et al. 2017). In addition, a great phylogenetic (based on rRNA 
gene sequences) and physiological diversity of microbial communities and highly 
active microbial metabolic functions have also been identified from the Challenger 
Deep sediments and waters of the Mariana Trench (Kato et al. 1997; Takami et al. 
1997; Takai et  al. 1999; Glud et  al. 2013; Nunoura et  al. 2015). A diverse 
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macrofauna has also been found to thrive there (Belliaev and Brueggeman 1989; 
Kobayashi et al. 2012), and some of them seem to be highly affected by terrigenous 
material input and anthropogenic pollutants even at the deepest part of the Earth far 
from the human activities (Jamieson et al. 2017). Thus, it is evident that even the 
deepest parts and the greatest pressure conditions ever explored are not fringe for 
the microbial and faunal community developments (Table 20.1).

Pressure (hydrostatic and lithostatic) also has an impact on the survival for life. 
The pressure and temperature effects on the spore survival have been long investi-
gated in the field of food microbiology. As far as known, some bacterial spores 
(Clostridium and Bacillus spp.) can revive after pressure treatment at >1 GPa at 
25 °C and at 1.4 GPa at 120 °C for a few minutes (Table 20.2) (e.g., Margosch et al. 
2006). Based on the kinetic modeling of pressure and temperature effects on the 
spore viability (Margosch et  al. 2006), a possible upper pressure limit for spore 
survival for a few minutes is expected to be below 2 GPa. This pressure corresponds 
to >150 km of water depth in the Earth’s ocean or >50 km of lithospheric depth in 
the Earth’s crust. On the other hand, the pressure effect on cellular survival has been 
investigated using very limited number of non-piezophilic bacterial strains such as 
E. coli, Listeria monocytogenes, and Lactobacillus spp. At 4 °C and 700 MPa, most 
of these bacterial members (if more than 109 cells are processed under a pressure) 
are not completely dead for more than 5 min (Klotz et al. 2007). Since no similar 
study has been applied to facultative and obligate piezophiles, it is still uncertain 
how a great hydrostatic pressure of >700 MPa affects the cellular survival of extreme 
piezophiles dominating in the deep ocean and deep subsurface environments. 
However, if the UPL for cellular survival for a few minutes is possibly similar to 
that for spore survival, then pressure alone is not a decisive factor in controlling the 
survival limitation of life and biosphere in this planet.

20.2.3  Salinity and pH

Extreme salinity and pH conditions are also found in the subsurface environments. 
Volcanic activity often leads to occurrence of extremely acidic hot water springs on 
land, of which pH values can drop close to and even below 0 (e.g., Rowe et al. 1992; 
Schleper et al. 1995; Darrah et al. 2013). This extreme acidity is caused by inputs of 
sulfuric acid, hydrochloric acid, and/or hydrofluoric acid originally provided from 
magmatic volatiles associated with volcanic activity (Rowe et al. 1992). The acidic 
pH limit for growth and survival is well established for extremely acidophilic 
Archaea belonging to the phylum Thermoplasmata such as Picrophilus and 
Ferroplasma members that can grow even at pH 0 (Table  20.2) (Schleper et  al. 
1995; Edwards et al. 2000), and several eukaryotic species can also grow and sur-
vive at pH 0 (Doemel and Brock 1971; Rothschild and Mancinelli 2001). In the 
deep-sea environments, the lowest pH value ever reported is 1.6 from the TOTO 
caldera field in the Mariana Arc (Nakagawa et al. 2006), and more acidic values (pH 
<1) are observed in western Pacific submarine volcanoes (Table 20.1) (Resing et al. 

K. Takai



329

2007; Butterfield et al. 2011). In addition, the lowest pH value of liquid water (pH 
−3.6) is ever obtained from an underground acid mine pool water in the Richmond 
Mine at Iron Mountain, California (Table 20.1) (Nordstrom et al. 2000). Indeed, it 
has been shown by metagenomic investigations that a diversity of microbial com-
munity dominated by Leptospirillum bacterial, Ferroplasma archaeal, and possible 
acidophilic fungal phylotypes thrive in the extremely acidic mine water environ-
ments (Méndez-García et al. 2015). The lowest pH condition alone may be not a 
boundary condition to determine the limits of life and biosphere in this planet. 
Although it is predicted that the acidic habitats for subseafloor microbial communi-
ties are widespread beneath the hydrothermally active seafloor in such submarine 
volcanoes, the most acidophilic microorganism from the deep-sea and subseafloor 
hydrothermal environments, ‘Aciduliprofundum boonei’, grows at down to pH 3.3 
(Reysenbach et al. 2006). It seems unlikely that the quite low pH values (<0) can be 
found in subsurface high-temperature fluid regimes due to the solubility of acids 
under the hydrothermal conditions (Seyfried et al. 1991).

On the other end of the pH spectrum, extremely alkaline environments are also 
generated in the surface and deep subsurface hydrothermal (water-rock) processes. 
The serpentinization reaction of water and mafic minerals, which are common in 
rocks present in continental ophiolite zones and in oceanic crusts along ultraslow to 
intermediate spreading centers, is well known for generating highly alkaline fluids 
and their water regimes (McCollom and Bach 2009; Schrenk et al. 2013). Although 
the pH values of serpentinization-driven fluids found in continental ophiolite zones 
usually perch on up to around pH 12 (Schrenk et al. 2013), the serpentinite mud 
pore waters of the serpentine seamounts in the Mariana Forearc have the measured 
pH values at 25 °C as high as 12.6 (Table 20.1) (Salisbury et al. 2002; Mottl et al. 
2003). This is close to the highest pH value ever measured (pH 12.9) in the extremely 
alkaline underground water in the Maqarin “bituminous marl formation” in Jordan 
(Table 20.1) (Pedersen et al. 2004), while the in situ pH values of serpentinite mud 
pore waters are estimated to be pH 13.1 at 2–3 °C, potentially representing the most 
alkaline environment in this planet (Table 20.1) (Mottl 2009). In addition, highly 
alkaline hydrothermal systems driven by serpentinization could potentially be wide-
spread in off-axis environments far from magmatic activity, such as the Lost City 
hydrothermal field (Kelley et al. 2001, 2005), and would also provide the possible 
extreme habitats characterized by both high-temperature and high-pH conditions.

Alkaliphilic bacteria are known to be ubiquitous in non-alkaline habitats such as 
soil, freshwater, and ocean environments and are usually able to grow up to pH 
10–11 (Horikoshi 1999). This pH range is almost equivalent to the alkaline pH limit 
for life (pH 10–12) that has been often described in the literature (Rothschild and 
Mancinelli 2001; Rainy and Oren 2006). However, the most alkaliphilic microor-
ganism Alkaliphilus transvaalensis was isolated from an ultra-deep South African 
gold mine (3.2 km deep below land surface) and is known to grow at up to pH 12.4 
(Table 20.2) (Takai et al. 2001b). Since A. transvaalensis is a gram-positive, spore- 
forming bacterium, the cells and spores would be able to survive under more alka-
line pH conditions than the alkaline pH limit for growth. In addition, considerable 
biomass, cultivability, phylogenetic diversity, and anabolic function of alkaliphilic 
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bacterial populations were identified in the groundwater samples where the highest 
pH values are measured (pH 12.7–12.9) (Pedersen et  al. 2004) and the bacterial 
growth was verified even under the alkaline pH condition of 12.5. These observa-
tions suggest that the alkaline pH limit for life may occur at pH >12.9 in certain 
natural subsurface environments with the abundant energy sources. However, in the 
subseafloor serpentinite mud environments of several Mariana Forearc serpentine 
seamounts, the pH values of pore waters are measured to be as high as pH 12.6 but 
to be pH 13.1 in situ (Table 20.1) (Salisbury et al. 2002; Mottl 2009). In the pristine, 
potentially the most alkaline, serpentine fluid regimes (at in situ pH 13), the lipid 
biomarkers and sulfur isotopic signatures have pointed at the possible occurrence of 
subseafloor microbial community (Mottl et al. 2003; Aoyama et al. 2018), while no 
living microorganism has been cultivated under any of pH conditions, and the reli-
able microbial biomass and anabolic activity have been scarcely detected (Takai 
et al. 2005; Kawagucci et al. 2018). Based on these results, it is also interpreted that 
the alkaline pH limit for life would occur at around pH 13 in the subsurface environ-
ments. Although any of the clear evidences of the boundary is not yet shown, the 
alkaline condition around in situ pH 13 is likely to be a possible alkaline limit for 
life and biosphere even with the abundant energy sources. Further microbiological 
investigations would extend the present alkaline pH limit for life and find examples 
of alkaline pH limit for biosphere in the subsurface environments.

Not only the surface but also the subsurface environments can host microbial 
habitats with a variety of salinities from almost fresh to hypersaline water and 
potentially even in salt crystal deposits (Table 20.1). In the deep-sea and subseafloor 
hydrothermal fluid systems, the rapid decompression of upwelling high- temperature 
hydrothermal fluids can induce phase separation and partition of the fluid into 
vapor- and brine-rich phases (Bischoff and Pitzer 1989). Phase-separation- 
influenced hydrothermal systems are well known, and both the highly brine-enriched 
and the vapor-dominating fluids have been identified (Von Damm 1995). It is 
thought that the brine-dominated fluids contribute to the high-saline subseafloor 
hydrothermal fluid flows. Furthermore, many deep-sea brine pools and deep subsur-
face salt deposits have been found (Table 20.1) (e.g., Swallow and Crease 1965; 
Krijgsman et al. 1999). These environments result from past evaporative events of 
seawater induced by sea level change and tectonic events. In contrast, environments 
with very low salt concentrations can be generated in the subseafloor environments 
by the inputs of terrestrial freshwater outflows near coasts, the condensation of 
vapor-phase hydrothermal fluids and magmatic volatiles, the dissociation water of 
gas (CO2 and CH4) hydrates that exclude the dissolved salts during hydrate forma-
tion, and the compressive extraction of the mineral formation water in the deep 
subsurface subduction zones. As the whole, however, the natural range of salinities 
in the Earth does not completely prevent the microbial growth and survival. Many 
freshwater microorganisms can grow in distilled water only supplemented with 
complex organic substrates, while extreme halophiles grow in NaCl-saturated media 
and can survive in salt crystals deposited in the deep subsurface environments over 
geologic time (Vreeland et  al. 2000). The only cultivated extreme halophilic 
 organism from the deep-sea and subseafloor high-salinity environments is an 

K. Takai



331

extremely halophilic archaeon Halorhabdus tiamatea, which was isolated from 
deep-sea brine pool sediment in the Red Sea (Antunes et al. 2008), although many 
halophilic bacterial strains and prokaryotic 16S rRNA gene sequences have been 
identified in deep- sea hydrothermal vent chimneys and in deep-sea brine pools 
(Eder et al. 1999; Takai et al. 2001a; Antunes et al. 2011).

20.2.4  Nonionizing and Ionizing Radiations

Ultraviolet light such as UV-B (280–315 nm) and UV-C (100–280 nm) potentially 
affects the growth and survival of microbial communities in the surface environ-
ments due to the photochemical denaturation of functional biomolecules such as 
DNA and should have a great impact on propagation of life in the early Earth and 
the Universe. The maximum fluxes of UV-B and UV-C in the surface environments 
of the present Earth are estimated to be 2 W/m2 and negligible, respectively (Cockell 
2000). Of course, these UV-B and UV-C irradiances are not lethal and little inhibi-
tory to most of organisms living in the surface environments. However, in the early 
(Hadean and early Archean) Earth environments, the surface UV flux is estimated 
to be much greater than in the present Earth, and not only UV-B but also UV-C 
reached the ground and ocean through the atmosphere due to the significantly dif-
ferent solar radiation and Earth’s atmosphere composition, which would have 
affected the biological processes in the surface environments (Cockell 2000). The 
extent of biologically effective UV irradiance on the early Earth surface environ-
ments is predicted to be more than 103 times greater (about 100 W/m2) than that on 
the present Earth (<0.1 W/m2) (Cockell 2000). In addition, the maximum fluxes of 
UV-B and UV-C in the thermosphere of Earth are measured by sensors on 
International Space Station (ISS) and are known to be 17.5 W/m2 and 6.4 W/m2, 
respectively (Table 20.1) (Schuster et al. 2012). These conditions are much more 
severe to life than the conditions on the present Earth surface and even in the early 
Earth surface environments.

Deinococcus spp. are known to be the most UV-irradiation-resistant microorgan-
isms as well as the most ionizing-irradiation-resistant microorganisms (Table 20.2). 
Under the 2000  J/m2 of UV-C irradiation, Deinococcus radiodurans shows 10−5 
survival, and the dried states of cells are even more resistant (Battista 1997). With 
the maximum UV-irradiation-resistant ability, it is calculated that 1010 cells of 
Deinococcus radiodurans completely die in an hour in the early Earth surface envi-
ronments and for several minutes in the ISS orbit when directly exposed to the light. 
Of course, the biologically detrimental UV irradiance is easily shielded by the exis-
tence of several tens meters depth of water and solid materials such as minerals and 
rocks and even the outer cellular and organic materials of cell aggregates (Cockell 
2000; Horneck et al. 2001; Olsson-Francis and Cockell 2010). Thus, the UV radia-
tion is not a decisive factor for restricting the microbial growth and survival in the 
subsurface environments and may not significantly affect the survival of endolithic 
microbial populations and cell aggregates in the outer space of Earth (see Chap. 27).
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Ionizing radiation (gamma- and X-rays) may also affect the growth and survival 
of earthly life. The average dose rate of ionizing radiation on the surface environ-
ments is estimated to be below 1 mGy/year, while it becomes higher in high-altitude 
atmosphere and reaches to 430 mGy/year at the ground level in specific points of 
some high-radiation areas (Shahbazi-Gahrouei et al. 2013). However, certain sub-
surface environments have been found on Earth that are exposed to greater ionizing 
radiation doses than in the high-altitude atmosphere and the outer space. Microbial 
habitats closely located to the uranium mines on Earth are affected by the relatively 
high ionizing radiation doses (Gomez et al. 2006). In the past, the most extreme 
environments with ionizing radiation are expected to have occurred in the ancient 
natural fission reactors, as found in Oklo, Gabon (Table 20.1) (Jensen and Ewing 
2001). Based on the alteration mineral chemistry, it is estimated that the environ-
ments several meters away from the reactor core were exposed to the temperature 
condition below 100 °C but >1 KGy/h of dose rate (Dartnell 2011). In this specific 
environment, even the most ionizing-irradiation-resistant Deinococcus radiodurans, 
which can revive maximally after 150 KGy dose of gamma-ray irradiation under the 
laboratory experimental conditions (Minton 1994; Battista 1997), would completely 
die in a week (Table 20.2). Other than in such spatially and temporally limited natu-
ral environments, ionizing radiation would have been not lethal and less inhibitory 
to life on the Earth.

Rather, it has been pointed out that nonionizing and ionizing radiations may have 
played significant roles in prebiotic chemical evolution of organic building block 
materials for birth of life (Dartnell 2011). On a related note, the deep-sea hydrother-
mal systems are among the naturally high-ionizing-radiation environments in the 
Earth (Charmasson et  al. 2009). Indeed, on many of them, Archaea has demon-
strated relatively high-ionizing-radiation resistance (Jolivet et  al. 2004). Among 
them, Thermococcus gammatolerans is known to be the most ionizing radiation- 
resistant microorganism from the deep-sea and deep subsurface environments, 
which was isolated from the enrichment cultures after 30 KGy dose of gamma-ray 
irradiation (Jolivet et al. 2003).

20.2.5  Energetics

The microbial activity and survival in subsurface environments can be also limited 
by a lack of energy and essential elements (Valentine 2007). However, almost all the 
microbiological surveys of subsurface biospheres on the Earth have demonstrated 
that microorganisms are always present in the most energetically barren environ-
ments (Morono et al. 2012; D’Hondt et al. 2015). This is likely due to the fact that 
microorganisms, collectively, have tremendous metabolic potentials and can gain 
energy for growth, maintenance, and survival from numerous chemical redox reac-
tions. It has been justified that the amount of energy and essential elements available 
in the habitat would control the biomass and function of microbial community and 
the emerging pattern of energy-transducing metabolic reactions could impact the 
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compositional and functional diversity of any microbial community (Takai and 
Nakamura 2011; Nakamura and Takai 2014, 2015; LaRowe and Amend 2015).

Not much is known of habitats where the energy and elemental fluxes are below 
that are needed to sustain a detectable microbial community; a theoretical formula-
tion has provided an energy balance concept of habitability that may establish the 
energetic basis of limits of life and biosphere in the Earth and even in the Universe 
(Fig. 20.1) (Hoehler 2007). The concept suggests that the habitability occurs when 
the potential for transduction of environmental energy into biological process out-
weighs the biological demand for energy, and the biological demand for energy is a 
two-dimensional (power and voltage) function that encompasses biochemical spe-
cifics, physical and chemical conditions, and material or solvent limitations 
(Fig. 20.1) (Hoehler 2007). In addition, it is also revealed that habitability is deter-
mined by both voltage and power uptake limits (Fig. 20.1) (Hoehler 2007). This 
energy balance concept is applicable not only to the habitability on Earth but also 
elsewhere, indicating that the habitable or uninhabitable states of environment could 
be to large extent diagnosed based on the physical and chemical conditions and the 
material or solvent availability even though the biochemical specificity is highly 
uncertain. For the earthly life, however, the biological demand minimums for energy 
and the voltage and power uptake limits have been empirically and theoretically 
characterized via laboratory experiments and field observations. The presently esti-
mated values that could determine the energetic habitability of a unicellular earthly 
life are introduced in the following paragraphs (Fig. 20.1).

It was long believed that about 60 KJ free energy change is required for 1 mol 
ATP synthesis by the respiratory ATP synthase usually requiring 3 mol H+ across the 
membrane. Thus about −20 KJ/mol e− is a certain energy quantum for ATP synthe-
sis, more so, an energy quantum for life (Schink 1997). However, Jackson and 

Fig. 20.1 Energy balance concept of habitability modified from the original one by Hoehler 
(2007). The biological energy quantum, the maintenance energy, and the voltage and power uptake 
limits are calculated in this chapter
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McInerney (2002) found that microbial syntrophic growth, particularly the growth 
of its fermentative bacterial component, requires a free energy change as low as 
−4.5 KJ/mol e−, which is equivalent to 0.047 V of redox potential change. This is 
the minimum free energy change in the whole energy transduction reaction during 
the microbial growth or maintenance ever observed and represents the biological 
energy quantum for earthly life that Hoehler (2007) pointed to as one dimension of 
the biological demand for energy (Fig. 20.1). In contrast, the voltage uptake limit 
for earthly life is not empirically and experimentally determined regardless of the 
fact that the upper limit is theoretically fixed to the standard potential (1.23 V) of 
electrolysis of water (Fig.  20.1). This implies that 1.23  V and greater of redox 
potential change would induce the electrolysis of cellular water and lead to fatal 
impacts on the growth, maintenance, and survival of earthly life and even extrater-
restrial life using water as the living solvent.

The maintenance energy, the other dimension of the biological demand for 
energy, is defined as the minimum energy requirement to sustain life in certain dura-
tion of time. The minimum energy requirement to sustain life has been estimated 
based on the laboratory experiments (Heijnen and van Dijken 1992) and thermody-
namic calculation (McCollom and Amend 2005) of biomass reproduction for vari-
ous microorganisms and metabolisms. Under anaerobic conditions, the minimum 
energy requirement to sustain life is the least for H2-utilizing (hydrogenotrophic) 
chemoautotrophs and is found to be 30–40 KJ/g dry cell by laboratory experiments 
(Heijnen and van Dijken 1992) and is estimated to be 1.4 KJ/g dry cell by thermo-
dynamic calculation (McCollom and Amend 2005). Given that the smallest cell of 
a hydrogenotrophic chemoautotroph has 10  fg dry cellular carbon and 20  fg dry 
weight (Fukuda et al. 1998), the value of 1.4 KJ/g dry cell means that 2.8 × 10−11 J 
of energy is required to sustain one smallest body of earthly life. In addition, the 
reproduction rate of the smallest cell using the least maintenance energy should be 
at least faster than the denaturation rates of the most labile cellular components, for 
example, which is represented by the racemization rate of aspartate in proteins, 
primarily dependent on temperature (Price and Sowers 2004). At 5 °C, as the race-
mization of aspartate likely reaches to the equilibrium for about 104  years, the 
smallest cell of life should reproduce itself at least in 104 years. According to these 
values, the theoretical minimum of maintenance energy is estimated to be 9 × 
10−23 W under the temperature condition of 5 °C (Fig. 20.1). As described above, it 
should be noted that the minimum of maintenance energy is primarily dependent on 
the temperature condition of the environment.

Finally, the power uptake limit for earthly life is the most difficult to determine, 
and there has been no estimation reported so far. It may be possible to estimate an 
approximated value from the maximum intracellular ATP amount (convertible into 
the maximum intracellular energy stock) of a microbial cell under abundantly 
energy- and nutrient-enriched conditions. This means the intracellular maximum 
energy stock potential. The maximum intracellular ATP amount is theoretically 
 calculated to be 0.045 mol/g dry cell for E.coli under the ideal optimal condition for 
growth, implying the condition under which the most efficient balance of intracel-
lular ATP synthesis and consumption is attained and the highest concentration of 
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ATP is pooled in the cell for the shortest time of 20 min (Russell and Cook 1995). 
According to a value of 20 fg dry cell described above, the maximum intracellular 
ATP equilibrium concentration in the cell is 0.9 × 10−15 mol, which corresponds to 
2.9 × 10−14 W of power stored in the smallest body of earthly life when the whole 
ATP is consumed as energy transduction source. Another estimation for power 
uptake limit may be obtained from the greatest energy consumption of the fastest 
growth of unicellular earthly life under the abundantly energy- and nutrient-enriched 
conditions. This means the maximum energy consumption potential of microbial 
cell. As far as known, the shortest doubling time of the fastest-growing bacterium 
(an anaerobic fermentative thermophilic bacterium) is reported to be 10  min at 
60 °C (Elsgaard and Prieur 2011). Since the energy consumption of this bacterium 
during the fastest growth was not estimated, the greatest energy consumption of 
fast-growing microorganism is calculated, for instance, from the case of optimal 
growth for Methanopyrus kandleri strain 116 (Takai et al. 2008a). During the opti-
mal growth under a highly H2-abundant and piezophilic condition (at 105 °C and 
20 MPa), the methanogenic archaeon maximally consumes 3.7 × 10−9 M of H2 (9.3 
× 10−10 M CH4 production) per cell that is equivalent to 1.2 × 10−4 J of energy con-
sumption per cell. Assuming that the similar energy consumption would occur in 
the fastest-growing bacterium, the maximum energy consumption potential of a 
microbial cell is calculated to be 2.0 × 10−7 W. This value represents an estimated 
power uptake limit for the known earthly life (Fig. 20.1).

20.3  Challenge for Limits of Biosphere in the Subsurface 
Environments

Several scientific drilling expeditions have challenged to explore the realistic upper 
temperature limits for life and biosphere in the subseafloor environments beneath 
the hydrothermal vent systems (Cragg and Parkes 1994; Reysenbach et al. 1998; 
Cragg et  al. 2000; Kimura et  al. 2003; Takai et  al. 2011) and non-hydrothermal 
areas with relatively large heat flow (Blackman et al. 2006; Heuer et al. 2017). For 
example, the Leg 158 of the Ocean Drilling Program (ODP) was conducted in the 
proximity of high-temperature hydrothermal discharges at the TAG field in the Mid- 
Atlantic Ridge (Humphris et al. 1996). The ODP Legs 139 and 169 investigated the 
hydrothermal vent and flank regions of the sediment-covered hydrothermal system 
at the Middle Valley field on the Juan de Fuca Ridge (Davis et al. 1992; Fouquet 
et al. 1998). The ODP Leg 193 particularly explored the sulfide deposits close to the 
active hydrothermal vents at the PACMANUS field in the Manus Basin (Binns et al. 
2002), and the Integrated Ocean Drilling Program (IODP) Expedition 331 investi-
gated the hydrothermal activity center near the Iheya North field in the Okinawa 
Trough (Takai et al. 2011). In addition, the IODP Expedition 304/305 obtained plu-
tonic rock samples from the crest of Southern Ridge in the Atlantis Massif (Blackman 
et al. 2006), which hosts the serpentinization-driven Lost City hydrothermal vent 
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field (about 4 km south from Site U1309) (Kelley et al. 2001, 2005), and the IODP 
Expedition 370 obtained the sedimentary core samples in the Nankai Trough off the 
Cape Muroto (Heuer et al. 2017).

A number of microbiological techniques were used to search for microorganisms 
in core samples taken at various depths of 0–52.1 mbsf (meters below sea floor) 
during ODP Leg 158 (Humphris et al. 1996). Microscopy, attempts at cultivation, 
and DNA extractions all failed to find evidence of a biosphere or viable microbial 
communities in the subsurface near the TAG hydrothermal field (Reysenbach et al. 
1998). However, it was not clear whether the environment beneath the TAG field is 
uninhabitable for life or the low microbial populations were undetectable due to the 
inherent technical and methodological limitations.

In the adjacent and flank regions of the Middle Valley hydrothermal field on the 
Juan de Fuca Ridge, microbial cell counts were carried out on sediment core sam-
ples that were influenced by subseafloor hydrothermal fluid flow (Cragg and Parkes 
1994; Cragg et al. 2000). The vertical distribution of microbial communities in the 
area with the steep thermal gradients (Site 858) was detected at down to a depth of 
67 mbsf (Cragg and Parkes 1994). Estimates of the temperature constraints sug-
gested that the potentially viable microbial communities were restricted to rela-
tively shallow subseafloor environments which were lower than 76 °C (Cragg and 
Parkes 1994). However, in several deeper subseafloor horizons, probably where the 
hydrothermal fluid circulates, detectable microbial populations were observed at a 
temperature range of 155–185  °C (Cragg and Parkes 1994; Cragg et  al. 2000). 
Similar depth and temperature profiles of microbial cell abundance were obtained 
from sediments in the hydrothermal flank regions (Site 1036) (Cragg et al. 2000). 
However, the viability of these cells, their functions, and their origins have not been 
determined, since they are simply counted based on acridine orange stain.

The ocean drilling expedition in the PACMANUS hydrothermal field (Leg 193) 
was the first to be conducted in an active arc-back-arc hydrothermal system (Binns 
et al. 2002). Coring operations extended down to 387 mbsf, and samples were sub-
jected to microbiological characterization (Kimura et al. 2003). Microbial cell pop-
ulations were detected in the core samples at depths down to about 69–80 mbsf 
(Sites 1188 and 1189), while the ATP concentrations indicative of viable microbial 
populations were quantitatively significant down to 39–49 mbsf (Sites 1188 and 
1189) (Kimura et al. 2003). Although the bottom temperatures of the drilled holes 
were determined by using wire-line logging tools several days after the drilling 
operation, the temperature ranges of detectable microbial cell populations and 
potentially viable microbial populations were uncertain, since they were only based 
on the bottom temperature measurements (Kimura et al. 2003). Perhaps, potentially 
viable microbial communities are more extensive at relatively low temperatures 
(shallower zones) little affected by subseafloor high-temperature hydrothermal fluid 
flow. In addition, successful enrichments of thermophiles were obtained from the 
core samples, some of which were even deeper than the depth limit of detectable 
microbial cell populations (Kimura et al. 2003). It is still uncertain whether these 
thermophiles derived from the indigenous viable or survived microbial communi-
ties or from drilling fluids that were contaminated at shallower depths.
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These ODP expedition-based microbiological investigations for the upper tem-
perature limits of biosphere have provided some operational and analytic guidelines 
for the comprehensive investigations. With the guidelines, a biogeochemistry- and 
microbiology-dedicated IODP expedition (IODP Exp. 331) was conducted in the 
Iheya North hydrothermal field in the middle Okinawa Trough (Takai et al. 2011; 
Yanagawa et al. 2017). The onboard microbial cell counts revealed that the micro-
bial cell populations were likely distributed in the hydrothermally active subseafloor 
sediments down to a depth of 15–20 mbsf (for one drilling site) (Takai et al. 2011; 
Yanagawa et al. 2017). In the sediments, the in situ temperatures were measured to 
be about 45  °C at the time of drilling by several temperature monitors but were 
estimated to be >106 °C before the drilling based on the geochemical thermometers 
using hydrothermal alteration minerals (Yanagawa et al. 2017). Multiple lines of 
evidence for the possible distribution of viable microbial communities were obtained 
from various biogeochemical and microbiological characterizations, such as stable 
isotope analyses of various energy, carbon, nitrogen, and sulfur sources, prokaryotic 
16S rRNA and functional gene detection and quantification, metabolic activity mea-
surements, and cultivation tests (Aoyama et al. 2014; Yanagawa et al. 2017). All the 
data suggest that the possible boundary between the habitable and the uninhabitable 
regions are present at the depth of 15–20 mbsf under the formation temperature of 
>106 °C (Yanagawa et al. 2017). This study represents the first example of the field 
observations that determined the realistic limit of biosphere and the boundary tem-
perature condition between the habitable and uninhabitable terrains in the subsur-
face environments.

The IODP expedition 304/305 explored the plutonic rock environments with 
relatively steep thermal gradients in the Atlantis Massif near the MAR (Blackman 
et al. 2006). One of the drilling holes penetrated down to 1415.5 mbsf through very 
thin sediments and massive gabbroic rocks and obtained core samples down to 
1395 mbsf (Blackman et al. 2006). After the completion of drilling, a temperature 
measurement was performed throughout the drilled depth, and the bottom of the 
hole at 1415 mbsf was found to be 119 °C (Blackman et al. 2006). For the purpose 
of microbiological investigation, 26 sediment and rock samples were subsampled 
from the cores at depths of 0.45–1391 mbsf in order to carry out microbial cell 
counts and PCR-based 16S rRNA gene analysis (Mason et al. 2010). Except for the 
uppermost carbonate sediments (0.5 mbsf), no evidence of microbial cellular popu-
lation was detected. However, 16S rRNA genes were amplified from DNA extracted 
from the gabbroic rocks (Mason et al. 2010). The maximal temperature for the bac-
terial 16S rRNA gene detection was 79 °C at a depth of 1313 mbsf (Mason et al. 
2010). However, the bacterial phylotypes obtained from ~80 °C of rock habitats 
were closely related with mesophilic Ralstonia spp., indicating that microbial con-
tamination was likely (Mason et al. 2010).

Very recently, IODP Expedition 370 has explored the temperature limit of sub-
seafloor sedimentary microbial community development with a relative steep 
 thermal gradient in the Nankai Trough off the Cape Muroto (Heuer et al. 2017). 
Although the detailed biogeochemical and microbiological investigations are still 
ongoing, the preliminary onboard and onshore results have suggested that the 
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microbial cell populations are detectable at up to the in situ temperature condition 
of 60 °C (Heuer et al. 2017). Interestingly, the temperature condition is similar to 
the apparent temperature limits of possible subseafloor microbial cell populations 
in Site 858 of the Middle Valley field (Cragg and Parkes 1994) and putative indig-
enous microbial cell populations and prokaryotic 16S rRNA gene sequences in the 
deep continental margin sediments (60–100 °C) during ODP and IODP expeditions 
(Roussel et al. 2008; Ciobanu et al. 2014). However, all these temperature condi-
tions still stand on the large uncertainty of partial observation and analysis for the 
subsurface microbial community development. The multiple lines of evidences for 
an upper temperature limit of biosphere and the reliable boundary temperature con-
dition (>106  °C) in the subsurface environments are successfully retrieved only 
from the Iheya North hydrothermal field in the middle Okinawa Trough (Takai et al. 
2011; Yanagawa et al. 2017).

In the geomicrobiological exploration of deep buried marine sediments off the 
Shimokita Peninsula, the multiple boundaries between the presence and absence of 
indigenous microbial cell populations were clearly identified under the temperature 
condition of 40–60 °C in below 1.5 kmbsf (Inagaki et al. 2015). The realistic limits 
of biosphere were based on the reliable observation and analysis, while the tempera-
ture would be not the only decisive factor to determine the boundaries because the 
habitable and uninhabitable zones coexisted in the same temperature range (Inagaki 
et al. 2015). Based on the physical and chemical conditions of these habitable and 
uninhabitable zones of sediments, the potential balance of temperature-dependent 
biological income (catabolic) and outgo (maintenance) energy was thermodynami-
cally estimated. As the result, it seemed very likely that the temperature-dependent 
energetic balance becomes the boundary conditions of limits of biosphere in the 
deep buried marine sediments (Inagaki et al. 2015). This is the first example show-
ing that the energy balance concept of habitability proposed by Hoehler (2007) 
reflects the realistic limits of biosphere in natural environments.

20.4  Concluding Remarks and Perspectives

In this chapter, many potential physical and chemical constraints to determine real-
istic limits of earthly life and biosphere were described. Significant gaps between 
the results obtained from the laboratory experiments and the field observations have 
been observed. The natural environments have the great spatial and temporal fluc-
tuation of physical and chemical constraints and host the heterogeneous microbial 
populations and metabolisms based on the symbiotic and synergetic interactions. 
Since most of these physical and chemical constraints and biological interactions 
directly or indirectly affect the energetics of metabolisms for growth, maintenance, 
and survival of life, thermodynamic estimations have become a very powerful 
approach to determine in which environments particular catabolic strategies are 
favored and how much cost is required for growth, maintenance, and survival of life 
in different extreme environments. Based on these kinds of thermodynamic 
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calculations, the future explorations for realistic limits of life and biosphere in the 
present Earth can be rationalized. In a similar manner, the occurrence and propaga-
tion of life and biosphere in the early Earth’s environments can be probabilistically 
addressed, and the search and detection of extraterrestrial life will be better planed 
and conducted in the future.
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Chapter 21
What Geology and Mineralogy Tell Us 
About Water on Mars

Tomohiro Usui

Abstract Since Mars has attracted much interest as a potentially accessible habit-
able planet, the greatest number of spacecraft has been sent to this planet among any 
of the other extraterrestrial bodies. The Mars exploration has provided evidence for 
a variety of water-related geological activities: fluvial landforms, paleo-oceans and 
lakes, and aqueous alteration and weathering of the surface materials. These geo-
logic observations clearly indicated the existence of liquid water on the surface of 
Mars, while the most recent investigations have uncovered the possible existence of 
subsurface water (ice) world, which may be more favorable to extant or even present 
life on Mars.

Keywords Water · Subsurface · Mars exploration · Surface geology

21.1  Introduction

The surface geology and mineralogy record the unique history of planet Mars, 
which experienced dynamical transition from an ancient, water-rich Earth-like envi-
ronment to the present-day cold and dry surface condition. Numbers of Mars explo-
ration missions have provided compelling evidence for the presence of surface 
liquid water during the early geologic eras of Mars (pre-Noachian and Noachian: 
~3.7 to 4.5 Ga, and Hesperien: ~3.0 to 3.7 Ga). Observations of widespread fluvial 
landforms, dense valley networks, evaporites, and hydrous minerals that are com-
monly formed by aqueous processes imply that Mars had an active hydrological 
cycle with lakes and possibly oceans (Carr 2006; Ehlmann and Edwards 2014). In 
contrast to the ancient watery environment, the surface of Mars is relatively cold 
and dry today. The recent desert-like surface conditions, however, do not necessar-
ily indicate a lack of surface or near-surface water. Massive deposits of ground ice 
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and/or icy sediments have been proposed based on subsurface radar sounder obser-
vations (Mouginot et al. 2012; Castaldo et al. 2017). Furthermore, landforms that 
appear to be glacial commonly occur even in the equatorial regions; this has led to 
the hypothesis that, like Earth, Mars had recent ice ages when water-ice would have 
globally covered the surface (Head et al. 2003, 2005). This chapter summarizes the 
surface geology and mineralogy and the evolution of water reservoirs on Mars, 
which is crucial to our understanding of the transition of climate and near- surface 
environments and habitability on Mars. The evolution of atmosphere and the poten-
tial for life on Mars are reviewed in Chaps. 22 and 23, respectively.

21.2  Review of Surface Geology and Mineralogy

A fundamental and noticeable surface feature of Mars is the global dichotomy in 
close relationship between topography and ages of geologic units. The global 
dichotomy divides the relatively old southern highlands from the young northern 
lowlands (Carr 2006) (Fig.  21.1). The southern highlands are heavily cratered 
ancient (Noachian) terrain, whereas the northern lowlands are smooth Hesperian- 
to- Amazonian-aged terrains covered with layered sedimentary and volcanic depos-
its. Other than the dichotomy, the largest positive topographic feature is the Tharsis 
bulge (~10 km high and 5000 km across). The volcanic surfaces around the bulge 
are relatively young (Amazonian), although Tharsis itself has been a locus of plume 
volcanism for billions of years (e.g., Vaucher et al. 2009).

Apparent water-related, fluvial surface landforms are mostly distributed in 
Noachian and Hesperian (>3 Ga) terrains. Outflow channels, characterized by wide- 
width (typically 10–100 km across), low sinuosity, and high width-depth ratios, are 
interpreted to be formed by huge catastrophic floods (Carr 2006). Their water 
sources are not fully understood but probably related to buried aquifers or rapid 
melting of surface or ground ice (Tanaka 1997). On the other hand, valley networks 
have high sinuosity, much narrow width (less than a few km), and length up to hun-
dreds and even thousands of kilometers long, which is indicative of drainage of 
surface waters. The valley network activities were most intense in the late Noachian 
to early Hesperian (Fassett and Head 2008). Young Amazonian terrains still include 
local observations of fluvial landforms, including poorly dendritic valleys, chan-
nels, and recent gullies (Malin and Edgett 2000; Costard et al. 2002; Schon et al. 
2009; Fassett et al. 2010; Kite et al. 2013a, b). Gullies are small and linear features 
incised into steep slopes. Their formation mechanism and the source of water are 
still under debate: e.g., seepage of groundwater (Malin and Edgett 2000) vs. melting 
of snow deposited on steep slope (Costard et al. 2002).

Another noticeable global topographic feature of water-related landforms is 
putative paleo-shorelines (Head et  al. 1999) (Fig.  21.2). Topographic features of 
putative paleo-shorelines suggest that large bodies of standing water must have once 
occupied the northern lowlands. Shoreline-demarcation studies of the northern low-
lands point to several contacts that yield variable sizes of paleo-oceans estimated to 
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Fig. 21.1 Mars topography based on data from the Mars Orbiter Laser Altimeter (MOLA) on 
Mars Global Surveyor (Credit NASA/GFSC)
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range from ~2 × 107 to 2 × 108 km3 (corresponding to global equivalent layers (GEL) 
of 130 m to1500 m, respectively) (Kurokawa et al. 2014 and references therein). 
This variation has been interpreted to reflect the historical change in the ocean vol-
ume. For example, two major contacts (contact 1, Arabia shoreline, and contact 2, 
Deuteronilus shoreline) individually represent the larger Noachian and smaller 
Hesperian oceans, respectively (Parker et al. 1993; Clifford and Parker 2001; Carr 
and Head 2003; Di Achille and Hynek 2010). No contacts indicative of Amazonian 
oceans are reported. To conclude, the changes in the character of fluvial features and 
the size of paleo-ocean volumes clearly suggest the general trend of decline of liq-
uid water activities on the surface from the ancient Noachian/Hesperian to the rela-
tively recent Amazonian (Fig. 21.3).

Along with topographic features, the historic change of water-related activities is 
traced by the mineral records. The topographic features provide geophysical infor-
mation of the water activities (e.g., volume and intensity of the floods), whereas the 
mineral records provide means to study the evolution of aqueous environments 
(e.g., fluid chemistry). For example, global mineralogical mapping on Mars sug-
gests the secular desiccation and acidification of near-surface environment (Bibring 
et al. 2006; Ehlmann and Edwards 2014) (Fig. 21.4). The surface mineralogy of 
early Noachian terrains is characterized by clay minerals such as Fe/Mg smectites, 
suggesting water-rich and near-neutral fluid conditions. The occurrence and distri-
bution of carbonates and sulfate mineralogy in late Noachian to early Hesperian 
suggest the transition of fluid chemistry to more acidic conditions in this period. 
The young Amazonian terrains are dominated by anhydrous ferric oxides such as 
hematite, suggestive of acidic and water-poor conditions.

Fig. 21.2 Projection of MOLA topography from the North Pole (left). Black lines indicate posi-
tions of contacts (contacts 1 and 2), also shown on the right. (After Head et al. 1999)
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Fig. 21.3 Evolution of water reservoirs for different amounts of present water reservoirs (black 
lines) and geological estimates on the size of paleo-oceans (horizontal bar). The gray area indicates 
the evolution of surface water reservoir calculated based on a minimum water reservoir model. 
(After Kurokawa et al. 2014)

Fig. 21.4 Timeline of the major processes affecting the mineralogic composition of Mars and the 
ages of large-scale compositional units. (After Ehlmann and Edwards 2014)
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21.3  Subsurface as a Potential Water Source and Refugium 
for Life on Mars

The global surface water inventory was originally estimated based on the size of 
putative paleo-oceans (Sect. 21.2). These geologic estimates are distinctly greater 
than the total water loss to space estimated based on atmospheric escape models 
(Kurokawa et al. 2014) (Chap. 22). The discrepancy between the geological and 
geophysical estimates of water volume hints at a “missing” water reservoir beneath 
the surface (Usui 2017). The widespread distribution of hydrated materials on the 
surface of Mars implies the existence of a crustal water reservoir, yet conventional 
spectroscopic observations are only able to see the surface veneer.

The thermodynamic modeling, together with remote sensing observations, has a 
means to provide the depth profile of hydrous materials and a reasonable estimate 
of the volume of a crustal water reservoir. Wade et al. (2017) examine the thermo-
dynamic properties of water-bearing mafic crusts (basalt) and show that the Martian 
basalt can hold more structurally bound H2O than terrestrial basalt and can effec-
tively transport it to a greater depth (>90  km) within the Martian interior. They 
compute the stability of hydrous minerals in hydrated crusts and their bulk-rock 
densities in the pressure-temperature spaces along the geotherms of each planet. 
They conclude that over-plating and burial of hydrated crusts progressively hydrate 
the interior of Mars.

Ground ice is another candidate to account for the missing water reservoir on 
Mars. Subsurface radar sounder observations by Mars Express detected an electric 
anomaly (low dielectric constant) in the northern hemisphere, implying massive ice 
deposits that are interbedded with layers of sediment and volcanic materials at a 
depth of 60–80 m (Mouginot et al. 2012). The ground ice model is also proposed by 
hydrogen isotopic analysis of Martian meteorites (Usui et al. 2015) and crater mor-
phology (Weiss and Head 2017). The crater morphological study indicates that the 
subsurface water-ice has a volume of ~3 × 107 km3, which is comparable to the size 
of paleo-oceans. Furthermore, high-spatial resolution imaging by Mars 
Reconnaissance Orbiter detected the exposure of massive and layered ground ice in 
steep, pole-facing scarps created by erosion in mid-latitude deposits (Dundas et al. 
2018). Near-infrared observations of the scarps indicate that the ground ice layers 
consist of pure H2O (<1% soil) and each of them has a size of >100 m thick, extend-
ing downward from depths as shallow as ~1 to 2 m below the surface.

Due to the subfreezing temperature and low atmospheric pressure at the surface 
(Wordsworth 2016) (Chap. 22), strong UV radiation (Hassler et al. 2013), and the 
chaotic obliquity at least in the recent past (Laskar and Robutel 1993), the surface of 
Mars would have been a challenging habitat, while subsurface refugia for life may 
still exist (Cockell 2014). Moreover, the redox gradient between the oxidized sur-
face and reduced subsurface, and availability of water, nutrients, and energy sources, 
might have become the subsurface more favorable to extant or even present life on 
Mars. Limitation of potential for life on Mars is further discussed in Chap. 23.
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Chapter 22
Atmosphere of Mars

Hiromu Nakagawa

Abstract It is believed that Mars underwent drastic climate change, changing its 
environment from warm and wet to cold and dry. This gives rise to the idea that 
Mars may have hosted life in the past and, indeed, may do so even today. Atmospheric 
evolution is thus an important key to understanding the history of Martian 
 habitability. However, precise estimates of past atmospheric inventories including 
water, and their loss mechanisms, are difficult to be obtained. Recent studies have 
highlighted various interesting facts related to (i) the efficiency of mass transport 
from the lower to upper atmospheric reservoir and (ii) the deep energetic particle 
precipitation into the atmosphere from space. These new insights tell us that Mars is 
a mutually coupled system comprising the planet’s surface, lower and upper 
 atmospheres, and the surrounding space environment. These relationships  potentially 
imply an upward revision of the estimate of total atmospheric loss to space. Another 
relevant issue relates to the indirect signs of life in the Martian atmosphere. Scientists 
are particularly intrigued by clear evidence of a biological/geological signature, 
such as methane (CH4) in the Martian atmosphere. Although the presence of CH4 is 
still under debate because of large measurement uncertainties, the forthcoming 
ESA-Roscosmos mission, which employs the Trace Gas Orbiter (TGO), will settle 
questions on the existence of this gas and its origin.

Keywords Mars · Water · Volatile · Habitability · Methane

22.1  Introduction

The atmospheric environment of current-day Mars is far from habitable. The air 
pressure, 6 mbar, is less than 1% of that on Earth. Although the atmosphere is mostly 
composed of carbon dioxide (CO2) (~96%), it creates a weak greenhouse effect. The 
temperature is usually well below the freezing point of water, with an overall 
 average of about −58 °C (215 °K). The surface and atmosphere are heavily affected 
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by energetic photons and particles that easily penetrated it owing to insufficient 
magnetospheric and atmospheric shielding. Although Mars is dry and frozen today, 
the geological evidence points to drastic climate change in Martian history. Mars 
had at least some warm and wet durations in the past, enough to allow for liquid 
water to be stable (Head et al. 1999; Parker et al. 1993).

Mars must somehow have lost most of its atmosphere and water. The evolution 
of the Mars environment is thought to have proceeded by some combination of 
atmospheric escape to space and surface adsorption. Especially, a lack of global 
magnetic field on Mars must have a significant impact on the atmospheric escape. 
The weaker magnetosphere would have allowed solar winds to strip away much of 
its atmosphere to space. Consequently, the planet’s thinner atmosphere would 
reduce greenhouse warming. Although previous studies have proposed a variety of 
processes to explain the atmospheric escape of Mars to space (Shizgal and Arkos 
1996; Chassefière and Leblanc 2004; Lundin et  al. 2009), its understanding is 
shrouded in mystery owing to lack of measurements and difficulty in validation by 
theoretical studies (Dubinin et al. 2011; Lundin 2011; Harnett and Winglee 2006; 
Ma et al. 2004). Importantly, since the precise mechanisms in which Mars lost its 
atmosphere and water have not yet been settled, precise estimations of the 
 atmospheric and water amounts that have escaped to space in the past remain 
elusive.

The upper atmosphere is the primary reservoir for atmospheric escape. Owing to 
the technical difficulties associated with observations, datasets of the upper 
 atmosphere are limited. However, the last decade has seen a renewed interest in the 
upper atmosphere, thanks to the aggressive explorations by the Mars Reconnaissance 
Orbiter (MRO), Mars Express (MEX), and Mars Volatile Evolution (MAVEN) mis-
sions. In this chapter, we briefly introduce recent findings relevant to the  atmospheric 
evolution of Mars.

22.2  Atmospheric Loss to Space

Jakosky et al. (2017) estimated the amount of gas lost to space through time using 
measurements by MAVEN.  Fractionation of argon isotopes in the upper atmo-
sphere occurs as a result of loss of gas to space by pickup ion sputtering. Sputtering, 
which occurs when neutralized solar wind ions impart their large energies to sur-
rounding particles by collisions, may have been important on early Mars, after it 
lost its magnetic field and was no longer shielded from the solar wind. They esti-
mated the degree of fractionation of 38Ar/36Ar between the homopause (~120 km) 
and the exobase (~200 to 300 km) altitudes, where the molecular diffusion domi-
nates and mixing ratios of lighter species increase with altitude, to determine the 
fraction of the total argon removed from Mars (Fig. 22.1). The measurements indi-
cate that 66% of the argon was lost to space during the past 4 Gyr. They can use the 
result to estimate the amount of other gases that would have been lost by the same 
sputtering mechanism, such as oxygen. Oxygen originates from either CO2 or H2O 
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via photodissociation process by sunlight. Since the lost oxygen would be signifi-
cant as predicted in the model (Luhmann et al. 1992), their result proposed that the 
sputtering loss of CO2 can approach a bar or more if we assume the lost oxygen 
originates primarily from sputtering of CO2. The loss rate might be much higher in 
the early stage of Mars’ history because of the more intense solar extreme UV 
radiation and solar wind activities. CO2 also can be removed by other processes, 
including pickup by the solar wind and photochemically driven escape (Chassefière 
et  al. 2007). Hu et  al. (2015) attempted to analyze the enrichment of 13C in the 
Martian atmosphere by considering photochemical escape and exchange between 
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Fig. 22.1 The atmospheric evolution on Mars. The atmosphere is affected by energetic photons 
and particles from space. The sublimation-condensation process between surface and atmosphere 
depletes heavy water in the gas phase. The heavy isotope enrichment in the upper atmosphere 
occurred by the loss of light isotopes to space. The fractionation rate in the upper atmosphere is 
thus crucial to estimate the atmospheric loss to space
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carbon reservoirs. Their results indicated that the early CO2 atmosphere might have 
been characterized by pressures of up to 1.8 bar, about 1.8 times higher pressure 
than current Earth surface. A large fraction of Mars’ atmospheric gas is suggested 
to have been lost, contributing to drastic climate change on the planet’s surface. 
More realistic estimates of current and ancient fractionation rates, including other 
escape processes or other species, will be investigated by the MAVEN mission 
(Lillis et al. 2015; Leblanc et al. 2015; Jakosky et al. 2018).

On the other hand, it is well known that CO2 cannot warm early Mars because 
CO2 condenses and reflects a large fraction of solar energy back to space (Kasting 
1991). Pollack et al. (1987) was the first to argue for a warmer and wetter early Mars 
using climate models. Forget et al. (2013) reported the numerical simulations con-
tending that a CO2 atmosphere of up to 7 bars could not have raised the annual mean 
temperature above 0 °C anywhere on early Mars. On the other hand, Ramirez et al. 
(2014) and Wordsworth et al. (2017) noted that the effects of H2 and CH4 on the 
greenhouse warming in addition to the CO2 and H2O could raise annual mean sur-
face temperatures above the freezing point of water. Wordsworth et al. (2015) exam-
ined two scenarios, “warm and wet” and “cold and icy,” in order to reconcile the 
early Martian hydrological cycle and geological features on the surface, and argued 
that the geological evidence may favor the “cold and icy” scenarios in their model. 
Seminal reviews of these two scenarios can be found in Craddock and Howard 
(2002) and Wordsworth et al. (2013). The “faint young Sun” paradox on Mars might 
be more severe than that in the Earth’s case due to the greater distance of the former 
from the Sun. These quantitative studies will be extended to solve the question of 
whether there were ever long-term conditions that could have allowed a surface 
biosphere to flourish on Mars. Future human explorations may constrain the ancient 
atmospheric pressure if, for example, raindrop imprints in tuffs were to be found 
(e.g., Som et al. 2012).

22.3  Water Loss to Space

How much water might Mars have lost during the history since its birth? One way 
to estimate this amount is by measuring the deuterium-to-hydrogen ratio (D/H) in 
the Martian atmosphere, because D is heavier than ordinary H and therefore escapes 
to space less easily (Fig. 22.1). The D/H ratio in atmospheric water vapor on Mars 
has been deduced from remote spectroscopy as being five to six times higher than 
the corresponding global average value in Earth’s oceans (Vienna Standard Mean 
Ocean Water, VSMOW, HDO/H2O = 3.11× 10−4) in a global average (Owen 1992; 
Owen et  al. 1988; Krasnopolsky 2000), which is consistent with the findings of 
Mars Science Laboratory (MSL), Curiosity, and in situ measurements of 6 ± 1 
obtained at Gale Crater (Webster et al. 2013). An equation for the Rayleigh fraction-
ation of H between an initial D/H, (D/H)initial, and a current D/H, (D/H)later, can be 
written as below (see Donauhue 1995; Krasnopolsky et al. 1998):
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Here, Minitial is the initial hydrogen reservoir mass, which is assumed to be water, 
Mlater is the current water reservoir, f is a fractionation factor that indicates the rela-
tive efficiency of D escape and H escape, and φD and φH are the escape rates of D 
and H, respectively. Applying (D/H)initial = 1.28 VSMOW, (D/H)later = 5.5 VSMOW, 
Mlater = 25 m of water, and f = 0.4, Catling and Kasting (2017) get Minitial = 284 m as 
the global equivalent layer (GEL) of water.

Recent high spatial- and spectral-resolution remote spectroscopy data from the 
ground-based facilities suggests notably higher deuterium enrichment than was 
found in previous globally averaged observations (Aoki et al. 2015a; Encrenaz et al. 
2015; Villanueva et al. 2015). This difference is explained by the full-disk measure-
ments, which reflect the mean of diverse regions with high and low D/H, as revealed 
by their resolved maps. Although the model predicts a D/H variability of 15% at 
latitudes due to the condensation-evaporation processes that deplete heavy water in 
the gas phase (Montmessin et al. 2005), the strong local anisotropies, in the range 
between 1 and 10 VSMOW, require a more realistic model to account for several 
climatological processes acting on the isotopologues, and the results imply unknown 
or multiple reservoirs. Using f = 0.02, Villanueva et al. (2015) reported a value of 8 
VSMOW for permanent polar caps, which exceeds 137 m GEL. Thus, the estima-
tions by these equations, however, strongly depend on the fractionation factor, f. 
Chaffin et  al. (2014) reported that φH could vary considerably, from 5 to 500 
(107  cm−2 s−1) over months or a shorter time period. Even (D/H)later could vary 
according to the recent measurements of H and D corona (Clarke et al. 2017). It is 
also noted that the solar activity in early phase could be so intense that the fraction-
ation factor between D and H would have been small, implying that these water 
inventory estimates might be lower limits. More precise estimates thus require spa-
tially and temporally resolved measurements of hydrogen isotopes.

22.4  Deep Energetic Particle Precipitation into the 
Atmosphere from Space

The Spectroscopy for Investigation of Characteristics of the Atmosphere of Mars 
(SPICAM) UV spectrograph onboard MEX first discovered auroral emissions on 
Mars (Bertaux et al. 2005). This “discrete” aurora identified on Mars is a highly 
concentrated and localized emission around magnetic field anomalies in the south-
ern hemisphere (Fig. 22.2) (Leblanc et al. 2006). The intensities range from 100 to 
2000 R (Rayleigh = 106/4π photons/cm2/str/s) for CO Cameron bands (180–260 nm) 
and from 10 to 160 R for the CO2

+ doublet (288 nm). The altitude of the emissions 
is ~130  km. On Earth, familiar aurora occurs near the footprint of the dipole 
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magnetic field, where interactions with the solar wind electric field can cause recon-
nection and energize particles within the magnetosphere. This discovery confirmed 
this scenario could be applied on Mars’ patchy magnetic field. The auroral radiation 
is emitted by atmospheric constituents that are excited by precipitating energetic 
particles (electrons and ions). The light from an aurora is proportional to the deposi-
tion of energy into the atmosphere by the primary particles. The height distribution 
of aurora is related to the energy of the precipitating particles as well as the atmo-
spheric composition. Since their precipitations heat up, expand the upper atmo-
sphere, and also contribute the ionization process of the atmosphere, the measurement 
of aurora emission is key to understand the deposition of energy into the atmosphere 
from the space. The behavior of Martian discrete aurora might provide another 
aspect of auroral effect on the atmospheric evolution under the different condition 
of intrinsic magnetic field of planet.

The Imaging Ultraviolet Spectrograph (IUVS) spectroscopy onboard MAVEN 
detected another type of aurora, suggesting more widespread occurrences with 
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Fig. 22.2 A schematic illustration of Mars space environment. The weaker magnetosphere would 
have allowed solar winds to strip away much of its atmosphere to space. The magnetic fields of 
solar winds drape over the Mars. The discrete auroras are localized around magnetic field anoma-
lies in the southern hemisphere. The diffuse auroras, which indicate deep energetic particle pene-
tration, span across the northern hemisphere
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increased solar activity (Schneider et al. 2015). Schneider et al. (2015) reported the 
low-altitude, “diffuse” auroras spanning across Mars’ northern hemisphere, coinci-
dent with a solar energetic particle (SEP) outburst. The emission extended down to 
an altitude of ~60 km. The intensities reached up to several hundreds R at the CO2

+ 
doublet. Deep precipitation in the upper atmosphere requires extremely energetic 
electron fluxes up to 100 keV. This is consistent with the measurements of SEP by 
MAVEN instrument. Diffuse auroras may have additional effects on atmospheric 
processes. Incident particles ionize and dissociate atmospheric species deeply, as 
well as heat the target atmosphere. These effects may lead to increased atmospheric 
escape rates: ionized particles at sufficiently high altitudes can escape via outflow 
processes, and atmospheric heating can lead to increased thermal escape. IUVS 
results thus offer a new paradigm for solar/stellar influences on non-magnetized 
planets. The atmospheric effects of auroral energy input are not known well on 
Mars. Diffuse auroras provide visible tracers for particle penetration, allowing a 
better understanding of Mars’ interaction with the space environment. More energy 
is deposited deep in the atmosphere than previously known.

22.5  Energy and Mass Transport into the Upper Atmosphere 
from Below

The highly variable nature of exospheric H escape has been identified (Chaffin et al. 
2014; Clarke et al. 2014). Because the production timescale of H2 (major source of 
exospheric H to escape) from H2O in the lower atmosphere is predicted to be a ~104 
to 105 years by the model (Hunter and McElroy 1970), the H escape rate did not 
vary from month-to-month or from year-to-year. In contrast, Chaffin et al. (2014) 
and Clarke et al. (2014) demonstrated that altitude profiles of Lyman-alpha sunlight 
scattered from exospheric H imply an order-of-magnitude decline in the H escape 
rate in a timescale of a season or shorter. This may represents relaxation from a 
temporarily enhanced escape rate, possibly due to a global dust storm in which H2O 
was carried from the surface to the upper atmosphere, which dramatically increases 
H production. These results show that H escape is more variable than previously 
suspected, potentially resulting in much larger integrated water loss over Martian 
history.

It is interesting to note that high-altitude (above 60 km) H2O was first identified 
by SPICAM occultations (Maltagliati et al. 2011, 2013) especially in the southern 
summer, which happens to be a dusty season (at a solar longitude of 240° or later). 
Chaffin et  al. (2017) demonstrated that the high-altitude H2O can considerably 
increase H escape on the weekly timescale, which can potentially explain the 
observations mentioned above. Maltagliati et  al. (2013) also showed the links 
between such high-altitude H2O and aerosols in their vertical profiles within a short 
timescale. This implies the importance of aerosols for key processes in the Martian 
water cycle and climate as a whole. Importantly, the new pathway of water loss 
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proposed by these studies implies much higher loss to space, in addition to the 
diffuse-limited escape of H2 (Catling and Kasting 2017).

One of the important findings of the MEX mission is the significant amount of 
heavy molecular ion escape from Mars. Carlsson et  al. (2006) showed that the 
escape flux of O2

+ is comparable to that of O+, and CO2
+ flux is about one-fifth of 

these values at the exobase at around 250 km. The large amount of escape is unex-
pected as per current theories, since the heavy molecular ions such as CO2

+ have 
smaller scale heights than the lighter O+, and it is difficult to pull out these species 
from the bottom of the upper atmosphere, unless some mechanism exists to trans-
port CO2 molecules to high altitudes in the thermosphere, to provide a source of 
CO2

+ ions. In order to understand the mechanism, it is essential to determine how 
the atmospheric escape is driven by the energy and momentum transfer from the 
solar wind from above and upward mass transport from below.

One possible scenario for upward transport from the lower atmosphere is the 
enhanced diffusion caused by gravity waves (GWs) of lower atmospheric origin. 
GWs have significant effects on large-scale winds (Medvedev et al. 2011), thermal 
balance (Medvedev and Yiğit 2012), and density (Medvedev et  al. 2016) in the 
upper atmosphere. The vertical mixing must influence the homopause height 
(Imamura et al. 2016). The location of the homopause influences the upper atmo-
sphere composition, thereby allowing the species to escape to space. In situ mea-
surements of the upper atmosphere by MAVEN inferred the substantial variations of 
the homopause and exobase altitudes (Jakosky et al. 2017). They imply that both 
vary largely as a result of the behavior of the lower atmosphere. MAVEN data also 
revealed that the atmospheric waves exist ubiquitously in the upper atmosphere 
(Bougher et al. 2015; England et al. 2017; Terada et al. 2017). The average ampli-
tude of GWs in the Martian upper thermosphere is ~10% on the dayside and ~20% 
on the nightside, which is about two and ten times larger than those on Venus and 
the low-latitude region of Earth, respectively (Kasprzak et al. 1988; Bruinsma and 
Forbes 2008). Answering questions about the upper atmospheric sources of these 
waves and their possible links with those in the troposphere is a key to understand-
ing the efficient upward transport process from below.

22.6  Methane in the Atmosphere

Traces of methane (CH4), averaging ~10 part per billion in volume (ppbv, 10−9), 
were first reported, based on the ground-based facilities from Earth and MEX in 
2003–2004 (Mumma et al. 2003; Formisano et al. 2004; Krasnopolsky et al. 2004). 
The potential significance of CH4 is that it could originate from geological (e.g., 
serpentinization) or even biological underground sources (e.g., subsurface microor-
ganisms) (Atreya et al. 2007). The following studies forwarded arguments regard-
ing high variability along both time and space. The Planetary Fourier Spectrometer 
(PFS) measurements onboard MEX showed CH4 enhancement of ~60 ppbv over 
the north polar cap during the summer season (Geminale et  al. 2011). Font and 
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Marzo (2010) suggested different spatial and seasonal distributions of CH4 by 
using the Thermal Emission Spectrometer (TES) onboard the Mars Global Surveyor 
(MGS), with peak abundance ~70 ppbv over Tharsis, Arabia Terra, and Elysium. 
Using high-resolution infrared spectroscopy on ground-based facilities, Mumma 
et al. (2009) found extended plumes of CH4 (~40 ppbv) during the northern summer 
above Terra Sabae, Nili Fossae, and Syrtis Major in 2003. However, they reported 
no detection of CH4 after 2006 (Villanueva et  al. 2013), the upper limit being 
7  ppbv. In contrast, Krasnopolsky (2012) claimed that CH4 of 0–20  ppbv was 
detected over Valles Marineris using ground-based observations in 2006.

These reports that the CH4 is variable, both spatially and on timescales of days to 
months, are difficult to reconcile with the photochemical stability of CH4, which 
had a residence time of ~300 years and be well mixed by atmospheric circulations 
(Lefèvre and Forget 2009). A key question is the source of the CH4 release. The cur-
rent level of geophysical activity, such as volcanism and outgassing, has not been 
detected so far (Christensen et al. 2003; Krasnopolsky 2012; Villanueva et al. 2013; 
Khayat et al. 2015). On the other hand, observations of hydrogen peroxide (H2O2), 
which is an important factor in the oxidizing capacity of the Martian atmosphere, 
found a range from 0 to 50 ppbv (Encrenaz et al. 2008; Aoki et al. 2015b). This sug-
gests the presence of strong CH4 sinks not subject to atmospheric oxidation. 
Furthermore, owing to telluric or Martian contaminations, the CH4 signals showed 
potentially a large uncertainty or ambiguity for reproducing the other spectral fea-
tures surrounding the target line (Zahnle 2015).

Curiosity has detected measurable and variable levels of CH4 gas along its travels 
through the Gale Crater. The first observation reported by the Sample Analysis at 
Mars (SAM) was a non-detection of CH4 (Webster et al. 2013). The latest results of 
Curiosity then show values of CH4 of 0.69 ± 0.25 ppbv and elevated levels of 7.19 
± 2.06 ppbv (Webster et al. 2014). There is still some controversy as to whether it 
has actually detected CH4 from Mars or is only detecting CH4 that the spacecraft 
brought with it from Earth, but follow-up and further refinement of the existing CH4 
measurements with Curiosity and coming landers will improve our understanding 
of the presence or absence of biological processes. The forthcoming orbiter explora-
tion by Trace Gas Orbiter (TGO) will perform a sensitive search for CH4, using 
high-resolution and highly sensitive solar occultations (the upper limit of several 
tens parts per trillion in volume (pptv, 10−12), is state of the art (Vandaele et al. 2015; 
Korablev et al. 2015). The determination of the exact origin requires measurements 
of CH4 isotopologues (13CH4, CH3D) and of other trace gases related to possible 
CH4 production/sink processes.

22.7  Conclusion

Recent findings have refined our understanding of Mars; we now appreciate that it 
is a considerably mutually coupled system of the surface, lower and upper atmo-
spheres, and the space environment than previously expected. All these 
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observations unveil a complex and dynamically rich atmosphere, strongly affected 
by the interactions from both above and below. In order to achieve a complete 
understanding of the upper atmosphere or the primary mechanism and location of 
atmospheric escape, it is crucial to consider all atmospheric regions, the Martian 
surface, near-Mars space, and their interactions. Recent results have shed consider-
able light on the potential amounts of the atmosphere and water that has escaped to 
space in the past. They suggest the importance of isotopes and minor trace species 
measurements in the Mars atmosphere, in that both are spatially and temporally 
resolved, leading to more accurate estimates for atmospheric and water losses. 
Among the trace gas species, methane is of importance, because of the relation to 
the past and extent life. The spatial and temporal distribution of methane will be 
revealed by the ongoing mission of Trace Gas Orbiter.
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Chapter 23
The Search for Life on Mars

Yoshitaka Yoshimura

Abstract Though Mars is a cold and dry planet now, Mars would have harbored a 
large amount of liquid water on the surface early in its history. Mars could have been 
similar to the early Earth from which life arose 4 billion years ago, and life may 
have also emerged on Mars during this period. Although the Viking mission in 1976, 
which explored life on Mars, did not find evidence for life, many findings associated 
with the possibility of life have been discovered since the Viking mission: past and 
present aqueous environments, organic compounds, methane, reduced compounds 
suitable for microorganism energy sources, and so on. These findings suggest that 
life might exist on Mars. Habitable environments may be deep subsurface, but it 
may also be on or near the surface where physical and chemical conditions on which 
even terrestrial microorganisms to survive are found. Life detection instruments 
have been developed since the Viking mission. Traces or existence of Martian life 
might be found by future exploration.

Keywords Habitability · Organic compounds · Living microorganisms · 
Chemolithoautotrophs · Life detection instruments

23.1  Introduction

The possibility of life on Mars has enamored many people for many years. In the 
1970s, the Viking landers conducted search-for-life experiments and failed to detect 
evidence of life on the planet. After the Viking mission, both the National Aeronautics 
and Space Administration (NASA) and the European Space Agency (ESA) focused 
on investigating ancient habitability in their Mars exploration programs. Evidence 
of past liquid water activities has been reported: large outflow channels found by the 
Mars Global Surveyor (Malin and Carr 1999; Malin and Edgett 2000), H2O ice 
under tens of centimeters of soil found by the Mars Odyssey Neutron Spectrometer 
(Feldman et  al. 2002), hydrated sulfate and phyllosilicates found by the Mars 
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Express spacecraft (Gendrin et  al. 2005), sedimentary rocks found by the Mars 
Exploration Rover Opportunity (Squyres and Knoll 2005), and an H2O ice table 
found by the Phoenix lander (Smith et al. 2009). These findings suggest that ancient 
Mars sustained large quantities of liquid water and contained suitable conditions for 
life (see Chap. 21; Lasue et al. 2013). Assuming that life emerges in suitable condi-
tions, it can be hypothesized that, since life arose within a few hundred million years 
after the formation of Earth’s surface (McKay and Davis 1991), life could have also 
arisen on early Mars.

Even on Mars today, locations indicating the possible presence of liquid water 
have been found. Furthermore, organic compounds and energy sources used by ter-
restrial microorganisms have been discovered on the surface. This chapter reviews 
the possibility of life on Mars and the potential for exploration.

23.2  The Viking Mission and Recent Reexaminations

NASA conducted life exploration experiments with the Viking mission in 1976; 
however, the existence of life could not be verified from the surface soil samples 
(Klein 1977, 1978, 1979, 1992; Margulis et al. 1979). The Viking landers carried 
out three biological experiments on the Mars surface: the pyrolytic release (PR) 
experiment for detecting carbon assimilation, the labeled release (LR) experiment 
for detecting the decomposition of organic compounds, and the gas exchange (GEX) 
experiment for detecting changes in gas composition caused by metabolic reactions 
(Fig. 23.1).

In the PR experiment, carbon dioxide and carbon monoxide labeled with radio-
active carbon-14 (14C) were added to the soil sample with water and irradiated with 
light. In the presence of organisms, 14C is incorporated, and organic compounds are 
produced. These compounds were pyrolyzed, and the released 14C was measured 
with a radiation detector. Although small amounts of CO2/CO were incorporated, 
this incorporation was considered non-biological, because similar levels of incorpo-
ration were seen after heating the samples at 90 °C for 2 h.

In the GEX experiment, a nutrient medium containing organic substances, such 
as amino acids and vitamins, and a mixed gas composed of CO2 and Kr (in He) were 
added to the sample chamber. The changes in the gas composition were analyzed by 
gas chromatography after several days. If organisms were present, the gas composi-
tion would be changed by the release of carbon dioxide. Although the CO2 evolution 
was observed, it was thought to have come from the oxidation of organics in the 
nutrient medium by indigenous oxidants like Fe2O3 (Oyama and Berdahl 1977).

The LR experiment was conducted by adding seven liquid nutrients (formate, 
glycolate, glycine, D-alanine, L-alanine, D-lactate, and L-lactate) labeled with 14C, 
to the samples. The release of radioactive carbon (such as 14CO2) was expected, if 
organisms metabolized the nutrients. The results showed positive responses that 
were consistent with biological activities: radioactive gas was evolved, and the gas 
evolution was reduced or not observed when samples were heated at 46  °C or 
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160 °C, respectively (Levin and Straat 1977). However, the results were still inter-
preted to be non-biological responses. This interpretation was based on the follow-
ing results: (1) organic compounds were not detected at levels above the detection 
limit of the thermal volatilization–gas chromatography–mass spectrometry 
(TV-GCMS) instrument, and, although chlorinated organics (chloromethane and 
dichloromethane) were detected, they were interpreted as terrestrial contamination 
(Biemann et al. 1977); (2) the results could be explained by the presence of oxidants 
in the regolith (Klein 1978; Margulis et al. 1979). Therefore, the most acceptable 
conclusion of the Viking experiments was that no organisms were present within the 
detection limits of these experiments (Klein 1977, 1998, 1999).

However, after the Viking mission, instrumental limitations were reported. The 
Viking TV-GCMS was not specifically designed to identify the presence of living 
cells, and the pyrolysis products of cells would not have been detected if living cells 
were present in quantities less than 107 cells per gram (Glavin et  al. 2001). 
Nonvolatile salts of organic acids and low levels of organic compounds would not 
have been easily detected by the TV-GCMS (Benner et al. 2000; Navarro-Gonzalez 
et al. 2006). Thus, the existence of organic compounds on Mars could not be accu-
rately determined by the Viking instrument.
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Fig. 23.1 Schematic diagram of the three biological experiments conducted by the Viking landers 
(Adapted from Viking 1 Early Results, NASA SP-408, 1976)
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23.3  Habitability

In the years since the Viking mission, both NASA and ESA have looked for evi-
dence of ancient habitability, such as traces of past water activities. An ancient pos-
sible habitable environment was discovered by the Curiosity Rover at Yellowknife 
Bay in Gale Crater (Grotzinger et al. 2014). The site was determined to be an ancient 
lake, with neutral pH and low salinity. Reduced iron and sulfur, as possible micro-
bial energy sources, as well as biogenic elements (C, H, O, S, N, P), have also been 
detected. On modern-day Mars, life (most likely microorganisms) might exist at 
least locally since organic compounds, possible liquid water, and energy sources 
have been found. Figure 23.2 provides a schematic drawing of the possible habit-
ability of present-day Mars. To learn more about both past and present habitability 
on Mars, see a review by Cockell (2014).

23.3.1  Organic Compounds

If life existed on Mars, organic compounds would be present. The detection and inter-
pretation of organic compounds on Mars are complicated by the existence of perchlo-
rates. While the Viking TV-GCMS did not identify any organic compounds, the 
Phoenix lander conducted a chemical analysis and detected the presence of 0.4–
0.6 wt% perchlorate anion (ClO4

−) from the surface soil (Hecht et al. 2009). Perchlorate 
is rare on the surface of Earth; it occurs naturally in hyperarid environments, such as 
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Fig. 23.2 Schematic diagram of possible habitability on modern-day Mars
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the Atacama Desert in Chile (Catling et  al. 2010) and the Antarctic Dry Valleys 
(Kounaves et al. 2010). Though perchlorate salts are stable at low temperature, they 
become strong oxidants when heated, decomposing organic compounds.

Recently, the Curiosity Rover detected chlorinated compounds (chlorobenzene and 
C2 to C4 dichloroalkanes) (Ming et al. 2014; Freissinet et al. 2015) and thiophenic, 
aromatic, and aliphatic compounds (Eigenbrode et al. 2018) in the mudstones in Gale 
Crater. The chlorinated compounds were interpreted to be the reaction products of 
pyrolysis between oxychlorine compounds, such as perchlorate, and indigenous 
organic compounds (Freissinet et  al. 2015). However, identification of the original 
organic compounds is difficult due to the complex reactions during pyrolysis. Thus, it 
is uncertain whether these compounds are derived from Martian sources (igneous, 
hydrothermal, atmospheric, or biological) or exogenous sources (meteorites, comets, 
or interplanetary dust particles (IDPs)) (Freissinet et al. 2015). Due to the discovery of 
perchlorates, it has been noted that the chlorinated compound found by the Viking 
TV-GCMS might also be the reaction product of indigenous organic compounds and 
perchlorates during pyrolysis of the soil samples at 500 °C (Steininger et al. 2012; 
Lasne et al. 2016). Although the discovery of organic compounds does not indicate 
evidence of life, it also does not rule out the possibility of life. The identification and 
characterization of organic compounds will be important for future Mars missions.

23.3.2  Liquid Water

Liquid water is a fundamental requirement for life. As described in Chap. 21, 
ancient Mars had a large amount of liquid water on the surface, but liquid water is 
unstable on the present Martian surface because of low temperatures and pressures. 
Water on the surface exists mainly in the form of ice, which organisms cannot use. 
Ground ice has been identified near the surface of the planet by orbiting neutron 
detectors on the gamma-ray spectrometer carried by Mars Odyssey (Feldman et al. 
2002), and the Phoenix lander has shown a shallow H2O ice table at depths of 
5–18 cm in the northern arctic region (Smith et al. 2009).

The possibility of liquid water has also been reported on the Martian surface. For 
example, recurring slope lineae (RSL), narrow dark streaks on steep slopes that 
appear during warm seasons in equatorial regions, could be a result of liquid water 
flow (McEwen et al. 2014) as hydrated salts of magnesium perchlorate, magnesium 
chlorate, and sodium perchlorate were observed at some of the flows sites (Ojha 
et al. 2015), although, as another interpretation, it could be dry granular flows of 
sand and dust (Dundas et al. 2017). The salt solutions can lower the freezing point 
and the evaporation rate of water. For example, highly concentrated perchlorate 
solutions remain at liquid state below about −70  °C (Möhlmann and Thomsen 
2011). In addition to RSL, the Curiosity Rover demonstrated that transit liquid brine 
is formed at night in the shallow subsurface at Gale Crater, based on the meteoro-
logical analysis. Recently the Mars Advanced Radar for Subsurface and Ionosphere 
Sounding (MARSIS) instrument on the Mars Express spacecraft has detected the 
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evidence of stable liquid water, possibly perchlorate brines, about 1.5 km below the 
surface at the southern polar ice cap (Orosei et al. 2018). Liquid brines could be 
abundant on Mars, since perchlorates are widespread on the surface (Martín-Torres 
et  al. 2015). Although it is uncertain whether the Martian brines have sufficient 
water activity to support life (Martín-Torres et  al. 2015; Edwards and Piqueux 
2016), microbial growth on Earth is known to occur in highly concentrated salt 
solutions (Grant 2004), and some halophilic microorganisms can use perchlorate as 
an electron acceptor for respiration in anaerobic conditions (Oren et al. 2014). It can 
be inferred, therefore, that microorganisms may survive in the briny environments 
on Mars.

23.3.3  Energy Sources

Life requires energy for its growth, reproduction, and survival. Terrestrial organisms 
that obtain chemical energy from the oxidation of reduced compounds (energy 
sources) are named chemotrophs, while organisms that use light as an energy source 
are named phototrophs. Chemotrophs are further classified into chemoheterotrophs, 
which use organic compounds as energy sources, and chemolithoautotrophs, which 
use inorganic compounds as energy sources. Electron transport from reduced com-
pounds (electron donors) to oxidative compounds (electron acceptors) generates 
energy for the organisms, which can be calculated as Gibbs free energy. There are 
many combinations of electron donors and electron acceptors in terrestrial microor-
ganisms, some of which may be used by Martian microorganisms.

Table 23.1 provides examples of potential energy sources for chemotrophs on 
Mars, which are known to exist or are strongly inferred to exist on the planet. The 
metabolism of these sources, including H2, CH4, S0, S2−, Fe2+, CO, and organic com-
pounds, has been confirmed in terrestrial microorganisms (Cockell 2014; Rummel 
et al. 2014; Westall et al. 2015; Cockell et al. 2016). Potential electron acceptors in 

Table 23.1 Examples of potential energy sources for chemotrophic life on Mars (Adapted from 
Rummel et al. 2014; Cockell 2014; Westall et al. 2015)

Energy sources Electron acceptor Metabolism

H2 CO2 Methanogenesis, acetogenesis
H2 Fe3+, SO4

2−, S0, ClO4
− Hydrogen oxidation

CH4 NO3
−, Fe3+, MnO2, SO4

2− Methane oxidation
S0, S2− NO3

−, Fe3+, MnO2 Sulfur oxidation
Fe2+ NO3

−, MnO2 Iron oxidation
CO CO2, Methanogenesis, acetogenesis
CO NO3

−, H2O, SO4
2−, ClO4

− Carbon monoxide oxidation
Organics NO3

−, Fe3+, SO4
2−, ClO4

− Anaerobic organics oxidation
Organics Organics Fermentation

These substances are known to exist or are strongly inferred to exist on Mars. The redox couples 
have been confirmed in terrestrial microorganisms
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anaerobic conditions are CO2, Fe3+, SO4
2−, S0, NO3

−, MnO2, ClO4
−, H2O, and organic 

compounds. Oxygen that is produced by photolysis/radiolysis of water might be 
used as an electron acceptor, although the amount of O2 is much lower in the Martian 
atmosphere than on Earth (Westall et  al. 2015). Low concentration of molecular 
hydrogen (H2) was detected in the upper atmosphere by the space-based telescopes 
from Earth, which was likely produced by photolysis of water vapor (Krasnopolsky 
and Feldman 2001). Although H2 has not been directly measured on Mars surface 
yet, it is inferred from the presence of olivine and serpentine (Oze and Sharma 
2005; Schulte et  al. 2006). Fe-bearing minerals and elemental sulfur have been 
identified on Mars surface (Morris et al. 2007), as well as reduced sulfur such as 
sulfides (Ming et al. 2014). Nitrate has not been directly detected yet, but detection 
of NO by the Curiosity Rover suggests the possible presence of nitrate (Stern et al. 
2015). Indigenous organics may also be energy sources for chemoheterotrophs, 
although their structures and accessibility are unknown.

Among these energy sources, methane is a molecule with special interest, 
because it can be an energy source for methane-oxidizing microorganisms (metha-
notrophs). Methane generation is associated with microbial activities on Earth, 
where around 80% of natural emissions of methane originate from living microor-
ganisms (Etiope et al. 2011).

Methane in the Martian atmosphere has been reported using a variety of methods 
(see Chap. 22): Earth-based telescopic observations (Krasnopolsky et  al. 1997; 
Krasnopolsky et al. 2004; Mumma et al. 2009), the Planetary Fourier Spectrometer 
on board the ESA Mars Express (Formisano et al. 2004; Geminale et al. 2011) rang-
ing from several to tens of parts per billion by volume (ppbv), and the tunable laser 
spectrometer in the Sample Analysis at Mars on the Curiosity Rover at ~7.2 ppbv 
(Webster et al. 2015). Spatial and seasonal variations of methane (Mumma et al. 
2009; Webster et al. 2018), combined with its relatively short lifetime in the Martian 
atmosphere of about 300 years (Krasnopolsky et al. 2004) and potentially less than 
200 days (Lefevre and Forget 2009), indicate that methane has been released into 
the atmosphere locally and periodically. Though the origins of this methane are 
uncertain, several generation processes have been proposed, including biotic 
(microbial) and abiotic processes.

Biotic methane is produced by microorganisms called methanogens, which are 
anaerobic ones belong to the domain Archaea. Most methanogens use H2 as an 
energy source and CO2 for a carbon source, and some methanogens use CO, acetate, 
methanol, etc. as energy sources. An important H2 origin could be subsurface ser-
pentinization (Atreya et  al. 2007). Serpentinization is a reaction of olivine- and 
pyroxene-rich rocks with liquid water, liberating H2 in the process (Schulte et al. 
2006). Carbon dioxide may be derived from the atmosphere, magma degassing, or 
the thermal decomposition of carbonates on Mars (Oehler and Etiope 2017).

Hydrogen is used as an energy source not only for methanogens but also for a 
wide variety of chemolithoautotrophic microorganisms on Earth (Table 23.1). Since 
higher temperatures and pressures would sustain liquid water stably at depths below 
a few kilometers, a microbial community may exist in the Martian subsurface 
(Chapelle et al. 2002; Clifford et al. 2010; Michalski et al. 2013).
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Possible abiotic methane production mechanisms include geological productions 
like hydrogeochemical Fischer-Tropsch-type (FTT) reactions after serpentinization 
(Oze and Sharma 2005); thermogenesis of organics delivered to Mars by meteorites, 
IDPs, or possible biotic organics (Etiope et al. 2011); geothermal reactions at high 
temperatures (Oehler and Etiope 2017); ultraviolet degradation of meteoritic organ-
ics (Keppler et al. 2012); production by the impact of comets (Krasnopolsky 2006); 
and volcanic degassing (Atreya et al. 2007). Among them, FTT reactions, which 
produce methane from the reaction of H2 with CO2, could be important, since they 
are major abiotic producers of methane on Earth that occur over a wide range of 
temperatures (<100 to ~500 °C) (Etiope and Sherwood Lollar 2013).

Biotic or abiotic methane could be released into the atmosphere directly and/or 
via clathrates (methane-hydrates) or gas-absorbing regolith. Thus, the presence of 
methane today does not require the presence of living methanogens; it may have 
been produced by past methanogens and preserved (Max and Clifford 2000; Atreya 
et al. 2007).

23.3.4  Physical and Chemical Conditions

Terrestrial microorganisms inhabit a wide range of environmental conditions (see 
Chap. 20). Although present Martian environments are hostile to life, some micro-
organisms may survive near the surface (Yamagishi et al. 2010). Microorganisms 
isolated from a Siberian permafrost sample, for example, were capable of growth 
under simulated Mars conditions: low temperature (0 °C), low pressure (7 hPa), and 
an anoxic CO2-dominated atmosphere (Nicholson et al. 2013).

Radiation would be a serious limiting factor for microbial survivability, since 
organic compounds are likely to be destroyed by ionizing radiation and UV radia-
tion (Benner et al. 2000; Kminek and Bada 2006). The total dose of ionizing radia-
tion on the Martian surface was measured as 76 mGy/year by the Curiosity Rover 
(Hassler et al. 2013). However, a radiation-tolerant microbe, Deinococcus radio-
durans, can survive 5 kGy without loss of viability (Cox and Battista 2005; Dartnell 
et al. 2007); thus, ionizing radiation would not seriously damage these microorgan-
isms. Though UV radiation is harmful, it would be shielded by thin layers (less than 
a millimeter) of dust or regolith (Mancinelli and Klovstad 2000). A depth of several 
centimeters from the surface, therefore, could provide sufficient covering for micro-
organisms to survive.

23.4  Life Detection Instruments and Possible Explorations

There are many biosignatures for the targets of life explorations, including organic 
compounds, metabolic activities, cell-like morphology, and stable isotope patterns. 
Organic compounds are important targets, and the GCMS is an effective instrument 
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for the detection of organic compounds. However, as mentioned earlier in this chap-
ter, analyses by the TV-GCMS on Mars were affected by perchlorates, which react 
with indigenous organics during pyrolysis. In forthcoming missions, including the 
Mars 2020 mission and the ExoMars 2020 mission, instruments designed to detect 
organic compounds without pyrolysis have been selected.

The Mars 2020 rover will detect organic compounds with the Scanning Habitable 
Environments with Raman and Luminescence for Organics and Chemicals 
(SHERLOC), which will detect and characterize minerals and organic compounds, 
such as aromatic hydrocarbons, with a resonance Raman spectrometer and a fluo-
rescence spectrometer that utilizes a deep-UV laser (<250 nm) (Abbey et al. 2017). 
It has a context imager with a spatial resolution of 30 μm to visualize surface tex-
tures, morphology, and visible features correlated with the spectral signatures 
(Beegle et al. 2015). The rover will also select and cache the highest value samples 
for a future sample-return mission, which will take the samples to laboratories on 
Earth for advanced analysis.

The ExoMars 2020 rover will be equipped with a drill to collect materials from 
outcrops at depths down to 2 m. The organic compounds will be detected by the Mars 
Organic Molecule Analyzer (MOMA), which includes two different types of analysis 
methods, laser desorption mass spectrometry (LD-MS) and TV-GCMS, with or with-
out derivatization agents (Vago et al. 2017). The LD-MS method is not affected by 
perchlorates, and the derivatization process will be useful for detecting refractory mol-
ecules like carboxylic and amino acids. It will be also equipped with a Raman laser 
spectrometer that will identify minerals and organic compounds (Vago et al. 2017).

The candidates for landing sites in both the Mars 2020 and ExoMars 2020 mis-
sions are places with evidence of past water activities (Ono et al. 2016; Kereszturi 
et al. 2016). Although RSL where possible liquid water/brine exists could indicate 
attractive sites at which to search for extant life, RSL are not considered indicators 
for high-priority sites for either project. Both missions have mainly focused on 
investigating ancient habitability; additionally, explorations of RSL would include 
Committee on Space Research (COSPAR) Planetary Protection constraints to pro-
tect Mars from contamination from terrestrial organisms (Rummel and Conley 
2017). The current COSPAR Planetary Protection Policy defines Mars special 
regions as locations in which Earth life could propagate, where the temperature is at 
or above −28  °C and water activity is at least 0.5 (Kminek and Rummel 2015; 
Rummel and Conley 2017). Although no confirmed special regions have been shown 
on Mars, RSL indicate possible candidates (Rummel et  al. 2014; Rummel and 
Conley 2017). Exhaustive discussion will be required for explorations in RSL areas.

Other attractive sites where to search for present life include methane seepage 
sites. Even though methanogens and other microorganisms may exist in the deep 
subsurface, it is difficult explore those areas. Methanotrophs, however, may be 
found near the surface (Yamagishi et al. 2010). Some methanotrophs on Earth uti-
lize MnO2, Fe(OH)3, and SO4

2− as electron acceptors (Beal et al. 2009), all of which 
have been found on the Martian surface. Potential methane seepage sites have been 
indicated on Mars, such as mud volcano-like mounds, ancient springs, and rims of 
large impact craters (Oehler and Etiope 2017). When future work by the Trace Gas 
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Orbiter or surface rovers determines the locations of methane seepage sites, those 
sites could become candidates for future exploration.

A microscopic instrument would be a powerful tool for searching for extant 
microorganisms, but it has not been used in space missions yet (Nadeau et al. 2008; 
Yamagishi et  al. 2010). Microscopes directly image life forms and identify their 
shapes, sizes, and other morphological structures. The Life Detection Microscope 
(Fig.  23.3) proposed by Yamagishi et  al. (2018) detects organic compounds at a 
spatial resolution of 1 μm, differentiating among organic compounds surrounded by 
membranes or with enzyme activity by staining the samples with fluorescent pig-
ments. This technique is especially useful for the detection of living 
microorganisms.

The search for living microorganisms is important not only for scientific interest 
but for planetary protection. Before future human missions begin, surveys investi-
gating the presence of living microorganisms should be conducted to mitigate the 
risk of human contact with Martian microorganisms, which may be harmful to 
human health. Microscopic instruments would be effective tools for this purpose.

23.5  Conclusions

Although the Viking mission failed to detect Martian life, recent findings, such as 
the presence of organic compounds, energy sources, and possible liquid water, have 
suggested the possibility of life near the planet’s surface. Life detection instruments 
have been developed since the Viking mission that use Raman spectrometry and 

Fig. 23.3 Conceptual design of LDM (Life Detection Microscope) (Adapted from Yamagishi 
et al. 2018 (Ⓒ 2018 by the Japan Society for Aeronautical and Space Sciences and ISTS))
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LD-MS without pyrolysis to avoid the problem caused by the reaction between 
indigenous organic compounds and perchlorates. Microscopic instruments that are 
particularly superior for detecting living microorganisms have also been proposed. 
These in situ instruments and a future sample-return mission might reveal the exis-
tence of life on Mars.
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Chapter 24
Active Surface and Interior of Europa 
as a Potential Deep Habitat

Jun Kimura

Abstract Jupiter’s moon Europa may have an internal ocean of liquid water, along 
with the chemical compounds and energy source that life requires. Europa is cov-
ered by the solid icy shell, similar to other solid bodies in the outer solar system. The 
solid icy shell fractures and deforms creating cracks, ridges, and bands in relatively 
a recent period. Galileo spacecraft data indicates a warm interior, which means a 
convecting icy shell above a liquid water ocean. In addition, Hubble Space Telescope 
recently found a signature of active water plumes from the southern hemisphere. 
Here the current knowledge on the characteristic of Europa, geology, composition, 
interior, and surrounding environment, in the relation to the possible presence of life 
will be summarized. Future spacecraft exploration plans for Europa and their sci-
ence objectives are also introduced. With the understanding of Europa’s potential 
for life, we can consider another style of habitable world hidden by the icy surface, 
“deep habitat,” which is different from Earth’s one, and can address the fundamental 
question: Are we alone in the universe?

Keywords Satellite of Jupiter · Ice · Habitability · Tectonics · Interior

24.1  Introduction and History

Europa, the smallest of the Galilean satellites with a radius of 1565 km (Fig. 24.1), 
orbits around Jupiter with a period of 3.55 days at an average orbital radius of 6.71 
× 105 km (9.4 Jovian radius) and is gravitationally locked to Jupiter such that the 
same hemisphere of the moon always faces the planet. The gravitationally locked 
Europa has leading and trailing hemispheres regarding the orbiting direction. 
Europa is in a tug-of-war with Io and Ganymede, and Europa’s orbital period is 
twice Io’s period and half of Ganymede’s one. In other words, every time Ganymede 
goes around Jupiter once, Europa makes two orbits, and Io makes four orbits. This 
is a well-known example of a 1:2:4 orbital resonance (also called Laplace 

J. Kimura (*) 
Osaka University, Toyonaka City, Osaka, Japan
e-mail: junkim@ess.sci.osaka-u.ac.jp

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3639-3_24&domain=pdf
mailto:junkim@ess.sci.osaka-u.ac.jp


384

resonance) in orbiting bodies and thus has a forced nonzero eccentricity (Table 24.1). 
Tidal deformation and dissipative heating arising from the eccentric orbit can be the 
source of geological activity in those satellites.

After Galileo Galilei’s discovery of Europa (January 1610) with a 1-inch magni-
fier, the Pioneer 10 took a first spacecraft image of Europa (December 1973). 
Although it was not a close flyby to the satellites and that the image was of very low 
resolution, careful tracking of the spacecraft refined the estimation of the mean 
density for Europa of 2.99 g/cm3. The Voyager “grand tour” followed upon Pioneers 
10 and 11. Upon encountering Jupiter, two Voyager spacecrafts (March and July 
1979) unveiled Europa’s young surface with enigmatic surface features and deter-
mined the diameter of Europa and other Galilean moons, which stand until now. 
Almost 12 years after Voyager’s launch in 1977, Galileo spacecraft launched on 
October 1989, carried by Space Shuttle Atlantis. Galileo arrived at Jupiter on 
December 1995 after Venus and Earth’s gravity assist flybys and became the first 
spacecraft to orbit Jupiter. However, the deployment of the main 4.8-m high-gain 

Fig. 24.1 (Left) Natural-color appearance of the trailing hemisphere of Europa taken by Galileo 
SSI (Solid-State Imager). The diameter of Europa is 1560 km. (Right) Cutaway view of the pos-
sible internal structure of Europa (NASA/JPL-Caltech)

Table 24.1 Basic Europa 
parameters (Weiss 2004)

Quantity Value

Orbital semi-major axis 671,100 km
Orbital semi-major axis 9.38 Jovian radii
Orbital period 3.551 Earth days
Eccentricity 0.0094
Mean radius 1560.8 ± 0.5 km
Mass 4.8017 ± 0.000014 × 1022 kg
Bulk density 3014 ± 5 kg/m3
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antenna failed to open fully; less than 1% of the originally planned data could be 
transmitted to Earth. After epic changes of software and data compression schemes, 
Galileo encountered Europa 12 times in total and acquired data using 16 instru-
ments, bringing us many findings specifically of unique geology, induced magnetic 
field, atmosphere and exosphere, surface compositions, and constraints for interior 
and astrobiological perspectives.

Europa’s surface albedo is high, and its global spectrum is compatible with that 
of clear water ice. Its bulk density of 3.01 g/cm3 indicates that there must be at least 
a few percent of water, which is larger than the total amount of terrestrial surface 
water. Measurements of Europa’s gravity field inferred that its interior is differenti-
ated at least into an outer water shell, including both a solid ice crust and a liquid 
ocean existing under the crust, with 200 km or less thickness and an inner rock-iron 
core. Magnetic measurements strongly showed that Europa has an induced mag-
netic field through interaction with Jupiter’s field and strongly suggested the pres-
ence of a subsurface conductive layer, a possible global ocean of salty liquid water. 
Furthermore, erupting jets of water vapor from Europa’s southern hemisphere have 
been suggested from images taken by the Hubble Space Telescope. If confirmed, it 
would open the opportunity of a flyby through the plume and obtain a sample to 
analyze in situ, as it was done for the Saturnian moon Enceladus.

24.2  Shape, Gravity, Interior

Europa and all other synchronous rotating bodies are distorted into a triaxial ellip-
soid in response to the satellite’s rotation and the tidal potential due to the host 
planet. Accurate measurements of the shape can provide constraints for its internal 
structure. Although direct shape measurements for Europa have not yet been per-
formed, a recent estimate is consistent with a hydrostatic state (Nimmo et al. 2007). 
With the assumption that Europa is in hydrostatic equilibrium, it is possible to deter-
mine values of the gravitational coefficients and to infer its axial moment of inertia. 
Hydrostaticity has not yet been verified, and it needs to be confirmed quantitatively 
from independent measurements of Europa’s shape using laser altimetry and/or 
imaging data analysis in future mission.

Today, the interior characteristics of Europa are inferred from gravity field mea-
surements by the Galileo spacecraft. On the assumption that Europa has the hydro-
static equilibrium figure that the shape of Europa’s equipotential surface of the 
gravity results from a physical distortion caused by the tidal forces and by its spin, 
the figure and gravitational field can be described by a degree-2 spherical harmonic 
function as a good approximation. Europa’s axial moment of inertia C which is 
inferred by the gravitational field tells us about the distribution of mass in the inte-
rior and normalized value by MR2 (M is the mass of Europa and R is its radius) C/
MR2 = 0.346 ± 0.005. The value for a homogeneous density sphere substantially 
smaller than 0.4 indicates that the density increases toward the center of Europa. 
Based on the constraint of the mean density and the moment of inertia, the interior 
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of Europa has been modeled as a two- or three-layer structure. The two-layer model 
of Europa composed of an ice outer shell and a silicate/metal-mixed inner core 
requiring a density of the latter layer higher than 3800 kg/m3. Such a higher density 
of the interior indicates high metal enrichment relative to Io and is unlikely for a 
smaller body forming further out of Io in the proto-Jovian nebula. In addition, radio-
genic heating in the silicates would raise the temperature high enough for the dif-
ferentiation of metallic component from silicates. Therefore, Europa must have a 
three-layer structure with an Fe or FeS core at its center, a rocky mantle surrounding 
the metallic core, and a water shell overlying the rocky mantle (Fig. 24.1, right). The 
radius of the metallic core is between 40% and 50% of Europa’s radius depending 
on the density of the core, e.g., denser and smaller Fe core, or lighter and larger FeS 
core. The thickness of the outer water shell is between 80 and 170 km. The gravity 
data cannot conclude the physical states (i.e., solid or liquid) of the water layer and 
the metallic core because of the small density differences between these states.

In addition, measurements of magnetic environment around Europa have inferred 
the presence of a global liquid salty ocean underneath the solid ice shell (Kivelson 
et al. 2000). Measurement of the Jovian magnetic field when the Galileo spacecraft 
performed a flyby of Europa has confirmed the signatures that the Jovian magnetic 
field was disturbed before and after the closest approach to Europa. This distur-
bance can be explained by the existence of a magnetic dipole tilted about 90° with 
respect to the rotation axis inside Europa of which direction is changed with the 
variation of the Jovian magnetosphere. Because the axis of the Jovian magneto-
sphere is tilted about 10° from its rotation axis, Europa passes through the south and 
northern hemisphere of the Jovian magnetosphere upon orbiting around Jupiter 
(Zimmer et al. 2000). Thus, the direction of the Jovian magnetic field applied to 
Europa itself periodically fluctuates, and the electric conductor existing inside 
Europa produces eddy currents in response to this fluctuation (Khurana et al. 1998). 
Accordingly, the fluctuation of the magnetic field suggests the presence of salty 
ocean in Europa.

24.3  Surface State, Composition, Plume, and Atmosphere

Early spectroscopic studies (e.g., Moroz 1965; Pilcher et al. 1972) suggested that 
the surface of Europa is largely dominated by water ice. The ice at the very surface 
is either a fluffy porous ice or is fine-powdered grains of ice, which has been inter-
preted from diurnal temperature measurements, photometric observations, and 
sputter modeling (Moore et al. 2009). A fluffy snow-like surface could be the result 
of precipitation from vapor clouds ejected through cracks in the ice shell and of 
fragmentation and mixing by micrometeoroid impacts.

Grain size and crystal structure of Europa’s surface ice could be affected by tem-
perature variations and surface thermal processes. Equatorial ice on the leading 
hemisphere is generally fine grained, radii of 20–50 μm (Hansen et al. 2004), but the 
trailing hemisphere ice is generally larger grained (radii greater than 200  μm 
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(McCord et al. 1999). The top layer of Europa’s ice is predominantly amorphous 
probably due to irradiation and disruption of the original crystalline structure 
(Hansen et  al. 2004), although interplanetary dust particle impacts could anneal 
amorphous ice grains back into crystalline grains (Porter et al. 2010).

Albedo and color differences in hemispheric and local scale are remarkable prop-
erties. The surface of the leading hemispheres is brighter than that of the trailing 
hemisphere, which is attributed to more impacts by charged particles from the Jovian 
magnetosphere. SO2 has been detected especially on the trailing hemisphere where 
charged particle flux becomes strongest because charged particles nearly corotate 
with Jupiter, continually overtaking the satellite in the orbital motion (Lane et  al. 
1981; McEwen 1986), and sulfur ion implantation is considered to come from Io’s 
volcanic eruption. In a local scale, a reddish-brown material coats fractures and other 
geologically young features (see next section). Spectroscopic observations suggest 
that such reddish materials may be rich in salts such as magnesium sulfate or carbon-
ate, deposited by evaporating salty water that seep out from inside (McCord et al. 
1999). In addition, sodium chloride is another possible explanation for brownish dis-
coloration. Irradiated sodium chloride with total dose corresponding to 10–100 years 
on Europa’s surface provides a straightforward explanation for the Solid-State 
Imaging continuum across the visible wavelength range (Hand et al. 2015).

Hubble Space Telescope (HST) observations in December 2012 of ultraviolet 
emission at Europa have been interpreted as the existence of water vapor plumes 
near the South Pole (Roth et al. 2014). The height of the plume derived from these 
observations is ~200 km. The observations also indicated a mass flux of 7000 kg/s 
and source kinetic temperature of the gas of 230 K (Fig. 24.2). Additional imaging 
evidence from the HST was acquired between January and April 2014 (Sparks et al. 

Fig. 24.2 Suspected water plume erupting off the limb of Europa 2 years apart from the same 
location on Europa, photographed in ultraviolet light by the Hubble Space Telescope Imaging 
Spectrograph. The image of Europa, superimposed on the Hubble data, is assembled from data 
from the Galileo and Voyager missions. (NASA/ESA/W.  Sparks (STScI)/USGS Astrogeology 
Science Center)

24 Active Surface and Interior of Europa as a Potential Deep Habitat



388

2016). However, similar HST observations in 1999, June 2008, June 2009, 
November 2012, and during November 2014 and April 2015 found no plumes. Such 
observations could imply that the plumes are not persistent but intermittent.

Europa has an extremely tenuous atmosphere with surface pressure of 0.1 μPa, 
10−12 times that of the Earth (Hall et al. 1995). The main component of the atmo-
sphere is molecular oxygen, and it is considered that the surface water ice is dissoci-
ated by solar UV and high-energy particles in the Jovian magnetosphere and that 
oxygen is gravitationally bounded while hydrogen is dissipated.

24.4  Surface Geology

Europa’s surface has a notable paucity of large impact craters. The overall trend of 
Europa’s crater size-frequency distributions (SFDs) is largely distinct from the 
SFDs seen in the inner solar system (e.g., Moon) (Strom et al. 2015). Impacting 
population of Europa (and other Galilean moons) is comprised mainly of Jupiter- 
family comets and long-period comets (Levison et al. 2000; Zahnle et al. 2003) and 
is significantly different from the small asteroids, which come from the main-belt 
and hit terrestrial bodies in the inner solar system (Strom et al. 2015). Therefore, the 
production function of impact craters derived from the Moon and Mars are inconsis-
tent with Europa. Europa’s average surface age is estimated to be around 20–200 Myr 
with uncertainties in the comet impact rate and cratering mechanisms (Bierhaus 
et al. 2009) and thus quite young within the timescale of the solar system. Despite 
the lack of large craters, each shape and morphology is a window into the interior 
structure and its activity. The relationship between depth and diameter of impact 
craters on Europa shows that the depth of craters larger than about 3 km in diameter 
is shallower than those on the terrestrial moon and that the depth of craters larger 
than 8 km across decreases with increasing diameter. Such a reverse trend in the 
depth/diameter relationship is probably due to the process that the excavation cavity 
induced upon penetrated deep into a very weak and highly mobile layer of the warm 
part of the ice shell inducing flattering of the larger crater (Schenk and Turtle 2009).

Despite the lack of large craters, numerous and wide variety of geologic features 
cover the Europa’s icy surface, indicating that Europa has experienced significant 
tectonic disruption of the surface over its history. Surface features on Europa are 
classified into seven types, including craters explained above, large ringed features, 
lineae, flexūs, chaos, maculae, and regiones (Fig. 24.3); all classifications are offi-
cially named by the International Astronomical Union Working Group on Planetary 
System Nomenclature. Large ringed features show dark and circulate spots with 
low-rugged and concentric rings with a diameter larger than 100 km and are inter-
preted as ancient impact craters that have penetrated into deeper warm ice or liquid 
water. Lineae (singular, linea) are defined as any elongate texture with positive or 
negative topography and are the dominant surface features on Europa. Positive- 
relief lineae are called as ridges, which are ~200 m to >4 km wide and of 100 s m 
height and commonly have lengths of >1000 km. Most of the ridges are found in 

J. Kimura



389

double-ridge form, having a central crack or trough flanked by two raised edifices. 
Regarding the ridge formation mechanism, despite a number of models have been 
proposed, no single model can explain all the observational facts. In one of the mod-
els, the ridges are formed in a similar manner to the terrestrial arctic sea ice. It is 
suggested that cracks opened by diurnal tidal stresses allow water to seep up from 
the underlying ocean, filling the crack and freezing into a slurry. Cyclic diurnal 
stresses would induce compression to the crack, and partially frozen ice is smashed 
up and squeezed out of the crack to form a pile of ice forming a double ridge on an 

Fig. 24.3 Six types of surface features on Europa (NASA/JPL-Caltech)
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initial crack (Greenberg et  al. 1998; Tufts et  al. 2000). However, there are some 
arguments against the model: shallow depths of resulting surface fractures (~200 m) 
because of the small amplitude of the diurnal tidal stress that cannot penetrate the 
brittle portion (1–3 km thickness) of Europa’s ice shell (Greenberg et al. 1998; Lee 
et al. 2005). In addition, Lee et al. (2005) suggested the width of fractures would be 
too small, an order of centimeters, to allow the liquid water to seep up from the 
ocean explaining the model. Another model for the ridge formation suggests that 
surface fractures undergo shear stress and strike-slip motion (horizontal movement 
with opposite directions) due to diurnal tides. This motion along the crack induces 
shear heating sufficient to trigger warm ice to rise up buoyantly to form a ridge 
(Gaidos and Nimmo 2000; Nimmo and Gaidos 2002). If shear heating is sufficiently 
large to produce partial melting of ice below the ridge, the melt drains downward 
and forms the distinct V-shaped central trough of the double ridge. Ridge formation 
seems to continue throughout Europa’s history, while it has been proposed that 
Europa’s ice shell has gradually thicken according to the thermal evolution (Greeley 
et al. 2004; Kimura et al. 2007). Thus, the dominant ridge formation process per-
haps has been changed with time, for example, the diurnal tidal pumping model was 
predominant when the ice shell is very thin (~ few kms). However, there is no mor-
phological evidence for the varying formation style with time.

Flexūs (singular, flexus) are chains of arcuate ridge segments linked at sharp 
cusps, which are also called as cycloids. These shapes have been interpreted as curved 
tensile fractures controlled by a rotating diurnal stress field at an appropriate propa-
gation speed (~3 km/h) slower than Europa’s rotation speed (Hoppa et al. 1999).

Chaos is defined as distinctive areas of locally disrupted terrain with polygonal 
ice blocks of preexisted plains within a matrix of mound-shaped materials, which 
have been firstly seen in high-resolution Galileo images. Conamara Chaos, a 75 × 
100 km disrupted zone, is a typical example and the largest chaos on Europa. Blocks 
of preexisting terrain have been tilted, rotated, and translated horizontally and are 
usually and locally higher (~100 m) than adjacent matrix. The matrix is usually 
domed (~100 to 200 m) above background terrain. Dark hydrated salt of sulfuric 
acid material is exposed on the matrix, small blocks, and surrounding region 
(Greeley et al. 2004). Among chaos, small-scale, circular, and elliptical deformed 
features that are tens to hundreds of meters in positive or negative relief with sizes 
roughly 10–20 km across in particular are commonly termed as lenticulae. Though 
the formation process of chaos is not fully understood, two models, melt-through 
and brine mobilization, have been widely accepted and can explain observational 
characteristics. The melt-through model has been characterized by the melting of a 
thin conducting ice shell from below due to amplified heat flow through the ocean, 
from the surface of the rocky mantle to the bottom of the ice shell (Thomson and 
Delaney 2001; O’Brien et al. 2002). Visual similarity between chaos and terrestrial 
pack ice leads the model in which ice rafts of preexisting terrain survive within a 
lumpy matrix and shifted somewhat relative to their original position (Spaun et al. 
1998). This model would require a large plume of concentrated heat that is stable 
for at least hundreds of years to permit transfer of heat from the rocky mantle to the 
base of the ice shell. If Europa’s rocky mantle is highly efficient to dissipate the 
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kinetic energy from the tidal deformation into heat and generates several terawatts 
of heat (assuming tidal dissipation in an Io-like mantle), concentrating few percent 
of the heat could achieve complete melt-through of a 6-km-thick ice shell (O’Brien 
et al. 2002). However, even if Europa’s mantle is such extremely dissipative, hot 
water from the seafloor is difficult to create a significant number of the most abun-
dant small features with 10 km across or less (lenticulae) because heat from the 
seafloor is difficult to rotationally confine narrow cylinders and delivered heat at the 
bottom of the ice shell spreads laterally into cones with several tens of kms 
(Goodman et al. 2004).

The brine mobilization model considers the effect of antifreeze (low melting 
point) materials and their (partial) melting in the ice shell. On Earth, if sea ice rap-
idly freezes, salty components can be trapped within their structure. A similar pro-
cess may occur in Europa’s ocean, and exogenic cometary materials can be 
continuously supplied into the shallow region of the ice shell through the impact. 
Thus, there are possibly compositional variations on Europa’s surface. If an ascend-
ing thermal plume in the ice shell approaches the eutectic point of the overlying 
impure brittle ice, localized lens-shaped partial melting occurs. Drainage of brine 
from the matrix to other locations will lose the volume compared to the adjacent ice 
blocks, and thus it makes ice blocks higher than matrix. Furthermore, if the tidal 
heating concentrates in a thermal plume, enhanced heat generates localized melting 
even in pure ice. Formation of melt lens causes volume decreasing; thus the surface 
above the lens subsides, collapses, and calves ice blocks. Brine infiltrates to the 
resulting crack and forms mound-shaped matrix. Refreezing of the melt lens and 
freezing of briny matrix raise above the surrounding terrain (Schmidt et al. 2011).

Maculae are dark spots with circular, elliptical, elongate, or irregular shape. 
Although these were originally interpreted as cryovolcanic flows that flooded a 
small basin, Galileo high-resolution images showed that they seem to be a chaos- 
like disrupted terrain, but it is sunken below the surrounding terrain. One of the 
biggest macula is Thera that is currently sustaining a large liquid lake in the shal-
low subsurface based on the melt-lens model mentioned above (Schmidt et  al. 
2011). The formation of lenticulae could be caused by the injection of saucer-
shaped sills residing several kilometers below the surface of Europa (Manga and 
Michaut 2017), while cryovolcanism may be responsible for the formation of small 
domes that do not exhibit the same geological features of their surrounding terrain 
(Quick et al. 2017)

Regiones are defined as extensive areas where reflectance and color clearly differ 
from their surroundings based on the low-resolution images taken by the Voyager 
spacecraft. Subsequent Galileo spacecraft’s high-resolution images revealed 
detailed features characterizing each regio.

Europa’s global stress mechanisms, interior structure, and surface geology are 
inherently linked as discussed above. In addition, analyses of Voyager and Galileo 
images have found evidence of subduction on Europa’s surface, suggesting that new 
surface area created along expansive wide linear features, commonly called as bands, 
and physically removed by subduction at the compressional band (Kattenhorn and 
Prockter 2014). It implies that the surface ice plates analogous to tectonic plates on 
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Earth may be recycled into the interior of the ice shell and that Europa’s ice shell 
might be broken up into a patchwork of tectonic plates. The main unknowns are the 
thickness of the icy shell and the ice rheology, which mainly depends on the ice grain 
size. Constraining the thickness of the icy shell in the future mission and/or model-
ing is crucial to examine the formation models of geological features on Europa.

24.5  Possible Life on Europa?

Harboring subsurface ocean underneath the ice shell in Europa means that there is 
an environment where the water-rock interaction, possible hydrothermal circula-
tion, can take place at the seafloor. Because only the low-pressure phase ice (ice Ih) 
and the liquid phase appear in the low pressure range of H2O layer in Europa, the 
solidification of the ocean proceeds only due to the growth of the ice shell above the 
ocean. In other words, Europa’s ocean is always in direct contact with the rocky 
seafloor, and the decay heat of radioisotopes generated in the rock layer directly 
heats the ocean. One of the important implications in terms of water-rock interac-
tion is a possible interaction between water and ultramafic rock, called as serpenti-
nization (Vance et  al. 2007). In another Jovian moon Io, ultramafic rock that 
generates hydrogen through an interaction with water has been proposed (Williams 
et  al. 2000; Nna-Mvondo and Martinez-Frias 2007). Analogy can be applied to 
Europa. Applying Earthlike material properties and cooling rates, the extent in 
depth of hydrothermal circulation in Europa’s seafloor could be ~25 km which is 
several times larger than in Earth (typically ~6 km), suggesting the possibility of 
deep biosphere in Europa. Although corresponding heat generation through serpen-
tinization is a few orders of magnitude smaller than the estimated value of tidal 
heating and radioactive decay heat, generated transition metals such as iron and 
other substances can be supplied into the ocean. In addition, hydrogen generated 
due to the serpentinization can be used by living organisms as a reductant (Vance 
et al. 2007). Therefore, it can be said that serpentinization is an important chemical 
process in terms of astrobiology.

The surface of the Earth has been oxidative for more than 2 billion years, allow-
ing respiratory organisms to survive. In Europa, however, since the supply of oxi-
dants is perhaps poor, the hydrothermal vents in Europa may not necessarily be an 
oasis of life. Oxidizing sources can be oxygen O2, ozone O3, or hydrogen peroxide 
H2O2, which could be generated from water H2O due to irradiation with ultraviolet 
or radiation. Europa’s surface is exposed to cosmic radiation (mainly an electron 
beam) with a flux of 8 × 1013 eV cm−2 s−1 (Chyba and Phillips 2001), and it forms 
very tenuous 10−12 atm atmosphere composed of O2 and O3 around Europa. In addi-
tion, ice on Europa includes hydrogen peroxide at about 0.13% molar ratio to water 
(Carlson et al. 1999). Assuming that the surface residence time of convective ice is 
10 million years, most of the ice components up to 1.3 m in depth become H2O2 and 
O2 due to the irradiation of space radiation during that period and which could be 
sent to the ocean through the convection in the ice shell (Chyba and Phillips 2001). 
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This could be the main oxidants of Europa. In other words, this supply of oxidants 
will determine the upper limit of biological activity of Europa.

In addition, carbon monoxide CO and carbon dioxide CO2 are also oxidants. 
When hydrogen H2 generated by the serpentinization reacts with CO or CO2, meth-
ane CH4 is formed. It corresponds to the Sabatier reaction in chemical engineering, 
and it is also known that this is done by microorganisms (methanogenic bacteria, 
see Chap. 23). Once methane can be produced, organisms that use it as an energy 
source and a carbon source can also be reproduced. This is why hydrogen and meth-
ane are important for life.

Mineral components could be contained in the subsurface ocean and the melt 
lens (local lake) in the ice shell, while oxidants such as O2 and O3 generated by 
irradiation could easily go into the lake, which is closer to the surface. In this point, 
it is conceivable that the possibility of existence of life is higher in the lake, whereas 
the subsurface ocean is supposed to be poor in oxidants.

24.6  Future Explorations

In 2015, National Aeronautics and Space Administration (NASA) approved the 
development of a flagship-level mission to explore Europa, named as Europa 
Clipper, with the specific goal of investigating its habitability. The spacecraft will 
launch sometime in the next decade and will arrive in the Jupiter system between 3 
and 7 years later, depending on the launch vehicle and trajectory. In order to survive 
the intense Jovian radiation environment, the spacecraft will orbit Jupiter, not 
Europa, which will dive in and out of the radiation belts. Radiation is expected to be 
the limiting factor of the mission’s lifetime, rather than out of fuel or the pointing 
disability of instruments in most other spacecraft missions. In the current mission 
plan, Clipper will make 45 flybys of Europa at different positions and altitudes, 
ranging from 25 to 2700 km above the moon’s surface. The payload consists of five 
remote sensing instruments that cover the wavelength range from ultraviolet through 
radar and four in situ instruments that measure fields and particles. Here is the full 
list of nine science instruments expected on the mission:

• Plasma Instrument for Magnetic Sounding (PIMS)
• Interior Characterization of Europa using MAGnetometry (ICEMAG)
• Mapping Imaging Spectrometer for Europa (MISE)
• Europa Imaging System (EIS)
• Radar for Europa Assessment and Sounding: Ocean to Near-surface (REASON)
• Europa THermal Emission Imaging System (E-THEMIS)
• MAss SPectrometer for Planetary EXploration/Europa (MASPEX)
• Ultraviolet Spectrograph/Europa (UVS)
• SUrface Dust Mass Analyzer (SUDA).

Moreover, gravity science can be achieved via the spacecraft’s telecommunication 
system, and the spacecraft’s engineering radiation monitoring system could provide 
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valuable scientific data. High-priority science will be accomplished through inves-
tigations of the moon’s interior structure, composition, geology, and current 
activity.

Currently another spacecraft mission to the Jovian system is under development. 
JUpiter ICy Moons Explorer (JUICE) is the European Space Agency (ESA)-led 
mission that will provide the most comprehensive exploration of the Jovian system, 
specifically addressing two key questions of ESA’s Cosmic Vision program: (1) 
What are the conditions for planet formation and the emergence of life? (2) How 
does the solar system work (Grasset et al. 2013)? The overarching theme for JUICE 
is the emergence of habitable worlds around gas giants. The icy Galilean moons of 
Jupiter – Europa, Ganymede, and Callisto – are believed to contain global subsur-
face water oceans beneath their icy crusts (e.g., Kivelson et al. 1999, 2000, 2002; 
Saur et al. 2014). JUICE will uncover the whole picture of Ganymede by the first 
orbiting in the history around an extraterrestrial moon. In addition, the flybys at 
Europa and Callisto will deepen our understanding of the current state and evolution 
of the Jovian satellite system. JUICE is currently planned to be launched in May 
2022. Following an interplanetary cruise of 7.6 years, Jupiter orbit insertion will 
take place in October 2029. The spacecraft will perform a 2.5-year Jupiter-orbiting 
tour including two flybys of Europa at 400  km altitude and multiple flybys of 
Ganymede and Callisto with a minimum altitude of 200  km. After these flybys, 
JUICE will enter into an orbit around Ganymede and stay there for at least 
10 months. The payload consists of ten state-of-the-art instruments plus one experi-
ment that uses the spacecraft telecommunication system with ground-based instru-
ments. This payload is capable of addressing all of the mission’s science goals, from 
in situ measurements of Jupiter’s atmosphere and plasma environment to remote 
observations of the surface and interior of the three icy moons, Ganymede, Europa, 
and Callisto. The following is the list of science instruments expected on the 
mission:

• Jovis, Amorum ac Natorum Undique Scrutator (JANUS: optical camera 
system)

• Moons and Jupiter Imaging Spectrometer (MAJIS)
• UV Imaging Spectrograph (UVS)
• Submillimetre Wave Instrument (SWI)
• Ganymede Laser Altimeter (GALA)
• Radar for Icy Moon Exploration (RIME)
• Gravity and Geophysics of Jupiter and the Galilean Moons (3GM)
• Magnetometer for JUICE (J-MAG)
• Particle Environment Package (PEP)
• Radio and Plasma Wave Investigation (RPWI)
• Planetary Radio Interferometer and Doppler Experiment (PRIDE)
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24.7  Conclusion

On a giant planet system, only one or two explorations have been performed to date. 
Spacecraft explorations orbiting icy moons have not yet been achieved, and there 
are still many big issues to be solved for direct investigation of extraterrestrial life. 
However, recent observations strongly suggest that the ice shell of Europa is warm 
in the interior and that the subsurface ocean exists. In addition, active water plumes 
have been suggested, and if confirmed then it makes possible to identify various 
organic materials and to evaluate internal energy through direct sampling and analy-
sis of the internal compounds. These facts and implications evoke the existence of 
the deep habitat driven by satellite’s orbital and geothermal energy, which is differ-
ent in style from Earth and Mars, driven mainly by solar energy. Therefore, we now 
know the possible place where harbors extraterrestrial life is not limited to the 
Earthlike habitat at the planetary surface, and the possible habitable zone that has 
various compounds and energies for life there according to the environment of each 
bodies. We need to accumulate geological and geochemical knowledge through fur-
ther explorations and observations, toward discovering the life that may exist in 
extraterrestrial bodies. In addition, we have to consider carefully what kind of life 
and evolutional path to life exist (or existed in the past) in each body and to set up 
the specific direction and method for upcoming explorations.
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Chapter 25
Enceladus: Evidence and Unsolved 
Questions for an Ice-Covered Habitable 
World

Yasuhito Sekine, Takazo Shibuya, and Shunichi Kamata

Abstract The icy midsized satellite of Saturn—Enceladus—has become the central 
to astrobiology since the finding of its dramatic ongoing geological activity. The 
water-rich plumes erupting from the warm fractures on the icy crust near the South 
Pole of Enceladus originate from its global subsurface ocean that interacts with the 
rocky core. In situ measurements of the plume by the Cassini spacecraft showed that 
the ocean contains dissolved gas species, such as CO2, NH3, CH4, and H2, which can 
provide disequilibrium redox energy to support methanogenic life. The salt compo-
sition of the plume indicates an alkaline pH of the ocean (pH ~9 to 11). The plume 
also contains significant amounts of organic matter, including high-molecular- 
weight organic compounds, although its origin remains unclear. Ongoing hydrother-
mal activity at temperatures greater than 90 °C is highly likely to exist on the seafloor 
or within the rocky core, which could play a role in sustaining the chemical disequi-
librium within the ocean. These observations suggest that Enceladus is a planetary 
body thus far that currently meets the fundamental requirements for habitability and 
life—liquid water, organic matter, and bioavailable energy—beyond Earth.
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25.1  Introduction

Enceladus is one of the seven regular satellites of Saturn. Its diameter is about 
500 km, and its mass (~1 × 1020 kg) is ~0.1% of the largest moon of Saturn, Titan. 
Since the discovery of the ongoing geological activity on Enceladus by NASA’s 
Cassini mission (e.g., Porco et al. 2006), this moon has become one of the highest- 
priority targets for astrobiological exploration. The most remarkable geological 
activity on Enceladus is the water-rich plumes erupting from the warm fractures 
(termed, tiger stripes) in the South Pole region (e.g., Porco et al. 2006). Multiple 
lines of Cassini’s observations indicate that Enceladus’ plumes originate from the 
subsurface ocean that interacts with the rocky core of the satellite (Fig. 25.1) (e.g., 
Waite Jr et al. 2009; Postberg et al. 2009; Hsu et al. 2015). The Cassini spacecraft, 
until its end of mission in 2017, made 22 times of close flybys around Enceladus. 
During these flybys, the chemical composition of the plumes was investigated using 
Cassini’s onboard payload instruments, e.g., Ion Neutral Mass Spectrometer 
(INMS), Cosmic Dust Analyzer (CDA), and Ultraviolet Imaging Spectrometer 
(UVIS) (e.g., Waite Jr et al. 2009, 2017; Postberg et al. 2009, 2011; Hansen et al. 
2011). Owing to the results obtained by these instruments together with theoretical 
modeling and laboratory experiments, Enceladus is known to possess liquid water, 
organic matter, and bioavailable energy that can support life. In this chapter, we 
review the geophysical and geochemical processes occurring on Enceladus that 
could be vital for the habitability on it. We also discuss the unsolved questions that 
lie ahead for understanding habitability on this small icy moon.

Fig. 25.1 An artist concept of the subsurface ocean of Enceladus, modified by labeling character-
istic geological sites. The water-rich plumes erupt from the warm fractures near the South Pole 
region. The plumes originate from the global subsurface ocean that interacts with the rocky core. 
On the seafloor or within the rocky core, there are alkaline hydrothermal activities at temperatures 
>90 °C, generating H2 and nanosilica particles (Image courtesy: NASA/JPL-Caltech (PIA 19058))
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25.2  Liquid Water on Enceladus

Multiple lines of evidence demonstrate the presence of a subsurface ocean within 
Enceladus (e.g., Schmidt et  al. 2008; Waite Jr et  al. 2009; Postberg et  al. 2009, 
2011). The “smoking gun” for the presence of the subsurface ocean is the highly 
saline (0.5–2% of NaCl relative to H2O) icy particles in Enceladus’ plume (Postberg 
et al. 2009, 2011). The measured high salinity is not possible merely by sublimation 
of the icy crust, but it can be achieved only by dissolution of Na+ and Cl− ions from 
the rocky core into the subsurface ocean via water-rock interactions (Zolotov 2007, 
2012; Postberg et al. 2009).

The presence of liquid water is also supported by a series of the observations of 
plume dynamics, i.e., the difference in velocity between ice particles and vapor of 
the plume, ice-to-water ratio of the plume materials, and strong infrared radiation 
(~4.2 billon watts or GW) near the tiger stripes—four fractures bounded by the 
ridges near the South Pole region (e.g., Porco et  al. 2006; Spencer et  al. 2013). 
Numerical models, supporting these observations, suggest the occurrence of upward 
ejection of water-rich vapor and liquid droplets at the interface between the subsur-
face ocean and icy crust near the triple point of H2O (i.e., ~270 K) (e.g., Schmidt 
et al. 2008). Then, partial condensation of water vapor occurs within the cracks of 
the icy crust, releasing latent heat to the crust and accelerating remaining vapor gas 
toward the surface (e.g., Ingersoll and Pankine 2010; Nakajima and Ingersoll 2016). 
Collisions of the particles with the wall of the cracks also result in deceleration of 
icy particles (e.g., Schmidt et  al. 2008). Given the presence of antifreeze com-
pounds, such as NH3 and CH3OH, in the plume (Waite Jr et al. 2009), the constraint 
for the temperature of the plume source (i.e., ~270 K: Schmidt et al. 2008) strongly 
supports the presence of liquid water within Enceladus.

Recent gravity, shape, and libration data provided by the Cassini spacecraft sug-
gest that Enceladus’ ocean is most likely global (Fig. 25.1) (e.g., Iess et al. 2014; 
McKinnon 2015; Beuthe et al. 2016; Čadek et al. 2016; Thomas et al. 2016; Van 
Hoolst et al. 2016). These studies infer that the icy crust has a mean thickness of ~20 
to 30 km and a thickness beneath the South Pole region of less than several km (viz., 
a mean thickness of the subsurface ocean of 30–40 km and that for the South Pole 
region of >60 km) (Beuthe et al. 2016; Čadek et al. 2016; Thomas et al. 2016; Van 
Hoolst et al. 2016). The thin icy crust (i.e., a few km in thickness) near the South 
Pole is also supported by the observation of thermally anomalous features revealed 
by Cassini’s RADAR instrument (Le Gall et al. 2017). To sustain the global ocean 
within Enceladus, anomalously high levels of heat production rate are required. In a 
scenario where maximum heat is produced in the rocky core, it needs to be approxi-
mately ten times that of radiogenic heating expected for Enceladus’ rocky core 
(Kamata and Nimmo 2017). In another scenario where maximum heat is produced 
in the icy crust via equilibrium tides, it also needs to be about ten times the conven-
tional estimate (Kamata and Nimmo 2017). The recent study suggests that a porous, 
unconsolidated rocky core with a low effective rigidity can generate high levels of 
heat by tidal dissipation with the core (Choblet et  al. 2017). Coupled numerical 
simulations of tidal friction and water transfer within the porous, unconsolidated 
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core suggest that more than 10 GW of heat can be generated inside the core, which 
can sustain the global ocean (Choblet et al. 2017). In addition, they show that high- 
temperature fluids would transfer in narrow regions within the core, which favors 
high-temperature water-rock interactions (Choblet et al. 2017). Nevertheless, their 
model assumes the core with an extremely low effective rigidity and high dissipa-
tion factor. The validity of this assumption is unknown.

The major unsolved question is how long the high levels of power have been 
generated within Enceladus. This largely depends on how the orbital eccentricity of 
Enceladus evolves throughout its history. Stored tidal heat released episodically 
could explain the high heat production rate (e.g., Meyer and Wisdom 2007; O’Neill 
and Nimmo 2010; Shoji et al. 2014). Another model suggests that a large quantity 
of tidal heat (e.g., several tens of GW) is generated within the icy crust of Enceladus 
via dynamical tides (Fuller et al. 2016). If the latter is the case, the tidal heat might 
sustain the global ocean and hydrothermal activity for a long time period (e.g., bil-
lions of years) within Enceladus (Choblet et al. 2017).

Another novel hypothesis suggests that Enceladus and the other inner satellites 
of Saturn would have been formed only in ~100 Myrs ago (Ćuk et al. 2016), from a 
massive ring of the gas giant by subsequent outward migration (Crida and Charnoz 
2012). This model is completely divergent from the earlier proposed formation 
models of icy satellites within a circumplanetary disk (e.g., Canup and Ward 2006; 
Sekine and Genda 2012). If this model is corroborated, Enceladus and the other 
midsized satellites would not necessarily be ~4.5 Gyrs old, and its high heat produc-
tion rate could be explained by accretion remnants and/or tidal heating due to the 
recent orbital evolution (Ćuk et al. 2016). However, one major inconsistency with 
the recent formation model is the heavily cratered and ancient surface of Mimas 
(~4 Gyrs old according to crater chronology) (Jaumann et al. 2009), the innermost 
regular satellite of Saturn.

How old is the ocean on Enceladus? What is the mechanism that sustains the 
high heat production? And, how long will it sustain in the future? The sustained 
oceanic lifetime and heat production rates are two vital factors for the chemical 
evolution of simple organics to form complex organic matter and subsequently the 
origin of life within Enceladus (e.g., McKay et al. 2008).

25.3  Organic Matter

The INMS and CDA of the Cassini spacecraft detected a variety of organic com-
pounds in Enceladus’ plume (e.g., Waite Jr et al. 2009). Methane, CH4, the most 
abundant aliphatic hydrocarbon in the plume with concentration of 0.1–1% relative 
to H2O, and NH3, the most N-abundant compound in the plume with concentration 
of 0.1–2% relative to H2O, were identified by the INMS (Waite Jr et al. 2009; Waite 
et al. 2017). Furthermore, the INMS also possibly detected the ion masses corre-
sponding to higher aliphatic and aromatic C2–C6 hydrocarbons, like C2H6 and C6H6 
(~10−3–10−1% relative to H2O), and hydrogen cyanide (HCN) in the gas-phase 
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compound of the plume (e.g., Waite Jr et al. 2009). Cassini’s UVIS showed that 
gaseous N2 would be much less than 0.5% relative to H2O (Hansen et al. 2011).

The solid-phase component of the plume was also found to contain high- 
molecular- weight organic matter with largely unknown chemical composition and 
structure, which indicates its presence in the subsurface ocean (Postberg et al. 2011, 
2018). According to the detailed analysis for the CDA mass spectra, the molecular 
mass of the organic matter exceeds 200 atomic mass units (Postberg et al. 2018). 
The results from Cassini’s CDA also imply the presence of unsaturated aromatic 
hydrocarbons and amine functional group (–NH2) in the high-molecular-weight 
organic matter (Khawaja et al. 2015; Postberg et al. 2018).

Not much is known about the origin of this high-molecular-weight organic mat-
ter, namely, whether it is synthesized by the geochemical processes occurring on 
Enceladus and whether it represents the starting building materials of this moon. 
The satellite formation models suggest that the chemical compositions of building 
materials of Enceladus would have been similar to those of comets (e.g., Canup and 
Ward 2006), of exogenic origin, and containing huge quantities of high-molecular- 
weight organic matter (e.g., Keller et al. 2006).

The alternate geochemical synthesis hypothesis proposes that the high- molecular- 
weight organic matter in the plume may have been synthesized by polymerization 
of simple C- and N-bearing compounds, such as HCHO, HCN, and NH3, under 
hydrothermal conditions within Enceladus. These simple molecules are commonly 
found in comets (e.g., Bocklelée-Morvan et al. 2004; Goesmann et al. 2015) and are 
known to polymerize in an alkaline aqueous environments at high temperatures 
(e.g., 100  °C), to form high-molecular-weight organic matter (Cody et  al. 2011; 
Kebukawa et al. 2013; Sekine et al. 2017). The pH and temperature of Enceladus’ 
hydrothermal system (pH ~9 to 11 and temperature of >90 °C; Hsu et  al. 2015; 
Sekine et al. 2015) are suitable for polymerization of these C- and N-bearing mol-
ecules. The future space missions bound for Enceladus should investigate whether 
prebiotic organic molecules, including those that are functional and informational 
biopolymer of life (e.g., proteins, DNA, and RNA for Earth’s life), are generated 
within Enceladus’ ocean (e.g., McKay et al. 2008).

25.4  Bioavailable Energy

Life requires chemical energy to support the synthesis of functional and informa-
tional organic materials. The chemical affinity that can be used by the chemosyn-
thetic microorganisms on Earth is produced and sustained through the chemical 
reactions between reductants and oxidants (e.g., McCollom and Shock 1997; Amend 
et al. 2011). In these settings on Earth, the water-rock reactions in hydrothermal 
systems on the seafloor provides reductants, such as H2 (e.g., Yoshizaki et al. 2009; 
Mayhew et al. 2013); whereas, oxidants, such as CO2 and SO4

2−, are provided by 
volcanoes and atmospheric processes. Since Enceladus’ ocean is subsurface, it does 
not receive any incoming solar energy. Accordingly, chemical redox disequilibrium 
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could be a major energy source for life on Enceladus. To sustain such redox chemi-
cal processes and life, nevertheless, there is a need to identify zones with hydrother-
mal activity and to detect reductants and oxidants in Enceladus’ ocean.

The presence of nanosilica particles contained in Saturn’s E-ring is a crucial 
evidence for an ongoing hydrothermal activity within Enceladus (Hsu et al. 2015). 
Sekine et al. (2015) further have shown that the rock component of the hydrother-
mal activity is most probably chondrite-like. In high-temperature, water-rock inter-
actions, SiO2 from the rock component dissolves in hydrothermal fluids, which 
further upon cooling condenses to form nanosilica particles. Laboratory simulation 
experiments of hydrothermal reactions have constrained the required temperatures 
to >90 °C for formation of nanosilica in Enceladus (Fig. 25.1) (Hsu et al. 2015; 
Sekine et  al. 2015). Given the nanoscale size of these silica particles, Hsu et  al. 
(2015) also have suggested its residence time in the subsurface ocean within several 
Earth’s years, thus indicating an ongoing alkaline hydrothermal activity.

One well-known terrestrial analogues of such an alkaline, moderate-temperature 
hydrothermal system hosted by ultramafic rocks is the Lost City Hydrothermal 
Field in the Atlantic Ocean (e.g., Kelley et al. 2005). This hydrothermal field sup-
ports a variety of chemosynthetic microorganisms potentially including hydrogeno-
trophic methanogens (e.g., Kelley et  al. 2005). The hydrothermal systems in the 
Hadean-Archean eons (4.5–2.5 Gyrs ago) on Earth hosted by mafic-ultramafic rocks 
probably resulted in a CO2- and H2-rich mixing zone between seawater and hydro-
thermal vent fluid (Shibuya et al. 2010, 2013, 2015; Ueda et al. 2016). Such mixing 
zone could generate sufficient bioavailable energy for hydrogenotrophic methano-
gens (Shibuya et al. 2016). The Hadean-Archean hydrothermal systems (Shibuya 
et al. 2010) could have been analogous to Enceladus’s hydrothermal environments.

Hydrothermal reactions within Enceladus’ chondritic core would generate a 
large quantity of H2 through oxidation of Fe(metal) and/or Fe(II) by H2O (Glein 
et al. 2015; Sekine et al. 2015). In fact, recent observations of the gas-phase compo-
nent of Enceladus’ plume revealed the presence of ~1% of H2 relative to H2O (Waite 
et al. 2017). As the plume contains ~1% of CO2 relative to H2O (Waite et al. 2017), 
coexistence of H2 and CO2 is suitable for methanogenic life (McKay et al. 2008). 
Waite et  al. (2017) calculated the chemical affinity of CH4 formation within 
Enceladus’ ocean from the measured amounts of H2 and CO2 as 40–100 kJ/mol 
CH4, which is higher than chemical energy required for ATP synthesis (~20 kJ/mol).

Although the present-day Enceladus is possibly energetically habitable, it is 
unknown if the CH4 cycles back to CO2 and H2 in geochemical cycles to sustain 
chemical disequilibrium for longer geological timescales on Enceladus. Solar 
UV-based photolysis occurring on the surface of the icy crust could promote disso-
ciation of CH4 and H2O, possibly leading to generation of CO2. If geological recy-
cling of the icy crust occurs on Enceladus, this process could be a source of CO2.

Chemical disequilibrium can also occur through pyrolysis of CH4 and H2O within 
the hot rocky core. Thermochemical calculations show that CH4 and H2O are unstable 
at >200 °C, compared with CO2 and H2 (Glein et al. 2008). However, it is highly 
uncertain whether such high temperatures can be achieved within Enceladus given its 
small size. Additionally, even if high-temperature hydrothermal systems occur within 
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Enceladus, the reaction kinetics of the thermal decomposition of CH4 could prevent 
the recycling of CH4. If the recycling of bioavailable CH4 is inefficient in geochemical 
cycles within Enceladus, disequilibrium energy for life would only be temporary.

25.5  Summary

Owing to Cassini’s observations, the present-day Enceladus is now known to pos-
sess a habitable environment, where liquid water, organic matter, and bioavailable 
energy coexist. Yet it is not known if these three factors can be maintained over long 
geological timescales on Enceladus. If sustained for sufficiently long duration, how-
ever, compared with that for the emergence of life on Earth (e.g., >0.5  Gyrs), 
Enceladus would become an important site to search for signs of life beyond Earth. 
The detection or non-detection of life on Enceladus would provide insights into the 
elemental/geochemical requirements for life. Comparisons between Enceladus and 
early Earth, in terms of the roles of surface oceans, a substantial atmosphere, and 
lands for the origin of life, could be studied. Even if the habitable environment on 
Enceladus is short-lived (e.g., ~0.1 Gyrs or less), it would enhance our understand-
ing about the chemical evolution toward life, which cannot be achieved merely by 
our current knowledge. Whatever the case, Enceladus is a unique planetary body 
from the standpoint of astrobiological research.
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Chapter 26
Astrobiology on Titan: Geophysics 
to Organic Chemistry

Hiroshi Imanaka

Abstract Titan, the largest satellite of Saturn, is the only moon with a substantial 
atmosphere in our  solar system. The Cassini-Huygens mission by NASA/ESA 
(2004–2017) returned a wealth of information about Titan’s atmosphere and surface 
environments. Titan exhibits remarkable similarities with Earth. Active organic 
chemistry in the atmosphere, a dynamic methane hydrological cycle, and the inter-
nal global water ocean are all unique features of astrobiological interest. The explo-
ration of Titan’s organic environment provides us with a unique opportunity to 
understand abiotic, possibly prebiotic, chemistry on a planetary scale.

Keywords Titan · Organic chemistry · Hydrological cycle · Prebiotic chemistry · 
Habitable environment

26.1  Titan: Interests for Astrobiology

Titan, the largest satellite of Saturn, is the only solar system moon with a substantial 
atmosphere. Its atmosphere is composed primarily of N2 with a few percent of CH4. 
The surface pressure is 1.5 bar with a surface temperature of 94 K. The mean den-
sity of Titan is 1.88 g/cm3 indicating a bulk composition of roughly equal mixture 
of rock and water ice. The Voyager observations in the early 1980s revealed the 
globally covering thick haze layers, completely obscuring the surface at visible 
wavelengths. Several simple hydrocarbon and nitrile species identified in the strato-
sphere and the similarity in the orange-reddish color of organic solids generated in 
a N2-CH4 plasma discharge experiments (termed “Titan tholin” by Sagan and Khare) 
lead to the hypothesis of ongoing complex organic chemistry in Titan’s atmosphere 
(Sagan et al. 1984).
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Titan is often considered as one of the best targets to study prebiotic chemistry at 
a full planetary scale, even though Titan’s surface temperature of 94 K is too cold 
for liquid water to be present. Titan’s mildly reduced N2 atmosphere and the rich 
organic chemistry may share many similarities to the primitive Earth atmosphere 
before life arose. Since the geological records of the early Earth environment when 
life originated have been essentially destroyed, the exploration of Titan’s organic 
environment provides us a unique opportunity to understand abiotic, possibly prebi-
otic, chemistry on a planetary scale.

The Cassini-Huygens mission (NASA/ESA 2004–2017) has revolutionized our 
view of Titan (Fig.  26.1) as described in the next section. In fact, Titan shares 
remarkable similarities with the Earth. It features the most complex organic chem-
istry known outside of Earth and, uniquely, hosts an analog to Earth’s hydrological 
cycle, with methane-forming clouds, rain, rivers, and lakes/seas of methane. It also 
exhibits various fluvial/erosional/aeolian geological units similar to Earth. 

Fig. 26.1 Titan’s atmosphere, surface features, and interior structure. (a) A natural color image by 
the Cassini Imaging Science Subsystem (ISS) (PIA14602, NASA/JPL-Caltech/Space Science 
Institute) (Porco et al. 2005). Globally covered haze layers obscuring the surface. (b) Surface fea-
tures at the near-infrared wavelength (ISS) revealed the presence of geologically distinct surface 
areas whose exact nature and composition remains largely unknown (PIA06185, NASA/JPL- 
Caltech/Space Science Institute). (c) An interior model inferred from Cassini’s gravity observa-
tions. Subsurface global ocean, with high pressure phase
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Furthermore, multiple evidences suggest the presence of a subsurface global water 
ocean. Thus, Titan has an active and dynamical environment very rich in organics, 
circulating and probably evolving on a planetary scale. It might even possess condi-
tions (organics, water, and energy) for life to originate. Thus, Titan becomes an even 
more fascinating target for astrobiology than ever previously believed for this body.

In this chapter, we briefly summarize the astrobiological aspects of Titan and its 
potential regarding future missions. Greater details should be referred to the compre-
hensive books on Titan (Brown et al. 2009; Müller-Wodarg et al. 2014) and review 
articles (e.g., Raulin et al. 2012; Mitchell and Lora 2016; Hayes 2016; Horst 2017).

26.2  Cassini-Huygens Mission (2004–2017)

The Cassini-Huygens mission by NASA/ESA (2004–2017) returned a wealth of 
information regarding Titan’s atmosphere and surface environments. The main con-
stituents of Titan’s atmosphere are N2 and a few percent of CH4. Solar radiation and 
Saturn’s magnetospheric charged particles drive active organic chemistry in Titan’s 
atmosphere (Fig.  26.2). One of the most surprising results from the Ion Neutral 
Mass Spectrometer (INMS) and the Cassini Plasma Spectrometer (CAPS) is the 

Fig. 26.2 Atmospheric structure and energy sources. Titan’s thermal structure measured by the 
Huygens Atmospheric Structure Instrument (HASI) (Fulchignoni et  al. 2005), overlaid (and 
approximately scaled) to the Cassini ISS image showing thick cloud deck and multiple detached 
haze layers (PIA06236, NASA/JPL/Space Science Institute). The major energy sources deposited 
in the Titan atmosphere are also shown. (Updated from Imanaka et al. 2004)
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formation of complex organic molecular ions over 3000 atomic mass units in the 
ionosphere of Titan (Waite et al. 2007). The Cassini Ultraviolet Imaging Spectrometer 
(UVIS) observation reveals aerosol particles widely distributed in Titan’s thermo-
sphere/mesosphere (Koskinen et al. 2011). This observation clearly demonstrated 
the importance of complex organic chemistry in the upper atmosphere induced by 
extreme ultraviolet (EUV) photons and Saturn’s magnetospheric charged particles 
(Lavvas et al. 2013). However, the exact chemical nature of the haze particles is still 
unknown though the spectral features obtained from the Visible Infrared Mapping 
Spectrometer (VIMS) and Composite Infrared Spectrometer (CIRS) are indicative 
of a high abundance of hydrocarbon species (Imanaka et al. 2012).

In the stratosphere, the CIRS instrument observed emission bands from methane 
and numerous higher-order hydrocarbons (C2H2, C2H4, C2H6, C3H8, CH3C2H, C4H2), 
several nitriles (HCN, HC3N, and C2N2), and oxygen containing species (CO, CO2, 
and H2O) (e.g., Bezard 2009). Their vertical and latitudinal distributions and their 
seasonal variations revealed the interplay among chemistry, radiation, and dynamics 
in the atmosphere (e.g., Mitchell and Lora 2016). The spectral evidence of conden-
sation clouds is also observed, but the exact chemical nature is still not well under-
stood (Anderson and Samuelson 2011). The GCMS on the Huygens probe sampled 
gaseous species through the decent in the Titan’s stratosphere and troposphere 
(Niemann et al. 2005). Lack of volatile species in the troposphere except N2, CH4, 
and H2 is consistent with condensations of other volatile species high in the strato-
sphere. Aerosol samples collected by the Aerosol Collector and Pyrolyzer (ACP) 
revealed the presence of NH3 and HCN upon pyrolysis at 600 C, which was inter-
preted as the evidence of nitrogenated complex organic aerosols (Israel et al. 2005). 
However, Biemann (2006) argued against the identification and interpretation of 
NH3 and HCN. After landing on Titan’s surface, the GCMS detected an increased 
level of CH4 vapor, indicative of a moist nature to the surface material. Surface 
spectra taken by the Descent Imager/Spectral Radiometer (DISR) show a feature-
less blue slope between 800 and 1500 nm that matches no mixture of laboratory 
spectra of pure ices, organics, or tholins (Tomasko et al. 2005).

The organics appear to be ubiquitous and compositionally dominant on Titan’s 
surface (e.g., Soderblom et al. 2007; Barnes et al. 2009). No pure water ice has been 
identified on the surface. The bright regions in the Imaging Science Subsystem 
(ISS) near-infrared image are consistent with organics, while dark regions as con-
taminated water ice (Fig. 26.1b). However, the exact determination of the chemical 
composition of Titan’s surface suffers from the opaque atmosphere limiting the 
remote sensing observations to a few spectral regions. The Cassini RADAR revealed 
surface material of low dielectric constant (Janssen et al. 2016). This is consistent 
with organic materials of a ~1 m depth above a bedrock of water ice, implying the 
accumulation of atmospheric organic haze on the surface.

The Cassini orbiter and the Huygens probe revealed an Earthlike landscape of 
fluvial valleys, channels, lakes, and extensive dune fields (Fig. 26.3), indicating an 
active dynamic hydrological cycle on Titan (e.g., Lunine and Atreya 2008). The 
RADAR data from the north polar region revealed convincing evidence of lakes com-
posed of liquid methane and ethane (Stofan et al. 2007; Hayes 2016) (Fig. 26.3a). The 
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equatorial dark regions in ISS images have been shown to consist of extensive fields 
of dry dunes (Lorenz et al. 2006). The optically dark appearance of the dune material 
and its spectral characteristics support the presence of surface organic compounds, 
which represent the largest known reservoir of organic material on Titan (Lorenz 
et al. 2008). The Huygens probe images of dendritic channel networks, shorelines, 
and rounded pebbles on Titan convincingly show that Titan, like Earth, has a surface 
carved by flowing fluids through active hydrological cycle (Tomasko et al. 2005).

The endogenic and exogenic geological features are of particular interest in 
terms of exchanging materials from the interior, such as exposing water-ammonia 
mixtures on the surface. The paucity of impact features indicates that the surface of 
Titan is very young, an age less than 1 Gyr. Probable cryovolcanic features at Sotra 
Patera (Fig.  26.3e) are suggested (Lopes et  al. 2013). Cryovolcanism can be a 
 mechanism to replenish CH4 to the atmosphere; otherwise the CH4 in the  

Fig. 26.3 Titan’s geological features. (a) Widespread presence of lakes/seas in Titan’s northern 
high latitudes revealed by the RADAR (PIA17655, NASA/JPL-Caltech/ASI/USGS). (b) Dendritic 
channel system as evidence of fluvial activity near the Huygens landing site (PIA07236, NASA/
JPL/ESA/University of Arizona). (c) The images taken after the Huygens Probe landing shows the 
rounded pebbles of 10–15 cm, strongly supporting fluvial activity (PIA07232, NASA/JPL//ESA/
University of Arizona). (d) Vast fields of dunes around Titan’s equatorial region, composed of mil-
limeter to submillimeter particles driven by winds (PIA08738, NASA/JPL-Caltech/ASI). (e) 
Possible cryovolcano, Sortra Patera, a circular mountain structure with its computer 3-D recon-
struction (NASA/JPL-Caltech/ASI/USGS/University of Arizona). (f) A relatively fresh crater 
called Sinlap (PIA16638, NASA/JPL-Caltech/ASI/GSFC)
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atmosphere would be totally photolyzed within 10–20  Myr (Lunine and Atreya 
2008). However, the evidence for cryovolcanic features on Titan is still on debate.

Deep beneath the frigid surface, the Cassini orbiter and Huygens probe found 
evidence for a liquid water ocean (Fig. 26.1c), probably ammonia-rich, serving as 
an antifreezing agent (e.g., Tobie et al. 2006). Electric signals measured in Titan’s 
atmosphere by the Huygens probe suggest the presence of a conductive layer some 
55–80 km below Titan’s surface, possibly a water ocean doped with small amounts 
of salts or ammonia to increase the electrical conductivity (Béghin et  al. 2009). 
Titan’s spin state and tidal gravity response are also suggestive of Titan’s ice crust 
being decoupled from the deep interior, hence by a global internal ocean layer, 
roughly 100 km below the surface (Iess et al. 2012).

26.3  Prebiotic-Like Chemistry and Habitability on Titan

Titan’s atmosphere-surface environment may provide great observational tests of 
various hypotheses for the origin of life on Earth. All the ingredients, which are 
presumed necessary for life – liquid-water, organic matter, and energy – seem pres-
ent on Titan. Active organic chemistry in Titan N2-CH4 atmosphere generates a wide 
variety of organic species in volatiles, condensates, and refractory materials. Those 
organic species are eventually accumulated on the surface of Titan, transferred by 
the active hydrological cycle. High-energy cosmic ray or meteor impacts can drive 
further complex chemistry on the Titan surface. Titan clearly provides a variety of 
geologic environments for the staging of organic chemistry, in which there exists 
free energy for reactions. Complex organic materials of a wide variety of reactive 
species could undergo further chemical evolution.

Even though the Cassini-Huygens mission has put tighter constraints on Titan’s 
atmospheric chemistry and complex organic haze, the exact chemical composition 
of the haze particles is still a mystery. Thus, our understanding of the nature of this 
haze has been mainly built upon laboratory and theoretical models. Laboratory 
experiments simulating Titan’s haze material (“tholins”) provide a key source of 
understanding of the nature of the Titan haze and the processes that form it (e.g., see 
review in Cable et al. 2011). Though significant progress regarding nascent tholin 
molecular composition has been made (e.g., Imanaka and Smith 2010; Cable et al. 
2011), a complete tholin inventory eludes determination after several decades of 
study. Investigation of prebiotic molecular formation upon hydrolysis of tholins or 
gas phase chemistry has provided insights into the chemical potential of prebiotic 
evolution on Titan (e.g., Cable et al. 2011; Raulin et al. 2012).

Although Titan’s surface is too cold to support stable liquid water, temporal 
pools of water/ammonia solutions could have existed on the surface created by 
impact or cryovolcanism. The VIMS spectral properties of Titan’s impact craters 
suggest the exposure of an intimate mixture of water ice and organic materials 
(Neish et  al. 2015). Interactions between reactive organic molecules and liquid 
water could initiate further chemical processes, possibly prebiotic-like evolution for 
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modest periods on Titan (Raulin et al. 2012; Lunine 2017). A subsurface ocean of 
liquid water-ammonia could also be a tempting candidate for a possible habitable 
environment, since it might contain both the organic materials and the energy 
sources necessary for life. At the beginning of Titan’s history, a global ocean could 
have been in direct contact with the atmosphere and with the internal rocky core, 
offering interesting analogies with the primitive Earth and the potential implication 
of hydrothermal vents in terrestrial prebiotic chemistry (Lunine 2017).

There have been some speculations of a completely different form of life to exist 
in the liquid hydrocarbon lakes on Titan. Benner et al. (2004) suggested that the 
liquid hydrocarbons on Titan could be the basis for life, playing the role that water 
does for life on Earth. Stevenson et al. (2015) proposed a possible membrane forma-
tion in liquid methane, which could serve as cell boundary. A hypothetical second 
form of life independent of the water-based life we know on the Earth could use H2 
and C2H2 to derive free energy (McKay and Smith 2005). In fact, a disparity in the 
hydrogen densities that lead to a flow down to the surface was inferred to explain the 
vertical distribution of chemical species (Strobel 2010). A non-biological origin of 
this phenomenon has not been ruled out; however, it is worthwhile keeping our eyes 
widely open to life mechanisms we don’t know of. McKay (2016) summarized an 
approach to characterizing Titan as a possible abode of life.

26.4  Future Titan Explorations

The Cassini-Huygens mission has been a remarkable success answering many out-
standing questions as well as raising many new ones (Coustenis et  al. 2009). It 
highlighted the complexity of Titan’s atmospheric chemistry; however, the mini-
mum flyby altitudes of 950 km limited the ability to explore the full set of chemical 
processes in the middle atmosphere where haze particles grow and evolve. The lim-
ited high-resolution spatial coverage limits our view of the range of detailed geo-
logical processes ongoing on this body. The exact chemical composition and 
structure of haze particles are still unknown, as well as the composition of surface 
materials and dissolved materials in the lakes. These would be one of the major 
targets in the next space mission to Titan, as several mission concepts have been 
planned (e.g., Reh et al. 2009; Coustenis et al. 2009; Stofan et al. 2013; Lorenz et al. 
2017). Especially for an astrobiological context, identification and quantification of 
complex organic molecules in the vapor, condensed, and solid forms from iono-
sphere to the surface will be crucial. The chemical variations and their correlation to 
the geological processes are important. For example, to identify organic samples 
that appear to have been altered by liquid water might provide us an opportunity to 
understand a series of intermediate steps toward possible transition from abiotic to 
biotic processes. A search for homochirality and isotope signatures in organic mat-
ter is essential to a search of biological selection. A search for any biotic processes 
on Titan represents a test of life’s cosmic ubiquity (Lunine 2009). Titan becomes an 
even more fascinating target for astrobiology than ever.
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Chapter 27
Panspermia Hypothesis: History 
of a Hypothesis and a Review of the Past, 
Present, and Future Planned Missions 
to Test This Hypothesis

Yuko Kawaguchi

Abstract Speculations about the origins of life on Earth have existed since the 
dawn of civilization. The Greek philosopher Anaxagoras (500–428 BCE) asserted 
that the seeds of life are present everywhere in the universe (Nicholson, Trends 
Microbiol 17:243−250, 2009). He coined the term panspermia to describe the con-
cept as life traveling between planets as seed. The other Greek philosophers, 
Anaximander (588–524 BCE) and Thales (624–548 BCE), mentioned philosophi-
cal point of panspermia theory. Many famous nineteenth-century scientists also 
wrote about this theory. Among others, Svante Arrhenius posited that microscopic 
spores are transferred through interplanetary space by means of radiation pressure 
from the sun, in 1903. In the modern formulation, there are three stages envisioned 
in this hypothesis: escape (from a planet), transit (through interplanetary space), and 
landing (on a recipient planet). Each stage has since been investigated, lending 
some credence to the hypothesis. For example, the possibility of microbial spores 
escaping a planet has been supported by the capture of radioresistant microbes from 
high altitudes on Earth. From the space experiments conducted in Earth orbiters and 
on the International Space Station (ISS), microbes have been found to survive at low 
Earth orbits (LEO) under some protection from intense solar UV radiation, which 
could well be available for spores embedded within meteorites. Heating up in the 
atmosphere due to friction is the main problem during reentry to the planet with 
atmosphere. However, because the time spent under intense friction is generally in 
the order of only a few tens of seconds, the amount of heat generated may not be 
sufficient to kill all the spores, especially if hitching a ride within meteorites. The 
panspermia hypothesis has been modified and revived since its original proposal 
and has given a new perspective to the explorations on Mars or the icy moons of 
Jupiter and Saturn. The hypothesis, its modifications, and past and ongoing research 
are reviewed in this chapter.
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27.1  Introduction

Speculations about the origins of life on Earth have existed since the dawn of civi-
lization. The Greek philosopher Anaxagoras (500–428 BCE) asserted that the seeds 
of life are present everywhere in the universe (Nicholson 2009). He coined the term 
panspermia to describe the concept as life traveling between planets as seed. The 
other Greek philosophers, Anaximander (588–524 BCE) and Thales (624–548 
BCE), also mentioned philosophical point of panspermia theory. Many famous 
nineteenth-century scientists also wrote about this theory. Among others, the 
Swedish chemist and Nobel laureate Svante Arrhenius published Worlds in the 
Making: The Evolution of the Universe in 1903, suggesting that microscopic spores 
were transported through interplanetary space by means of radiation pressure from 
the sun (Arrhenius 1903). The hypothesis is called panspermia (“pan” and “sperma” 
mean “all” and “seed,” respectively, in Greek). It argues that terrestrial life was 
seeded by extraterrestrial life forms that traveled to Earth by radiation pressure 
(Weber and Greenberg 1985) or within meteorites (Melosh 1988). This seeding of 
Earth could have been the result of directed panspermia, which is defined as the 
deliberate seeding of one planet by the civilizations in another, for example, the 
seeding of Earth from outer space by alien civilizations (Crick and Orgel 1973; 
Hoyle and Wickramasinghe 1979) or the seeding of extraterrestrial bodies from 
Earth (Mautner and Matloff 1979). The problem of UV radiation in interplanetary 
space, which can be lethal to microbial survival, is thought to be nullified or at least 
minimized, when microbial spores travel within meteorites – a process called litho-
panspermia. This is considered the most likely scenario as the interplanetary 
exchange of rocks (meteorites) is a natural and ongoing phenomenon, and meteor-
ites that do not burn up in the atmosphere shatter upon impact, spewing dust and 
broken-off chunks into the host planet’s atmosphere and soil, including any micro-
bial spores present within.

There are three stages to the process of panspermia: (I) escaping from donor 
planet, (II) transport through space from donor planet to recipient planet, and (III) 
landing on recipient plant (Fig. 27.1). Several different hazards for microbial sur-
vival at each step have been investigated (reviewed by Horneck et  al. 2002; 
Nicholson 2009). We discuss each stage for the possibility and viability of inter-
planetary transfer of microbes.

27.2  Escape from Donor Planet

Capture experiments of microbes at high altitudes have been performed on Earth 
using aircrafts, observation balloons, and meteorological rockets (reviewed in 
Griffin 2004; Kellogg and Griffin 2006; Yang et al. 2009a; Smith 2013; Kawaguchi 
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et al. 2016). Hypotheses for the transportation of microbes to high altitudes typi-
cally involve the action of bioaerosols. For example, thunderstorms (Dehel et al. 
2008), volcanic eruptions (Griffin 2004; Van Eaton et al. 2013), and giant meteorite 
impacts (Kring 2000; Mileikowsky et al. 2000; Gladman et al. 2005; Worth et al. 
2013) are considered to be responsible for the transportation of bioaerosols across 
the troposphere. Human activity (e.g., airplanes, balloons, rockets, and spacecrafts) 
are also considered possible means of transport of bioaerosols from the ground to 
the upper atmosphere (Bucker and Horneck 1968; Griffin 2004; Smith 2013). It is 
also hypothesized that the electric forces of transient luminous events such as 
sprites, gigantic jets, and blue jets in the high atmosphere accelerate bioaerosols that 
as a result are transported over the stratosphere or mesosphere (Kawaguchi et al. 
2016).

Microbe capture experiments at high altitudes have been reported. Yang et al. 
(2008) reported that an air-sampler collected dust on membrane filters from the low 
stratosphere and high troposphere and that radiation-resistant Deinococcus sp. was 
cultured when inoculated with the membrane filters (Yang et  al. 2009b, 2010). 
Capture experiments conducted at an altitude of 20 km using NASA’s aircraft flying 
over the American continent (Griffin 2004, 2008; Smith et al. 2010) exposed steril-
ized impactor plates outside of aircraft during the flight. The impactor plates were 
placed on a R2A medium, and spore-forming Bacillus sp. and nonspore-forming 
bacteria were identified. Balloons and rockets are able to reach altitudes higher than 
that of aircraft, such as the capture experiment at altitudes of 48–77 km using a 
rocket (Imshenetsky et al. 1978). Mainly radiation-resistant bacteria and fungi have 
been isolated in previous dust sampling experiments (Kawaguchi et  al. 2016). 
However, the microbes discovered also depend on the culture methods, and culture 
conditions are typically different in different experiments. It is also suggested that 

Fig. 27.1 Scenario of panspermia. (I) Escape from a donor planet at high temperature (T), gravity 
(g), and atmospheric pressure (P). (II) An object traveling through interplanetary space is exposed 
to variable T, vacuum, UV, and cosmic rays. (III) The object is captured by a recipient planet, 
enters the atmosphere, and falls to impact the surface with high T, g, and P. (Modified from 
Nicholson 2009)
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cultivable microbes are less than 0.1~0.001% of the possible microbes present 
(Amann et al. 1995).

Some isolated microbes were reported to show the tendency to form cell aggre-
gates within particles (e.g., rock fragments) (Lighthart 1997; Harris et  al. 2002; 
Wainwright et al. 2004; Yang et al. 2008). Intense UV radiation is lethal to naked 
microbial cells. Microbes inside aggregates or within rock could be protected 
against intense UV at high altitudes and are likely to survive longer during transpor-
tation. Based on capture experiments, it appears that the microbial density (in 
colony- forming units, CFU) depends on the altitude from which the microbes were 
captured (Yang et al. 2009a; Kawaguchi et al. 2016) (Fig. 27.2). The figure indicates 
that CFU decreases with increasing altitude. However, no CFU data obtained from 
capture experiments of microbes over the stratosphere have been reported.

To investigate the boundary of the Earth’s biosphere and the possibility that 
microbes escape from Earth to space, a Japanese astrobiology experiment named 
Tanpopo mission is in progress. Terrestrial microparticles are captured outside of 
the International Space Station (ISS) (Yamagishi 2007; Kawaguchi et  al. 2016). 
Blocks of silica aerogels are exposed, which capture orbiting microparticles. Impact 
tracks and particles are stained with DNA-specific fluorescence dye to identify ter-
restrial microbes in the aerogels (Kawaguchi et al. 2014). The analysis has been 
performed since 2016. If the microbes are found in the ISS orbit, the results will 

Fig. 27.2 The microbial density (cfu) depending on the height created by the results of capture 
experiments of microbes at high atmosphere. Horizontal lines or filled circles were drawn based on 
the data at ambient temperature and pressure from each reference. Because some microbial sam-
pling studies were carried out in certain altitude ranges, the horizontal lines show the respective 
sampling altitude ranges. The inserted dashed line indicates the estimated microbial density versus 
height dependence. (Modified from Kawaguchi et  al. 2016 with permission from Mary Ann 
Liebert, Inc.)
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expand the limit of the terrestrial biosphere and further bolster the panspermia 
hypothesis.

27.3  Microbial Survival in Space

Microbial survival in space could not be tested until the second half of the twentieth 
century. Since the 1960s, however, exposure experiments of microbes have been 
conducted to test their survival at low Earth orbit (LEO) using Earth orbiters, the 
Russian manned spacecraft MIR, space shuttle, and ISS (Table. 27.1, Fig. 27.3). 
Previous and current microbe-exposure experiments and their facilities have been 
summarized in Taylor (1974), Horneck et al. (2010), and Cottin et al. (2017).

Table 27.1 Summary of exposure experiment of microbes in space

Year Mission Exposed microbes Result Ref.

1960 Rockets; altitude 
of 150 km

Bacteriophage T1 Exposed at 150 km for 
3 min: killed

Hotchin et al. 
(1968)B. subtilis spores

Penicillium spores
1983 Spacelab; 

altitude of 
240 km

B. subtilis spores Single layer of spores: 
killed by UV irradiation

Horneck et al. 
(1984)

1984–
1990

LDEF; altitude 
~500 km

B. subtilis spores Multilayer of spores: 
survived

Horneck et al. 
(1994)

1999 FOTON, Biopan B. subtilis spores Spores with clay and 
glucose as “mixed 
layers”: survived for 
21 days

Horneck et al. 
(2001)

2008–
2009

EXPOSE-E, ISS Lichen Xanthoria elegans Rock-colonizing lichen: 
survived for 1.5 years

Onofri et al. 
(2012)Rhizocarpon geographicum

2014–
2016

EXPOSE-R2, 
ISSISS

D. geothermalis Baquéq et al. 
(2013)

Chroococcidiopsis Biofilm survived for 
16 months at ISS

Frösler et al. 
(2017)
Bill et al. 
(2017)
Panitz et al. 
(2017)

2015–
2018

Tanpopo, ISS D. radiodurans R1 Kawaguchi 
et al. (2013)D. aerius

D. aetherius

DNA repair gene-deficient 
mutants in D. radiodurans 
R1

Modified from Horneck et al. (2010)
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The first experiment in LEO to test the survival of microbes was performed to 
expose bacteriophage T1, Bacillus spores, and Penicillium spores for 3 min at an 
altitude of 150 km using the Gemini satellite (Hotchin et al. 1968). The exposed 
microbes were found to have been inactivated. In the later experiments, dried spores 
of Bacillus subtilis were placed on a slide beneath the aluminum dome either with-
out cover or covered by quartz filters or aluminum. Bacillus subtilis cells exposed to 
UV in a single layer without cover were killed by solar UV. However a multilayer 
of bacillus spores survived for 6 years, in the longest exposure experiment to date, 
at altitude of ~500 km in the Long Duration Exposure Facility, LDEF (Horneck 
et al. 1994) (Fig. 27.3). Bacillus spores with clay and glucose in “mixed layers” 
survived for 21  days using the BIOPAN facility of the European Space Agency 
(ESA) onboard a Russian FOTON satellite (Horneck et al. 2001). Rock-colonizing 
lichen Xanthoria elegans and Rhizocarpon geographicum showed high survival 
fractions for 1.5 years at the ISS onboard the European facility in space mission 
EXPOSE-E (Onofri et al. 2012). During the exposure experiment, rock-colonizing 
cells were exposed to the full space environment (vacuum from 10−7 to 10−4 Pa, 
fluctuations of temperature between −21 °C and +59.6 °C, cosmic ionizing radia-
tion up to 190 mGy, and solar UV up to 6.34 × 108 J/m2) (Rabbow et al. 2012). 
These results suggest that extremophiles can survive inside a protection that shields 
them from the intense solar UV radiation. The rocky panspermia is named lithopan-
spermia where “litho” stands for rock or stone (e.g., Melosh 1988; Horneck et al. 
2002; Paniet et  al. 2015). Such a transfer of microbes inside of meteoroids is 
expected to have been occurred mainly during the Late Heavy Bombardment.

The time needed for meteoroids to be transferred between Mars and Earth is 
estimated a few months to years depending on the orbit (Melosh 1988; Mileikowsky 

Fig. 27.3 Some of the past and current facilities and devices used for microbial exposure experi-
ments. (a) LDEF, (b) FOTON with embedded samples in its heat shield for STONE experiment, 
(c) EXPOSE-E at outside of European module of ISS, (d) Tanpopo outside of Kibo-ISS, (e) O/
OREOS and (f) OREOcube. (Credits: NASA, ESA, ESA/NASA, JAXA/NASA, NASA Ames 
Research Center)
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et al. 2000). Mars is believed to have had life-supporting environmental conditions 
(e.g., water) in the past (Squyres et  al. 2004). Fossils of nano size bacteria-like 
structures were observed at the surface of the Martian meteorite ALH84001 (McKay 
et al. 1996). However, the credibility of interpretation of the structure as fossilized 
organism is not established, yet. The best remaining evidence from ALH84001 is 
the magnetite particles in ALH84001, which are similar to terrestrial magnetite par-
ticles known as magnetosomes (Weiss et al. 2004). There has been no evidence of 
lithopanspermia from meteorites. However, simulation studies showed that giant 
impacts can transport a number of ejectiles from Mars to Earth or Earth to Mars and 
beyond, reaching the moons of Jupiter or Saturn (Mileikowsky et al. 2000; Worth 
et al. 2013).

The other possible protection from UV radiation is by means of biofilms or cell 
aggregates. A European group has investigated the survival of Deinococcus geo-
thermalis and Chroococcidiopsis under the protection of biofilms in the missions 
Biofilm Organisms Surfing Space (BOSS) and EXPOSE-R2 (Baqué et  al. 2013; 
Frösler et al. 2017). Survival of D. radiodurans R1 and D. aetherius cell aggregates 
under space environment has been tested in the Japanese space mission Tanpopo on 
the Exposure Facility of the Japanese Experimental Module of ISS (Kawaguchi 
et al. 2013). The results suggest that the submillimeter level cell aggregates can be 
transferred from Earth to other planets. The hypothesis was named the massapan-
spermia hypothesis (Kawaguchi et al. 2013).

27.4  Survival of the Landing Process

The landing process is well studied under the lithopanspermia theory. When a recip-
ient planet with atmosphere captures a rock, the rock reaches very high tempera-
tures during landing. However, since the fall through the atmosphere takes only a 
few seconds, the outer layers of a rock can protect inner parts against heat (Horneck 
et al. 2001). It was found that only 3 mm of the surface of the Martian meteorite 
ALH84001 melted and formed a fusion crust (Weiss et al. 2000). Actually, for non-
metallic meteorites, the heat of reentry is taken away by melt droplets from the 
surface faster than the heat pulse can travel inward, leaving the interior cool. The 
inner parts of the meteorite had not been heated to more than 40 °C during ejection 
from Mars and landing on Earth thorough the atmosphere (Weiss et al. 2000).

After the space trip and landing on Mars, microorganisms would need to over-
come and maintain their life under extreme conditions. Exposure experiments of 
microbes are in progress on ISS investigating microbial survival under Mars like 
conditions using cultivation-dependent and cultivation-independent techniques by 
the ESA team. The NASA cubeSat Organism/Organic Exposure to Orbital Stresses 
(O/OREOS) allows the collection of data on microbial survival and metabolic 
activity and the investigation of microbes and biomarkers in situ under space con-
ditions when orbiting Earth (Nicholson et al. 2011). OREOcube is also a cubeSat-
based space exposure platform with in situ spectroscopy capabilities, which allows 
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the investigation of  the origin and evolution of organic molecules in space and 
planetary environments, developed by ESA (Elsaesser et  al. 2014). These next-
generation platforms of exposure facilities enable mid-infrared diagnostics for 
more sophisticated experiments.

27.5  Conclusion

Development of space technology allows us to investigate the panspermia hypoth-
esis. However, we are still in the process of determining if panspermia occurred in 
interplanetary space, in the past or at present. Next-generation explorations and 
current space missions will be instrumental in investigating the panspermia theory. 
If these future explorations find panspermia plausible, the results will profoundly 
affect the interpretation of the future space life search projects.
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Chapter 28
Extrasolar Planetary Systems

Motohide Tamura

Abstract The observational exploration of extrasolar planets or exoplanets is one 
of the hottest topics in modern astronomy. Over the last two decades, thousands of 
exoplanets have been discovered. Though most of these are within our Milky Way 
galaxy and relatively close to us, some may be beyond our Galaxy. Some are small 
planets of even sub-Earth sizes. Some have two “Suns.” Some are Earth-like rocky 
planets in the habitable zone (Kasting JF, Whitmire DP, Reynolds RT, Icarus 
101:108–128, 1993; Kopparapu RK, ApJ 767:article id. 131, 2013), and some are 
temperate planets around red dwarfs whose environment is alien to us. We now 
know that most stars, not only Sun-like stars but also low-mass red dwarfs, host a 
system of one or more planets. The most spectacular aspect beyond our imagination 
is the diversity of exoplanets whose physical characters are very different from 
those of our solar system planets. Various exoplanet detection and characterization 
methods, both classical and new ones, have been applied in indirect and direct ways. 
Not only the fundamental planetary parameters such as mass, radius, and orbits but 
also planetary atmospheric information can now be obtained for the planets down to 
almost Earth size. This chapter summarizes the current knowledge on exoplanets 
and their detection method including some future plans as well as short introduction 
of the presently most interesting planets for astrobiology toward the detection and 
characterization of life-harboring exoplanets.
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28.1  Discovery of Exoplanets and Their Varieties

Since the first discovery of planets around a normal star outside our solar system 
(Mayor and Queloz 1995) and a neutron star (Wolszczan and Frail 1992), nearly 
4000 confirmed planets have been reported (see http://exoplanet.eu/ for a catalog). 
These are called extrasolar planets or exoplanets. Not only this large number of 
discovered exoplanets but also the existence of various types of exoplanets has stim-
ulated the recent development of the astrobiology field. Small planets with water 
such as Earth-like ones and super-Earths are the most promising sites for bearing 
life. Since the planets are formed as by-products of star formation processes, the 
observations of exoplanets and their formation site, protoplanetary disks, are also 
important for understanding the formation of a planetary system around a central 
star or central multiple stars.

Figure 28.1 summarizes the distribution of exoplanets discovered by various 
techniques as of February 2018 as well as three representative planets in our solar 
system. Our solar system consists of the Sun and eight planets. Mercury, Venus, 
Earth, and Mars are situated at 0.4–1.5 au, where 1 au is the mean distance between 
the Sun and Earth (~1.5 × 1011 m). These are the lowest-mass planets (0.06–1.0 
Earth masses (MEarth~6 × 1024 kg)) and are mainly composed of rocks, thus called 
rocky planets or Earth-like planets. Jupiter and Saturn are situated in the middle of 
the solar system (5.2 and 9.6  au) and are the most massive planets (320 and 95 
MEarth). They are mainly composed of gas and are thus called gas giant planets, or 
Jovian planets. Uranus and Neptune are the furthest planets (19 and 30 au) and are 
of medium mass (15 and 17 MEarth). They are mainly composed of ice and are thus 
called icy giant planets, or Neptunian planets.

New types of planets discovered for the first time in exoplanetary systems are as 
follows: (1) “hot Jupiters” whose masses comparable to Jupiter and whose tempera-

Fig. 28.1 Distribution of exoplanets discovered by various detection techniques as of February 
2018. Left: Planet mass vs. planet semimajor axis for the confirmed planets with mass data regard-
less of their errors. Right: Planet radius vs. planet semimajor axis for the confirmed planets with 
radius data regardless of their errors. The planet mass/radius values for Earth, Neptune, and Jupiter 
with their semimajor axes of 1, 30, and 5 au, respectively, are also shown as vertical lines
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tures are >1000 K because they are very close to their host stars (a<0.1 au), (2) 
“super-Earths” whose sizes or masses are between those of Earth and Neptune, (3) 
“eccentric planets” whose orbital eccentricities are much larger than those of the 
solar system planets, and (4) “wide-orbit giant planets” whose orbit is beyond that 
of Neptune. Although many theories have been proposed to explain the formation of 
these exoplanets, no “universal” theory has been established yet.

The large number of the discovered exoplanets has also enabled us to discuss 
their demographics: almost all stars have a planet or planets (Cassan et al. 2012). 
Among them, the small planets such as Neptunian, super-Earth, and Earth-sized 
planets are dominant. However, these results are mainly based on the statistics of 
inner (a<0.4 au or P < 80 days) planets discovered by the Kepler mission (see Sect. 
28.2.3). Before going to more details of the exoplanetary systems, we first summa-
rize the astronomical observation techniques for detecting and characterizing exo-
planets. See several textbooks and a handbook for more details (e.g., Haswell 2010; 
Seager 2011; Perryman 2014; Tamura 2015).

28.2  Exoplanet Detection Methods

28.2.1  Doppler Method

The radial velocity (RV) or Doppler method measures small and periodic Doppler 
shifts of the absorption lines or bands of the host star due to the planetary revolution 
(see Fig. 28.2). The wavelength shifts are measured with a precise RV instrument or 
high-dispersion spectrometer. Its velocity amplitude K is described as:
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Fig. 28.2 Principles of the three exoplanet detection methods: the Doppler, transit, and direct 
imaging methods. Only primary transit case is shown in the transit figure. See text for more details
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where Mplanet is the planet mass, i is the orbital plane inclination, Mstar is the stellar 
mass, MEarth is the Earth mass, a is the semimajor axis, and MSun is the mass of the 
Sun. The Doppler method has a bias to detect massive, close-in planets. Note that 
the derived mass (Mplanet sini) depends on the orbital inclination and therefore is the 
minimum mass. If the planetary system is seen exactly face-on, this method cannot 
detect the stellar wobble along the line of sight. However, this defect has a minor 
effect for the statistical discussion using their masses because the inclination- 
averaged mass is π/4 of the true mass.

One of the most critical techniques of this method is the wavelength calibration. 
Two types of the calibration methods have been used so far: the gas-cell (most fre-
quently I2 cell) technique and the lamp (most frequently ThAr lamp) technique. 
Recently, laser frequency comb technique is introduced to achieve the RV measure-
ment accuracy of better than 1 m/s. Note that the RV amplitudes K of the Sun due 
to the orbital motions of Jupiter and Earth are approximately 12 m/s and 10 cm/s, 
respectively. Therefore, an Earth twin’s RV amplitude around Sun-like stars is the 
order of 10 cm/s, which is challenged by stellar jitter and instrumental noises. In 
contrast, this is mitigated for Earth-sized planets on temperate orbits around M 
stars, red dwarfs, due to the small stellar mass and the small orbital semimajor axis.

The first successful and convincing observation around a normal star was the 
discovery of 51 Peg b with this Doppler method (Mayor and Queloz 1995). Note 
that the central star is denoted “A” and the planets are labeled with an alphabetical 
order from “b”. The recent discovery of the nearest Earth-sized planet within the 
habitable zone Proxima b is also made with the Doppler method. This method has 
detected approximately 740 planets so far. The Doppler method has been most suc-
cessfully developed at optical wavelengths on many middle- to large-aperture tele-
scopes. However, since nearby M stars are important targets for the coming decades, 
several high precision near-infrared Doppler instruments such as IRD on the Subaru 
8.2-m telescope (Tamura et al. 2012; Kotani et al. 2014) have started their operation 
or are under development.

28.2.2  Transit Method

The transit method measures small and periodic photometric changes due to the 
eclipse of the host star by orbiting planets (see Fig. 28.2). Its photometric amplitude 
is described as:

 
DB B R R R R/ % ~ . / ,[ ] [ ] [ ]( )0 01

2
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where ΔB/B is the relative brightness change, Rplanet is the planet radius, Rstar is the 
stellar radius, REarth is the Earth radius, and RSun is the Sun radius. Photometric accu-
racies of less than 1% and 0.01% (10 ppm) are necessary to detect Jovian and Earth- 
like planets, respectively, around Sun-like stars. Note that this method requires a 
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planetary orbit nearly along the line of sight. The geometric probability of the transit 
is given by P = Rstar/a, where Rstar is the stellar radius and a is the semimajor axis. 
The transit probability of the solar system planets are 9 × 10−4 and 5 × 10−3 for 
Jupiter and Earth, respectively. In contrast to the RV method that derives the planet 
minimum mass, the transit method provides the planet radius. Similar to the Doppler 
method, the transit method has a bias to large, close-in planets.

There are some significant probabilities of false positives in this method such as 
grazing stellar binaries, transiting red or brown dwarfs, blended stellar binaries, and 
others. Therefore, additional observations are required to confirm transit planet can-
didates. The first exoplanet transit detection was published in 2000 for a hot Jupiter 
HD 209458 b (Charbonneau et  al. 2000; Henry et  al. 2000), and approximately 
2700 confirmed planets have been detected by this method so far.

The transit method is not only the most successful method to detect exoplanets 
but also can be applied to characterize the exoplanets. In fact, very accurate obser-
vations from space enable the detection of small photometric changes due to the 
secondary eclipse (when the planet goes behind the central star) and the planet 
orbital phase (e.g., Deming et  al. 2005). These observations can detect thermal 
emission from planets even without direct imaging and therefore estimate planetary 
temperatures. Furthermore, transit spectroscopy employing the difference between 
on- and off-transit measurements enables the characterization of planetary atmo-
sphere, even without direct spectroscopy. The first successful detection of exoplan-
etary atmosphere using the transit method is the Na D-line detection with the Hubble 
Space Telescope in HD 209458 (Charbonneau et al. 2002).

In general, the transit method does not provide information on planetary mass. 
However, in the case of a multiple-planetary transit system, planetary mass can be 
constrained from the transit timing variation (TTV) as a result of dynamical pertur-
bation among planets. TTV is used to constrain the masses of some recently discov-
ered Earth-like planets around TRAPPIST-1 (Gillon et al. 2017; Grimm et al. 2018; 
see Sect. 28.4).

28.2.3  Kepler Mission

The Kepler telescope was launched in March 2009 (Borucki et  al. 2010). It is a 
NASA Discovery space mission equipped with a 0.95-m Schmidt telescope (1.4-m 
primary mirror) and 42 optical CCDs covering a field of view of 115 square degrees 
with a pixel scale of 4 arcsec. From 2009 to 2013 (till its gyro failure occurred), 
Kepler collected ultrahigh precision photometry of over 190,000 stars simultane-
ously at a 30-min cadence. After the failure, it is operated as K2 mission (till 2018) 
to detect exoplanets in 14 fields near the ecliptic plane. The Kepler target stars are 
relatively faint, ranging from 9 to 16 optical magnitudes. Its achieved photometric 
accuracy is 30–40 ppm, enough to detect Earth-like planets around Sun-like stars. 
The Kepler mission has been very successful in detecting exoplanets, resulting in 
the discovery of approximately 4600 transit planet candidates, of which 
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approximately 2300 have been confirmed. Most of the Kepler planets are too far to 
be characterized with the current and near-future telescopes. To detect transiting 
planets around nearby stars, TESS (Transiting Exoplanet Survey Satellite) is suc-
cessfully launched in April, 2018, and PLATO (PLAnetary Transits and Oscillations 
of stars) will be in 2026.

28.2.4  Other Indirect Methods

Although many planets have been discovered by the Doppler and transit methods, 
both are indirect methods, and do not directly image the planets nor distinguish 
photons from planets and those of host stars. There are several other indirect meth-
ods including the microlensing method, the polarimetry method, and the timing 
method. Among them, the microlensing method has been successful to detect 
approximately 65 exoplanets, while the pulsar timing method has been successful 
for detecting some exotic “planets” around neutron stars. However, we do not dis-
cuss these in this short contribution.

28.2.5  Direct Imaging and Spectroscopy

Since both the Doppler and transit methods are currently confined to the inner 
regions of exoplanetary systems, we still know very little about the planets in the 
outer regions of planetary systems. In addition, because young stars are complicated 
due to the high level of intrinsic stellar activity, both such surveys have traditionally 
targeted old and quiet stars. Such Doppler surveys are not suitable for planet 
searches around massive main-sequence stars due to the paucity of stellar absorp-
tion lines and the reduced amplitude of the reflex stellar motion. In contrast to the 
Doppler and transit methods, direct imaging can be applied to both young and old 
stars and can allow measurements of colors, luminosities, and spectra, thereby pro-
viding mass based on luminosity, temperature, and composition information (see 
Fig. 28.2). By conducting astrometry based on the direct images, one can also derive 
kinematical mass.

Although attractive, the direct imaging of exoplanets is an extremely challenging 
observation. It simultaneously requires (a) high-resolution, (b) high-sensitivity, and 
(c) high-contrast or high-dynamic range. For example, if one observes our solar 
system at a distance of 10 pc, (a) the separation between the Sun and Earth is 
0.1 arcsec, (b) the apparent brightness of Earth is ~30 magnitudes of a star, and (c) 
the brightness contrast between Sun and Earth is about 10 orders of magnitudes. 
Although astronomical observations can now achieve such a high resolution and 
high sensitivity, such a large contrast is beyond the current observation capabilities. 
However, young low-mass objects including planets are relatively bright, and the 
contrast between a young host star and planets are smaller than that for an aged 
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system. Therefore, current direct imaging targets are self-luminous giant planets 
around relatively young (<109 years) host stars (see Fig. 28.3).

For direct imaging of Earth-sized planets around nearest M stars, which requires 
a high contrast of 108 at <0.1 arcsec, the next-generation 30-m class ground-based 
telescopes such as ELT (Extremely Large Telescope), TMT (Thirty Meter 
Telescope), and GMT (Giant Magellan Telescope) to be operational in mid- to late 
2020s will be necessary. For direct imaging of super-Earths around the nearest Sun- 
like stars, which requires a higher contrast of 109 at a few 0.1  arcsec, the next- 
generation space mission such as the WFIRST (Wide Field Infrared Survey 
Telescope) coronagraph planned to be launched in mid-2020s will be necessary. For 
direct imaging of Earth-sized planets around nearest Sun-like stars or of various 
kinds of planets around various kinds of stars, future large space telescopes such as 
HabEx (Habitable Exoplanet Observatory) or LUVOIR (Large UV Optical Infrared) 
telescope will be necessary.

Fig. 28.3 Near-infrared direct images of several self-luminous giant planets obtained with ground- 
based 8-m class telescopes with adaptive optics. From upper-left in clockwise: HR 8799 b, c, d, e 
(Marois et al. 2008), β Pic b (Lagrange et al. 2010), 51 Eri b (Macintosh et al. 2015), GJ 504 b 
(Kuzuhara et al. 2013), PDS 70 b (Keppler et al. 2018), and their host stars are A-type, A-type, 
F-type, G-type, and T Tauri stars, respectively. Bright light from the central host stars is suppressed 
by coronagraph and/or differential imaging methods. For β Pic, the planet position in 2003 is also 
shown. PDS 70 b is situated within the gap of a protoplanetary disk first imaged by Hashimoto 
et al. (2012)
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28.3  Statistics and Characterization of Exoplanets

28.3.1  Planet Occurrence Rate

Demographic of the short-period, inner planets is one of the most important results 
of the Kepler mission. For all planets with orbital periods less than 50 days, the 
occurrence rates are ~13%, ~2%, and ~1% planets per star for planets with radii 
2–4, 4–8, and 8–32 REarth. Therefore, small planets have a very high occurrence rate 
(Howard et al. 2012).

28.3.2  Habitable Planet Occurrence Rate

The occurrence rates of Earth-sized planets in the circumstellar habitable zones 
(HZs) in which liquid water could exist on the planet surface are approximately 
10% for the Sun-like stars and roughly 50% for M stars, but they vary in the litera-
tures (e.g., see Petigura et al. 2013; Kopparapu 2013). They in fact depend on the 
definition of HZ and planet size. Note that the most commonly used definition for 
the HZ is for a planet with the same atmospheric composition and surface pressure 
as the Earth. The sizes of the HZs are ~1 au around G stars and less than ~0.1 au for 
M stars.

28.3.3  Planet Interior Composition

For transiting planets, one can measure both planet radius and mass by the combina-
tion of the transit and Doppler methods. The mass-radius relationship allows us to 
distinguish rocky planets from gas planets as well as rocky terrestrial planets with 
thin atmospheres from those with thick atmospheres (Fig. 28.4). Most of the planets 
whose radii below 1.5 REarth are suggested to have rocky composition (e.g., Weiss 
and Marcy 2014).

28.3.4  Planetary Atmosphere

Currently there are four methods to observe the atmospheres of exoplanets: (1) tran-
sit spectroscopy including multi-wavelength photometry, (2) secondary eclipse 
thermal emission spectra, (3) high-resolution cross-correlation spectroscopy, and 
(4) high-contrast direct spectroscopy. (1) Transit spectroscopy involves observing 
the stellar spectrum both during a transit and outside of a transit and deriving the 
spectrum of the planet’s atmosphere by subtracting these two spectra. Two hot 
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Jupiters, HD 209458 and HD189733b, are most well studied so far. Sodium, water 
vapor, methane, carbon monoxide, and dioxide have been detected. On the other 
hand, GJ 1214b is the most well-studied super-Earth of 6 MEarth around an M star. 
The HST (Hubble Space Telescope) and other observations revealed its extremely 
flat spectra at optical and near-infrared wavelengths and no features in the planet’s 
atmosphere (Kreidberg et al. 2014), indicating the presence of clouds in the atmo-
spheres. (2) The secondary eclipse as the planet moves behind its parent star can be 
used to determine its temperature and also its composition because we can estimate 
the thermal emission from the planet. The Spitzer telescope has been most success-
ful in this application (e.g., Demory et al. 2016 for the nearby transiting super-Earth 
55 Cancri e). Not only the primary and secondary eclipse but also any phase changes 
can be traced by very accurate photometry. However, technically it is still limited 
for hot Jupiters and planets on ultrashort orbits. (3) The high-resolution cross- 
correlation spectroscopy can extract Doppler-shifted lines of planetary spectra 
because moving planet lines can be distinguished from stationary telluric and stellar 
lines (e.g., Snellen et al. 2010). (4) Recent progresses on extreme adaptive optics 
and IFU (integral field unit) spectroscopy instruments on 8-m class telescopes such 
as Gemini/GPI, VLT/SPHERE, and Subaru/SCExAO/CHARIS enable high- 
contrast direct imaging and spectroscopy. A few spectra covering from 1 to 2.5 μ are 
studied in detail for the wide-orbit planets discovered by direct imaging such as beta 
Pic b; HR 8799 b, c, d, and e; GJ 504b; and 51 Eri b. Some of them show clear 
methane, water, and carbon monoxide features.
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Fig. 28.4 Density distribution of exoplanets in the radius-mass diagram. Only the exoplanets 
whose planet masses are well determined (signal-to-noise ratios of Mplanet ≥3) are plotted. Triangles 
are seven small planets of TRAPPIST-1. Earth, Neptune, and Jupiter are also shown as the symbols 
E, N, and J, respectively. The mass-radius curve for rocky planets is from Zeng and Sasselov 
(2013), and that for gas giant is by courtesy of Dr. Yasunori Hori (coreless pure H/He planets)
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28.4  Notable Planet for Astrobiology

For astrobiology researches, astronomical observations are essential to provide bio-
signature information on exoplanets although they must be performed remotely 
observed with telescopes. Therefore, the nearest and brightest exoplanetary systems 
are critically important. Several notable exoplanetary systems are introduced in this 
section.

28.4.1  Proxima Centauri and Its Planet b

Proxima is the nearest star (1.3 pc, 4.2 light year) of a late M-type with a mass of 
0.12 MSun (Anglada-Escudé et al. 2016). It is confirmed to be gravitationally bound 
to alpha Centauri A (1.11 MSun) and B (0.94 MSun). This triple system is composed of 
a close binary and a wide-orbit companion. Alpha Cen AB binary system orbits each 
other with semimajor axis of 24 au and eccentricity of 0.524. Proxima has a semi-
major axis of 8700 au, eccentricity of 0.5, orbital period of 0.55 Myr, and inclination 
of 108° with respect to alpha Centauri A and B (Kervella et al. 2017). Proxima b is 
an Earth-mass (msini of 1.3 MEarth) planet receiving 65% of the solar flux (Anglada-
Escudé et al. 2016). It is orbiting Proxima with a period of 11.2 days. Based on the 
orbital properties of Proxima b and its host star, models of the planet’s evolution and 
surface suggest that it could be potentially habitable (e.g., Ribas et al. 2016).

28.4.2  TRAPPIST-1 and Its Seven Planets b, c, d, e, f, g, and h

TRAPPIST-1 is an M8-type dwarf at a distance of 12.1 pc (39 light year) with a 
stellar parameters of M = 0.089 MSun, R = 0.121 RSun, and Teff = 2500 K (Van Grootel 
et  al. 2018). The star is faint at optical (V  =  18.8) but not so much at infrared 
(J = 11.4). It has seven nearly Earth-sized transiting exoplanets (Gillon et al. 2017). 
The name is after the TRAnsiting Planets and PlanetesImals Small Telescope used 
for its first discovery of three planets. Three of these planets (c, d, e) are within the 
habitable zone. The small stellar radius enables deep transit depths sufficient for its 
small planets to be analyzed. All the deep transit depths, the infrared-bright host 
star, and the frequent transits of a few days to ~2 weeks make the TRAPPIST-1 
planetary system exceptionally well suited for follow-up infrared transit spectros-
copy, especially with the coming JWST telescope. Recent TTV analyses have 
shown that planets c and e likely have rocky interiors, while planets b, d, f, g, and h 
require envelopes of volatiles (see Fig. 28.4).
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Chapter 29
How to Search for Possible Bio-signatures 
on Earth-Like Planets: Beyond a Pale Blue 
Dot

Yasushi Suto

Abstract The Earth viewed from outside the Solar System would be identified 
merely like a pale blue dot, as coined by Carl Sagan. In order to detect possible 
signatures of the presence of life on a second Earth among several terrestrial planets 
discovered in a habitable zone, one has to develop and establish a methodology to 
characterize the planet as something beyond a mere pale blue dot. We pay particular 
attention to the periodic change of the color of the dot according to the rotation of 
the planet. Because of the large-scale inhomogeneous distribution of the planetary 
surface, the reflected light of the dot comprises different color components corre-
sponding to land, ocean, ice, and cloud that cover the surface of the planet. If we 
decompose the color of the dot into several principle components, in turn, one can 
identify the presence of the different surface components. Furthermore, the vegeta-
tion on the Earth is known to share a remarkable reflection signature; the reflection 
becomes significantly enhanced at wavelengths longer than 760 nm, which is known 
as a red-edge of the vegetation. If one can identify the corresponding color signature 
in a pale blue dot, it can be used as a unique probe to test the presence of life. I will 
describe the feasibility of the methodology for future space missions and consider 
the direction toward astrobiology from an astrophysicist’s point of view.

Keywords Bio-signatures · Pale blue dot · Red-edge · Copernican Principle

29.1  Introduction

Discovery of an amazing number of exoplanetary systems since 1995 has com-
pletely changed our view of the world itself. In particular, we learned once again the 
universal validity of the Copernican Principle; we do not occupy any special place 
in the universe. Indeed, this is exactly the very important philosophical lesson that 
we have learned in the history of astronomy over and over again.
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A straightforward corollary of the Copernican Principle is that our Earth is sim-
ply just one of the numerous planets in the universe that harbor the life. This will be 
easily expected from a very crude, order-of-magnitude argument shown below.

The mass of our Galaxy is approximately 1011Msun, which implies that there are 
roughly 1011 stars. (In the current argument, we neglect the dark matter contribution 
and the mass function of stars and simply assume that the typical mass of stars is 
Msun. This would change the result merely by a few orders of magnitude, and thus 
the final conclusion below is not affected at all!)

Current planet surveys have revealed that most stars host at least one planet and 
that dozens out of several thousands of host stars, therefore roughly 0.1%, turn out 
to have more than one rocky planet located in a habitable zone (e.g., Kasting 1993; 
Kopparapu et al. 2013), i.e., the equilibrium temperature of the planet is between 0 
and 100°C. Thus, if H2O exists abundantly, it is expected to be liquid on the surface 
of the planet. The word “habitable” is quite misleading in a sense that the range of 
equilibrium temperature on the planet surface is supposedly neither a necessary nor 
sufficient condition for the existence of life. Furthermore, the existence of abundant 
water on those planets are not at all discovered observationally (yet). Nevertheless, 
it is a reasonable working hypothesis to proceed further here, and let me use “tem-
perate” instead of “habitable” according to relatively recent literatures.

This implies that we would have 108 temperate planets in our Galaxy. It should 
be emphasized that the value is estimated now from the observed facts. On the other 
hand, the relative fraction of planets, pwater, with a reasonable amount of water, and 
possibly with a reasonable amount of lands on the surface as well, is quite uncertain 
at this point but will be estimated observationally in the future by a remote sensing 
as described in Sect. 29.3.

If a planet has a right amount of water for bearing life, what is the probability that 
the planet eventually develops life? This is intrinsically difficult and almost impos-
sible question to answer scientifically. Therefore, we need to resort to the Copernican 
Principle. Our Solar System was born about 4.6 Gyr ago, and the first life on the 
Earth is supposed to have emerged approximately 1 Gyr later. Thus, the emergence 
of life itself may not be such a rare event as long as the relevant environment, which 
we do not yet understand exactly, is provided. A simple application of the Copernican 
Principle suggests that a fairly large fraction of temperate planets with oceans and 
lands will inevitably develop a certain type of life.

Plants on the Earth went out of oceans and started to grow on lands about 0.5 Gyr 
ago; from the viewpoint of remote sensing, this is the most important event in the 
evolution of life. It is not clear at all how long such planets continue to be detectable 
via remote sensing, since we have no idea if any life-form exhibiting a significant 
bio-signature survives possible drastic environment changes including astronomical 
impacts, geophysical activities, and human wars. Even if we assume pessimistically 
that our Earth stops exhibiting detectable bio-signatures very soon, the fraction of 
detectable period of our Earth via remote sensing (of course, just in principle) over 
the lifetime of the Sun would be 0.5 Gyr/10 Gyr = 0.05.

Therefore, out of the 108 temperate planets in our Galaxy, 5 × 106 pwater would 
potentially exhibit some kinds of bio-signatures for remote-sensing. Again, on the 
basis of the Copernican Principle, pwater is unlikely to be sufficiently small, and we 
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expect that 5 × 106 pwater ≫1. This implies that we have to consider seriously how to 
search for possible bio-signatures on Earth-like planets.

29.2  Lessons from Previous Pioneering Attempts

Vesto Melvin Slipher is a renowned astronomer, well known for his contribution to 
the discovery of redshifts of distant galaxies. Indeed, Edwin Hubble owed Slipher’s 
measurements of galaxy redshifts in proposing his “famous” distance-redshift rela-
tion (Hubble 1929), which eventually led to the standard model of the expanding 
universe. It is now well recognized that Slipher’s contribution to the discovery of the 
expansion of the universe has been significantly underestimated; I would definitely 
recommend Peacock (2013) for interested readers, which nicely describes numer-
ous great achievements of Slipher.

Actually, his pioneering contribution to astrobiology seems to have been equally 
underestimated either. In his paper entitled “Observations of Mars in 1924 Made at 
Lowell Observatory II. Spectrum observations of Mars” (Slipher 1924), he attempted 
to test the existence of chlorophyll in the dark region on Mars. He clearly recog-
nized the importance of the reflection spectrum feature of vegetation as a possible 
bio-signature on Mars. He noted that “The reflection spectrum from vegetation is 
not at all definite visually as its most distinctive feature is its brilliancy in the deep 
red, beyond the sensitivity of the eye.”

This characteristic feature, often referred to as the red-edge of vegetation (sharp 
increase of reflection spectrum beyond around 0.75 μm), is supposed to be very 
generic over most plants on Earth and understood to be related to the efficiency of 
the photosynthesis.

He concluded his paper by stating that “The Martian spectra of the dark regions so 
far do not give any certain evidence of the typical reflection spectrum of chlorophyll. 
The amount and types of vegetation required to make the effect noticeable is being 
investigated by suitable terrestrial exposures.” I believe that this is quite amazing and 
pioneering work in the history of astrobiology.

Interestingly, there have been several observational claims of spectroscopic evi-
dence for vegetation on Mars on the basis of a different absorption feature around 
3.4 μm (e.g., Sinton (1957) and also Briot et al. (2004) for a historical overview). 
Assuming that they are not reliable, Slipher’s idea has been seriously considered 
and applied in the modern context for the first time by Sagan et al. (1993). They 
searched for bio-signatures on Earth at the first flyby of Galileo spacecraft on 
December 8, 1990, and successfully concluded that there is life on Earth!

Bio-signatures that they detected from the remote sensing of Earth include (i) 
abundant gaseous oxygen in visible and near-infrared bands, (ii) atmospheric meth-
ane of the significantly larger abundance than expected from simple thermal equi-
librium, and (iii) red-edge feature around 0.75 μm.

Figure 29.1 plots the spectra of Earth over a relatively cloud-free region of the 
Pacific Ocean observed by Galileo (reprinted from Fig.  1  in Sagan et  al. 1993). 
Figure 29.1a is the spectrum for 0.70 < λ[μm] < 1.0, showing a strong absorption 
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Fig. 29.1 Spectra of Earth observed by Galileo spacecraft in December 1990 over a relatively 
cloud-free region of the Pacific Ocean. The molecules responsible for major absorption bands are 
indicated in each panel. (Reprinted from Fig. 1a–c of Sagan et al. 1993)
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feature of the A band molecular oxygen at 0.76 μm with several H2O absorptions as 
well. The column density of O2 is estimated to be about 200 g cm−2, and such a large 
abundance is very unlikely to be produced and accumulated by any abiotic process 
like the UV photodissociation of water followed by the Jeans escape of hydrogen to 
space. Thus Sagan et al. (1993) concluded that “Galileo’s observations of O2, thus 
at least raise our suspicions about the presence of life.”

In the near-infrared bands, 2.4 < λ[μm] < 3.8 (Fig.29.1b) and 3.9 < λ[μm] < 5.3 
(Fig.29.1b), a very strong CO2 absorption band can be clearly identified around 
4.3 μm, as well as several N2O and H2O absorptions. Most notably, they identified 
the methane feature at 3.31 μm and found that the derived abundance is about 140 
orders of magnitude higher than a simple expectation from thermal equilibrium. 
Since CH4 is supposed to be oxidized quickly to CO2 and H2O, a continuous pump-
ing source of CH4 is required, which is most likely life. This is also the case for the 
high disequilibrium abundance of N2O, which will be due to the presence of 
nitrogen- fixing bacteria and algae.

Such abundant atmospheric molecules can be used as important bio-signatures in 
classical astronomical observations, but still may not be directly related to the pres-
ence of life. Indeed the biological interpretation of the observed methane and other 
molecules may not be so robust; for instance, Epiope and Sherwood Lollar (2013) 
discussed the possible abiotic origin of methane in the planetary atmosphere. The 
detection of the red-edge feature, in turn, is challenging but, if detected at all, would 
be interpreted as a more straightforward evidence for the life dominating a fair frac-
tion of the planet.

As shown in Fig. 29.2 (reprinted from Figs. 2c and 3 in Sagan et al. 1993), Sagan 
et al. (1993) presented broadband spectra of the three different regions on Earth and 

Fig. 29.2 (Left) Composite color image of Earth observed by Galileo spacecraft in December 
1990. (Right) Spectra corresponds to the three areas A, B, and C in the left panel. (Reprinted from 
Figs. 2c and 3 of Sagan et al. 1993)
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argued that the unusually strong absorption features in the spectra of areas B and C 
are “the signature of a light-harvesting pigment in a photosynthetic system,” while 
that of area A is consistent with a variety of dark rock or mineral-soil surfaces.

29.3  Colors of a Second Earth

It is no doubt that Sagan et al. (1993) is the first serious observational attempt to 
present fundamental methodologies to search for life in planets from remote- sensing 
data. It is even more amazing to recognize that it was before the first discovery of an 
exoplanet around a sun-like star (Mayor and Queloz 1995). Unfortunately, however, 
their method was partially based on the spatially resolved imaging observation of 
the surface of Earth, and thus is not directly applicable to exoplanets.

Ford et al. (2001) is the first to realize such a basic limitation. They computed 
diurnal photometric variability of Earth in different bands by averaging over the 
visible part illuminated by the Sun for a distant observer. In particular, they claimed 
that the photometric variability due to the red-edge feature may be marginally 
detectable for future space interferometer missions. The diurnal photometric vari-
ability is a more realistic approach with remote-sensing of Earth-like exoplanets 
since it is based on the continuous monitoring of a change of colors of spatially “one 
dot.” Indeed, this implies that Earth is not a mere pale blue dot but a color-changing 
dot due to its spin-modulated surface landscape.

Inspired by this basic idea, we started a systematic study of the diurnal photomet-
ric variability of Earth (Fujii et al. 2010, 2011). We have not only computed the 
expected variability but also attempted to estimate the area fraction of different 
surface components including snow, land, ocean, and vegetation by inverting the 
simulated light curves in different photometric bands (see also Cowan et al. 2009; 
Majeau et al. 2012; Fujii et al. 2017, and references therein).

To be more specific, we first created mock light curves for Earth without clouds 
in different photometric bands, using empirical data from satellites. These light 
curves were attempted to be fit to an isotropic scattering model consisting of four 
surface types, ocean, soil, snow, and vegetation, as shown in Fig. 29.3. We consid-
ered a very idealized observational situation in which the light from the host star is 
completely blocked and the photometric noise is due to the Poisson fluctuations in 
the observed photon counts from the planet alone.

Figure 29.4 presents an example of our decomposition of light curves in terms of 
the four surface components using the photometric bands (1)–(5) indicated as gray 
bars in Fig. 29.3. This simulated observation assumes an Earth-twin from 10 pc 
away from us and a dedicated space telescope of diameter 2 m with an exposure 
time of 1 h over 2-week continuous monitoring. In such an idealized situation where 
the light from the host star is completely blocked and the planetary surface is not 
covered by clouds, we are able to recover the correct fractional areas of surface 
components fairly well. In particular, at a certain phase of Earth in which plants 
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cover a large fraction of the planetary surface, we may be able to even detect the 
presence of vegetation via its distinct spectral feature of photosynthesis.

Admittedly our assumptions may not be so realistic. Especially, the significant 
cloud coverage would be inevitable for any temperate terrestrial planets with abun-
dant liquid water.

Therefore, we considered the degree of degradation of our surface recovery 
method due to the cloud coverage by applying it to multi-band diurnal light curves 
of Earth from the EPOXI spacecraft. The detailed discussion can be found in Fujii 
et al. (2011), and here we simply show the resulting longitudinal map recovered 
from the diurnal variations in Fig. 29.5. While the angular resolution is inevitably 
low, it is encouraging that some of the major geographical features of the Earth, e.g., 
two oceans, the Sahara desert, and the two largest land masses, can be approxi-
mately identified, even from the color-changing dot alone.

29.4  Conclusion

Apparently, there remain many things to be improved in methodology both theoreti-
cally and observationally. Fujii et al. (2010, 2011) exploited the color modulation of 
the visible surface due to the planetary spin alone. If the planetary spin axis is 
oblique with respect to its orbital axis, as is the case with Earth, the resulting annual 
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Fig. 29.3 Wavelength-dependent effective albedos of ocean (blue), soil (magenta), vegetation 
(green), snow (cyan), and atmosphere with Rayleigh scattering alone (black). The solid lines show 
the effective albedo with Earth-like atmosphere, while the dashed lines show the effective albedo 
without an atmosphere. Shaded regions correspond to the MODIS (Moderate Resolution Imaging 
Spectroradiometer) bands. The numbers at the top are the labels of the different photometric bands. 
(Reprinted from Fig. 7 of Fujii et al. 2010)
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modulation may even allow the recovery of the two-dimensional surface map of the 
planet. This interesting possibility has been studied by Kawahara and Fujii (2010, 
2011) and Fujii and Kawahara (2012), and they showed that it is possible to repro-
duce the 2D surface map of Earth, at least in an idealized situation. Kawahara (2016) 
also proposed novel methodology to determine the planetary obliquity from fre-
quency modulations of photometric light curves.

Those preliminary feasibility studies have adopted simulated and/or observed 
datasets of Earth itself. Needless to say, it is by far the most important check to begin 
with, but it is also true that such studies never cover a possible range of realistic 
diversities of candidate planets. This is a fundamental and intrinsic limitation in 

Fig. 29.4 Reconstructed fractional areas for four surface types from the simulated light curves in 
five bands (bands 1–5). The top panel shows the value of reduced χ2 for each epoch. The upper 
middle panel displays the results of estimating weighted fractional areas of ocean (blue), land 
(=soil+vegetation+snow; brown), and the total of them (red). The lower middle panel displays 
those of soil (magenta), vegetation (green), and snow (cyan). The dashed lines in those two panels 
show the weighted fractional areas derived from the real classification dataset by the MODIS satel-
lite. The quoted error bars indicate the variance of the best-fit values from 100 realizations. The 
bottom panel depicts the snapshots of the Earth at the corresponding epochs where the ocean is 
painted in gray and the land in white. (Reprinted from Fig. 8 of Fujii et al. 2010)
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considering bio-signatures, given the fact that we have no idea of life outside Earth. 
Nevertheless, it is such an important and fascinating topic, not only in  astronomy 
and astrobiology but even in all modern sciences. We need to continue and definitely 
will be able to realize that “We did not know anything” (Asimov 1941).
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Chapter 30
SETI (Search for Extraterrestrial 
Intelligence)

Hisashi Hirabayashi

Abstract The technology to communicate over interstellar distances is expected to 
be developed for civilization anywhere in the universe. In this chapter, the strategy 
and the activities for searching for extraterrestrial intelligence are reviewed. The 
search started by receiving radio wave in 1960 and has been continued with a mod-
est activity. Optical communication can be another target, and optical searches have 
also been started. Because of the continuing technological leaps, the increasing pos-
sibility in finding extraterrestrial intelligence is expected. To find the better way to 
search extraterrestrial intelligence successfully, we need to understand our universe 
more.

Keywords SETI · Interstellar communication · Intelligent life · Galactic 
civilization

30.1  Introduction

Is there intelligent life beyond the Earth? Though some ancient Greek philosophers 
considered the possibility, there was no means to undertake a scientific investiga-
tion. Though it is still impossible to travel over interstellar distances, it is possible 
to scientifically approach this fundamental question.

It was an important step that the physicists Cocconi and Morrison (1959) dis-
cussed the idea of interstellar communication using radio wave. By that time, large 
radio telescopes had been built, and the space communication era was emerging. As 
the 21 cm (1420 MHz) radio line of interstellar hydrogen atoms had been detected 
(Ewen and Purcell 1951), it was proposed to be the interstellar communication band 
because no other line had been detected. To circumvent a huge unknown parameter 
space in frequency, some adequate assumptions had to be made which frequency to 
be searched.
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F. Drake of the US National Radio Astronomy Observatory (NRAO) conducted 
the first search near the hydrogen line frequency for two nearby sun-like stars, Tau 
Ceti and Epsilon Eridani, both about 11 light-years in distance from our solar sys-
tem in Project Ozma. He observed them for a total of 200 h over 2 months in 1960. 
Though he did not detect any sign of an intelligent signal, it triggered a number of 
other searches in the following years. SETI is now the technical term representing 
the search for extraterrestrial intelligence, and academic activity has been autho-
rized in the working groups in the IAU (International Astronomical Union) and the 
IAF (International Aeronautical Federation). So far, there have been more than 100 
searches made over almost 60 years, with no firm detection. However, the fact does 
not prove that there is no extraterrestrial intelligence: the absence of evidence is not 
evidence of absence.

This chapter reviews how SETI has been conducted and what are the future 
prospects.

30.2  Radio Searches and Search Strategy

There is a vast parameter space in which search for unknown civilizations is to be 
conducted: direction, time, frequency, bandwidth, and so on. The combination of 
these uncertain factors quickly piles up to a huge number – searching for the signal 
is much more difficult than establishing human communications. As a result, most 
searches to date have done in a very limited parameter space. The search instrument 
must have a huge parallel processing capability, and it is crucial making careful 
choices in this parameter space.

In terms of the target directions, the three main types of searches are present:

• All-sky: An unbiased sky survey, scanning all the accessible sky.
• Targeted: Directed toward selected stars.
• Serendip-type: Searches by “piggy-backing” on other radio astronomy observa-

tions by independently processing the data. In this case, astronomically interest-
ing sources are the targets.

It is worth mentioning that groups at both Ohio State University and Harvard 
University, USA, maintained dedicated continuous searches using their own radio 
telescopes for many years. The Ohio group started the search in 1973. Though they 
announced that they detected a strong narrowband signal near the hydrogen line on 
August 15, 1977, called the “Wow! signal,” it has never been detected again. 
Recently Paris and Davies (2017) reported that hydrogen clouds from comets 266P 
Christensen and P2008 Y2 (Gibbs) are candidates for the source of the 1977 Wow! 
signal.

Over the years, the search capabilities of telescopes have increased greatly in 
terms of antenna design, receiver sensitivity, data processing power, etc.

The frequency band that offers the best signal-to-noise ratio is the microwave 
region. At lower frequencies, our galaxy is very bright, due to synchrotron radiation 
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produced by fast electrons in the galactic magnetic field. The 1–10 GHz range is 
good for ground-based telescopes, as it avoids atmospheric emission and absorption 
and the effects of receiver quantum noise at higher frequencies. However, we might 
expect that advanced civilizations can easily build space-based facilities, and the 
atmosphere may not be a major limitation. Therefore, 1–100 GHz is thought to be 
the proper frequency band to search.

The antenna and receiver need to be sensitive to a wide frequency band, which is 
processed by a spectrometer to search for a narrowband signal. Digital processing is 
commonly used for this purpose. For a successful detection over interstellar dis-
tances, the signal must be concentrated in a very narrowband, say 0.1–1 Hz, which 
is limited by interstellar scattering and scintillation (analogous to the twinkling of 
starlight). Spectral lines from natural phenomena are generally much broader than 
this. Thus, the search parameter of frequency channel is the order of 100 GHz/0.1 Hz. 
When viewed by large antennas in the microwave band (where they have an angular 
resolution similar to human eyesight, roughly 1 min of arc), the whole sky has the 
order of 1011 independent directions. Therefore, the combination of directional and 
frequency channel uncertainties at the time of the search is in the order of 1022, 
which is close to Avogadro’s number! The number of stars in the galaxy and the 
number of galaxies in the observable universe are both roughly 1011. It is interesting 
to consider these numbers and to appreciate the vast unknown parameter space for 
SETI.

Obtaining a spectrum at the 1 Hz level resolution for each observational direction 
takes a large amount of computational time. D. Werthimer of UCB invented and 
started a smart scheme of using innumerable remote PCs, which otherwise are in 
screen saver mode, to automatically download the processing software, download 
the necessary data stream, process the data, and to send back the result (SETI@
Home). This is called “grid computing,” and it is now applied in many other fields. 
This is encouraging not only for workload sharing but also making PC owners feel 
that they have joined and are really contributing to the project.

There have been several major searches worth mentioning. NASA planned and 
started a big SETI project in 1992 but soon canceled it. A group of researchers 
including F. Drake and J. Tarter founded the SETI Institute and effectively carried 
out the NASA project with the name of Project Phoenix, relying on donations from 
private sources. Between 1995 and 2004, Project Phoenix targeted 800 stars up to 
240 light-years away with the world’s largest radio telescopes over a frequency 
range of 1.2–3 GHz. The dedicated BETA project performed an all-sky, narrowband 
microwave search between 1400 and 1720 MHz with billions of frequency channels 
with the dedicated use of a 26 m radio telescope. This band covers hydrogen (H, 
1420 MHz) and hydroxyl (OH, 1666 MHz) line frequencies at the two ends of the 
band.

For more detail, see the review paper written by Tarter (2001).
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30.3  Future Prospects of Radio SETI

Radio telescopes have improved in sensitivity, field of view, spectral and time reso-
lution, etc. An array of a large number of antennas with small apertures, with proper 
later processing, has a wide field of view, good angular resolution. This technique, 
called “aperture synthesis,” was invented by the Cambridge radio astronomer, Sir 
M. Ryle, for which he shared the 1974 Nobel Prize in Physics (Ryle 1962). In this 
technique, an array of radio telescopes can be regarded as many combinations of 
Michelson interferometers which obtain two-dimensional Fourier components of 
the radio source image. In this technique, the source image can be digitally recon-
structed by two- dimensional Fourier inverse transform. Spectral analysis relies also 
on digital processing, mostly on the fast Fourier transform (FFT), and has been 
advanced following Moore’s law, which states that processing power doubles 
approximately every 18 months.

The Allen Telescope Array (ATA) of UC Berkeley and the SETI Institute was 
designed for both radio astronomy and SETI, using the aperture synthesis tech-
nique. It started with 42 antennas with 6 m diameter, having plans (which were 
never realized) to increase to 350 antennas, and performed SETI searches. This was 
the first time that SETI was considered from radio telescope design phase, and the 
funds were donated from P. Allen, a co-founder of Microsoft.

A far more powerful radio telescope of this type is the international Square 
Kilometer Array (SKA) which is expected to be operational in the mid- to late 
2020s. This will be the most powerful radio telescope for radio astronomy and 
SETI. The SKA project, led by ten member countries, will have two telescope sites, 
South Africa and West Australia. In Phase 1, an array of dishes in South Africa will 
be used at higher frequencies, and an array of dipole antennas in Western Australia 
will be used at lower frequencies. The plans for a later Phase 2 would extend tele-
scopes across Africa and antennas across Australia. This would be a very big leap 
for SETI with the SKA. Military radars on planets within 300 light-years from Earth 
could be detectable by the SKA.

Breakthrough Listen is a SETI program announced in 2016 by the board mem-
bers Y. Milner (founder of DST Global, who is funding the project) and S. Hawking 
and is expected to be considerably bigger than Project Phoenix. The same group 
started a design study to send very small probes to the newly discovered nearest 
exoplanet Proxima Centauri b at a distance of 4.26 light-years. They do not rely on 
a chemical or nuclear energy-powered rocket but on photon beam pressure from an 
Earth-based high-power laser array. Thousands of tiny probes are planned to be sent 
in 20 years at a 20% of the light speed to fly by and to image the planet.
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30.4  Possible Types of Signal

It is important to consider the possible types of SETI signal. Three types of signals 
should be considered separately in the SETI activity.

 (a) Incidental signal: This includes radars, broadcasting signals, and communica-
tion signals, which are emitted from normal activities within an extraterrestrial 
civilization without intension for interstellar communication. Earth has been 
transmitting such signals for about a hundred years.

 (b) Intentional signals: The signals emitted from extraterrestrial intelligence aim-
ing the communication to other intelligent presence.

 (c) The signal for transmitting information flow with modest bandwidth. This is the 
communication signal after the first radio contact is established.

If SETI succeeds in finding another intelligence, then it can be naturally expected 
to have second and third discoveries of extraterrestrial intelligence. Assuming that 
we are not the intelligent presence developed in earlier phase, there may be more 
advanced civilizations having communication network each other with the signal of 
type c) above. R. Bracewell referred to this network as the “Galactic Club.”

30.5  Optical SETI

Laser-based interstellar communication was proposed by C.  Townes, one of the 
inventors of the laser. Laser power has increased significantly in recent years. If 
another civilization has developed the laser with similar power, and a high-power 
laser is connected to a 10 m class antenna, the signal from a planet up to 100 light- 
years away could outshine the star it is orbiting. For this reason, civilizations may 
emit high-power optical pulses as an active signal for SETI communication pur-
pose. P. Horowitz of Harvard University, who has been very active in radio band 
SETI, started optical SETI with a 72-in. telescope at the Harvard-Smithsonian 
Observatory, to try to detect light pulses with a time resolution of 1 ns (Howard 
et al. 2000). The targeted all-sky Optical SETI project pointed at 6000 star systems. 
With the development of multi-pixel detectors at the focus, the search capability can 
be increased significantly. An advantage of optical SETI is that pulsed emission will 
not suffer from smearing by the dispersion effect by interstellar plasma. On the 
other hand, at radio wavelengths the dispersion effect is large, and sophisticated 
frequency analysis is needed.
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30.6  The Number of Galactic Civilizations

In 1961, a SETI meeting was held at the Green Bank Observatory of US National 
Radio Astronomy Observatory, and F. Drake showed a formula which is now called 
the Drake equation (Drake and Sobel 1992). This is a very simple formula to esti-
mate the number N of civilizations in the galaxy.

 N R L= fp ne fl fi fc  

The number N is obtained by multiplying R, the number of newborn stars per year 
in the galaxy, by L, the mean lifetime of civilization in year, and by several frac-
tional factors. These factors are the following: fp = the fraction of stars with planets, 
ne = number of Earth-like planets per stellar system, fl = fraction of planets with 
life, fi = the fraction of planets with intelligent life, and fc = the fraction of planets 
with communication technology. The equation combines terms related to astron-
omy, planetary physics, biology, and intelligence. The number of stars being formed 
in the galaxy is an astronomical question and is known to be about one to ten stars 
per year.

Following the successful detection of thousands of extrasolar planets since 1995, 
we are gaining a good understanding of the probability of planet formation. The 
fraction of having Earth-like planets is also improving.

However, there are no reliable values for factors fl, fi, and fc. The factors may be 
1 from the very optimistic point of view, while the factors may be 0.01 or less from 
the very pessimistic point of view. There is basic difference between the two views, 
natural or miraculous nature of evolution. Some discussions and speculations can be 
found in Ulmschneider (2003), for example. It is also known that the changes and 
events of Earth environment have significantly influenced the evolution of life and 
intelligence. The better understanding of life and intelligence may give better con-
vergence and estimate of the factors in the future.

30.7  Nature of Advanced Civilizations and Artificial 
Intelligence

The final term L raises a far more difficult question. How long do civilizations last? 
Or what is the mean lifetime of galactic civilizations? One can imagine astronomi-
cal scale lifetime of, say, 1 giga-year, assuming stable civilization. On the other 
hand, 1000 years or even less may be anticipated from pessimistic point of view for 
our civilization. It is difficult to extrapolate and imagine wise and mature galactic 
civilizations. However, we would need very long years of mean lifetime in order to 
have a chance of exchanging information with potential partners in the galaxy.

Civilizations must develop sufficient stability to ensure not to destroy themselves 
nor to become extinct. Here we may call stable and long-lived civilizations as 

H. Hirabayashi



457

“super-civilizations.” Earth’s current civilization has many problems to solve and to 
survive, and it cannot be regarded as a super-civilization yet. We do not know 
whether super-civilizations are interested in other worlds or focused on internal and 
imaginary worlds. This is probably the biggest uncertainty in estimating the number 
of galactic civilizations. Only after SETI being successful can we be sure that super- 
civilization is not an illusion and start to know the mean lifetime or probability of 
super-civilization. Extraterrestrial intelligence can be found only if these factors are 
large enough.

Though the type of individual members of those civilization is not known, it is 
interesting to imagine them. They may differ from their biological original form of 
life, being replaced by artificial intelligence. There is a simple forecast that artificial 
intelligence (AI) will surpass humans around 2045, as portrayed in the movie 
“Singularity.” Bernal (1929) discussed human, world, and a future civilization 
where all members are connected by information technology to form a united struc-
ture. Though Earth’s civilization is becoming connected by the Internet, it is not a 
coherently linked structure. It is worth imaging deeper and further the future con-
nected mode of individuals.

30.8  Astronomical Research and SETI

Pulsars were discovered serendipitously when the Cambridge group started observ-
ing scintillating radio sources in 1967 (Hewish et al. 1968). The precise pulse trains 
of pulsars were at first thought to be the sign of an artificial signal. However, the 
pulses were soon understood as the beamed radiation from the magnetosphere of 
rapidly spinning neutron stars (Gold 1968).

Fast radio bursts (FRB) were first found in 2007 (Lorimer et al. 2007) as a single 
strong pulse event with very short duration, about 1 ms. There are clear signs of 
significant intergalactic dispersion, as the pulses show a “chirp” nature (the higher 
frequency pulse part comes first, and the lower frequency part comes later). 
Therefore, the signals must almost certainly come from outside our galaxy. By the 
short duration of the pulse, the emission region must be less than the light travel 
time of 1 ms, or 30 km. Though the origin of these pulses is not understood yet, it 
must be due to exotic and energetic stellar phenomenon. An important discovery 
came in 2016 when it was found that the FRB121102 event was followed by 
repeated pulse events (Paris and Davies 2017). By later precise radio measurement 
of the source direction, it was found that the events come from the direction of faint 
dwarf galaxy three billion light-years away, though the origin of the emission is still 
not understood.

We do not know all the types of exotic phenomena in the universe yet. We do not 
know the status of advanced galactic civilization nor can predict the possible char-
acteristics of their signals properly. In astronomy, we do not understand the con-
stituents of dark matter, and do not understand the nature of dark energy, even 
though they are now dominant in the universe. However, our understanding has 
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increased greatly since the 1960s when we first started to answer basic questions 
about the universe. We should continue these efforts to observe the universe, try to 
understand our physical world, and must keep our minds open. This is important 
also for SETI.

We live on the mother Earth with most of our energy derived from our sun. We 
think this is our comfortable and sustainable environment. However, some advanced 
civilizations may derive their energy from much more energetic astronomical 
objects, a spinning neutron star, a black hole, or even more powerful phenomena. 
N. Kardashev classified galactic civilizations into three categories based on their 
level of energy consumption (Kardashev 1964): type I civilization which can use all 
of the planetary energy, type II civilization which can use all of the stellar energy, 
and type III civilization which can use all of the galactic energy. However, we do not 
know whether super-civilizations rely on very energetic phenomena or rather make 
economical and smart use of energy.

SETI is a long-term endeavor of mankind. From the arguments above, the 
author’s suggested guidelines for SETI are:

• Full efforts should be continued to keep Earth’s civilization.
• Continue SETI activities at a proper level.
• Continue astrophysical research to understand our universe.

30.9  Conclusion

SETI started in the 1960s. SETI was initially conducted in the radio band, with opti-
cal band searches joining later. Though about 100 radio searches have been con-
ducted until now, there is no convincing detection of an artificial extraterrestrial 
signal yet. There is big unknown parameter space to be searched, and further efforts 
should be continued. The search capability of instruments is still developing rapidly, 
and no one can predict when SETI may be successful. We do not know if totally new 
phenomena connected with super-civilizations’ activity are to be discovered. We 
must be open-minded.
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Chapter 31
Possible Cultural Impact 
of Extraterrestrial Life, if It Were 
to Be Found

Junichi Watanabe

Abstract Detection of extraterrestrial life may soon be within our reach, as shown 
in the previous chapters of this book. We are at the dawn of the next generation of 
instruments and space missions aiming to detect evidence of life on other planets. 
From a social perspective, the situation places astronomy and related fields in a 
special position among the sciences, due to the public expectations of alien life. 
This is revealed by a statistical analysis of media exposure which is described in this 
chapter, along with several expected cultural and social impact should life to be 
discovered.

Keywords Extraterrestrial life · Press releases · Social and cultural impact

31.1  Introduction

There are two possible cases for the discovery of extraterrestrial life. One is the 
direct discovery of any life-forms within our solar system, and the other is an indi-
rect discovery of life beyond our solar system. The former may happen during 
exploration on Mars or by future sample return missions of material ejected by the 
geysers of the icy satellites that are believed to contain deep oceans under the sur-
face layer of ice, such as Enceladus or Europa. Actual exploration plans are now 
under serious consideration.

The latter case may be any indirect detection of a so-called biomarker from an 
exoplanet, especially Earth-like planets within the habitable zone (Kopparapu et al. 
2013), by the next-generation large telescopes. There are three plans for building 
30–40  m diameter class telescopes, specifically the European Extremely Large 
Telescope, the Thirty Meter Telescope, and the Giant Magellan Telescope. One of 
the potential targets of all these telescopes is the search for biomarkers, which are 
indirect evidence of the existence of extraterrestrial life on an exoplanet. One pos-
sible biomarker is the presence of oxygen or ozone in the atmosphere. These 
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 molecular species are generally thought to be products of life, although such species 
are also known to be produced abiotically (Narita et al. 2015). Another biomarker is 
chlorophyll, which can be detected from the light reflected by the planet’s surface. 
The existence of absorption corresponding to the chlorophyll wavelengths, if it were 
to be confirmed, is an indirect evidence of extraterrestrial life that resembles plants 
on the Earth. The effective wavelengths for photosynthesis may be different from 
that on Earth because the central star in an exoplanet system can have various spec-
tral types. In either case, such a detection will have social and cultural impacts on 
the general public.

Of course, the direct detection of any artificial radio or laser signals, which is the 
target of the SETI observations, would have a stronger impact to our culture and 
society; however, it is beyond the scope of this article.

31.2  Media Exposure of Press Releases Related 
to Extraterrestrial Life

Astronomy has long inspired the general public, placing the field in a special social 
position compared with other natural sciences. Press releases related to astronomy 
are often picked up by many kinds of media. The International Astronomical Union 
(IAU)’s “International Year of Astronomy” carried out in 2009, the 400-year anni-
versary of Galileo’s first recorded observations with a telescope, caused a huge 
movement throughout the world and succeeded to include more than 100 countries, 
which is the top record for UNESCO’s commemorative years (Russo et al. 2009).

The image of astronomy in society has been studied by social scientists in Japan. 
Compared with other sciences, astronomy is regarded as beautiful, easily under-
standable, and vastness (Toyosawa et al. 2011).

Among astronomy and astrophysics, people are interested in possible extrater-
restrial life and exoplanets. This is clearly seen in the levels of media exposure, even 
when compared with other topics in astronomy. The news of the possible fossils 
discovered in the Martian Meteorite ALH84001 in 1997 became one of the most 
debated topics at that time, and controversial discussion still continues on the topic, 
including the origins of the magnetite nanocrystals (Thomas-Keprta et al. 2009).

Another example was the discovery of the Earth-sized planet around Proxima 
Centauri announced on August 25, 2016, which was covered by 30 articles in 
Japanese newspapers. The articles covered not only immediate news release but also 
short articles encompassing detailed explanations on the background of the present 
status of this research field. Most of the articles referred to the possible existence of 
an atmosphere, water, and life on the planet. For comparison, the average number of 
articles based on press releases from the National Astronomical Observatory of 
Japan (NAOJ) was just 1.7 per each release during 2016. For example, only 8 arti-
cles appeared based on the release dated August 2, 2017, on the discovery of 11 
dwarf galaxies and 2 star-containing halos in the outer region of a large spiral galaxy 
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25 million light-years away from Earth, carried out by Japan’s Subaru Telescope. 
The situation is the same in international media. News on Earth-sized exoplanets 
has made it into the BBC’s yearly science highlights in 2017, 2016, and 2015 (http://
www.bbc.com/news/science-environment-41972289, http://www.bbc.com/news/
science-environment-38294194, and http://www.bbc.com/news/science-environ-
ment-35158890). Exoplanets or astrobiology stories are in the top 10 for Discover 
magazine’s top 100 stories for 2017 and 2016 and the top 30 stories in 2015 (http://
discovermagazine.com/2018/janfeb, http://discovermagazine.com/2017/janfeb, 
http://discovermagazine.com/2016/janfeb). Regarding the TRAPPIST-1 system 
discovery, there was even a Google Doodle (https://www.google.com/doodles/
seven-earth-size-exoplanets-discovered). These circumstances indicate that the 
general public is interested in extraterrestrial life and the related topics such as 
exoplanets.

31.3  Expectation on Change of Concepts

If extraterrestrial life were to be found directly or indirectly, the human concept of 
life or the world would be changed. Historically, the development of astronomy had 
led to major shifts in our concept of the world we live. We can find such a case in 
the Copernican Universe of the seventeenth century. The center of the Universe 
changed from the Earth to the Sun, namely, from the geocentric to the heliocentric 
model. The heliocentric model described in Copernicus’s book De revolutionibus 
orbium coelestium (On the Revolutions of the Celestial Spheres) in 1543 was not 
immediately believed but gradually gained credence over a hundred years (Gingerich 
2004). After that, it has been revealed that the Sun is not located in the center of the 
Universe, because the stars in the night sky were shown to be objects similar to the 
Sun except for the distance from the Earth. In the early twentieth century, the con-
cept of our Galaxy was created, and it has been revealed that the Sun is far out from 
the central region of the Galaxy. This conceptual change leads us to realize that our 
Earth is not any special place in this Universe.

Conceptual changes among the general public used to take a long time to mani-
fest after an idea appeared. However, due to the development of the Internet and 
similar rapid methods of delivering new information, any new concepts or discover-
ies tend to spread rapidly in the present society. If extraterrestrial life were to be 
found, we would expect the news to spread swiftly all over the world, and a concep-
tual change on life or the world would follow. This will take exceedingly short time 
compared with previous cases such as the heliocentric model. Therefore, we can 
expect a rapid response to the discovery in various forms to happen. We will finally 
realize that we are not alone.

This concept change would result in human culture to evolve into a more matured 
version. As individuals, we become aware of the existence of others during the men-
tal growth from a child to an adult. We ourselves are the center of the world during 
our infancy. The house where the young infant resides is its whole world. However, 
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as he or she grows up and leaves the house, he or she learns about the existence of 
other houses outside, similar to the discovery of other worlds. When the child enters 
school, he or she is forced to know many other people of the same age and grow 
further by interacting with their classmates. Finally, he or she will understand that 
he or she is just one of them and is not at the center of the world. Our cultural evolu-
tion may follow the same path. We are the only culture or life we know in our 
Universe now. If extraterrestrial life were to be found, it would force our culture to 
mature.

A possible impact to religion would also be expected. For example, the forecast 
of a bright comet approaching the Earth once made a great impact on members of 
the cult religion, the Heaven’s Gate, of which 39 members died in a mass suicide in 
Rancho Santa Fe, California, USA, on March 27, 1997. These people believed that 
comet Hale–Bopp would be followed by a spaceship which their souls could board. 
Similar extreme cases may occur if extraterrestrial life were to be found. Because of 
the lack of knowledge regarding the scale of the Universe, it is likely that people 
would be terrified of attack by the extraterrestrial life. It is definitely important for 
us to help the general public understand correctly that any evidence of extraterres-
trial life is harmless to humankind because of its distance. We need to avoid the 
tragedy induced by misunderstanding through outreach activities. The first thing we 
scientists can do is to release timely and accurate information to the media and gen-
eral public without using exaggerated terms. Exoplanet discoveries are frequently 
over-hyped by using terms like “second Earth,” “most habitable planets,” and “best 
candidates for finding life.” Even in the scientific community, “habitable zone” is 
often used in a misleading way, and we risk losing the public trust by using such 
careless language (Tasker et al. 2017). At least our science community should be 
extremely careful using accurate and trustable terms for the news release.

31.4  Conclusion

Extraterrestrial life and its related topics can be the focus of the public and media 
interest. As we are getting close to be able to detect life on another planet, it is nec-
essary to prepare for the discovery, because the discovery and the subsequent public 
release will have strong cultural and societal impacts.
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