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Preface

The second International Conference in Communication, Devices and Networking
(ICCDN 2018) was organized by the Department of Electronics and Communication
Engineering, Sikkim Manipal Institute of Technology, Majitar, Sikkim, during
June 2–3, 2018.

Smart cities are the wave of the future, providing one of the most fascinating
and innovative applications for the Internet of things (IoT) and offering untold
benefits for governments and citizens around service provision, quality, and safety
of life. This motivates the organizer to have “SMART CITY” as the theme of the
conference.

The aim of the conference was to provide a platform for researchers, engineers,
academicians, and industry professionals to present their recent research works and
to explore future trends in various areas of engineering. The conference also
brought together both novice and experienced scientists and developers, to explore
newer scopes, collect new ideas, establish new cooperation between research
groups, and exchange ideas, information, techniques, and applications in the fields
of electronics, communication, devices, and networking.

The ICCDN 2018 committees rigorously invited submissions for many months
from researchers, scientists, engineers, students, and practitioners related to the
relevant themes and tracks of the conference. The call for papers of the conference
was divided into six tracks as mentioned—Track 1: Electronics and Nano-
technology; Track 2: Energy and Power; Track 3: Microwave; Track 4: Wireless
Communication and Digital Signal Processing; Track 5: Control and
Instrumentation; Track 6: Data Communication and Networking.

All the submissions underwent a strenuous peer-review process which is com-
prised of expert reviewers. The papers were then reviewed based on their contri-
butions, technical content, originality, and clarity. The entire process, which includes
the submission, review, and acceptance processes, was done electronically. A total
of 156 papers have been received, out of which 103 papers have been accepted. All
these efforts undertaken by the organizing committees led to a high-quality technical
conference program, which featured high-impact presentations from guest speakers
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and from paper presenters. All attendees appreciate and expand their expertise in the
latest developments in their relevant fields.

We would like to thank the patrons, general chairs, the members of the technical
program committees, advisory committees, and reviewers for their excellent and
tireless work. We also want to thank Springer for the support and authors and
sponsor for sponsoring this very successful conference.

Rangpo, India Rabindranath Bera
Kolkata, India Subir Kumar Sarkar
Gangtok, India Om Prakash Singh
Gangtok, India Hemanta Saikia
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A Simple VIS–NIR LED-Based Model
for Estimation of Plant Chlorophyll

Wesheü Mero and Subra Mukherjee

Abstract Estimation of chlorophyll content often involves destructive analysis and
lengthy procedures. Several sensors systems have been developed that measure and
monitor plant health status; however, most of these methods are destructive or they
involve posh devices.We intended for a cost-effective and noninvasivemethod for the
estimation of chlorophyll content of tulsi (Ocimum tenuiflorum) leaves. The proposed
sensor system works for diffused transmittance method using VIS–NIR sources kept
in the near target area of different conditions of the leaves. Leaves can be sensed
under different sensing conditions and their outcome is analyzed. The transmittance
values obtained are measured using a detector. Based on the transmittance values,
Simple Ratio Vegetation Index (SRVI) is computed and the result is correlated to
the chlorophyll content of the leaves. Also, the proposed sensor system has been
compared with three different standard laboratory methods and the results obtained
are satisfactory. The performance of the proposed sensor system is statistically ana-
lyzed using indicators such as RMSE and R2. The RMSE obtained is 0.004 and R2 is
found to be greater than 0.9 in almost all the cases. The proposed methodology aims
to produce a nondestructive, reliable, convenient, and cost-effective way of estimat-
ing chlorophyll content of leaves and thereby aid the agri-tech industry. Further, this
work has the potential of providing information for use in remote sensing and energy
balance studies.

Keywords Chlorophyll · Transmittance · Spectroscopy · Optical sensor · Plant
nutrients · Vegetation index
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1 Introduction

Generally, chlorophyll is a green pigment comprising of tetrapyrrole ring and a
central magnesium ion. It is found mostly in plants and algae. A long hydrophobic
phytol chain is present in the structure of chlorophyll [1]. Chlorophyll is the most
important pigment and is necessary for the conversion of light energy to the stored
chemical energy. Chlorophyll absorbs light generally in the red (650–700 nm) and the
blue-violet (400–500 nm) regions of the visible spectrum. Green region (~550 nm) is
reflected giving chlorophyll its specific color. Chlorophyll aids the body in a unique
and distinctive way by detoxifying harmful toxins and fights infection from the body
[2]. Two important chlorophyll present are chlorophyll a and b, where chlorophyll a
holds a green-blue color, and chlorophyll b holds a green-yellow color [3]. In tumor
therapy, chlorophyll or chlorophyll results can be employed such as a photodynamic
agent [4]. It can also be further studied, amended, and produced in disciplines like
chemistry and physics for different uses comprising of electronic, photophysics,
optoelectronic, and electrochemistry [5]. By the color of leaf, one can specify the
proportion and amount of chlorophyll in leaves, which are related to the health status
of the particular plant based on different conditions. Hence, chlorophyll content
can be used as a key to detecting nutrient status. Various kinds of color chart and
chlorophyll meters have been developed to estimate leaf color or chlorophyll content
which are helpful in agro-industry but may lead to certain limitations [6]. Spectral
signature characteristics are closely related to leaf chlorophyll content and depend
on the interaction that occurs when light emits plant tissue, where some of the signals
will be absorbed, transmitted, and reflected from the leaf surface [7]. Readings from
the chlorophyll meter are basically a measure of the greenness of leaf and in general
shows the linear relationship with extractable chlorophyll concentrations for a wide
variety of crops. However, environmental conditions may affect the relationship
between plant species [8]. The usability of Soil Plant Analysis Development (SPAD)
meter transforms the indices to interpretable data. Before the readings are measured
for a particular species, calibration is required as the sensor changes the signal into
indices that could cause variation [9]. However, spectral signatures are useful in
sensing plant stress only if one single factor is involved. It may be challenging when
different stress factors affect a plant at the same time. This is due to the fact that
some stressors may affect the physiology of the plant species in a similar way, as
in the case of nutrient deficiency and varies in pigment, moisture, and canopy of
plant species [10]. In paper [11–14], estimation of chlorophyll content was mostly
performed by chlorophyll meters and digital cameras using reflectancemeasurement,
in different types of leaves. Extraction and different types of vegetative indices were
also obtained with the measurement data. Different techniques were employed but
show the nonlinear relationship with the chlorophyll content.

In this paper, optical properties for detection,monitoring, and estimationof chloro-
phyll content are considered. In a nutshell, the transmittance measurement has been
currently employed in designing of the sensor system. The system uses transmittance
measurement in such a way that the light transmitted by the sample, i.e., based on
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different conditions of leaves, is collected by the detector and gives the correlate
output voltage. Several VIS–IR sources were used. But further, it was preceded with
IR and red sources, because it gives a better correlation with the chlorophyll content.
So, we intended to produce a simple cost-effective sensor system for detection and
monitoring of factor(s) related to plant health status.

2 Materials and Methods

2.1 Single-Leaf Method

Leaveswere collected fromdifferent conditions of tulsi (Ocimum tenuiflorum) leaves.
Transmittance measurement was performed. Several experiments were carried out
and the transmittance readings were obtained for different conditions of tulsi (Oci-
mum tenuiflorum) leaves. Analysis of the experiments was performed in a dark room
at room temperature. The two sources red (650 nm) and IR (930 nm) were used
during the experiment. So, for transmittance response, it was converted into Simple
Ratio Vegetative Index (SRVI) and statistical analysis was carried out.

2.2 Spectrophotometer Method

Leaves of tulsi (Ocimum tenuiflorum) plant under different conditions, i.e., healthy,
early stress, slightly stress, and fully stress, were collected. Separate sample solutions
were prepared and the absorbance and transmittance values were obtained using a
spectrophotometer. The values obtained were converted into Chlorophyll Concentra-
tion Index (CCI) and chlorophyll concentration for the validation of further analysis.

2.3 Design of the System

Generally, the design of the sensor system shows the use of devices like LEDs
for measuring chlorophyll content. The properties of diffuse transmittance were
used in order to check the transmitted light from the samples. The system consists
of the sensing part which has two sources—IR (930 nm) and red (650 nm)—and
detector along with the sample to be examined. It has a control unit for estimating
and monitoring the chlorophyll of leaves based on different conditions, and finally
display unit, where the result will be displayed based on the decision. Figure 1 shows
the block diagram and Fig. 2 shows the flowchart of the proposed methodology.
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Fig. 1 Block diagram of the proposed sensor system

Fig. 2 Flowchart for the proposed methodology

3 Results and Discussion

Greens are highly useful for themaintenance of health and prevention of diseases and
also considered important sources of protective food [2]. To study this, we considered
an important parameter known as Simple Ratio Vegetation Index (SRVI) which
measures the greenness of leaf.

Figure 3 shows the comparison done for SRVI obtained for different conditions of
tulsi leaves. Several experiments were carried out to analyze the relation of red and
infrared wavelengths to the chlorophyll content. Different conditions, i.e., healthy,
early stress, slightly stress, and fully stress of tulsi (Ocimum tenuiflorum) leaves,
were used for estimating the chlorophyll content and it was observed that SRVI
value varies for different conditions of tulsi (Ocimum tenuiflorum) leaves.

Simple Ratio Vegetation Index (SRVI) is a simple indicator employed to check
the greenness of a target area. It is given by
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Fig. 3 SRVI for different conditions of tulsi (Ocimum tenuiflorum) leaves

SRVI � Transmitted or reflected light from the leaf in IR region

Transmitted or reflected light from the leaf in Red region

3.1 Comparison of SRVI for Different Methods

Comparing reported data collected from tulsi (Ocimum tenuiflorum) plant from dif-
ferent conditions, i.e., healthy, early stress, slightly stress, and fully stress, different
methods were employed, i.e., SRVI of single-leaf method, SRVI from the Spec-
trophotometric method (SPH), chlorophyll concentration (Theoretical), and Chloro-
phyll Concentration Index (CCI) based on spectrophotometric method. These four
methods showed the strong relationship andwere correlatedwith different conditions
of the plant (Fig. 4).

In CCI of tulsi (Ocimum tenuiflorum) leaves, the values correlated linearly to
SRVI with R2 of 0.90. The chlorophyll concentration affects the plants of various
species including the photosynthetic rate. So from several analyses obtained, the
concentration relates well with SRVI.

The SRVI (SPH) was also linearly correlated with SRVI and has an R2 of 0.96.
These further confirm the need of developing a definite relationship from the obtained
results. Higher R2 obtained furthermore check the strength of the sensor system for
use in other plant species (Fig. 5).

In Fig. 6, the chlorophyll concentration (SPH) was linearly correlated with SRVI
and has an R2 of 0.94. Table 1 also shows the performance of the proposed sensor
system when compared with different methods, i.e., Spectrophotometer, Theoretical
chlorophyll concentration, and Chlorophyll Concentration Index (CCI). The error
performance was best observed in spectrophotometer for the different conditions of
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Fig. 4 Relationship between SRVI of single-leaf method with Chlorophyll Concentration Index
(CCI)

Fig. 5 Relationship between SRVI of single-leaf method with SRVI (SPH)

tulsi (Ocimum tenuiflorum) plant obtaining R2 value of 0.997 and RMSE value of
0.004.
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Fig. 6 Relationship between SRVI of single-leaf method with chlorophyll concentration (theoret-
ical)

Table 1 Performance analysis of different methods

Conditions of
leaves

SRVI of
proposed sensor
system

SRVI of spec-
trophotometer

SSE SST R2 RMSE

Healthy 2.99 3 0.0122 4.0074 0.99 0.045

Early stress 1.4 l.5 0.0001 0.008 0.99 0.004

Slightly stress 0.877 0.9 0.012 4.0074 0.99 0.0447

Fully stress 0.2 0.1 0.012 4.0074 0.99 0.0447

SRVI of
theoretical
chlorophyll
concentration

Healthy 3.89 4 0.05 1.479 0.94 0.0912

Early stress 12 1.3 0.0025 0.003 0.96 0.02

Slightly stress 0.78 0.37 0.002 0.008 0.97 0.0183

Fully stress 0.288 0.3 0.002 0.008 0.97 0.0183

SRVI of
chlorophyll
concentration
index (CCI)

Healthy 1.887 2 0.025 1.479 0.98 0.0645

Early stress 1.25 1.267 0.001 0.005 0.98 0.0129

Slightly stress 0.49 0.5 0.018 0.007 0.94 0.0547

Fully stress 0.373 0.4 0.018 0.007 0.94 0.0547
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4 Conclusion

A simple method based on VIS–NIR LED for estimation of chlorophyll con-
tent/nitrogen content in tulsi (Ocimum tenuiflorum) leaves has been reported. Esti-
mation of chlorophyll content of leaves has been employed from the red and IR
wavelength region. An indicator called SRVI was calculated for the different con-
ditions of tulsi (Ocimum tenuiflorum) leaves. The SRVI value varies based on the
status of the leaves. The SRVI is greater than 1 for high chlorophyll content indicat-
ing healthy leaf and less than 1 for leaves having low chlorophyll content. Different
standard laboratory methods were also performed and compared to validate the per-
formance of the proposed sensor system and it showed satisfactory results. RMSE
and R2 were also obtained for healthy, early stress, slightly stress, and fully stress
leaves. The success rate from the proposed sensor system was found to be 93%.
Further studies will continue with estimation of nitrogen content in different types
of leaves. Also, other features of the leaves can be explored and evaluated for their
improved representation of nitrogen content in leaves. All different plant species have
different concentrations of chlorophyll. So for a specific plant, the content also varies
due to different regions. Based on different conditions of the leaves, the content of
the chlorophyll may differ.
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A Novel High-Performance
Leakage-Tolerant Keeper Domino
Circuit for Wide Fan-In Gates

Catherine Langpoklakpam, Sapna R. Ghimiray and Pranab Kishore Dutta

Abstract A circuit with less power consumption, the minimum amount of leakage,
and least possible delay are the primary aim of the circuit designer. In this paper,
a circuit exhibiting similar qualities is proposed. The proposed circuit works on
the principle to diminish contention between the pull-down network (PDN) and the
keeper, according to the leakage flowing across PDN; moreover, the diode-footed
configuration aids in reducing circuit leakage current. 180 nm CMOS technology
is used for simulation with 1.8 V supply voltage at 500 M clock frequency. The
proposed circuit has reduced power consumption by 29% with improved energy
efficiency compared to the standard footless domino. The result is verified with
180 nm CMOS technology TCAD EDA tools.

Keywords Dynamic circuit · Domino logic · PDN · Energy efficiency · Leakage
current

1 Introduction

In the modern digital circuits system, dynamic circuits play a vital role. The dynamic
circuit properties such as minimum power consumption, fewer transistor numbers,
and high performance are the major benefits of dynamic over static CMOS [1, 2].
Dynamic logic is usually used in high-geared wide fan-in circuit, namely, tag com-
parator, L1 cache, MUX–DEMUX, microprocessors, etc. [3]. With the escalating
number of wireless and portable devices, a prompt improvement of VLSI circuit
becomes a mandatory subject. In order to get this improvement, high-speed micro-
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processors with a reasonable power consumption are required. But to obtain these
requirements, the transistors dimension along with supply voltage must be reduced.
To mitigate the loss of speed owing to reduction in supply voltage, the transistor
threshold voltage should be reduced. Reduction in threshold voltage increases leak-
age current, and the impunity toward noise is less than that of the static circuit which
is the intrinsic property of dynamic circuit [4]. The dynamic circuit operates depend-
ing on the input clock pulse which implies that the output is effective only for a
certain duration of clock pulse [1]. There are two phases, a pre-charging phase, and
an evaluation phase. Pre-charge phase (clock � 0), during this phase dynamic node
is charged to VDD which implies that the node will remain high regardless of the
PDN input data. Evaluation phase (clock � 1), during this phase, dynamic node
voltage discharges or remained at its previous state depending on input data of PDN.
The main concerns of the circuit occur in evaluation phase especially when entire
input data of PDN are low [1]. Ideally, during this phase, dynamic node voltage
should remain high but reduced noise margin and increased leakage [4] result in
an incorrect evaluation because of the deterioration of dynamic node voltage level.
The leakage current increases with the increased fan-in, and to improve the perfor-
mance of scaled-down transistor network circuit, the threshold voltage of transistor
should be reduced. But this reduction leads to the increment of sub-threshold leakage
which tends to abate circuit robustness toward the noise. Therefore, performance and
robustness adjustment become a major agitation of domino logic.

Several domino design techniques are proposed to improve the performance cir-
cuit impunity toward noise. Changing the keeper circuitry of keeper transistor and
modifying circuit design of footer transistor configuration are some of the design
techniques [5]. Standard footless domino circuit [6] helps in combating undesirable
discharging but utilization of strong keeper creates contention problem between PDN
and keeper results in performance degradation. Domino circuit based on leakage cur-
rent across PDN [7] reduces the contention between PDN and keeper at the expenses
of an extra PMOS and a joint current mirror in every dynamic node. A robust domino
circuit which compares the leakage and current across PDN transistors to reduce con-
tention [4] was proposed to improve the performance. The leakage has been reduced
but the performance of the circuit has not improved effectively and also the required
area is increased. Stacking effect of domino logic with clock and input-dependent
transistors (DOIND) [8] were utilized for the reduction of leakage and delay to pro-
vide better domino circuit. But this circuit has to depend onDOINDNMOS transistor
which operates depending on input combinations of PDN. To overcome all of this
drawback, our circuit is proposed which will have better power consumption with
improved efficiency.

Section 1 of this paper gives a brief introduction about domino logic followed by
basic of power consumption in Sect. 2. The proposed circuit is explained in Sect. 3.
Section 4 explains the results of the proposed circuit and finally, Sect. 5 concludes
the paper.
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2 Power Consumption

The crucial objective ofVLSI circuit deviser is to designhigh-density energy-efficient
circuits, particularly for handy devices. The more the power consumption, the more
will be casing and cooling costs which questions the circuit reliability. The roots of
dynamic circuit power consumption are as follows [9]:

(1) Switching power consumption,
(2) Short-circuit power consumption, and
(3) Static power consumption.

Therefore, the overall average power consumption of the dynamic circuit is [4]

PAVG � PSwitching + PShort-circuit + PLeakage (1)

where PSwitching, PShort-circuit and PLeakage is power consumption due to switching,
short-circuit current and leakage current, respectively. Leakage power escalates with
decreasing in technology dimension and also the robustness and impunity toward
leakage shrink with an increase in temperature.

The power consumed during charging along with discharging of load capacitance
is given by [5]

PSwitching � α0−1CLVDD · VSwing f (2)

where α0−1 is the switching action, which gives the likelihood of an output (0 to 1)
alteration in each clock cycle, CL is the load capacitance, f is the clock rate, and
VSwing is the utmost output voltage fluctuation of the logic circuit.

The power consumed during transition, i.e., when both PMOSs and NMOSs are
active at same time, is given below [10]:

PShort-circuit � VDD ISC (3)

ISC �
{
μoCOX

(
W
L

)
NMOS/PMOS(VDD − 2VTH)3τN fCLK

}

VDD
(4)

where μo is the unbiased mobility of transistor, COX is the oxide capacitance of
transistor,

(
W
L

)
NMOS/PMOS is the aspect ratio of NMOS or PMOS, VDD is the supply

voltage, VTH is the threshold voltage of transistor, τ is the rise or fall time, N is the
total numbers of transistor switching activities, and fCLK is the clock frequency.

The power consumed by leakage current, i.e., the current that flows through the
circuit when all transistors are in off state or inactive state, is [11]

PLeakage � VDD IOff (5)

Ioff � IGT + IGIDL + IREV + ISUB (6)
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where IGT is the gate tunneling leakage current, IGIDL is the gate-induced drain leak-
age, IREV is the reverse bias junction leakage current, and ISUB is the sub-threshold
leakage current.

3 Leakage-Controlled Keeper

The proposed circuit is demonstrated in Fig. 1. It has a diode-footed configuration
to reduce leakage. To minimize contention between PMOS keeper and pull-down
network (PDN), the operation of PMOS keeper depends on leakage across PDN.
To yield stacking effect, an NMOS transistor (M1) is imported in-between dynamic
output node (Y0) and PDN. The circuit works in two phases, a pre-charge phase and
an evaluation phase.

In pre-charge phase (clock � 0), the pre-charging transistor (Mpre) is active and
M1 is inactive. Hence, the dynamic output node (Y0) is charged to a logic high value

Fig. 1 Leakage controlled keeper
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and because of inverter in-between output node (Y) and Y0, the output (Y) is low,
regardless of input data combinations of PDN in Fig. 1.

In evaluation phase (clock � 1), the pre-charging transistor (Mpre) is inactive and
M1 is active. The logic state of Y0 in this phase relies on PDN input data. The keeper
(Mkeeper) is turned ON according to leakage magnitude across PDN and reference
current (Iref) across M5 and M4. The size of M4 is directly proportionate to the fan-in
of the circuit, i.e., for 8 fan-in circuit, size of M4 is 8 times the size of PDN transistor.
Since M4 is inactive, the only current flowing in this branch is leakage. Hence, Iref
is the exhaustive leakage which flows when all transistors of PDN are inactive. So,
leakage across dynamic circuit will be lower than Iref. If Iref is greater than PDN
current, then Mkeeper is active or else it is turned OFF.

In the pre-charge phase, M1 is inactive so the connection between Y0 and PDN is
removed. Leakage current is the only current across PDN in this phase. Therefore, in
pre-charge phase, the keeper is in an active mode which further helps dynamic node
(Y0) to remain in the logic high state. M3 is used to lower the node voltage between
PDN and the diode-connected transistor (M2) which helps in the reduction of delay
caused by the stacking effect of M2.

Decreasing keeper dimension and increasing pre-charging transistor dimension
for the proper functioning of the network escalates speed and power consumption.
Therefore, adjustment between power consumption and delay is required. So proper
sizing of both pre-charging transistor (Mpre) and keeper transistor (Mkeeper) is required
to obtain acceptable power consumption with a reasonable delay.

4 Simulation and Result

The simulation of the proposed circuit has done using 180 nm technology. The
supply voltage is kept at 1.8 v and 500 MHz for the clock. All simulations have
been carried out in the same environment. The transient analysis of the 8, 16, 32,
and 64 bits of proposed OR gate circuit is demonstrated in Fig. 2. During the pre-
charging phase, irrespective of the input logic combination, e.g., IN1, IN2,…, IN8 for
8 inputs, Y0 is pre-charged to a logic high value and output (Y) discharges with some
delay caused by the inverter in-between Y0 and Y. During the evaluation, when all
input data to PDN transistors are low, the output (Y) discharges to ground potential,
whereas output (Y) is high if one of the inputs is high. Hence, it is observed that
the circuit operates as basic dynamic OR gate. As the number of fan-in increases,
the delay of charging the output (Y) to a logic high value increases. Therefore, in
the transient response of the proposed circuit, 8 inputs has the least delay while 64
inputs have the highest delay among 8, 16, 32, and 64 inputs as shown in Fig. 2.
The performance comparisons between proposed design and standard footless along
with various keeper-based domino designs for 8, 16, 32, and 64 inputs are given in
Table 1 and its graphical representation of 8 inputs are shown in Fig. 3.

From the simulated result in Table 1, the proposed circuit has a lesser delay and
power consumption. In the proposed circuit, the dynamic node discharges completely
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Fig. 2 Transient analysis of leakage-controlled keeper for 8, 16, 32, and 64 inputs

by turning the keeper in inactive. Moreover, stacking effect of the diode-connected
transistor (M2) and the presence ofM1 transistor leads to reduction dynamic, leakage
short-circuit power consumption of the circuit. This is evident in the result which
shows 20–29% when compared with that of Std-footless. The presence of M3 and
reduced transistor count leads to the reduction of delay by 25–38% when compared
with Std-footless, CKCCD, and LCR, and due to the presence of stacking effect
of M2, the delay of the proposed circuit is increased by 1.1–8.9% from DIOND.
Power–delay product (PDP) is used to compute energy consumed per switching
event. PDP gives the energy efficiency of the circuit. The proposed circuit PDP is
reduced by 18–50% when compared to Std-footless, CKCCD, LCR, and DIOND.
The leakage current or the standby current in Table 1 is the current across PDN

0

20

40

60

80

100

Avg power (uW) delay(e^-10 sec) PDP(fWsec)

Std-footless[8] CKCCD [3] LCR [6] DOIND [7] Proposed design

Fig. 3 Graphical comparison of average power consumption, delay, and power–delay product of
proposed and existing domino logic circuits for 8 inputs
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Table 1 Comparison of the simulated result of various performance parameters for wide fan-in
OR gates

I/P Parameters Std-footless [8] CKCCD
[3]

LCR
[6]

DOIND
[7]

Proposed
design

8 AvgPower (μW) 40.83 40.06 40.27 45.37 32.79

Powernorm 1 0.98 0.99 1.11 0.80

Delay (ps) 943.1 905.5 889.3 628.4 658.2

PDP (fW s) 38.5 36.27 35.82 28.51 21.58

EDP
(e−24 W s2)

36.30 32.84 31.85 17.92 14.20

Leakage current (pA) 454.65 72.75 453.63 0.51 5.55

16 AvgPower (μW) 61.04 59.68 60.97 66.92 44.94

Powernorm 1 0.98 0.99 1.09 0.73

Delay (ps) 1019.4 1022.8 971.4 669.5 678.6

PDP (fW s) 62.22 61.04 59.23 44.80 30.5

EDP (e−24W s2) 63.42 62.43 57.5 29.99 20.69

Leakage current (pA) 454.64 52.58 454.61 0.27 5.12

32 AvgPower (μW) 70.85 68.05 69.81 76.55 50.81

Powernorm 1 0.96 0.98 1.08 0.71

Delay (ps) 1787.2 1819.6 1760.2 1061.7 1205.4

PDP (fW s) 126.63 123.84 122.89 81.27 61.24

EDP
(e−24 W s2)

226.3 225.3 216.3 86.29 73.81

Leakage current (pA) 454.62 37.97 454.58 0.14 3.45

64 AvgPower (μW) 93.04 90.14 92.17 97.72 72.93

Powernorm 1 0.96 0.99 1.05 0.78

Delay (ps) 2079.7 2182.1 1976.3 1207.9 1326.4

PDP (fW s) 193.49 196.70 182.16 118.04 96.73

EDP
(e−24 W s2)

402.4 429.2 360 142.6 128.3

Leakage current (pA) 454.60 27.48 454.56 0.12 2.11

transistors when the entire proposed circuit PDN transistors are in an inactive mode.
The leakage of the proposed circuit is diminished by 98–99% when compared to
standard/conventional Footless Domino Logic and by 90–92% than that of CKCCD
from the simulated values in Table 1 and the graphical comparison of leakage current
of all domino logic circuits along with the proposed circuit is shown in Fig. 4.



18 C. Langpoklakpam et al.

Fig. 4 Graphical comparison of leakage current of the proposed and existing domino logic circuits
for 8 inputs

5 Conclusion

A design with low leakage, reduced power consumption with least possible delay
called leakage-controlled keeper is proposed. The keeper of the design depends on the
magnitude of drain current across PDN to reduce contention for improving the circuit
performance. The simulation for various keeper-based domino logic designs and the
proposed circuits is done using TCAD EDA 180 nm CMOS technology with 1.8 V
supply for 8, 16, 32, and 64 inputs with OR gate as a benchmark circuit. From the
simulated result, the circuit proposed has 20–29% decrement in power consumption
and drain current of PDN transistor when PDN transistors are inactive of the circuit
proposed that shows 98–99% reduction when compared to standard footless. The
proposed circuit has the least EDP and PDP among Std-footless, CKCCD, LCR,
and DIOND. Therefore, the proposed circuit shows better energy efficiency than the
existing domino circuits.
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help for carrying out this research.
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Drain-Doping Engineering and its
Influence on Device Output
Characteristics and Ambipolar
Conduction on a Splitted-Drain TFET
Model

Bijoy Goswami, Disha Bhattacharjee, Ayan Bhattacharya
and Subir Kumar Sarkar

Abstract The study investigates the ramifications of drain-doping engineering for
all characteristics and parameters of a 2D TFET model. The paper suggests that
three different structures of the device consist of splitted-drain region with different
doping concentrations. Splitted-drain structures exhibit major reduction in ambipolar
conduction due to increase in the tunneling width at the channel–drain junction.
The structures are named according to the relative position of the drain: Splitted-
Drain Single-Gate TFET (SD-SG TFET: drain in upper location), Mesial-Splitted-
Drain Single-Gate TFET (MSD-SG TFET: drain in middle location), and Basal-
Splitted-Drain Single-Gate TFET (BSD-SG TFET: drain in bottom location). All
the fundamental device characteristics and parameters are analyzed for all the three
structures, and their merits and drawback are recorded for optimal evaluation. All
the simulations are done in Silvaco, Atlas.

Keywords SD-SG TFET · MSD-SG TFET · BSD-SG TFET · Drain-doped
engineering · Ambipolar conduction

1 Introduction

Apparent limitation of MOSFET technology conducts the widespread of TFET
devices which have been revolutionizing the nanoscale industry due to its vari-
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ous desirable interests. The primary interest of TFET is current conduction through
modulation of quantummechanical Band-to-Band Tunneling (BTBT) [1], which has
advantages over the thermionic injection across an energy barrier for carrier transport
in MOSFET. The subthreshold swing of a TFET is less than 60 mV/decade at room
temperature and is resistant from short-channel effect [2, 3]. In addition, TFETs
show a very small leakage current in the range of femtoamperes (fA) [4] making
it suitable for low-power applications [5–6] along with analog and RF applications.
Other advantages of TFETs compared to other alternative device concepts are simpler
fabrication steps and compatible approach with standard CMOS processing. More-
over, TFETs do not rely on high energetic processes like impact ionization, accepted
as scalable device, no punch-through effect, and the tunneling effect enhances the
device operating speed and has a small threshold voltage.

The primary constraints concerning TFET devices are ambipolar conduction [7,
8], which originates from the BTBT at the channel–drain junction and other is low
ON current, which is considerably poorer than MOSFETs [9]. To compensate the
ambipolar conduction, the idea proposed is gate–drain underlap structure [10], which
lowers the ambipolar conduction considerably but it reduces the current driving
capacity [11]. Therefore, in this paper, we opt for a different approach, where 2-D
TFETdevices are simulated to analyze the influence of drain-doped engineering [12].
The structures are named according to the corresponding location of drain, Splitted-
Drain Single-Gate TFET (SD-SG TFET), when drain is in relative top location,
Mesial-Splitted-Drain Single-Gate TFET (MSD-SG TFET) when drain is in abso-
lute middle location, and Basal-Splitted-Drain Single-Gate TFET (BSD-SG TFET)
drain in absolute bottom location. In all the structures, drain is splitted into heavily
doped region above a lightly doped region. With this arrangement, we can find many
desirable developments like suppressing the ambipolar conduction and low leakage
current. After analyzing the effects of varying the gate voltage, channel thickness,
and oxide permittivity on the drain characteristics, the ON current improves and
records very low OFF current. These parameters including drain characteristics and
band diagram are analyzed for all the above structures.

2 Device Structure and Parameters

The 2-D cross-sectional view of the p-channel TFET structures with absolute net
doping profile is shown in Fig. 1, (a) Splitted-Drain Single-Gate TFET (SD-SG
TFET), (b) Mesial-Splitted-Drain Single-Gate TFET (MSD-SG TFET), and (c)
Basal-Splitted-Drain Single-Gate TFET (BSD-SG TFET) using Silvaco, Atlas. The
structures contain two separate drain regions of different concentrations instead of a
single-doped drain region present in a conventional TFET. The highly doped drain
region is above the lightly doped region. The doping specifications of the TFETmod-
els are P+ type source region (1× 1020 cm−3) and p-channel region (1× 1017 cm−3),
which are kept constant for all the simulations. Such doping concentration creates
a tunnel junction between source and channel where the phenomenon of interband
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tunneling occurs for the TFET to conduct in N-mode. The doping specification of
the upper N+ doped drain region is 5 × 1018 cm−3, and drain electrode has the
Ohmic contact with this drain region. The lower N− doped drain region is 1 × 1017

cm−3. Both disparate drain regions are variably doped to attain an optimal doping
profile after analyzing the simulated graphs of all the characteristics. The device is
simulated with lateral dimensions of 70 nm, 50 nm, and 70 nm for source, gate, and
drain, respectively, and a total device length of 250 nm. A 30 nm oxide overlapped
depletion region is present in both sides of source and drain, and this region is to
reduce impact ionization and improve ON current. The vertical dimensions of Si
ground plane and SiO2 spacer are 20 nm and 20 nm, respectively. The lengths of the
both parted drain regions D1 and D2 are varied to get the optimal dimensions for
better characterizations and in these structures, both drain parts of vertical lengths
are 5 nm. The dielectric used for gate electrode is SiO2, which has a thickness of tox
� 1 nm and dielectric constant is 3.9.

3 Simulation Setup

All the simulations are performed using Silvaco Atlas version 5.20.2.R by including
appropriate models such as nonlocal BTBT (BBT.NONLOCAL), Lombardi mobil-
ity model (CVT), bandgap narrowing model, Fermi–Dirac statistics, and the Shock-
ley–Read–Hall and Auger recombination models, and drift–diffusion carrier trans-
port is used. The ON andOFF current is evaluated and compared for all the structures
for optimal biasing range of Vds up to 1 V and device characteristics is plotted for
different Vgs � 0.4, 0.5, and 0.6 V, and their performance execution is discussed in
later sections.

4 Results and Discussion

4.1 Drain Output Characteristics

Figure given below compares the drain output characteristics for the three structures,
SD-SG TFET, MSD-SG TFET, and BSD-SG TFET, for effective channel length of
50 nm, 60 nm, and 70 nm, respectively. Drain voltageVds is swept to 1V and obtained
characteristics for 0.4, 0.5, and 0.6 V gate bias voltage, and the device is turned ON
after Vgs � 0.5 V. From the graphs below, it can be observed that the structure of
BSD-SG TFET has highest ION/IOFF ratio due to higher effective channel length
and recorded OFF current, starting from 1 × 10−21 A indicating minimum leakage.
MSD-SG TFET and SD-SG TFET also have much lower IOFF, 1 × 10−19 and 1 ×
10−18, respectively, compared to other conventional TFETs, where IOFF starts around
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Fig. 1 Structure and doping profile of a Splitted-Drain Single-Gate TFET (SD-SG TFET),
b Mesial-Splitted-Drain Single-Gate TFET (MSD-SG TFET), and c Basal-Splitted-Drain Single-
Gate TFET (BSD-SG TFET)
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in the range of 1 × 10−16 A to 1 × 10−17 A. Therefore, all the proposed structures
have higher ION/IOFF ratio than another standard TFET (Fig. 2).

4.2 Optimization of Ambipolar Conductivity

TFET exhibits unwanted ambipolar conduction due to the inability to form tunnel
junction at source–channel and channel–drain interfaces. To compensate the ambipo-
lar conduction, gate–drain underlap structure is proposed but it lowers the current
driving capacity; thus, these proposed drain engineered structures have advantage
over those underlapped structures. If the above half of the drain region is highly doped
than the lower half, the tunnelingwidth at the channel–drain interface increaseswhich
in turn reduces the ambipolar current without hampering the ON state current in the
TFET. The reduction of the ambipolar current can be observed from the density of
states switch band diagram. Figure 3 shows the band diagram of the three struc-
tures. The subthreshold slope for tunneling depends on the steepness of the band
edges, and in Fig. 3 the highest point of valence band is almost parallel to the lowest
point of conduction band for BSD-SG TFET; as per the switching principle, there is
minimum possibility of ambipolar conduction by modulating the tunnel barrier by
drain-doping engineering.

5 Conclusion

In this proposed work, the effects of the drain-doping engineering on the character-
istics and parameters of a TFET have been probed. A splitted-drain structure is used
where the highest doped part is above the lower doped part. Three structures have
been developed according to the relative position of the splitted-drain. For structure
BSD-SG TFET, when the drain is located on bottom, shows the highest drive current,
significantly low OFF current and better ION/IOFF followed by MSD-SG TFET and
then SD-SG TFET; all structures indicate better characterization than conventional
TFETs. Also, the ambipolar conduction is reduced due to the proposed parted drain
structure which can be observed from the density of states switch band diagram of
the proposed structures. This outcome can be further explored and used in the field
of low power, RF, and analog applications.
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Fig. 2 Drain output characteristics of a Splitted-Drain Single-Gate TFET (SD-SG TFET),
b Mesial-Splitted-Drain Single-Gate TFET (MSD-SG TFET), and c Basal-Splitted-Drain Single-
Gate TFET (BSD-SG TFET)
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Fig. 3 Density of states
switch band diagram of
Splitted-Drain Single-Gate
TFET (SD-SG TFET),
Mesial-Splitted-Drain
Single-Gate TFET
(MSD-SG TFET), and
Basal-Splitted-Drain
Single-Gate TFET (BSD-SG
TFET)
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Implementation of a Doped Pocket
Region in Order to Enhance the Device
Performance of MOSFET

Prasenjit Saha and Bijoy Goswami

Abstract The majority carrier concentration in the channel of an n-MOSFET is
increased by inserting a moderately doped pocket region at the bottom of the sub-
strate which is partially below the source and gate. Base of the substrate is insulated
by SiO2, so that there is least possibility of leakage through it. The device designed is
of 20 nm channel length, and a simulation-based study has been carried out. In order
to perform analysis and comparison, the same is designed with 30–40 nm channel
length and conventional MOSFET of 30–40 nm is designed. Device characteristics
obtained from the simulation shows that it follows characteristics of the conven-
tional MOSFET. On comparing the drain current of the modified MOSFET with
the conventional one, the modified structure performs better. On performing leakage
current analysis, it is found that the modified MOSFET has a smaller value than the
conventional MOSFET.

Keywords Conventional MOSFET · Modified MOSFET · Leakage current ·
Channel length

1 Introduction

The demand for faster cheaper and smaller devices has led to the downscaling of
MOSFETs to well below 30 nm for VLSI application, and has successfully been
fabricated and characterized [1, 2]. However, with a decrease in the channel length,
the device performance is found to be continuously degrading, because many phys-
ical barriers arise like short-channel effects, drain-induced barrier lowering, punch
through, etc. [3, 4]. One of the main technological roadblocks when we scale these
devices beyond some limit is that the high mechanical leakage current penetrates
through the gate oxide and it increases the power dissipation [5]. The direct tunnel-
ing current increases exponentially with the decrease in oxide thickness which is of
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Fig. 1 Modified MOSFET
structure of 22 nm × 60 nm

primary concern of MOS scaling [6, 7]. From research of recent years, it is seen that
the modified structures like double gate, triple structure, and gate around structures
are found to be more promising than the conventional model. The structure is shown
in Fig. 1.

2 Device Structure and Simulation Setup

In the n-MOSFET, themajority carriers in the channel are electrons. The drain current
at a corresponding gate and drain voltage can be increased if the electron density
in the channel increases, correspondingly the hole concentration decreases. In order
to enhance the electron concentration in the channel, an n-type moderately doped
region is inserted in the substrate [8]. The doped region in the substrate is positioned
in such a way that it is below the half of source and the channel. The holes in the
channel are attracted by the introduced moderately doped region in the substrate,
thereby increasing the electron concentration in the channel. Since the doped region
introduced is layering in the substrate, there may be some leakage. Therefore, the
base of the substrate is insulated by SiO2, which is of 1 nm thickness, so that there is
no possibility of leakage through the substrate [9, 10]. Figure 2 shows the structure
formation.

Fig. 2 Structure formation
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2.1 Fabrication Steps

Amoderately doped region is inserted in a p-type silicon substrate using N-well pro-
cess. After the formation of the SiO2 layer using oxygen ion implantation technology
[11], the structure is first rotated 180° vertically [12] and horizontally. Now using the
fabrication of conventional n-MOSFET, the complete structure can be developed.
Figure 3 shows the fabrication steps.

2.2 Simulation Setup

A 20 nm n-MOSFET with the doped region in the substrate is designed using the
ATLAS simulator of the Silvaco TCAD, and then the same device has been also
designed for the channel length of 30–40 nm to a make comparison with varying
channel length. 30–40 nm conventional MOSFET is designed to find the comparison
with the new doping of MOSFET. Figures 4 and 5 show the structure designed.

Fig. 3 Fabrication steps
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Fig. 4 40 nm modified MOSFET

Fig. 5 40 nm conventional MOSFET
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3 Results and Discussions

3.1 Drain Biasing

The drain is biased with Vd � 0.1 V and the gate voltage is varied with 0–3 V to
obtain the Id versus Vg characteristics for 20, 30, and 40 nm modified n-MOSFET.
Figure 6 shows the Id–Vg characteristics.

The graphs show the Id–Vg characteristics of the modified n-MOSFET for 40,
30, and 20 nm channel length. On comparing them, we can observe that as channel
length decreases the slope of the curve increases which follows the characteristics
of the conventional MOSFET.

3.2 Gate Biasing

The gate is biased with Vg � 1.1, 2.2, and 3.3 V, and the drain voltage is varied from
0 to 3 V to obtain the Id versus Vds curve. And a comparison is done among 20, 30,
and 40 nm.

The graphs showing the Id–Vd characteristics of the modified n-MOSFET for
20 nm channel length is shown in Fig. 7. On comparing them, we can observe that

Fig. 6 Drain current obtained at Vg � 3 V
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Fig. 7 Id–Vd characteristics for 20 nm channel length

as channel length decreases the slope of the curve increases, thus yielding a higher
drain current and it follows the characteristics of the conventional MOSFET.

3.3 Comparison of Conventional MOSFET and Proposed
MOSFET

Drain Biasing: Drain biasing is performed on both the structures and a compari-
son is made for 40 nm channel length. Figure 8 shows the results obtained for the
comparison on the drain biasing.

The slope of the characteristics is equal to 1/Ron. If we compare both, we can see
that the new MOSFET has a greater slope than the conventional MOSFET; hence, it
has a greater drain current than the conventional one.

Gate Biasing: The gate is biased with Vg � 1.1, 2.2, and 3.3 V, and the drain
voltage is varied from 0 to 3 V to obtain the Id versus Vds curve. And a comparison
is done among 40 nm. Both have a 40 nm channel length, which follows the charac-
teristics of the conventional MOSFET. On comparing the characteristics of both the
devices, we can see that the new MOSFET has a greater slope than the conventional
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Fig. 8 Id versus Vg curve for 40 nm

MOSFET in all gate voltages of 1.1, 2.2, and 3.3 V; hence, it yields a greater drain
current than the conventional one.

Leakage Current Analysis: Leakage current analysis is performed on the MOS-
FETS with channel length of 30 nm and 40 nm and a comparison is done between
the devices at respective channel lengths. The results obtained for 30 nm are shown
in Fig. 9.

It is observed that the leakage current isminimized; in case of 30 nm it is 1.154mA
less, and in case of 40 nm it is 5 uA less than the conventional MOSFET.

4 Conclusion

The results obtained from the drain andgate biasing signify that theMOSFETwith the
newly introduced doped region obeys the characteristics of the conventional MOS-
FET. On comparing the drain current of modified MOSFET with the conventional
MOSFET at different conditions of gate voltage, drain voltage, and channel length,
the modified MOSFET has a higher value, and thus the gain will be higher. The
leakage current of the modified MOSFET is found to be less than the conventional
MOSFET, and hence the power consumption will be minimized.
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Fig. 9 Leakage current comparison at 30 nm channel length
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Design of Digital-to-Analog Converter
Using Dual Pair Differential Amplifier
in 180 nm CMOS Technology

Preeti Prajapati and Trailokya Nath Sasamal

Abstract DesigningDigital-to-AnalogConverter (DAC) using dual differential pair
as a current-to-voltage converter has been analysed in this paper. Current-steering
topology is used since it enables high conversion rate and linearity. The proposed cir-
cuit uses binary-weighted architecture rather than segmentation as binary-weighted
structure has high SFDR and less tolerant to poor design. It also uses rail-to-rail
operation using Gilbert cell. This rail-to-rail circuit provides 60 dB gain with a phase
margin of 63°. A current range of 89.79 µA–8.32 mA is obtained with total power
consumption of 15mW.The design and simulations are done usingCadenceVirtuoso
on 180 nm CMOS technology.

Keywords DAC · Cadence · Low power · Current steering · Gilbert cell ·
Rail-to-Rail operation

1 Introduction

Data converters are widely used in telecommunication system, video signal process-
ing, cellular network and in many other applications. DAC performs the conversion
between digital and analog [1]. DAC can be implemented in several ways that con-
sist of active components and passive components. In early days, resistor array [2]
and charge-redistribution DAC [3] are used, though it provides good linearity but it
suffers from various drawbacks like large chip size and large power. Some examples
of active component are current cell matrix [4], weighted current source [5] and
switched-current D/A converters [6]. Though these converters occupy a large area,
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they are implemented to consider device matching [7]. Because of the parallel input,
it provides high speed but power consumption is large. The switched-current DAC
has simple architecture and has low power consumption. Due to serial input, it has
shortcoming at high speed.

Instead of using active and passive component, segmentation architecture can also
be used. In [8], segmentation is done in such a way that 5 bits are unary and another
5 bits in binary-weighted form. Similarly, in [9], 12 bits are divided into 7 MSBs
that is implemented in equally weighted current sources and the 5 LSBs in binary-
weighted current sources. Segmentation depends on a number of bits used in unary
coding, leads to complexity and large power, and also degrades the performance of
the circuit instead of improving. So rather than using the concept of segmentation,
the proposed circuit uses only binary-weighted structure that achieves high SFDR
at high clock frequency. The power consumption is low and simple in design and
achieves compatible static and dynamic performance.

The current-steering topology has number of advantages like high resolution, high
accuracy, small chip area, compatibility with CMOS technology and optimum power
consumption [10]. So, the proposed circuit uses current-steering binary implemen-
tation that has merits of both, viz., binary architecture and current-steering one. It
describes digital part of the circuit.

In typical DACs, operational amplifier acts as a current-to-voltage converter but
two-stage operational amplifiers comprise differential stagewhich provides high gain
stage to the system.Two-stage op-ampshave twopoles.Due to this, system is unstable
and phasemargin is low that creates oscillations in the system. So instead of using op-
amp, dual differential amplifier called Gilbert cell is used which performs the same
function. Also, to maximize the dynamic range of the circuit and for a favourable
SNR in the analog section of a system-on-chip, rail-to-rail operation is used that
is achieved by placing dual differential pair of p-channel and n-channel MOSFET
in parallel. It resolves the problem of limited voltage headroom and poor dynamic
range since the signal has to be kept as wide as possible. Rail-to-rail operations find
widespread application in video signal processing and multimedia systems [11, 12].
This depicts the analog part of the circuit.

The remainder of paper is organized in the following section: Sect. 2 describes
the system architecture. In Sect. 3, simulation results are shown and compared with
the other DACs. Finally, conclusion is described in Sect. 4.

2 System Architecture

Current-steering architecture offers high speed so it is used in almost any field. Since
it requires no buffer and uses load resistor directly for current, the proposed DAC
consists of analog part and digital part. Switch driver, switch, array and a current
source array implement the analog part of the circuit, while decoder, the latches and
a clock driver defines the digital part of the circuit. It is a binary-weighted DAC that
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uses a repeating cascaded structure of current sourcewith a dual differential amplifier
which acts as a current-to-voltage converter.

2.1 Current Source

It is a basic unit of DAC that directly affects the performance. In the proposed
circuit, cascade stage is used since it acts as a constant current source. It has high
output impedance that is useful for static and dynamic performance. It also reduces
transient voltage fluctuations at nodeM7 of the current source. This 10-bit DAC uses
10 current source cells. Every cell has cascaded current source with a latch circuit
and then carries a current corresponding to 1LSB and increases in binary-weighted
form. V b1, V b2 and V b3 are bias voltages and their values find out by calculations are
given as 0.85 V, 1.4 V and 1.65 V, respectively.

2.2 Switch Driver

The size of switch is small so that parasitic capacitance is less. The schematic of
switch is shown in Fig. 1. The deglitching circuit on the current source adjusts the
crossing point of two switch controls so that differential switches are not turned off
simultaneously. Transistors M2 to M5 form the differential Goliath inverters and
inverters U1, U2 form the differential David inverters [13]. Transistor M3, M6 acts
as inverter for the right part, and transistor M1, M5 acts as inverter for left part of
differential circuit. The left inverter buffers the digital input, so it acts as an inverting
buffer. If size of the buffer is increasing, then switching speed also increases. So in
this work, there is a trade-off for speed. This latch is faster, simpler and consumes
low power. Transistors M2, M7, M9 to M12 act as a cascode stage. Input is INL and
its complement is INR. INL and INR are the inputs that are applied through M1 and
M8, respectively. IL and IR are the currents that are applied in NMOS and PMOS
Gilbert cell as input.

2.3 Gilbert Cell Design

With reference to the conventional Gilbert cell topology, dual differential pair with
active load was designed using p-channel and n-channel MOSFET as described in
Fig. 2 and Fig. 3, respectively.

It uses the current mirror topology. The input stage of Gilbert cell shows a non-
linear behaviour that becomes critical at lower bias current, and hence the linearity of
Gilbert cell is not good. So we can achieve better linearity using current mirror since
it shows linear behaviour regardless of the bias current [14]. The transistors M5, M6
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Fig. 1 Schematic of switch

Fig. 2 MOS version of Gilbert cell using p-channel transistor

Fig. 3 MOS version of Gilbert cell using n-channel transistor
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Fig. 4 Rail-to-rail Gilbert cell

and M7 act as a current mirror for n-type and p-type, respectively, for a wide range
of input voltage. This results in a constant transconductance so that a good linearity
performance can be achieved.

The current rail also provides sufficient current to drive Gilbert cell in saturation
region. There are two differential inputs named as V1 and V2 applied to the cross-
connected differential pairs. The above Gilbert cell has dual differential amplifier
stages that consist of transistors M1–M4 for n-type and p-type in which transistors
M5–M7 used for current mirror and transistors M8–M9 acts as active load depicts in
Fig. 2 and Fig. 3, respectively. Currently, IL and IR are used to drive the input stage
of PMOS and NMOS Gilbert cell. So IL and IR are the currents that split between
the differential pairs. Gilbert cell has two important properties. The first one is that
the tail current drives the small signal gain of the circuit. The second property tells
that the two transistors in a differential pair provide a simple means of steering the
tail current to one of the two destinations [15].

2.4 Rail-to-Rail Operation

The outputs V n and V p are connected in a cross-coupled common source configu-
ration that allows full rail-to-rail input range. A p-channel pair of Gilbert cell is in
parallel with an n-channel pair of Gilbert cell so that one pair is conducting at a time
and covers full input common mode range as depicted in Fig. 4.

The input common mode range of n-type MOSFET is

Vcn > Vss + Vgsn + Vdsn
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where V gsn represents the voltage drop between gate to source and V dsn represents
the voltage drop between drain–source of the NMOS transistor, respectively.

Similarly, the input common mode range of p-type MOSFET is given as follows:

Vcp < VDD − Vgsp − Vdsp

where V gsp is the voltage drop between gate and source and V dsp represents the
voltage drop between drain–source, respectively.

For full rail-to-rail input, at least one of the input pairs should be on that means

Vcp > Vcn

i.e VDD − VSS > Vgsp + Vdsp + Vgsn + Vdsn > 2Vth

There exist a common mode input voltages in which both pairs are on. In this
case, it creates a serious issue. It can be observed that the transconductance is almost
double when only one of the input pairs is on and is given as follows:

gm � 2

√
K
W

L
I

where gm is the transconductance,K′ is the transconductance parameter, I is the drain
current of the transistor, W is the width and L is the length of the transistor, which
makes optimal frequency compensation very difficult. For improvement of the gain
and to enhance signal-to-noise ratio, input stage should have large transconductance.

3 Simulation Results

We have used Cadence spectre for simulation using Cadence Virtuoso tool for stan-
dard 180 nm CMOS process under 1.8 V supply voltage. We have also included
current mirror circuit in our simulations. Threshold voltages of −0.5 V and 0.45 V
are considered for PMOS and NMOS, respectively. The transient output waveform
of the circuit is shown in Fig. 5. The plot of spurious-free dynamic range (SFDR)
versus frequency is depicted in Fig. 6. The net power consumption is 15 mW. Fre-
quency response of rail-to-rail circuit is also shown in Fig. 7. This rail-to-rail circuit
provides 60 dB gain with a phase margin of 63°. Table 1 summarizes the comparison
of results of proposed circuit from previously reported DAC.
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Fig. 5 Transient output waveform

Fig. 6 Measured SFDR
versus frequency

Fig. 7 Frequency response
of rail-to-rail circuit

Table 1 Comparison of
results from previously
reported DAC

Parameters This work Ref. [16] Ref. [17]

Technology (nm) 180 180 180

Supply voltage (V) 1.8 1.8 1.8

Resolution (Bits) 10 10 10

Sample rate (MS/s) 100 250 250

SFDR (dB) 82 58 61.2

Power (mW) 15 19 22

FOM (109) 6826 13473 11636
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4 Conclusion

In this brief, we developed a new architecture for implementing digital-to-analog
converter using dual differential pair. From the analysis, it can be inferred that binary-
weighted architecture has very simple decoder and due to this, it consumes less power.
Our result also shows that the proposed circuit has SFDR of more than 50 dB.
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the lab resources.
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An Analytical Surface Potential Model
for Highly Doped Ultrashort Asymmetric
Junctionless Transistor

Nipanka Bora and Rupaban Subadar

Abstract Here, we present an analytical solution for surface potential of a heav-
ily doped ultralow channel Double-Gate Asymmetric Junctionless Transistor (DG
AJLT). The gate-oxide-thickness and flatband voltage asymmetry were taken into
considerations; further, while solving 2D Poisson’s equation both fixed and mobile
charges in the silicon region regions were considered. To solve the 2D Poisson equa-
tion for the asymmetric DG junctionless transistor, we separate the solution of the
channel potential into basic and perturbed terms. The equations derived from a gen-
eral symmetric DG junctionless transistor are considered as basic terms, and using
Fourier series a solution related to the perturbed terms for the asymmetric structures
was obtained. The electrical characteristics predicted by the analytical model shows
an excellent agreement with that of commercially available 3D numerical device
simulators.

Keywords Analytical model · Perturbation technique · Asymmetric double-gate
junctionless transistor (ADG JLT) · Surface potential

1 Introduction

A Junctionless Transistor (JLT) does not have the very high doping concentration
gradients or junctions at the source and drain junctions, thereby making fabrication
processes easier than MOSFETs with junctions. JLTs has many other advantages
like low OFF-state currents, near ideal subthreshold slope (SS ~ 60 mV/dec), high
ON-state to OFF-state current ratio, DIBL effects, etc. [1]. Thus, JLTs are potential
candidate for sub 20 nm technology nodes and beyond. There are several models for
JLT available for the Symmetric Double-Gate (SDG) structures. Colinge et al. [2]
proposed the first JL transistor. Duarte et al. [3] studied the electrostatic behavior
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of JL DG transistor using analytical modeling scheme. Subsequently, Lin et al. [4]
developed an analyticalmodel of an electric potential of a double-gated fully depleted
junctionless transistor. A universal model for symmetric double-gate JL transistor
has been reported [5]. However, all thesemodels have been derived by assuming both
gates to be perfectly symmetric but in reality, this may not be possible due to process
variations and uncertainties which can affect surface potential and other parameters
of SDG junctionless transistor. The JLT can be seen as an Asymmetric Double-Gate
(ADG) device structure. Thus, a suitable analytical model is very much essential in
incorporating these effects. Lu and Taur [6] proposed analytical models for an asym-
metric DG MOSFET to reflect these variations. However, these analytical models
workwith a 1D Poisson equation, which is valid for the potential distribution of long-
channel devices; such models are not suitable for the characteristics of asymmetric
short-channel devices. A very few analytical models are available in the literature
like the model by Jin et al. [7] for asymmetric model based on symmetric structure
for junctionless transistors which cannot be considered as a full analytical model
ADG JLT. Since the working principle for junctionless transistor is different, same
models are not valid for ADG JLT and such models are rare in available literature.
Moreover, to develop a JLT without source and drain junction regions is to make the
transistor as small as possible which will increase the chip functionality. Because
of all these reasons, models which can predict the behavior of ADG JLTs should be
developed.

2 Model Derivation

The coordinates, x and y, are as shown in Fig. 1. The Poisson’s equation in the silicon
region considering both mobile and bulk fixed charges can be written as

Fig. 1 A 3-D asymmetric junctionless DG MOSFET structure
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∂2ψ(x, y)

∂x2
+

∂2ψ(x, y)

∂y2
� q

εsi

(
−Nb + Nbe

q(ψ−ψ f )

kT

)
(1)

Equation (1) has no direct analytical solution. Since n-type JLMOSFET is assumed,
the body is doped with n-type impurity and the source and the drain are also heavily
doped with n-type impurity, where Nb is the bulk doping concentration, ψ(x, y) is
the channel potential, εsi is the silicon permittivity, ψ f is the electron quasi-Fermi
potential, and q is the electron charge. As Eq. (1) is not directly solvable, we will
divide the 2D potential as

ψ(x, y) � ψI (y) + ψI I (x, y) (2)

where ψI (y) is a 1-D function of y and ψI I (x, y) is a 2-D function of both x and
y. Here, ψI I (x, y) is the potential where asymmetric nature has been included. The
boundary conditions at the interface between the gate oxide and the silicon body for
asymmetric JLT can be written as

Vgs − V f b + � f b − ψ

(
tb
2

, y

)
+ (tox − �tox )

εsi

εox

∂ψ(tb/2, y)

∂x
� 0

Vgs − V f b − ψ

(
− tb
2

, y

)
− tox

εsi

εox

∂ψ(tb/2, y)

∂x
� 0 (3)

where Vgs, Vfb are gate to source and flat band voltage, respectively, εox is the oxide
permittivity, tox, tb are oxide, and body thickness, respectively, �tox , � f b, are the
asymmetries in the oxide thickness and flatband voltage, respectively. The boundary
condition near the drain/source contact can be written as

ψ(x, L) � Vds + Vbi

ψ(x, 0) � Vbi (4)

where L is the gate length, Vbi is the built-in voltage between the silicon body and
source/drain contact. These two functions should satisfy the following equations and
the corresponding boundary conditions, respectively. Now the Poisson’s equation for
ψI (y) can be written as

∂2ψI (y)

∂y2
� q

εsi

(
−Nb + Nbe

q(ψ−ψ f )

kT

)
(5)

The solution of this equation for JLTs which normally operates in the depletion
region can be given as [8]
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ψI (y) � Vgs − Vth − qNbTb
8Csi

− Vth LambertW

[
q2NbTb
4Cox KT

e
(
q(Vgs−Vth−Ψ f

K T

)]
(6)

where Lambert W is the Lambert W-function, Vth is the threshold voltage, and Csi,
Cox are Silicon and oxide capacitors, respectively.

The 2D Poisson’s equation forψI I (x, y) is where asymmetric conditions are used
can be given as

∂2ψI I (x, y)

∂x2
+

∂2ψI I (x, y)

∂y2
� 0 (7)

The solution of the above equation can be obtained as

ψI I (x, y) �
∞∑
n�1

[
Kn cos

(nπx

L

)
+ Rn cos

(nπx

L

)]
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(nπy

L

)
(8)

where Kn and Rn are the coefficients. They can be expressed as
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where

An � 2qNbL2[cos(nπ ) − 1]

εsi n3π3
+ 2Vds

cos(nπ )

nπ
− 2(Vgs1 − V f b1 − Vbi )

cos(nπ ) − 1

nπ

Bn � 2qNbL2[cos(nπ ) − 1]

εsi n3π3
+ 2Vds

cos(nπ )

nπ
− 2(Vgs2 − V f b2 − Vbi )

cos(nπ ) − 1

nπ
(12)

Kn and Rn are decided by the material parameters such as εsi and εox and design
parameters such as L, Nb, tox1, tox2, tb and also influence of biases such as Vds and
Vgs1 – Vfb1, Vgs2 – Vfb2. For the solution of ψI I (x, y) till third-order terms taken to
get higher accuracies; once ψI (y), ψI I (x, y) are calculated, the final expression for
potential in channel for ADG JT becomes

ψ(x, y) � ψI (y) + ψI I (x, y) (13)

3 Model Verification and Discussions

To validate the analytic model for surface potential, we had considered the 3D device
as shown in Fig. 1. To include the dependence on the impurity concentrations as well
as the transverse and longitudinal electric field values, Lombardi mobility model
is employed. For leakage currents issue, the Shockley–Read–Hall (SRH) recombi-
nation model is included in the simulation. Fermi–Dirac carrier statistics without
impact ionization is utilized in the simulations, but Quantum effect is not consid-
ered. Doping concentration in channel ND of 5 × 1019 and 1 × 1020 cm−3, silicon
body thickness (Tb)� 10 nm are considered for TCAD simulation. Channel width
(W ) is 10 nm. In addition, p-type polysilicon is used having doping concentration
1022 cm−3.

A comparative surface potential variation along the channel direction for SDG
and ADG JLTs is shown in Fig. 2. Here, for SDG, the oxide thicknesses (tox) are kept
same at 1 nm for both top and bottom gates, while for ADG JLT, oxide thicknesses
for top gate were kept at similar to SDG JLT, i.e., 1 nm while that of bottom gate
kept at 2 nm, the channel lengths for both the transistors were kept at 20 nm. From
Fig. 2, we can observe that the characteristic curve for the potential variation is same
for both top and bottom surfaces for SDG JLT and also the top surface where we had
kept tox same (1 nm). The bottom surface for ADG JLT shows a lower potential curve
which is evident from higher tox (2 nm) which leads to lower capacitive action from
bottom gate and thus low surface potential compared to the top gate. Moreover, the
variations in surface potential curves occurmainly due to two reasons. First, when the
device is not in use, nonzero oxide field is present in the silicon dioxide layer. Second,
the potential difference between the gate and the source and the potential difference
between gate and the drain are different. These two factors contribute to the bending
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Fig. 2 Potential variation along Y-direction of the SDG/ADG device

of the potential curve between the source and the drain. With the decrease in the
length of the device, the band bending increases which is shown in Fig. 3. Potential
variations from source to drain for different channel lengths (20, 10 nm) and similar
oxide thicknesses (top 1 nm, back 2 nm) of the ADG JLT are plotted in Fig. 3. From
Fig. 3, we can observe that the band bending for channel length (Lg � 20 nm) shown
is lesser than that in case for channel length (Lg � 10 nm). In case of the device (Lg

� 10 nm) compared to that of device with (Lg � 20 nm), the source and the device
are in greater proximity [2]. To observe the severity on surface potential with change
in oxide thickness, we have considered different thicknesses of the oxide layers. For
first case, we had taken tox top as 1 nm and that of bottom as 2 nm, while for the
second case we had correspondingly taken 1 nm and 5 nm, respectively. From Fig. 4,
it was evident that for top surface potential, both the cases were almost similar but
that of bottom surface potential changes drastically as we go for 2–5 nm. Figure 5
shows the variations of surface potential of ADG JLT for different bias voltages
(VGS) with channel length 20 nm and tox front 1 nm and bottom 2 nm. This curve
shows that with increase in gate potential, the differences in top and bottom surface
potential bending are reduced. This can be explained by the fact that with increase
in gate potential more number of charge carriers will be available in the channel;
moreover, in the bottom surface, the tox is more, so lesser will be surface potential.
This difference gets reduced correspondingly as we increase the gate voltages.
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Fig. 3 Potential variation along Y-direction for different L for ADG JLT

Fig. 4 Surface potential for different tox for a 20 nm ADG JLT device
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Fig. 5 Potential variation along Y-direction for different Vgs for ADG JLT

4 Conclusion

Here, we have proposed an analytical model of surface potential for Double-Gate
Asymmetric Junctionless Transistor (DG AJLT). The model can accurately pre-
dict the surface potential including the flatband asymmetry and gate-oxide-thickness
asymmetry. The variations of electrical characteristics because of structural asym-
metry like the differences of gate oxide thicknesses and gate biases between the top
gate and bottom gate oxide can be explained. Further, the models predict the vari-
ation of design parameters like body thickness and channel length variations with
high accuracy. The models proposed show a very good agreement with the results
obtained from 3D TCAD device simulation.
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Analytical Modeling of Surface Potential
for Double-Gate MOSFET

Jitendra Prasad, Amit Agarwal, P. C. Pradhan and B. P. Swain

Abstract In this paper, an analytical surface potential of a double-gate MOSFET is
modeled using the two-dimensional Poisson equation, and the impact of gate voltage
(VGS) and drain voltage (VDS) on the surface potential is studied. The physical
dimensions of the bulk MOSFETs have been aggressively scaled down to its limit
and are not showing any improvement in device performance on further scaling. So in
order to enhance the performance of the device, we need a new architecture. This new
architecture is called double-gate MOSFET or DG MOSFET and it is a promising
candidate for 40 nm technology nodes. DG MOSFET provides better control of the
channel inversion by applying two gates across the channel.

Keywords MOSFETs · DG-FET · Short-channel effects (SCEs) · Surface
potential

1 Introduction

The process of scaling in the semiconductor industry has gainedmuch attention in the
last few decades [1]. The main advantage of scaling is that reduction in the size of the
transistors increases the speed and reduces the cost [2]. When we make the circuits
smaller, the capacitance of the circuit reduces, thereby increasing the operating speed.
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The capacitance is the ability of the device to store the electric charge. The product of
resistance and capacitance known as time constant characterizes the rate of charging
and discharging of a capacitor, and when this time constant is smaller the charging
and discharging rate of the capacitor increases and vice versa. However, with great
reduction comes great problem known as Short-Channel Effects (SCEs) [3]. These
short-channel effects have adverse effect on the performance of the device. These
short-channel effects occur when the channel of the MOSFET becomes same order
as the depletion layer width of the source and drain. When these source and drain
depletion regions come close to each other and start interacting with each other, the
transistor starts behaving differently, which impacts the performance, modeling, and
reliability of the device and degrades the performance of the device. Also, due to this
short-channel effect, the gate controllability of the channel is reduced [4].

The gate controllability over the channel can be increased by adding extra gates
in the device [1]. Buvaneswari et al. studied that this additional gate would help to
strengthen the immunity of the channel and provide benefits such as high-speed and
low-power configuration to the device [4].

2 Double-Gate MOSFET

Double-gate transistor is the first to themultigate transistor family.MOSFETcontain-
ing two different gates placed on the opposite side of the body such that a gate-oxide-
body-oxide-gate stack is formed called double-gate MOSFET [5]. The advantage of
a double-gate MOSFET is that it has two gates and efficiently controls the channel
with two gates placed on the opposite side of the channel. Controlling the channel
by multiple gates has advantage of better control over the channel inversion; so, the
Short-Channel Effect (SCE) is reduced [6].

The structure of a DGMOSFET is based on Silicon on Insulator (SOI) technology
[7]. Two gates are systematically used to control the electrostatic coupling, so the
amount of current flow in the channel is properly modulated by electric field. The
control from the back gate enables higher transconductance and minimizes the SCE
[8]. Thevoltage appliedon the gate terminals controls the electric field anddetermines
the amount of current flow through the channel.

Basically, there are two types of DG MOSFET: symmetrical and asymmetrical
[9, 10]. Symmetrical double-gate MOSFET has same gate electrode material and the
same voltage is applied at both gates, whereas asymmetrical DG MOSFET is made
up of different gate electrode materials.

The schematic diagram of a DG MOSFET is shown in the below figure, where
tox, tsi, and L are the thickness of gate oxide, thickness of silicon, and length of the
channel (Fig. 1).
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Fig. 1 Double-gate
MOSFET [13]

3 Derivation of Surface Potential of Double-Gate MOSFET

The Poisson’s equation of potential ψ is given by

d 2 ψ (x, y)

dx 2 +
d 2 ψ (x, y)

dy 2 =
q Na

si
(1)

Using Young’s parabolic potential distribution [11] along the vertical direction,
we get

ψ(x, y) � a(x) + b(x)y + c(x)y2 (2)

where a(x), b(x), and c(x) are coefficients and determined using the boundary con-
ditions, and continuity of electric flux at the Si–SiO2 interfaces as follows:

ψ(x, tsi) � ψb(x) � a(x) + b(x)tsi + c(x)t2 (3)

∂ψ(x,y)

∂y
= ox

si

(ψf x − (( VGS − VFB)) )

t ox

∂ψ(x, y)

∂y
� b(x) for y � 0 (4)

∂ψ(x,y)

∂y
= ox

si t si

((VGS − VFB) − ψb (x) )

t ox
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∂ψ(x, y)

∂y
� b(x) + 2tsic(x) for y � tsi (5)

where VGS is the applied gate voltage and VFB is the flat band voltage, whereasψf(x)
and ψb(x) are front and back surface potentials, respectively. Using the symmetry
condition that is ψf(x) � ψb(x) and solving Eqs. (4) and (5), we get

c(x) = ox

si

((VGS − VFB) − b(x) )

t ox
(6)

Substituting the value of a(x), b(x), and c(x) in Eq. 2, we get the value of potential
as follows [12]:

(x, y)= f(x)+ ox

si

( f(x)− (VGS− VFB ))

tox
y+ ox

si

((VGS− VFB )− b(x) )

t ox
y2

(7)

where oxand siare the permittivity of gate oxide and silicon, and ψf(x) and ψb(x)
are the front and back surface potentials [14–18].

4 Results and Discussions

In this section, we are going to discuss the results which are obtained from the
theoretical model of double-gate MOSFET and compared the surface potential value
with channel length for different varying parameters like gate oxide, silicon thickness,
drain-to-source voltage, and drain-to-gate voltage.

Figure 2 show the variation of surface potential along the channel length for
various VGS. It is observed from the figure that as gate voltage increases, the sur-
face potential along the source and drain side increases; therefore, surface potential
increases in the channel region and the immunity to manage the SCEs is enhanced.

From Fig. 3, we can conclude that when positive drain voltage is applied, it shows
the parabolic curve; at 0 V, the curve is flat, whereas on application of negative drain
voltage, the parabolic curve of surface potential is inverted.

Figure 4 shows the variation of surface potential along the channel length for dif-
ferent values of the oxide thickness whose value ranges from 10 to 1 nm. The scaling
of the oxide thickness increases the gate control over the channel region, but the oxide
thickness value should not be scaled down to a very small value because if oxide
thickness value is very small the tunneling of electrons through the oxide increases
which further increases the SCEs, and hot carriers effect becomes prominent.

Figure 5 shows the variation of surface potential along the channel length for
various silicon thicknesses that is ranging from 10 to 5 nm. It may be observed from
the figure that as the value of silicon thickness is increased, the curve is parabolic in
nature.
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Fig. 2 Surface potential
versus channel length for
different VGS

Fig. 3 Surface potential
versus channel length for
different VDS
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Fig. 4 Surface potential
versus channel length for
different tOX

Fig. 5 Surface potential
versus channel length for
different tSi
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5 Conclusion

The operation of the double-gate MOSFET brings many advantages such as further
scalability of device, reduced short-channel effects, high current drive, and increase
in threshold voltage. DGMOSFET is the perfect candidate for replacing planar bulk
MOSFET which suffers from severe short-channel effects such as drain-induced
barrier lowering (DIB), impact ionization, etc. Also, in this paper, we studied the
analytical surface potential model of DGMOSFET using Young’s parabolic approx-
imation of the channel. The variation of surface potential along the channel length
for different parameters such as gate oxide, gate voltage, and drain voltage is studied
and its effect is studied.
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Grid Impedance Measurement
in Low-Voltage Network

Gaurav Trivedi, Rahul Sharma and Awnish Kumar Tripathi

Abstract The performance of the power system can be affected by the variation
in grid impedance. Hence, continuous monitoring of the grid impedance is very
essential. This paper presents a method for the measurement of grid impedance
variation in low-voltage network. The estimation method is computationally very
simple, and it is dependent on the variance in voltage of the grid at two successive time
sampling instants. A quadratic equation is formed using grid voltage. The proposed
method ismodeled inMATLABSimulink tomeasure the grid impedance. Simulation
results obtained in MATLAB Simulink are showing or demonstrating the efficacy of
the measurement technique for discerning the impedance in low-voltage network.

Keywords Impedance measurement · Grid voltage · Point of common coupling ·
Harmonic distortion · Quadratic equation

1 Introduction

It is very important to know about the impedance of the network at the time of
controlling and modeling of the system. Without knowing the structure of the power
system network and the impedance values that is alone used for the arrangement, it is
inconceivable to mitigate the harmonic components of the network. This information
is necessary for maintaining power quality under variation in load to a network or
upgradation of the system. If the line impedance of the network is known, then it is

G. Trivedi (B) · A. K. Tripathi
Department of Physics, National Institute of Technology Kurukshetra, Kurukshetra 136119, India
e-mail: gauravtrivedi687@gmail.com

A. K. Tripathi
e-mail: awnish1982@gmail.com

R. Sharma
Department of Electrical Engineering, National Institute of Technology Kurukshetra, Kurukshetra
136119, India
e-mail: rahulsharmaknit.2006@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
R. Bera et al. (eds.), Advances in Communication, Devices and Networking,
Lecture Notes in Electrical Engineering 537,
https://doi.org/10.1007/978-981-13-3450-4_8

63

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3450-4_8&domain=pdf
mailto:gauravtrivedi687@gmail.com
mailto:awnish1982@gmail.com
mailto:rahulsharmaknit.2006@gmail.com
https://doi.org/10.1007/978-981-13-3450-4_8


64 G. Trivedi et al.

possible to reduce the voltage disturbance in a network by rearranging the sensitive
loads at the place of low harmonic distortion [1]. Hence, the line impedance of the
network, in particular, is of the interest.

Transmission line impedance variation is very common, and it happens because
of various reasons such as environmental abnormalities, transmission cables of very
long distance, or the harmonics associated with the variable loads connected to the
grid, such as distributed generation systems. The discrepancy in supply impedance
too influences the ripples on the measured voltage at the point of common coupling.
The control performance of the system connected to the point of common coupling
can be affected by amismatched impedance value alongside a distorted PCC voltage.
Therefore, it is very important that the disparity in supply impedance should be
considered for the proper control implementation. Also, it would be significantly
advantageous, if a better onlinemethod for the estimation of the supply impedance Zs

is provided. It is used to keep posted the overall value of the impedance on the ac side
for the control scheme. The line impedancemeasurement is widely needed for proper
decoupling between the active and or/ reactive power, accurate power distribution,
and proper grid synchronization and to improve the system stability. The existing
line impedance estimation methods are completely based on harmonic or impulse
injections and can measure impedance value mostly but the existing methods are
very complex and add high computational burden on the inverter control algorithm.
However, both inductive and resistive parts of the line impedance cannot be estimated
separately and/or accurately.

There are a number of methods suggested in the literature with both offline
and online implementations for the assessment of the supply impedance. The grid
impedance measurement technique proposed in [2] is a steady-state technique in
which a non-characteristic harmonic current is injected into the power plant network
and the measurement of the change in voltage response is done. Fourier analysis
of the particular injected harmonic current is done further for the processing of the
results. In [3], fast Fourier transform is being applied to estimate the distinct har-
monic impedances. A voltage transient is injected at the point of common coupling
which results in a transient deviation in the voltage and current values at the point
of common coupling. Nevertheless, a high computational effort is requisite for the
application of an online FFT. Also, there are few more methods for the evaluation
of grid impedance which requires variation of real and reactive powers [4]. In this
method, some form of disruption is inserted onto the energized network for the mea-
surement. Response to this inserted signal is used to estimate the impedance value.
The impedance is estimated in [5] by inserting a small amount of sinusoidal current
signal at various frequencies and then evaluating the phase and amplitude of the
voltage and current at the insertion point. Another active method as suggested in [6]
involves the insertion of a small current spike into the network. It is important that the
current spike signal should have adequate spectral content for the suitable frequency
range. Inserted current as well as voltage response transients is being measured for
the estimation of the impedance in the frequency domain. Virtual-flux-based control
method was also proposed to estimate impedance in [7]. In [8], the author has pro-
posed a technique in which the grid impedance is calculated with the help of existed
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PV-inverter sensors and logic control. An analytical approach for the calculation of
the coupling impedance in DPC of active rectifiers is also suggested in [9, 10].

This work proposes the simplified mathematical approach to estimate the
line resistance and inductance separately and/or accurately. To estimate the line
impedance, the proposed method required only local information and the designed
mathematical equations. Any harmonic injection and complex computational burden
are not required. The proposed method is implemented on the low-voltage islanded
microgrid network. The proposed approach works on the principle of assumption
that the magnitude of grid voltage does not change between two consecutive sam-
pling time instants [10, 11]. The simulation results of the estimation compared to
the actual line impedance are shown in different conditions to validate the proposed
mathematical approach.

2 Proposed Method

In this paper, the total inductance is estimated by the given proposed method which
is fed to the model-based predictive controller. By considering the value of total esti-
mated inductance, the deviation in the supply inductance Ls can be easily observed
and we can also calculate the grid voltage using the estimated value inside the con-
troller (Figs. 1 and 2).

Herong et al. [12] shows that rise in frequency value leads to the decrement in
the magnitude of voltage harmonics, as a result of which high-frequency harmonics
has restricted effects on the grid impedance. In addition to this, the high-frequency
values of grid impedance do not show any appreciable effects on the predictive
control. Hence, a low-frequency grid impedance model is adopted here. The esti-

Fig. 1 Block diagram of Simulink model
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Fig. 2 α and β reference frames model

Fig. 3 Representation of grid voltage in α – β reference frame

mation method is based on the assumption that the magnitude of grid voltage does
not change between two consecutive sampling time but a phase shift of “ω · ts” is
observed. However, the grid voltage vector will not change significantly which can
be seen in Fig. 3.

In α – β frame of reference, the square of the magnitude of GV at any instant k
can be represented as

∣
∣υk

grid

∣
∣
2 � (

υk
grid−α

)2
+

(

υk
grid−β

)2
(1)
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From Figs. 1 and 2, the magnitude of GV at the time k is expressed taking the
value of υk

grid obtained from the system model in α – β reference frame

(

υk
grid−x

)2 �
(

L · dis−x

dt
+ r · i ks−x + υk

c−x

)2

(2)

Hence, the square of the magnitude of GV at time k can be represented as

∣
∣υk

grid

∣
∣
2 �

(

L · disα
dt

+ r · i ksα + υk
cα

)2

+

(

L · disβ
dt

+ r · i ksβ + υk
cβ

)2

(3)

Similarly, the square of the magnitude of GV at the previous time instant k – 1
can be represented as

∣
∣
∣υ

k−1
grid

∣
∣
∣

2 �
(

L · disα
dt

+ r · i k−1
sα + υk−1

cα

)2

+

(

L · disβ
dt

+ r · i k−1
sβ + υk−1

cβ

)2

(4)

υc−α and υc−β in the above-mentioned equations are extracted from [11]. The
total inductance L is calculated by equating Eqs. (3) and (4)

∣
∣υk

grid

∣
∣
2 −

∣
∣
∣υ

k−1
grid

∣
∣
∣

2 � 0 (5)

On solving Eq. (5), we can develop a quadratic Eq. (6), with the parameters A, B,
and C.

L2 · A + L · B + C � 0 (6)

A, B, and C can be expressed as below:

A � (�Aα1)
2 +

(

�Aβ1
)2 − (�Aα2)

2 − (

�Aβ2
)2

(7)

B � 2 · (�Bα1 · �Aα1 + �Bβ1 · �Aβ1 − �Bα2 · �Aα2 − �Bβ1 · �Aβ2
)

(8)

C � (�Bα1) +
(

�Bβ1
)2 − (�Bα2)

2 − (

�Bβ2
)2

(9)

where

�Aα1 � i k+1sα − i ksα
T s

,�Aβ1 � i k+1sβ − i ksβ
T s

�Aα2 � i ksα − i k−1
sα

T s
,�Aβ2 � i ksβ − i k−1

sβ

T s
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Table 1 Simulation
parameters

Grid line voltage (V, rms) 270

Frequency of grid (Hz) 50

Rating of grid (KVA) 500

Inductance, Ls (mH) 0.45

Filter capacitance, Cf (uF) 170

�Bα1 � ri ksα + υk
cα,�Bβ1 � ri ksβ + υk

cβ

�Bα2 � ri k−1
sα + υk−1

cα ,�Bβ2 � ri k−1
sβ + υk−1

cβ

After substituting (7)–(9) in (6), the total inductance is evaluated as

Lestimation � 1

2
· B
A

·
[

−1 +

√

1 − 4 · C · A
B2

]

3 Results and Discussion

The system is modeled in MATLAB Simulink to validate the algorithm. The system
data are shown in the Table 1.

Figure 4 represents the waveform of the power flow through the filter induc-
tance and line inductance. The power waveform with impedance estimation shows
lesser ripples and better dynamics as compared to the waveform without impedance
estimation.

The current waveform also clearly reflects the improvement in power quality with
the impedance estimation as compared to the current waveform without impedance
estimation. This shows the effects of the line impedance (Fig. 5).

Similarly, voltage waveform shows the better result in terms of dynamics and rip-
ple content with impedance estimation algorithm as compared to without estimation
(Fig. 6).

Fig. 4 Waveform of the power flow
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Fig. 5 Waveform of current

Fig. 6 Waveform of voltage

Fig. 7 Waveforms of actual and estimated inductance

Figure 7 shows the waveforms of the line inductance in actual and estimated with
algorithm. The estimated algorithm is closely tracking the actual line inductance
value. This shows the usefulness of the impedance estimation method.

4 Conclusions

The proposed method is designed to estimate the impedance of line in the network.
The results have validated the usefulness of the estimation method. The waveforms
have shown the improved power quality with the estimation method against the with-
out estimation method results. The line impedances also affect the control method in
the weak grid and microgrid connected system as concluded by the result analysis.
Therefore, the line impedance estimation is a must for proper control and improves
power quality of the low-voltage network. This proposed method may be applied in
the distributed energy systems to improve the control schemes such as microgrid,
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weak grid, etc. Further, the dynamic and transient response of the line impedance
estimation method may be improved as the scope of the future study.
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Fault Localization on the Transmission
Line Using FDOST and RBFNN

Manini Sarkar, Abdul Rahim and Bikash Patel

Abstract This paper presents a fault localization technique based on fast discrete
orthogonal Stockwell transform (FDOST) and radial basis function neural network
(RBFNN) on the transmission line.Apart of the transmission network ofWBSETCL,
West Bengal is designed and simulated inMATLAB Simulink for the fault investiga-
tion. The fault current signals are recorded at one end of the transmission line with a
sampling frequency of 50 kHz, and FDOST energy is extracted as fault feature from
each of the three fault current signals. These features are fed to the RBFNN for fault
localization on the transmission line. The proposed algorithm is found accurate for
different types of faults, fault resistances and fault inception angles (FIA) at different
locations on the transmission line.

Keywords Fast discrete orthogonal Stockwell transform (FDOST) · FDOST
energy · Radial basis function neural network (RBFNN) · Fault inception angle
(FIA) · Faults

1 Introduction

The power system protection is very important aspect for uninterrupted quality power
supply to the consumers. Fast and accurate detection and localization of faults on the
transmission line which is the heart of the power system is very important to restore
the power system into normal condition. Different techniques are found in the litera-
ture for fault localization on the transmission line. The phasor estimation technique
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using discrete Fourier transform [1] and fast discrete Stockwell transform [2] locates
faults on the transmission line accurately, although the travelling wave method [3, 4]
is faster than this technique. Wavelet transform has better time–frequency resolution
than discrete Fourier transform and is applied for fault localization [5, 6]. The fea-
tures extracted using signal processing tools are used to train the machine learning
tools for the estimation of fault location. Machine learning techniques like support
vector machine [4], Fuzzy logic, radial basis function neural network [7, 8], and back
propagation neural network [5, 9] are popular for fault localization.

Wavelet packet decomposition (WPD), a generalized form of wavelet transform,
has a better time–frequency resolution than the wavelet transform. The drawbacks
of WPD are the dilemma of mother wavelet selection and poor noise immunity.
The Stockwell transform (ST), which is free from these limitations, can be used as
the signal processing tool for fault localization [9–11]. S-transform has high redun-
dancy and computational complexity. The high redundancy of S-transform can be
improved byN number of unit length orthogonal basis vector incorporated in discrete
orthogonal S-transform (DOST) [11, 12].

The present article proposes a fault localizationmethod using fast discrete orthog-
onal S-transform (FDOST) and radial basis function neural network (RBFNN). The
FDOST coefficients have been extracted from the fault current signals to train radial
basis function neural network (RBFNN) for fault localization. The proposed method
is tested for different fault resistances and fault inception angles (FIA) at different
locations on the transmission line.

2 Fast Discrete Orthogonal Stockwell Transform

The S-Transform (ST), proposed in 1996, represents a signal in the time–frequency
domain with a frequency-dependent resolution which is suitable for non-stationary
signal analysis.

S(τ, f ) �
+∞∫

−∞
h(t)

| f |√
2π

exp

(
− (τ − t)2

2 f 2

)
exp(−i2π f t)dt (1)

where f is the frequency of the signal, and t and τ are the time variables. The discrete
S-Transform (DST) can be represented as

S[ j, n] �
N−1∑
m�0

H(m + n) exp

(
−2π2m2

n2

)
exp

(
i2πmj

N

)
for n �� 0

� 1

N

N−1∑
m�0

h[k] for n � 0 (2)
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where H[.] is the discrete Fourier transform (DFT) of h[.].
For a discrete signal with the length N, DST has N2 number of coefficients and

large computational complexity of O(N3). The computational complexity can be
reducedby introducingNnumber of orthogonal basis vectors of unit length. ThisDST
is known as discrete orthogonal S-transform (DOST), and it generates N numbers
of coefficients with a computational complexity of O(N2). By introducing FFT, the
computational complexity of DOST reduces to O(N log N). The basis function used
in this algorithm is defined in a fixed window. A generalized window-dependent
basis function is developed for more efficient time–frequency representation of S-
transform using FDOST algorithm. The FDOST coefficients are calculated by inner
product of the signal h(k) and the basis function Eϕ

[p,τ ](k) as given in (3).

Sϕ
[p,τ ] �

〈
h(k), Eϕ

[p,τ ](k)
〉
� 〈

F−1RϕH, D[k][p,τ ]
〉 � 〈

F−1RϕH, D[k][p,τ ]
〉

(3)

where H is the DFT of h(k) and Rϕ is a sequence function and

Eϕ
[p,τ ](k) � 1√

β(p)

β(p)−1∑
j�0

[
Cϕ

[p, j ](ν(p))
]−1

exp

(
2π i(β(p) + j)

(
k

N
− τ

β(p)

))

(4)

D[k][p,τ ] � 1√
β(p)

β(p)−1∑
j�0

exp

(
i2π(β(p) + j)

k

N

)
exp

(
−i

2πτ j

β(p)

)
(5)

The computational complexity remains same as O(N log N) but only N numbers
coefficients are generated. These coefficients are localized in both time and frequency
domains. Each FDOST coefficient measures a specific feature of a signal in different
window-dependent bases. The energy of FDOST coefficients of a signal can be used
to represent the feature of the signal and it is defined as the sum of square of absolute
values of the coefficients.

E �
N∑

k�1

∣∣∣Sϕ

k[p,τ ]

∣∣∣2 (6)

3 Radial Basis Function Neural Network (RBFNN)

The radial basis function neural network consists of three layers: input layer, hid-
den layer and output layer. The hidden layers consist of radial basis function and
receive input vector via unit connection weight. The hidden layer calculates the
Euclidean distance between centre and input vector, and it maps the input vector
into output space by nonlinear transformation. The output layer uses linear combiner
with adjustable weight parameter. Here, the parameters can be determined using least
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squaremethod. If the input space is p dimensional and output space ism dimensional,
the complete transformation can be written as

di � ω0i +
h∑
j�1

ωi j∅
(∥∥x − cj

∥∥, β j
)

(7)

where di → i th output, x ∈ Rp → input vector, ω0i → biasing term, ωi j → weight
between ith hidden node and jth output node, c j ∈ Rp → centre of jth hidden node,
β j → real constant (spread factor), ∅(·) → Nonlinear function and i � 1, …, m
(number of output layer) and j � 1, …, h (number of hidden layer).

4 System Description and Fault Simulation

Apart ofWestBengal StateElectricityTransmissionCompanyLimited (WBSETCL)
is designed in MATLAB Simulink for the fault investigation as shown in Fig. 1. The
transmission lines are modelled using positive, negative and zero sequence compo-
nents of resistance, inductance and capacitance. Total amount of load is 400 MW
including 150 MW at Bus-3 and 250 MW at Bus-2. The specifications of the trans-
mission lines are given in Table 1.

The transmission line 1 between Bakreswar and Arambag is considered to test
the proposed algorithm. Four types of faults like line to ground fault (LG), line to
line fault (LL), line to line to ground fault (LLG) and three-phase fault (LLLG) are
generated at 12 locations for training purpose and another 7 locations for testing
purpose. All these faults are simulated for fault resistances (Rf ) of 10 and 100 �

as well as for fault inception angles (FIA) of 00 and 900. Three-phase fault current

BAKRESWAR KOLAGHAT

BIDHANAGAR

ARAMBAG
LOAD 1

LOAD 2

Fault

Bus 1 Bus 4

Bus 3

Bus 2
Line- 1

Line- 4

Line- 2

Line- 3

Fig. 1 The single-line diagram of the practical power system under investigation
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Table 1 Specifications of the
transmission lines

Line Description Length of the
line (km)

Voltage (KV)

Line-1 Bakreswar to
Arambagh

130 400

Line-2 Arambagh to
Bidhannagar

114 400

Line-3 Bakreswar to
Bidhannagar

40 220

Line-4 Kolaghat to
Arambagh

64 400

Fig. 2 Three-phase current signals for LLG fault at 70 km with fault resistance 10 �, FIA 0°

signals are recorded at Bus-1 with sampling frequency of 50 kHz. Fault current
signals for three-phase fault at 70 km are shown in Fig. 2.

5 Feature Extraction and Fault Localization

The FDOST energy is calculated from half-cycle post-fault three-phase current sig-
nals, recorded for different conditions using Eq. (6). The FDOST energy is used
as the fault feature. The extracted features are fed to RBFNN after normalization.
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Fig. 3 Flowchart of the
proposed fault localization
algorithm

Start

Generation of fault

Recording of the three phase current signals

Calculation of FDOST coefficients

Calculation of FDOST energy

Fed to RBFNN

Fault localization

End

The RBFNN is trained with 12 sets of features for faults at 12 locations, and then
it is tested for 7 fault locations on transmission line. The RBFNN is designed with
three input vectors (features for three-phase currents) with a spread factor of 0.8. The
complete flowchart is shown in Fig. 3.

6 Result and Analysis

Applying the proposed algorithm, the fault locations are estimated on transmission
lines and the percentage error is calculated with respect to total length of the trans-
mission line.

Percentage Error � Estimated Location − Actual Location

Total Length of Transmission Line
× 100 (8)

The results of fault localizations for different types of faults, fault resistances (Rf )
and fault inception angles (FIA) are tabulated in Table 2. From this table, it is clear
that the proposed algorithm is accurate to locate faults at different conditions. Fault
inception angle depends on the time of fault initiation and mostly unpredictable.
Thus, the nature of fault transients changes with the time of fault inception, although
the accuracy of the proposed algorithm is independent of FIA as shown in Table 2.
The nature of fault transients also depends on the fault resistances but the normalized
values of FDOST-based fault features diminish the impact of fault resistance on fault
localization on the transmission line.
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Table 2 Result for fault localization for different conditions

Fault condition Fault type Actual fault location
(km)

Estimated fault
location (km)

% Error

Rf � 10 � and FIA
� 0º

LG 7 7.0509 0.0391

25 24.9870 −0.01

85 85.0064 0.0049

LLG 47 46.9764 −0.018

103 103.1240 0.095

122 121.9142 0.066

LL 85 84.9936 −0.005

103 103.1118 0.086

122 122.0298 0.023

LLLG 64 64.0064 0.005

85 85.0094 0.007

103 102.9802 −0.015

Rf � 10 � and FIA
� 90º

LG 7 7.271 0.208

25 24.814 −0.143

85 85.546 0.420

LLG 47 46.655 −0.265

103 102.743 −0.198

122 122.392 0.302

LL 85 85.421 0.324

103 102.964 −0.028

122 122.149 0.115

LLLG 64 63.823 −0.136

85 84.694 −0.235

103 102.951 −0.038

Rf � 100 � and
FIA � 0º

LG 7 6.8356 −0.126

25 25.0873 0.067

85 85.0539 0.041

LLG 47 46.4955 −0.388

103 103.189 0.145

122 122.194 0.149

LL 85 85.0143 0.011

103 103.0632 0.049

122 121.8884 −0.086

LLLG 64 63.9334 −0.051

85 85.0387 0.030

103 103.0615 0.047
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7 Conclusion

This paper presents a fault localization technique based on fast discrete orthogonal
S-transform (FDOST) and radial basis function neural network (RBFNN) on trans-
mission line. A part of WBSETCL, West Bengal is designed in MATLAB Simulink
for the fault investigation. FDOST energy is extracted as fault feature from each of
the three fault current signals. The normalized values of these features are fed to the
RBF neural network for fault localization at different distances on the transmission
line. The accuracy of the proposed algorithm is very high for different types of faults,
fault resistances and fault inception angles (FIA).
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Low-Voltage Hardware-in-Loop Test
Model Using Real-Time Digital
Simulator for Single-Phase Converter

Sumangal Bhaumik, Banibrata Mondal and Jitendranath Bera

Abstract This paper describes the development of low-voltage model of different
stages of power converter for making the performance evaluation of it under different
operational conditions. The operational conditions vary depending on the network
to which the converters are to be interfaced—the types as well as the number of
operational conditions to be considered are maximum, in particular, when they are
to be tied with micro-grid or smart grid systems. The remedial measures of the effect
of these changes in operational conditions are to be incorporated into the low-signal
control schemes for its reliable, secured and long-term operation. The various real
system operational conditions are simulated in real-time digital simulator (RTDS)
and the prototype of the developed hardware in low voltage level is interfaced with
it.

Keywords Real-time simulation (RTS) · Virtual test bed (VTB) · Power
hardware-in-the-loop simulation (PHILS)

1 Introduction

Hardware-in-loop (HIL) test is becoming popular day by day in almost every field
of engineering for the ease of its performance evaluation. The hardware could be
tested under real-like environment and the performance can also be evaluated in real
time. It is highly recommended in [1] to perform HIL testing for applications where
live testing is merely possible and discontinuation in service is restricted. A power
hardware in the loop testing is always performed before installation of a new device
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like SVC, STATCOM, etc. Normally what is practiced is to build the hardware and
test it under simulated environment using Power HIL (PHIL) test facilities. Thus
the data of the test are collected and analysed to make necessary changes in the
hardware if required during unsatisfactory performance. For almost every PHIL
testing the device under test which is to be installed is directly tested with the HIL
test facility and no separate low-voltage model is fabricated for performance testing,
making modification in the hardware or replacements in some parts of the hardware
if required [1–4].

These complications could be averted if the samehardware is replicated into a low-
voltage model and by testing it with the help of HIL, thus analysing the performance
of the low-voltage model instead of the high-voltage one which is costly and time
consuming to fabricate in case of unsatisfactory performance. The low-voltagemodel
is always easy to build and less time consuming to fabricate. During the HIL test,
for unsatisfactory performance the modification in the model can be done quickly
and easily. Once the model gives satisfactory performance the required hardware can
be built. It is seen that with the development of low-voltage model HIL testing, the
time, complexity, required modification cost, etc. is decreased. It is described in [4],
that how software simulation is helpful for the purpose of HIL simulation.

PHIL test on power systems has been discussed in [5] in this article it has been
shown how HIL testing gives better result as compared to normal simulation. The
output of HIL test has been compared with the software simulation output which
clearly shows the difference.

Based on these previous works, the authors are motivated to take the challenges in
PHIL testing with low-voltage model. This paper is organized as follows. Section 2
describes the importance of HIL testing along with the previous work done. The
basic building blocks for low-voltage HIL testing of converters and the step-by-step
process to perform the test are described in Sect. 3. Section 4 describes the case
studies for the output and input signals through various I/O devices of RTDS with
different kinds of signal generations as well as various analog feedback. Section 5
concludes about the development.

2 Review Work

This literature describes how low-cost real-time simulation could be performed with
the help of VTB-RT which is a real-time extension of virtual test bed. Boost con-
verted and H- bridge inverter has been used as the device under test. The comparison
between the theoretical result and the practical test result using VTB-RT shows the
competency of this approach [2]. The process of the experimentation, simulation
result, related mathematics are well explained and part of the algorithm used is also
described. In [3], a general framework for FPGA-based emulation of an electrical
machine has been detailed. Difference between MATLAB/Simulink simulation and
real-time simulation is shown. Comparison of rotor speed versus time curve with
FPGA-based emulation and experimentally measured results are also depicted in the
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Fig. 1 Basic building blocks of HIL

article. Literature [4] shows the basic HIL process, interfacing card details, power
amplifier requirements for the purpose of power hardware in loop test. Various DAQ
cards their different connection schemes and interface algorithm has been detailed.
Problems of conventional buck-based amplifier and the possible solution is also
described. Testing of reactive load and PHIL operation during a fault is addressed.
PHIL simulation in power system network and the advantage of conjoin software
hardware simulation, hybrid configuration of the simulator is well addressed in this
article [5]. Switched mode power amplification, linear power amplification and gen-
erator type power amplification process is described in detail. In [6], a three-level
buck converter and its modulation have been investigated. Ripple minimization,
Startup modulation, Level shifting modulation has been well described and experi-
mental support is provided. Electric thermal photovoltaic modelling with the use of
power hardware in loop test is described in literature [7]. The electrical and thermal
characteristics of a PV cell model are depicted with experimental result as support.

3 Materials and Methods

The block diagram shown in Fig. 1 is the scheme which is elaborated in this paper,
RTDS facility is used to perform the control HIL test on the control circuit of the
single-phase converter. After satisfactory performance of the CHIL test, the PHIL
test is performed on the single-phase converter circuit which is then connected with
the load.

The power hardware in loop test of the single-phase inverter is proposed and the
software simulation is performed.

3.1 Block Schematic of Proposed HIL

The block diagram shown in Fig. 2 is the scheme of the experiment where the boost
converter is fed from the 12 V DC supply. The duty cycle of the boost converter is
controlled by the duty cycle controller circuit using TL494. DDAC card also provides
duty cycle control signal as a real-timeoutput fromsimulated hardwarewith inRTDS.
Either the signal from DDAC card or from the TL494 is used to operate the boost
converter. DOPTO card takes feedback from the output of the duty cycle controller.
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Fig. 2 Schematic of proposed HIL rest

The output of the boost converter after filtering by the LC filter is fed back to
the RTDS through OADC card for its real-time simulation. The RSCAD software
simulates the functioning of boost converter with this real converter and keeps track
of its output through PWMsignal generation. ThisDCvoltage is then fed to the single
phase inverter. The inverter output voltage is also fed back to the RTDS facility with
the help of OADC card.

3.2 Mathematical Model of Boost Converter

The circuit shown in Fig. 3a is of a boost converter, where ‘Vin’ is the DC supply
voltage, ‘S’ is the chopper switch (MOSFET), ‘D’ for diode, ‘L’ for inductor, ‘C’
is capacitor and ‘R’ represents the resistive load. During switch on condition, the
diode does not conduct, the current ‘IL’ flow through the inductor and the equivalent
circuit looks like as shown in Fig. 3b.

When switch is turned off the equivalent circuit is shown in Fig. 3c.

Output voltage,Vout � (1/(1 − α)) ∗ Vin, (1)

where, duty cycle α � (Ton/T), Ton is turn on time of the chopper switch and T is
total time period.

The transfer function of the boost converter used for the modelling is given by

Fig. 3 Schematic of boost
converter along with on and
off switching states
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G(s) � Vo

1 − α
∗ 1 − Ls

(1 − α)2 ∗ R
∗ (1 − α)2 ∗ R

RLCs2 + Ls + (1 − α)2 ∗ R
(2)

where, L � Vin∗α

f ∗�IL

3.3 Converters-RTDS Interfacing at Low Voltage Level

Step-by-step development of the boost-converter hardware and interfacing various
cards with the RTDS test facility is described as follows.

For high-voltage testing, RTDS with power amplifier is to be interfaced with the
converters. As low-voltage model testing is of our interest, power amplifier is not
required and it could be directly interfacedwith the existingDDACorOADCcards of
the RTDS. The various kinds of basic functionalities of the converters such as effect
of change of load on their voltage and frequency regulation, dynamic performances
under faulty conditions, the output power quality, etc. can be studied at the low-
voltage levels. On the basis of satisfactory performance it can be tested with high-
voltage systems. Any deviations from the desired performances of the converters
can be analysed and corrective measures can be taken at the low-voltage level with
greater flexibility and without the need for high voltage equipment.

4 Experimentation

4.1 Duty Cycle Controller Using TL494

Details of boost converter hardware and duty cycle controller using ‘TL494’ are
discussed. As per the working principle of TL494, an analog output voltage is fed
in its feedback pin to get the PWM output duty cycle which is shown in Fig. 4 with
the help of DSO. The DDAC card is used to generate the analog voltage in order
to vary the duty cycle as per the desired output and this signal is used to drive the
IGBT/MOSFET of the fabricated Boost converter.

Fig. 4 HIL test on boost converter
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4.2 HIL Test of the Boost Converter

In the first step, the converter duty cycle ratio is controlled with the TL494 and the
filtered output voltage of the converter is fed to the RTDS through OADC card.
The data for the voltage are collected and stored for comparison purpose. In the
second part which is the extended part of the previous one, the duty cycle controller
is replaced with the RSCAD software built model that could generate the duty cycle
which is fed to the boost converter chopper switch using the DDAC. So the model
of the duty cycle controller which is developed in the RSCAD software acts as a
replica of the hardware built with TL494. Thus the hardware part becomes a part
of the simulation and the simulation model is so developed that it acts like a real
hardware one.

4.3 Case Studies and Simulation Results

A. Generation of Triangular wave usingDDAC card and other required components

The DDAC card is configured and used to generate a ramp signal which could be
used as a carrier signal for PWMgeneration and the same is controlled andmonitored
with the help of RSCAD software.

Figures 5 and 6 represent a draft schematic and the runtime mode of operation
of RSCAD software for the ramp signal generation. The draft file shows one DDAC
output component and three sliders which are used to control the voltage magnitude,
frequency and phase of the ramp signal. From the RUNTIME mode the sliders for
controlling of the voltage magnitude, frequency and phase are shown.

From the draft file, 3PC processor is assigned (Fig. 7) to generate the sawtooth
waveform (Fig. 8). The sliders in the RUNTIMEfile are adjusted to get desired output
from the DDAC card.

Fig. 5 RSCAD draft

Fig. 6 RUNTIME modes
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Fig. 7 Processor selection
block

Fig. 8 Triangular wave

Fig. 9 RSCAD draft file

B. Receiving analog functions as input using DDAC card and observing the same
through OADC card in the RSCAD software

The DDAC and OADC cards are used for interface as analog output and analog
input respectively of a circuit.

Figure 9 shows the control blocks of DDAC and OADC cards of RTDS from
RSCAD software and their respective parameters setting blocks are shown in Fig. 10.
The DDAC card is used with the slider to act as a variable voltage source and the
OADC card is used to take feedback of the analog output of hardware under test
(HUT).

Hardware connections are made between one of the six channels of the DDAC
card and channel 2 of the OADC card to obtain the same analog signal generated by
the DDAC card (Fig. 11). The slider position (Fig. 12) and the corresponding output
is shown in Fig. 11. The interfacing and hardware connection between the DDAC
and OADC card can now be used for HUT.

C. The basic HIL testing using DDAC card, OADC card and voltage divider

The basic HIL testing is described with the help of a potential divider of using
two 1 k� resistors. The output of divider is connected with the DDAC card and the
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Fig. 10 Parameter selection
block

Fig. 11 RSCAD RUNTIME
file

Fig. 12 RSCAD RUNTIME
file

feedback is taken across one resistor. Channel 2 of the OADC card is used to take
feedback from the voltage divider.

Like the principle shown in Fig. 9, a slider is used to control the voltage across
the resistor string which can be anything between +10 to -10 V. The divider output
is measured through OADC as 4.368 V for +10 V output. This is the last step before
the fabricated boost converter is interfaced with the HIL test facility.

5 Conclusion

The basic setup for the HIL testing of the converters using RTDS at low-voltage
levels are developed so that the required functionality testing of the converters can
be tested.

The procedures to generate and accept various digital and analog signals to and
from the HUT through RTDS cubicle and RSCAD software are described which
are the integral part of HIL testing. The input and output signals as well as control
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trigger pulses of converters are to be directly interfaced with these I/O cards for their
performance study.

The above experimentation helps to understand and debug the problems related
to the single-phase power converters which are to be tied with smart grid or micro-
grid. The required remedial measures can also be taken by the controller to avert
these problems. The control hardware in loop test and power hardware in loop test
procedures for maximum fault condition can also be analysed.
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Power Quality Improvement by Active
Shunt Filter with Hysteresis Current
Controller

Manas Mukherjee and Abhik Banerjee

Abstract This paper envisages the method to improve power quality of utility grid.
Power drawn by nonlinear and unbalanced load contains higher order of harmonics
components which in turns increases the total harmonics distortion level of supply
current.We have used active shunt filter to improve the power quality with the help of
hysteresis current controller. The p-q theory has been used to calculate the reference
current to be compared with the load current drawn. With the help of hysteresis
controller the gate triggering pulses for voltage source inverter used as active shunt
filter have been generated. In our work Clarke’s transformation matrix has been used
for conversion of three phase voltage and current into two-axis α-β component. The
whole system has been simulated in MATLAB software with a specific objective to
improve the quality of power by reducing total harmonics distortion level and we
have achieved that goal.

Keywords Power quality · Nonlinear and unbalanced load · Active shunt filter
(ASF) · P-Q theory · Hysteresis current controller · Total harmonic distortion
(THD)

1 Introduction

Rapid industrialization and consumer’s demand of power has increased the gener-
ation capacity with a significant consideration of power quality issue. The use of
nonlinear load and electronics devices such as computer, electronic bulb, inverter,
etc., is a common trend in today’s society [1–5]. As the repercussion these types of
load inject harmonics components in the transmission line which pollutes the sup-
ply power and degrades the power quality [1–10]. As a result several disturbances
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such as excessive vibration of motor, damage of capacitor, appliances deterioration,
excessive heat formation, etc., happen frequently [1]. So here the term good power
and bad power come in today’s power dispatch scenario. By the term good power we
mean the frequency of supply current should be 50 Hz and the deviation should be
in the range of ±5%. Besides this the voltage profile should be in the desired level.
There should be neither swell nor sag of the supply voltage and the supply waveform
should be pure sinusoidal. But today’s load profile does not permit to maintain such
supply profile due to the inherent nonlinear characteristics of loads. To mitigate this
somanymethods are applied with the help of advanced power electronics based tech-
nologies like Dynamic Voltage Restorer (DVR), Static compensator (STATCOM),
Unified Power Flow Controller (UPFC), Passive filter like LC, LCL, etc. [9, 10].
Here we have a novel approach to improve the power quality and minimize the THD
by using active shunt filter. The drawback of passive filter is resonance problem [1].
Besides this the components in passive filter show aging problem. They are bulky
and require more space [2]. Active filter is free from such type of problem and
shows good performance in respect of speed and accuracy [2]. So many techniques
are employed to control the current of active shunt filter like sinusoidal PWM [1],
Fuzzy algorithm based current controller [5], etc. With the increase in switching
speed of PWM the power waveform is also improved but switching loss is increased.
Advanced method like adaptive fuzzy hysteresis band current controller has been
proposed by [5] which minimize the uncertainty of system. In this paper we have
simulated hysteresis current controller based active shunt filter with our main focus
to improve supply current waveform with low THD profile.

2 Active Shunt Filter

Apictorial representation of active shunt filter is provided in Fig. 1The basic structure
of active power filter consists of a voltage source inverter [1, 4, 5].

The voltage source inverter is controlled by current. Its main function is to inject
compensating current to the supply side in phase opposition to the harmonics compo-
nents of load current. It injects compensating current in accordance with the current
drawn by nonlinear and unbalanced load and cancels the harmonics introduced by
nonlinear load. It also enables source to deliver only active power by injecting reac-
tive power demand and maintains supply current sinusoidal [8–10]. In Fig. 1 R is
resistance of the transmission line, L denotes transmission line inductance, Lf is
inductance of filter connected to inductor. Rnl_load denotes nonlinear loads. R1,
R2, R3, L1, L2, L3, C1, C2, C3 represents resistance, inductance and capacitance of
unbalanced load in each phase.
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Fig. 1 Nonlinear and Unbalanced load with active shunt filter

2.1 Calculation of Reference Current by P-Q Theory

From Clarke’s transformation matrix equation we get two axis component of three-
phase system. Three-phase voltage and current can be transformed into voltage and
current of d-axis and q-axis component [6, 7].

For voltage transformation in three-phase three wire system from Clark’s trans-
formation matrix equation [5, 10] we get (1)–(4)

vα � √2

3
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2
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2

)
(1)
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For current transformation we get from [5, 10]

iα � √2
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The active and reactive power can be obtained from Eqs. (5) and (6)

p � vαiα + vβ iβ (5)

q � vαiβ − vβ iα (6)
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Fig. 2 a Block diagram of reference current calculation. b Hysteresis current controller

Now from these equations obtained from Clarke’s abc-αβ transformation the ref-
erence current can be calculated [6, 7]. The generation of reference current is delin-
eated in Fig. 2a. At first supply voltage and current are transformed into two axis
components by Clark’s transformation. The active and reactive powers are calcu-
lated from Eqs. (5) and (6). The calculated active power contains fundamental power
called average power and higher order harmonics power called oscillating power.
The oscillating power is separated from the average power by using a high pass filter.
Now we can derive reference current icα and icβ from calculated oscillating power,
reactive power, and two-axis component of supply voltage. Clarke’s inverse matrix
transformation is taken into consideration to calculate the reference current [8].

[
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]
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These two axis reference currents are further converted to three-phase current [8].
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Here ica, icb and icc are three-phase reference current.
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2.2 Hysteresis Current Controller

Figure 2b shows hysteresis controller. For the purpose of controlling the compensat-
ing current hysteresis current controller method is a novel one. It has advantages of
quick dynamic response as well as simplicity [1]. Besides these it provides smooth
switching frequency for fixed switching frequency [2, 5]. A current control VSI
is connected in parallel with the load in order to generate reference compensat-
ing current. When the injecting filter current through the coupling inductor crosses
the reference current out of either upper or lower band limit the upper and lower
switches of inverter are tripped according to hysteresis controller logic [1, 2, 5, 10].
The switching control strategy follows [1] and is shown in Fig. 2b.

S (Switching State) � 0: if i f (t) > i∗f (t) +
H ·B
2

The upper switch is off and lower switch is on, S � −vdc
S � 1: if i f (t) < i∗f (t) − H ·B

2
The upper switch is on and lower switch is off, S � +vdc.
Thus it happens to maintain injected current to be in hysteresis band limit.

3 MATLAB Simulink Model

The MATLAB Simulink model in Fig. 3 shows that a nonlinear rectifier load and an
unbalanced three-phase load are connected to a three-phase voltage source through
circuit breaker and three phase V-I measurement unit. In parallel to nonlinear and
unbalanced load an active shunt filter is connected. Active shunt filter comprises of an
IGBT-based voltage source inverter which is connected to PCC (Point of common
coupling) through coupling inductor. At the input of the VSI two capacitors are
connected in series. A PI controller is connected to the input dc voltage of VSI
with a reference voltage. From p-q theory [6, 7] all equations are formed using
mathematical functional blocks in MATLAB software. After the reference current
calculation is done the Boolean NOT gate and relational operator have been used for
implementation of hysteresis current controller to generate gate pulses. The generated
gate pulses have been given to the gate input of VSI. In hysteresis current controller
circuit model the reference current has been compared with the measured supply
current and according to the error the filter current ramps up and down through
inductor and provides compensating current to the supply side in phase opposition
to the harmonics components eliminating harmonics introduced by nonlinear and
unbalanced load.
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Fig. 3 MATLAB Simulink model

4 Result and Discussion

Before connecting the shunt active power filter supply voltage and current, total
harmonics distortion (THD) of supply current, DC load voltage and current and
unbalanced load current are observed.As the twocircuit breakers (one each connected
to nonlinear load and unbalanced load) are switched after 0.2 s the THD is measured
after starting time 0.2 s for 100 cycles. The two loads draw current which shows
30.26% THD and the supply current is highly distorted. After the active filter is
connected parallel to the load the THD goes down and comes to 5.32%. Before
connecting active filter the fundamental current component was 64.03 A and after
connecting the filter the fundamental current is 65.78 A. Besides this the supply
current shows sinusoidal waveform. The compensating filter current is observed and
along with all the measured quantities is shown in Figs. 4 and 5. Figure 4a shows
supply voltage and current without filter. The supply current is not pure sinusoidal.
Figure 4b shows that the supply current contains 30.26% THD. The fundamental
component has frequency of 50 Hz and the fundamental component contains the
magnitude of 64.03 A. Figure 4c shows the three-phase unbalanced current which
contains higher notches. Figure 4d shows voltage and current waveform after the
shunt filter is connected. This shows pure sinusoidal current waveform which was
a distorted one in Fig. 4a. Figure 4e shows the THD in supply current with active
shunt filter. Without active shunt filter Fig. 4b shows that the THD level is 30.26%
where as Fig. 4e shows that the THD is only 5.32%. This shows that the THD level
has been reduced significantly to a lower margin. Figure 5a represents the waveform
of compensating current flowing through coupling filter which ramps filter current
up and down to remain within the hysteresis band and trace the reference current.
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Fig. 4 a Supply voltage and current without filter, b THD of supply current without filter, c unbal-
anced load current without filter, d supply voltage and current with filter, e THD of supply current
with filter

Fig. 5 a Compensating current through coupling inductor, b unbalanced load current with SAF

Figure 5b shows the unbalanced load current with active power filter and this contains
fewer notches whereas Fig. 4c shows higher notches.
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Table 1 Value of various parameters which were used in the system modeling

Name Value

Ph–Ph voltage of three phase voltage source 440 V

Circuit breaker switching time 0.2 s

Nonlinear Dc load 10 �

Unbalanced RLC load Phase A: R � 1 �, L � 1 mH, C � 1 μF;
Phase B: R � 10 �, L � 1 mH, C � 1 μF;
Phase C: R � 17 �, L � 1 mH, C � 1 μF

Filter inductance 0.39 mH

Capacitor used in VSI 50 μf

5 Conclusion

From the above result it is concluded that we have achieved our goal in reducing
Total Harmonic Distortion of supply current and improving the power quality. By
using hysteresis current controller based shunt active filter we have improved the
shape of supply current waveform. This shows the transfer of a better quality of
power. However more advanced methodologies of controlling method have been
introduced such as adaptive fuzzy hysteresis band—current controller, space phasor
based hysteresis current controller [3] etc. In future our focus is to improve power
quality issues with the help of more advanced controlling methodology.

Appendix

See Table 1.
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Evaluation of Energy Power Spectral
Distribution of QRS Complex
for Detection of Cardiac Arrhythmia

Akash Kumar Bhoi, Karma Sonam Sherpa and Bidita Khandelwal

Abstract The proposed approach involves detection of QRS complex and energy
power spectral distribution analysis of the segmented QRS complex to establish
the presence of arrhythmic beats in Electrocardiogram (ECG). The methods con-
sist of three steps: (i) the baseline drift and high-frequency artifacts could seriously
affect the detection performance, soMovingAverage Filtering (MAF) and Stationary
Wavelet Transform (SWT) are implemented at preprocessing stage. (ii) Localization
of R-peaks by implementing FFT-based windowing and thresholding techniques.
Then Q and S points are detected using search interval method based on the medical
definition. (iii) The segmented QRS complex is analyzed with period-gram and Con-
tinuous Wavelet Transform using FFT (CWTFT) to obtain time–frequency domain
power and energy of the complex. (iv) Statistical analysis has been proposed using
one-way ANOVA to differentiate the healthy and arrhythmic QRS complex. The
proposed QRS detection and analysis methodologies are evaluated with MIT-BIH
Arrhythmia Database (MITDB) and FANTASIA database. The detection perfor-
mance, i.e., Sensitivity Se(%) and the Specificity Sp(%) for FANTASIA 100% each
respectively, where as Se � 100% and Sp � 98.18% for MITD. The failed detection
percentage, Fd(%) � 0 for FANTASIA and Fd(%) � 1.85% forMITDB. The energy
power distributed parameters obtained from PSD and CWTFT are statistically ana-
lyzed with one-way ANOVA and the p-value are found to be <0.05 (i.e., CI � 95%)
for healthy and arrhythmia QRS complex which certainly signifies that the energy
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power features of the arrhythmic QRS complex are different than the normal QRS
complex.

Keywords QRS complex · CWTFT · One-way ANOVA · Energy power
distribution · MITDB · FANTASIA

1 Introduction

Time domain features and morphological fiducial points can add crucial inputs
towards decision-making and accurate diagnosis in electrocardiogram (ECG) [1].
Arrhythmia analysis can also be done by shape and time change observation of
QRS complex [2]. Difference Operation Method (DOM) was proposed by Yun-Chi
Yeh, et al. with a simple and computational-free algorithm for accurate detection
of QRS complex [3]. The wavelet transform is widely used in many of the earlier
proposed methods for QRS detection and analysis with the limitation of selection of
proper mother wavelet and decomposition level [4–9]. Few well-known QRS detec-
tion approaches which are more complex such asNeural Network (NN) [5], Support
Vector Machines (SVM) [10], Genetical algorithms [11], Hidden Markov Models
(HMM) [12], K-Nearest Neighbor (K-NN) [13], parallel functioning of different
algorithms [14, 15], Pan and Tompkins (PT) [16], Fractal Dimension Transforma-
tion (FDT) [17]. Unpredictable QRS Potentials (UIQP) were analyzed using Finite-
Impulse-Response (FIR) based prediction model to identify ventricular tachycardia
with patients undergoing high-risk ventricular arrhythmias [18]. Soroor and Jafar-
nia [19] proposed Multiresolution Wavelet with Thresholding Method and achieved
98.2% accuracy for QRS complex detection. QRS complexes could also be detected
performing fixed structure Mathematical Morphology (MM) operators [20]. Atiyeh
and Reza [21] have discussed a P-QRS-T waves-based detection approach, which is
simple and accurate having very less response time during its real-time operation.

As from the literature survey, it is also clear that arrhythmia can be identified by
analyzing QRS complex changes. Here the authors propose an algorithm by taking
such problem into account. Classification between normal QRS and arrhythmic QRS
of ECG is presented with efficient detection techniques and energy power spectral
distribution of this complex. The performance evaluation is done with FANTASIA
database and the MIT-BIH Arrhythmia Database (MITDB).
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2 Materials and Methods

2.1 Datasets

The proposed methodologies have been tested over 30 selected healthy (Fantasia
records) data having 1 row (signal) and 900,000 columns (samples/signal) with the
duration of 1 h having sampling frequency: 250 Hz and sampling interval: 0.004 s
[22]. 30 out of 48 lengthy arrhythmic records fromMITDB,with sampling frequency
360 Hz and 11-bit resolution ranging over 10 mV are considered for this analysis.
The proposed methodologies have been tested over these 30 selected arrhythmic
signals (total beats considered: 4,000) having first row (signal) and 650,000 columns
(samples/signal) with the duration of 1 h [23].

2.2 Preprocessing of Noisy ECG Signal

Moving average filter [24] and StationaryWavelet Transform [25] were implemented
to remove baseline drift and signal noise (Fig. 1).

2.3 R-Peaks Localization

Step 1: Discrete Fourier Transform (DFT) is computed fromFast Fourier Transform
(FFT) and the Fourier transform is an integral (4) of the form

F(u) � ∞∫
−∞

f(x)e−i2πuxdx (4)

Fig. 1 Noise cancelation for FANTASIA data #f1o04 (4 s data for better visualization)
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Fig. 2 R-peaks localization for MITDB data #105 (10 s data for better visual representation)

Low-frequencies component from the ECG signal is removed using FFT.
Step 2: Restoration of ECG signal is done with Inverse Fourier transform (5) and

the expression for inverse Fourier transform is

f(x) � ∞∫
−∞

F(u)ei2πuxdu (5)

Step 3: Windowed filter with default size for localization of maxima (only maxi-
mum values are being considered and other values are ignored).

Step 4: Implementation of threshold filters to remove small values and preserve
significant ones.

Step 5: Repeat Step 3 with adjusting the size of the windowed filter to improve
filtering performance. Then R-peaks are detected (Fig. 2).

Step 6: In case of negative QRS complexes, localization of minima is performed
for detection of R-peaks and the other above steps remains same.

2.4 Q and S Inflection Points Localization

Step 7: TakingRpoint as standard, the search interval-1 locates 20 sampling points
from prior and succeeding of R point. The least value found ahead of R
point marked as Q1 and the same found after, marked as S1 [3].

Step 8: Search interval-2 is defined such that, it covered 40 sampling points prior
and succeeding of R point. The least sampling point forth to R is Q2 and
succeeding to R is S2 [3].

Step 9: Localization of Q by checking the location and amplitude values of Q1
and Q2. If Q1 and Q2 located at different points and Q1 amplitude > Q2
amplitude, then Q1 is the location of Q or vice versa.

Step 10: Localization of S by checking the position of S1 and S2. (i) If the position
of S1 � position of S2, then S1 � S2 � S. (ii) If VS2 > VS1, then S � S1;
else S � S2, where VSi � amplitude of Si and i � 1, 2 (Fig. 3).
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Fig. 3 Q& S point’s localization for MITDB data #105 (10 s data for better visual representation)

The failed detection rates are calculated for both FANTASIA and MITDB
databases. Failed detection is calculated by [3]:

Fd(%) � FP + FN

Total Beats
× 100 (6)

The failed detection percentage, Fd(%)� 0 for FANTASIA and Fd(%) �
1.85%for MITDB.

Sp(%) � TP

TP + FP
× 100 (7)

Se(%) � TP

TP + FN
× 100 (8)

where, TP � True positive (properly detected beats), FN � False negative (failed to
detect a real beat), FP � False positive (detects a beat when no beat is present).

The evaluation of the detection performance is computed using Specificity
(
Sp

)

and Sensitivity (Se) [3], which are normally computed using (7) and (8). For FAN-
TASIA both Se and Sp found to be 100% where as Se � 100% and Sp � 98.18% for
MITDB (Table 1).

3 Feature Extraction from QRS Complex

3.1 Continuous Wavelet Transform Using FFT Algorithm
(CWTFT)

Themean of the detectedQRS complexes is segmented from the ECG signal and ana-
lyzed using CWTFT. CWT can be computed using the product of Fourier Transforms
(Inverse Fourier Transform (IFT)), from the below (9) equation
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Fig. 4 CWTFT of QRS complex for MITDB data #203

Fig. 5 a Max power, b energy estimation

C(x, y; g(t),ψ(t)) � 1

2�

∫ −∞

∞
ĝ(ω)

√
xψ

∧

∗ (xω)ejωydω (9)

Using period-gram (PSD) andCWTFTpower energy distribution (Fig. 4) of each sig-
nal of both the databases is computed in Table 1 where the power (Fig. 5a) (frequency
and time domain) and energy (maximum percentage (Fig. 5b) and scale maximum)
are tabulated.
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Table 2 Analysis of variance
of QRS complex for
frequency domain power of
FANTASIA and MITDB

Source DF Adj SS Adj MS F-value p-value

Factor 1 0.7491 0.74910 21.91 0.000

Error 58 1.9827 0.03418

Total 59 2.7318

Table 3 Analysis of variance
of QRS complex for
maximum energy percentage
of FANTASIA and MITDB

Source DF Adj SS Adj MS F-value p-value

Factor 1 3.105 3.10451 35.97 0.000

Error 58 5.006 0.08630

Total 59 8.110

3.2 One-Way ANOVA

One-way ANOVA is implemented to determine whether there are statistically sig-
nificant differences among the means of several populations (i.e., power and energy
of healthy and arrhythmic QRS complex).

Table 2 shows that there is a significant difference (i.e., p-value � 0.000) in
between the frequency domain power of QRS complex of healthy and arrhythmic
signals. In the frequency domain power of FANTASIA and MITDB, the intervals (at
95% CI) for the means of these two data sets do not overlap which suggests that the
population means for these levels are different.

Table 3 shows that there is a significant difference (i.e., p-value � 0.000) in
between themaximum energy percentage ofQRS complex of healthy and arrhythmic
signals. In between the maximum energy percentage of FANTASIA and MITDB,
the intervals (at 95% CI) for the means of these two data sets do not overlap which
suggests that the population means for these levels are different. The same results
are obtained with the time domain power and maximum scale energy parameters.

4 Conclusions

The PSD and CWTFT compute the average power and distribution of energy power
at different scales for normal and arrhythmic QRS complex. The mean energy power
spectral parameter of QRS complexes of healthy subjects (FANTASIA) and arrhyth-
mic (MITDB) signals proves to be lying in a different domain, which are validated
with one-way ANOVA (p-value < 0.05). The proposed methodology also considers
the critical role of a detection method for QRS complex where the failed detec-
tion percentage is found to be Fd(%) � 0 for FANTASIA and Fd(%) � 1.85%
for MITDB databases. Moreover, the high-frequency noise components are elimi-
nated using SWT (i.e., 50 Hz power line interference embedded with FANTASIA).
This proposed approach for analyzing QRS complex certainly formulates a new way
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of considering research possibility to detect arrhythmia segregating from healthy
signals. The further research lies in testing this methodology with different erratic
signals and extending the possibility of finding changes in ischemic heart disease
(IHD) by analyzing QRS, ST-segment, and T wave.
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Radiometric Calibration of RISAT-1
SAR Image Using Integral Method

T. R. Manjula, T. N. Praveen, M. Vinod Raju, B. D. Vishwanath, P. Meghana
and G. Raju

Abstract Synthetic aperture radar plays a key role in remote sensing applications
ranging from mapping earth’s surface to disaster monitoring applications. Accuracy
or correctness of SAR data or images is commendable in all these applications. Com-
ponent aging and gain fluctuations in receiver and transmitter and atmospheric factors
cause deviations in SAR performance which necessitates frequent SAR calibration.
Validating the measured value against the standard or reference value is known as
SAR calibration. SAR calibration is also essential as to compare the measured data
with similar other sensors. This paper brings out several aspects of RISAT-1 FRS
mode SAR image calibration using standard point targets such as corner reflectors.
Integral method of calibration is demonstrated on RISAT-1 SAR sample image and
the calibration factor is determined and validated.

Keywords Synthetic aperture radar · Calibration · Corner reflector · Integral
method · Radar cross section · Point targets

1 Introduction

Synthetic aperture radar (SAR), a remote sensing sensor used for amultitude of appli-
cations ranging from biomass estimation, change detection, military surveillance
to disaster control applications. Radar imaging satellite 1 (RISAT-1) is microwave
remote sensing satellite [1] carrying SAR sensor operates in C band (5.35 GHz)
enables mapping of Earth’s surface providing global coverage. Capability of imag-
ing in co, cross, and circular polarizations such as HH, VV, HV, VH, and circular
polarization has extended the range of application to agricultural field for monitoring
crop growth and study of soil moisture [2].

Data acquired by sensors are influenced by a number of factors such as scattering,
low illumination, aging, and other environmental factorswhichwill alter the reflected
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intensity. Deviations in SAR specifications from designed specifications will result
in data or image not being a true representation of the terrain mapped and requires
validating the measured value against the standard or reference. Moreover, SAR,
apart from being a sensor is a measurement instrument which records the terrain
reflectivity hence like any other instrument, SAR calibration is essential to ensure
consistency in the derived backscatter values.

SAR calibration is also a technique to evaluate the performance of a chosen
space-borne SAR (RISAT-1) in terms of accuracy and quality of measurement [3].
SAR images acquired from various sensors, under different temporal or spatial is
comparative only after calibration. Calibration provide SAR imagery in which the
pixel values are directly related to the backscatter coefficients of the illuminated area
and thus significant in providing reliable data products for scientific and commercial
communities.

SAR images are subjected to two types of calibration: geometric and radiometric.
In radiometric calibration, the magnitude of each pixel is validated against the stan-
dard value; corrections are estimated and applied to ensure pixel intensity represents
the true terrain reflectivity. Geometric calibration, on the other hand, ensures SAR
images are geo-located with respect to reference coordinate system.

Two widely used calibration techniques are based on using transponders [4] and
calibration targets such as corner reflectors (CR). The former method though pro-
vides accurate calibration, is complex in procedure and requires maintenance, cor-
ner reflector, on the other hand, offer simplest and cost-effective calibration strategy
that provides comparatively accurate calibration if the surrounding interference is
accounted. Naturally distributed homogeneous targets such as Amazon forest with
exactly knownbackscatter coefficients is used as distributed target calibration, known
as vicarious calibration.

In this paper, radiometric calibration ofRISAT-1, FRSmodeSAR image is demon-
strated. Fine resolution mode (FRS), single look complex image (SLC) SAR image
of Ahmadabad region is selected. The SAR image with point targets representing
the corner reflectors is taken as a sample image to determine the calibration factor.
The determined calibration factor is verified.

The paper is organized as follows: A brief discussion on commonly used corner
reflectors for calibration, their merits and demerits are discussed giving the brief
summary on the selection of CR for calibration. Following next is the brief dis-
cussion on calibration field and alignment of a corner reflector. The methodology of
calibration based on integral method is discussed next followed by calibration results
and discussion.

2 Background Study

Corner reflector is basically a reflector which reflects signal back towards the source
with high reflectivity and this property is utilized in SAR calibration. It is made up
of two or three mutually perpendicular surfaces, the radar cross section (RCS) of
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Table 1 Types of SAR calibration targets

Calibration
target

RCS Merits and demerits

Diplane

σ � 8πa2b2
λ

• Supports cross polarization (HV and
VH) and Like polarizations (HH and
VV)

• High RCS
• Low stability not suitable for adverse
environmental conditions

Triangular
trihedral

σ � 4πa4

3λ2
• Supports only like polarizations (HH
and VV)

• High RCS
• Less sensitive to deviations in incidence
angle

• Stable suitable for adverse
environmental conditions

Square trihedral

σ � 12πa4

λ2
• Supports only like polarizations (HH
and VV)

• Highest RCS
• Sensitive to deviations in incidence
angle

• Low stability not suitable for adverse
environmental conditions

Circular
trihedral

σ � 0.507π3a4

λ2
• Supports only like polarizations (HH
and VV)

• High RCS
• Sensitive to deviations in incidence
angle

• Low stability not suitable for adverse
drastic environmental conditions

which is theoretically computed based on side dimensions and signal wavelength.
Table 1 shows different types of corner reflectors and their RCS commonly used in
SAR calibration.

Corner reflectors are widely used as calibration targets because of their high
reflectivity and known RCS. The CR must have reflectivity much higher than the
surrounding scatterers (clutter) and hence reflector deployment should be done in
low clutter area. The side dimension of the CR is ideally selected larger than 10
times the signal wavelength, and yet not too large to saturate [5] the SAR. For
example, for C band SAR calibration at a wavelength of 56 cm, the corner reflectors
of side dimension between 56 and 100 cm are selected.
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From the table, square trihedral offers highest RCS and in the second position is
the circular trihedral. Further, constructing square trihedral is simpler than circular
one and is also intolerant to deviations in incidence angles. From stability point of
view, triangular trihedral is mechanically more stable than square one. Furthermore
triangular trihedral offers an advantage of maintaining RCS over wide deviation in
incidence angle. Since only square dihedral CR is sensitive to polarization and hence
suitable for cross polarization calibration (HV/VH). To facilitate the comparison of
the performance of square and triangular trihedral CR in calibration, a SAR sample
image consisting of point targets representing both square and triangular trihedral
corner reflector is chosen for this presentation.

2.1 Calibration Field and Alignment

Among the various factors that significantly impact the calibration accuracy of SAR
images is the surrounding clutter [6]. The clutter can arise from innumerable objects
on a ground surface such as building, metal fence, rocks, trees, etc. Hence to achieve
good calibration accuracy, corner reflectors are deployed in the area of low inter-
ference from the surroundings. The clutter level is determined by computing signal
to clutter ratio (SCR) from the impulse response of the point target [5]. One of the
parameters that will also influence the calibration accuracy is the misalignment of
CR. CR should be installed on a flat surface area free of elevations or slopes and is
aligned in the LOS of the satellite. Alignment of CR involves azimuth and elevation
angle setup of CR in the direction of look angle of the satellite. Any deviation from
LOS direction results in a decline in the RCS value of the point targets in the acquired
SAR image.

Elevation angle of CR � 90◦ − (incidence angle − CR default angle (35.26◦))
CR default angle is the angle between the ground and the line passing through

the vertex. Azimuth angle � Satellite azimuth angle±90° (negative for right look
direction and positive for left look direction).

2.2 Radar Cross Section

The amount of energy reflected by the target towards the sourcewhen it is illuminated
by EM energy is referred to as RCS or backscattering radar cross section. Mathe-
matically it is defined as the ratio of the power density of the reflected signal at the
source to a power density of the incident signal on the target taking into account the
range distance R. RCS is given by

RCS � σ � 4πR2

(
Sr
Si

)
m2 (1)
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where Sr and Si are the density of the power reflected and incident of the target
respectively.

The amount of backscattering (σ ) depends on a multitude of parameters of the
target such as shape, dielectric properties, orientation, and roughness. These proper-
ties are likely to vary for different observation angles, frequencies, and polarizations.
The normalized RCS is given by σ0 � σ/A which is referred to sigma naught which
implies scattering cross section per unit area of the surface and is a measure of the
property of the target.

3 Methodology of SAR Calibration

Corner reflector of the required RCS are designed and deployed in calibration site,
aligned in the LOS of the satellite, are imaged as point targets in the SAR image.
These targets appear as point sources or targets in the SAR image. Impulse response
function (IRF) of the point target is characterized as focused energy distribution in
the azimuth and elevation directions of SAR image. Impulse response measurement
is useful in determining the calibration factor by comparing against theoretical RCS
of a point target.

SAR calibration procedure involves deployment of CR of known RCS and align-
ing it in the direction of the satellite. SAR acquisitions over the deployed area result in
an image which consists of spectacular bright points representing the CR response,
known as point targets. Point target’s response in a SAR image is a finite energy
signal. The received signal is given by the radar equation

Pr � PtGσλ2

(4π)3R4
(2)

σ corresponds to the RCS of the target. From the received signal, Pr, the reflected
intensity of the target that is σ (RCS) is extracted. By comparing the energy of the
point targets against reference one (σref ) calibration factor “k” is determined.

There are twomethods to determine the backscattered intensity of the point targets:
peak method [7, 8] and integral method. The integral method is appealing as all
parameters can be derived from the SAR image.

4 Integral Method of Calibration

Integral method [3] of calibration involves estimating the intensity backscattered
from a point target by analyzing IRF and integrating energy over an area around the
point target. This is referred to the total backscattering intensity of the area which
includes the contribution from point target as well as the background clutter as shown
in the Fig. 1.

The total intensity of the target area is given by
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Fig. 1 Sketch of image
target area around the point
target

IT �
p∑

i�1

q∑
j�1

iT (i, j) (3)

It is the intensity of the pixel (i, j) in the target area. p × q are the pixels in range and
azimuth direction respectively.

The intensity backscattered from the background called as clutter is given by

IB � 1

NB

m∑
i�1

n∑
j�1

iB(i, j) (4)

Ib is the intensity of the pixel (i, j) in the background area. NB is the total number of
background pixels.

The intensity backscattered from the point target itself is estimated as

Ip � IT − IB (5)

Based on the type of CR and its dimension. The theoretical RCS is computed is
denoted as (σre f ). For example for trihedral triangular CR, RCS is given in Table 1.

The calibration constant k at the local incidence angle θi is estimated as [9]

k � Ipδaδr
σre f sin(θi )

(6)

where Ip is the intensity backscattered from the point target δa and δr , the pixel spacing
along azimuth and range respectively.

Energy is extracted from the Impulse response function (IRF) of the point target
directly or from the interpolated IRF. For small dimensions of the image, the IRF
obtained is too skewed to accurately estimate the intensity of the point target and
would affect the calibration accuracy. IRF is interpolated to obtain a smooth function.
The interpolation is performed in the frequency domain using FFT routines in both
range and azimuth, for interpolation factor of 16. Point target energy is estimated
by integrating over an area of two times the resolution cell to obtain the main lobe
energy Ip. The calibration factor k for interpolated IRF is given by
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Fig. 2 Google earth image
of Ahmadabad

Fig. 3 Corner reflector
deployment area

K � Ipδaδr
σre f f 2int sin(θi )

(7)

where fint is interpolation factor.

5 Study Area and Data Set

Figure 2 shows Google Earth image of Ahmadabad region and Fig. 3 illustrates the
deployment area where triangular and square trihedral corner reflector was deployed
on February 2, 2013 prior to satellite pass. The products used for calibration determi-
nation are level-1 SLC image in FRS-1 mode of linear (HH) and circular polarization
(RH and RV) (Table 2).

6 Results and Discussion

Algorithm

• Extraction of 16×16 pixel area of point targets
• Conversion of amplitude image to an intensity image
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Table 2 RISAT-1 SAR data
set

DOP Imaging
node

Beam
no/look
direction

Polarization

2nd Feb
2013

Ascending 30/R HH

1st Oct
2013

Descending 40/R RV + RH

R Right, H Horizontal, V Vertical

Fig. 4 60×60 pixel area surrounding the 3 point targets and their locations

Fig. 5 Spatial image of point target of 16 × 16 pixel area

• Background clutter extraction
• Clutter corrected image
• Image interpolation
• Computation of Calibration factor

Figure 4 shows the three-point targets corresponding to three corner reflectors
two of which are square trihedral CR of side dimension 60 cm, the other one is
triangular CR with 90 cm dimension. A 16×16 pixel, area of sub-image centering
the point target is extracted and is converted into intensity image as shown in Fig. 5,
the corresponding 3D impulse response function in HH polarization is shown in the
Fig. 6.

The background noise or interference is estimated by integrating intensity in the
four corner windows of size 4×4 as shown in Fig. 7. Average background intensity
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Fig. 6 3D point target response of the reflectivity of CR

Fig. 7 Back ground clutter extraction

Fig. 8 Clutter corrected point target

is estimated as given by Eq. 2. Clutter corrected intensity image is generated by
eliminating the average background interference from the target response as shown
in Fig. 8 as given by Eq. 5. The energy of the point target is estimated by integrating
the intensity of IRF, two times the resolution cell around the peak of the point target.

Table 3 shows the calibration result obtained for all the three point targets, corre-
sponding to three corner reflectors (TT: Triangular trihedral, ST: Square trihedral).
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Table 3 Calibration targets Data
products

Corner
reflector
type

Polarization Calibration
factor

Level 1
SLC FRS-1
RISAT-1
SAR image

TT HH 78.1

ST HH 77.4

HVa –

TT RH 74.48

ST 75.3283

TT RV 71.7187

ST 72.344

aPoint target analysis for HV is not carried as the type of corner
reflectors (trihedral) is not effective for cross polarization (HV)

7 Conclusion

SLC of level 1 in FRS-1mode of RISAT-1 SAR image is evaluated for calibration and
calibration factor is determined for HH, RH, and RV polarization using the integral
method. The results are verified with the header file. Variation in calibration factor in
the range of 0.3–0.6 is observed between and square and triangular corner reflector
and between two triangular reflectors and is attributed to the difference in spatial
locations of the CRs and clutter levels.
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Optimization of Microstrip Patch Array
Antenna for Gain Enhancement

Rohan Singh, Arun Kumar Singh, Rabindranath Bera and Bansibadan Maji

Abstract This paper aims on designing a compact, cheap, low profile patch antenna
for X-Band (i.e., 8–12 GHz). The substrate of the antenna is chosen to be FR4 epoxy
substrate which has a thickness of 1.6 mm and dielectric constant of 4.4. The design
is simulated of HFSS software by which return loss, gain, radiation pattern, and
frequency versus gain plot are computed.

Keywords Micro-strip patch antenna · Return loss · Gain · Dielectrics

1 Introduction

Anantenna, generally, is ametallized tool used for transmitting and/or receiving radio
waves. A micro-strip patch antenna has a ground plane on one side of the dielectric
substrate and it has an emitting patch on the other side. Micro-strip antennas have
gained enormous significance recently because of their small size, light weight, ease
of fabrication, and integration. The demand for wireless communication is system
has undergone an exponential increase in the past few years and is continuing to
grow now also.
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Fractal based Micro-strip Patch Antennas (MPAs) are widely used in a wireless
system which demands higher bandwidth, i.e., ultra wideband applications. MPAs
built on fractal type is the current trend of research these days [1].

The definition of fractal is that some of its parts have the identical shape as the
whole object but in a dissimilar scale or size [2, 3]. The main benefit of this antenna
is that these antennas are being used for multi-band frequency operations [4, 5].

Wearable biomedical systems which use a MPA also has an advantage from wire-
less links. Since the wearable system is connected to a network, a runner can con-
stantly monitor his/her heart rate, pulse, his/her current speed, and even the current
position also using the tracking service like GPS [6].

But unfortunately, there are some major drawbacks also such as less gain, effi-
ciency [7]. These factors limit the interpretation of MPAs. Umbers of methods are
researched and implemented in order to overcome this drawback. Few of the tech-
niques are a change of feeding point, impedance matching, creating slots in the
antenna, changing the height of the substrate, and many more [8–11].

A high gain patch with about 36 dB gain can also replace the DTH antenna.
A design for a single feed, single layer, low cost and compact micro-strip patch

antenna formulti-bandwireless applications. The antenna should find use forC-band,
X-band, Wi-MAX, and ISM band radio, high-speed wireless LANs and RADAR
applications. Since it resonates at five frequencies it provides multi-band operation
with return loss less than −10 dB [12].

H-shape meandered micro-strip patch antenna is for multi-band applications. The
design has amaundered patch structure, which providesmulti-band, low profile, high
gain, and compact antenna element. The patch has a neat and compact dimension. It
has applications in X-band, C-band, S-band, and L-band communications [13].

Dual-band micro-strip patch antenna was placed on a FR-4 substrate to solve the
challenges of multi-frequency applications. This antenna has used FR-4 substrate
having dielectric constant of 4.54 and the thickness of the substrate is 1.6 mm.
This antenna gave dual-band operation by resonating at 6.07 GHz and 9.15 GHz,
respectively, and it can be used in applications related to radio navigation and satellite
communication at low power. The return loss of antenna is lower than −10 dB [14].

A multi-band fractal antenna is I-shaped: Three iterations were applied one after
the other on a square-shaped patch that resulted in fractal antenna that resonated at
4.7 GHz, 6.5 GHz, 7.7 GHz, and 8.5 GHz, respectively. This antenna has applications
in secure communication and defense [15].

2 Antenna Parameters

To design a micro-strip patch antenna, the calculation of width (W) and length (L)
of patch, as well as the substrate, is required. Following parameters such as resonant
frequency (f0), dielectric constant ( 2r), and height (h) are considered for calculations:
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A patch whose dimensions are calculated according to Eqs. 1–7 as described in
[16–19]. Practical width is given by

W � c

2 f0
√

∈r+1
2

(1)

Mathematics for the Effective Dielectric Constant. This is based on the dielectric
constant of the dielectric, width, and height of the patch antenna.

∈e f f � ∈r + 1

2
+

∈r − 1

2

[
1 + 12

h

w

]− 1
2

(2)

Mathematics for the effective length

Lef f � c

2 f0
√∈e f f

(3)

Mathematics for the length extension �L

�L � 0.412h

(∈e f f + 0.3
)(

W
h + 0.264

)
(∈e f f − 0.258

)(
W
h + 0.8

) (4)

Mathematics for actual length of the patch

L � Leff − �L (5)

Mathematics for the length of substrate

Ls � L + 6h (6)

Mathematics for the width of the substrate

Ws � W + 6h (7)

2.1 Antenna Design

The geometry of proposed antenna is shown in Fig. 1. FR4 epoxy is the substrate
that has been used it has a thickness of 1.6 mm and dielectric constant (∈r ) of 4.4.
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Fig. 1 2 × 2 patch antenna

Fig. 2 Return loss from 2 ×
2 patch antenna

2.2 2 × 2 Patch Antenna and Its Return Loss

A 2 × 2 patch antenna is designed where the length of the patches, L � 8.3 mm
(Patch 1), 8.6 mm (Patch 2), 8.4 mm (Patch 3), 8.5 mm (Patch 4), and width of the
patch, W � 5.8 mm.

The measurements of substrate was 40 × 34.25 × 1.6 mm3.
Figure 2 shows −39 dB return loss at 11.3 GHz (Fig. 3).
The gain obtained is 8.8130 dB at 10.41 GHz and 6.0452 at 11 GHz for 2 × 2

patch antenna as shown in Fig. 4.
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Fig. 3 Radiation pattern of
2 × 2 patch antenna

Fig. 4 Frequency versus
gain plot for 2 × 2 patch
antenna

2.3 2 × 2 Patch Antenna with Fractal

A 2 × 2 patch antenna width fractal is designed where the length of the patches, L �
8.3 mm (Patch 1), 8.8 mm (Patch 2), 8.6 mm (Patch 3), 8.7 mm (Patch 4) and width
of the patch, W � 5.8 mm.

The measurement of the substrate was 40 × 33.25 × 1.6 mm3 (Fig. 5).
Figure 6 shows −65.01 dB return loss at 10.77 GHz (Fig. 7).
The gain obtained is 7.6931 dB at 11 GHz for 2 × 2 patch antenna as shown in

Fig. 8.
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Fig. 5 2 × 2 patch antenna
with fractals

Fig. 6 Return loss from 2 ×
2 patch antenna with fractal

Fig. 7 Radiation pattern of
2 × 2 patch antenna with
fractal
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Fig. 8 Frequency versus
gain plot for 2 × 2 patch
antenna with fractal

Fig. 9 4 × 4 patch antenna

2.4 4 × 4 Patch Antenna

A 4 × 4 patch antenna is designed where length of the patches, L � 8.3 mm and
width of the patches, W � 5.75 mm

The measurement of the substrate was 90 × 80 × 1.6 mm3 (Figs. 9, 10, 11, 12
and 13).

Simulations were performed using HFSS™ (High-Frequency Structure Simula-
tor). It is a simulation tool for three-dimensional full-wave electromagnetic field sim-
ulation that is applicable in industries. HFSS provides H and E-fields, S-parameters,
far and near emitted field results and currents. It combines simulations, solid mod-
eling, visualization, and automation.
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Fig. 10 Return loss from 4
× 4 patch antenna

Fig. 11 Radiation pattern of
4 × 4 patch

Fig. 12 Frequency versus
gain plot for 4 × 4 patch

3 Conclusions

Thus a 2 × 2, 2 × 2 with Fractals and a 4 × 4 patches were designed. The return
loss seen in the 2 × 2 patch was −39 dB at 11.3 GHz with a gain of 8.8130 dB.
The return loss seen in the 2 × 2 patch with fractals was −65.01 dB at 10.77 GHz
with a gain of 7.6 dB whereas in the case of 4 × 4 the return loss was −63.21 dB at
11.45 GHz and with a gain of 11.22 dB.
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Fig. 13 Antenna pattern
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Design of a Dual-Band Low-Profile
Single-Arm Spiral Antenna for Vehicular
Applications

Pranjal Borah and Tulshi Bezboruah

Abstract In this work, a low-profile wired single-arm spiral antenna is designed
with a ground plane for its possible use in vehicular applications. Measurements are
carried out in the planar configuration for two different dielectrics, namely air and
silicone gel substrate placed in between the antenna and the ground plane. Further,
the antenna is conformed into a semi-hemispherical geometry without changing the
dimensions and measurements are repeated. The result shows a dual-band behavior
with an operation mainly in the L- and S-band rather than a wide-band performance
observed for commonly reported spiral antenna.

Keywords Planar · Spiral · Silicone gel · Semi-hemispherical · Vehicular

1 Introduction

With the development in the recent technology, an automobile is becoming smarter
day by day, where almost 24 different kinds of antennas are mounted on it. The
antenna design for the vehicle is mostly determined by the parameters like limit
inclination of a vehicle, antenna environment, angular velocity, speed of the vehicle
as well as the operating temperature, available height, etc. [1]. In most of the cases,
a low-profile antenna is preferred as it can be easily mounted on the vehicle surface
consuming less power and space. For such requirement, the antenna designers prefer
mostly the spiral antennas which can be transformed easily to a low-profile config-
uration. Spiral antennas are most popular because of its wideband characteristics in
terms of impedance and axial ratio and its polarization [2]. Generally, spiral antennas
consist of two arms which are to feed via a well-matched balun that offers a wide
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range of bandwidth. However, the designers have to face difficulties while designing
the feeding balun due to various complexities. This shifts the trend of designing
two-arm spiral (TAS) antenna to single-arm spiral (SAS) [3] where the complexities
of designing the balun is overcome by using only a single point of a co-axial feed.
Works are reported on single-arm spiral antennas with some planar and non-planar
configuration in various geometries such as: (a) rectangular, (b) hexagonal and (c)
circular, etc., for their use in various communication systems [4–9]. As reported, the
SAS shows comparable characteristics to that of TAS or multi-arm spiral antenna in
terms of bandwidth, polarization, etc. [10].

In this work, a low-profile planar wired SAS antenna with a ground plane is
designed and fabricated for its possible use in vehicular applications. The antenna
can be confronted easily in the headlights of a vehicle and can also be mounted on
the rooftop of the vehicle. The design is first made planar and measurements are
carried out for air and flexible silicone gel (commercially available) dielectric placed
in between the ground plane and the antenna. Further, measurements are carried out
by modifying the antenna geometry to a semi-hemispherical form without changing
the previous dimensions of the antenna.

2 Antenna Design

A spiral antenna operates mainly in three different principles namely: (i) traveling
wave that gives the broadband characteristics, (ii) fast wave which is due to the
mutual coupling between the arms and (iii) leaky wave that helps in the radiation
phenomena [11].

In this work, a low-profile single-arm spiral antenna is designed and fabricated
from copper wire whereas the ground plane is made up of AgHT-8, a transparent
conducting polymer sheet. Commercially available silicone gel is used as one of
the dielectric substrates due to some of its advantages such as flexibility, resistive
to UV radiation and water, etc. which also acts as the supporting stand for the SAS
preventing it from mechanical deformation. The silicone gel which is to be used as
a dielectric substrate is first put into a masking holder and allow it to solidify before
it is used. Figure 1a, b shows the schematic diagram of the antennas in planar and
semi-hemispherical geometry. The design parameters of the SAS antenna are given
in Table 1. Some of the fabricated antennas are shown in Fig. 2a–d.
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Fig. 1 a Schematic diagram of the antenna in planar configuration. b Schematic diagram of the
antenna semi-hemispherical configuration

Fig. 2 a, b SAS planar antenna with silicone gel and air dielectric. c, d SAS semi-hemispherical
antenna with silicone gel and air dielectric

3 Experimental Results

3.1 Return Loss Measurements

Measurements are carried out for observing the matching performance of the SAS
antennas in the vector network analyzer (Rohde and Schwarz—ZNB 20). Figure 3
shows the measured return loss plot with air and silicone gel dielectric placed in
between the spiral and the ground plane. Table 2 shows the measured return loss
along with their corresponding resonant frequencies.

Table 1 Design parameters
of the SAS antenna

Parameters Values

D 30 mm

h 4 mm

Lg 40 mm

Ψ 70°

Silicone gel permittivity 2

Length of the spiral arm 150 mm
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Fig. 3 Measured return loss plots for the planar and semi-hemispherical antenna configurations
with different dielectric

Table 2 Peak return loss along with their corresponding resonant frequencies

Antenna configuration Lower
resonant
frequency
f1 (GHz)

Return loss
at f1 (dB)

Upper
resonant
frequency
f2 (GHz)

Return loss
at f2 (dB)

Planar Air 1.47 −39.03 2.46 −7.43

Silicone gel 1.29 −9.23 2.08 −17.09

Semi-
hemispherical

Air 1.41 −15.18 2.43 −6.78

Silicone gel 1.17 −17.68 1.99 −23.59

From the results, it is observed that the antenna shows a dual-band behavior in
the L- and S-band. With the introduction of the silicone gel dielectric, the resonant
frequencies of both the antenna configuration shift towards the lower side of the RF
spectrum. Moreover, a shift in the resonant frequency to the lower side is observed
for the antenna with semi-hemispherical configuration as compared to the planar
configuration in the presence of both air and silicone gel dielectric. This may be due
to the increase in the overall area of the antenna while modifying from planar to
semi-hemispherical configuration.

3.2 Radiation Pattern Measurements

Free-space radiation pattern measurements are carried out for the two antenna con-
figuration by using DAMS antenna measurement system by calibrating with vector
network analyzer. The measurements are carried out for the two principal plane (x-z
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Fig. 4 a, b Measured x-z and y-z plane of the planar configuration @ 1.29 GHz. c, d Measured
x-z and y-z plane of the semi-hemispherical configuration @ 1.17 GHz

& y-z) as shown in the orientation of Fig. 1. The measured results show similar
patterns for the antenna configuration with air and silicone gel dielectric introduced
in between the spiral and the ground plane. The measured plots of the planar and
semi-hemispherical antenna configuration with silicone gel as the dielectric substrate
for the lower resonating frequencies (f1) are shown in Fig. 4a–d.

Measured radiation pattern plots of the planar and semi-hemispherical antenna
configuration with silicone gel as the dielectric substrate for the upper resonating
frequencies (f2) are shown in Fig. 5a–d.

From themeasured radiation pattern, it is observed that themain-lobe pattern in the
x-z plane tilts away from the broadside direction for both lower and upper resonant
frequencies of the antenna configurations which may be due to the extension of
the single-arm spiral in one side. However, the measured pattern in the y-z plane
maintains a good broadside radiation with its main-lobe at 0°. From the measured
radiation pattern, it can be concluded that the main-lobe pattern in the x-z plane tilts
away from the broadside direction for both lower and upper resonant frequencies
of the antenna configurations which may be due to the extension of the single arm
spiral in one side. However, the measured pattern in the y-z plane maintains a good
broadside radiation with its main-lobe at 0°.
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Fig. 5 a, b Measured x-z and y-z plane of the planar configuration @ 2.08 GHz. c, d Measured
x-z and y-z plane of the semi-hemispherical configuration @ 1.99 GHz

4 Discussion and Conclusion

This paper investigates the idea and design consideration of a lowprofile planar single
arm spiral antenna with a minimum number of turns which can be used for vehicular
applications. The antenna shows a potential of dual-band operation in L- and S-band.
First, the planar antenna configuration is tested with air and silicone gel dielectric
placed in between the spiral arm and the ground plane. The results for this antenna
configuration shows a better matching performance up to a return loss of−39.03 dB
at 1.43GHz for the lower resonant frequencywith an air dielectric, whereas the upper
frequency resonates at 2.46GHzwith a return loss of−7.43 dB.With the introduction
of the silicone gel dielectric the lower resonant frequency degrades to a return loss
of−9.23 dB at 1.29 GHz, on the other hand, the upper resonant frequency shows an
improvement in thematching performancewith a return loss of−17.09 dB resonating
at 2.08 GHz. Second, the planar configuration is modified to a semi-hemispherical
geometry without changing the dimensions and measurements are carried out for
both air and silicone gel dielectric placed in between the spiral arm and the ground
plane. For the semi-hemispherical configuration with the silicone gel dielectric, the
antenna shows a better dual band operation with a return loss of −17.68 dB and −
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23.59 dB resonating at 1.17 GHz and 1.99 GHz respectively. The radiation pattern
measurement for both the antenna configurations shows a good broadside radiation
pattern in the y-z plane, whereas a tilt in the radiation pattern with the main-lobe
away from the broadside is observed in the x-z plane. From the experimental results
and structural advantages of the antenna like low profile and ability to confirm it
can be used as a potential element for vehicular dual-band applications by mounting
it on the vehicle rooftop, headlights, etc. Analysis and optimization of the antenna
parameter can be carried out by using simulation solvers for achieving better results
in the future.

Acknowledgements The authors are thankful to Prof. Nidhi S. Bhattacharyya, Department of
Physics, Tezpur University and Prof. Kandarpa Kumar Sarma, Department of Electronics and Com-
munication Engineering, Gauhati University for their immense help during the course of the work.
This work is financially supported by UGCDS Kothari Postdoctoral Fellowship Scheme (Grant no.
F.4-2/2006(BSR)/EN/15-16/0036).

References

1. Shishlov AV (2011) Vehicular antennas for satellite communications. In: VIII International
conference on antenna theory and techniques, Kyiv, pp 34–39

2. Nakano H, Shinma Y, Yamauchi J (1997) A monofilar spiral antenna and its array above a
ground plane-formation of a circularly polarized tilted fan beam. IEEE Trans Antennas Propag
45(10):1506–1511

3. Nakano H, Satake R, Takeuchi K, Yamauchi J (2011) Roof-mounted vehicle single-arm spiral
antenna without a balun circuit. In: XXXth URSI general assembly and scientific symposium,
Istanbul, pp 1–4

4. Mehta A, Mirshekar-Syahkal D, Nakano H (2006) Beam adaptive single arm rectangular spiral
antenna with switches. IEE Proc Microw Antennas Propag 153(1):13–18

5. Barton RJ, Collins PJ, Crittenden PE, Havrilla MJ, Terzuoli AJ (2007) A compact passive
broadband hexagonal spiral antenna array for VHF remote sensing. In: IEEE international
geoscience and remote sensing symposium, Barcelona, pp 593–595

6. Oh Y, Nam S (2017) Design of a low-profile 2 to 6 GHz circular polarized single arm hexag-
onal spiral array antenna. In: International applied computational electromagnetics society
symposium, Italy, pp 1–2

7. Chuang G, Junjian B, Zhiliang T, Zhaoxiang M (2014) Analysis and design of conical equian-
gular spiral antenna using MPIE and QGA technique. In: IEEE 17th international conference
on computational science and engineering, Chengdu, pp 1810–1813

8. Mohamad S, Cahill R (2017) Spiral antenna with reconfigurable HIS using liquid crystals for
monopulse radar application. In: IEEE conference on antenna measurements & applications,
Tsukuba, pp 55–58

9. Hirose K, Nakano H (1996) A single-arm spiral antenna with a tilted beam. In: Symposium on
antenna technology and applied electromagnetics, Canada, pp 179–182

10. Nakano H, Igarashi T, Oyanagi H, Iitsuka Y, Yamauchi J (2009) Unbalanced-Mode spiral
antenna backed by an extremely shallow cavity. IEEETransAntennas Propag 57(6):1625–1633

11. Balalnis CA Antenna theory and design, 3rd edn, Wiley



Application of Defected Ground
Structure for Stable Gain with Ultrawide
Bandwidth

Pawar Umesh Ankush, Abhijyoti Ghosh, L. Lolit Kumar Singh
and Sudipta Chattopadhyay

Abstract A rectangular microstrip patch antenna integrated with ring-shaped
defected ground structure has been studied for the improvement of impedance band-
width. The use of defected ground structure (DGS) for the improvement of impedance
bandwidth is a very new concept. Parametric studies have been carried out to find the
optimum size of the defect. Around 46.5% impedance bandwidth (−10 dB) with 5.7
dBi peak gain is achieved with the optimum defect size. The proposed structure is
very simple and easy to fabricate. The proposed structure is very much useful for the
high-speed communication systems where wide impedance bandwidth along with
stable radiation pattern is the primary requirement.

Keywords Microstrip patch antenna · Defected ground structure · Bandwidth ·
Gain · Voltage standing wave ratio

1 Introduction

In modern wireless communication systems microstrip patch antenna is the most
common and popular candidate due to its simple design, low profile, thin and
conformal properties. But high-speed wireless communication demands wide band-
width with stable radiation pattern where conventional microstrip patch antenna
lags as it provides narrow bandwidth (typically 2–3%) and low gain (1–3 dB) [1,
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2]. Different techniques have been adopted by the antenna researcher community
to improve the bandwidth of the conventional patch antenna like use of composite
substrate, feed structure modification, aperture coupled dual polarization, etc. The
impedance bandwidth (−10 dB) reported in [3] is only 7%with the use of composite
substrates. 24% impedance bandwidth (−10 dB) is reported with aperture coupled
dual polarization structure in [4, 5]. The above structures are very complex and
the fabrication process needs much efforts. Modification of the feed structures
[6–10] and the shape of the patch [11–16] are also reported to improve impedance
bandwidth of the conventional patch antenna. 21.5% and 20% impedance bandwidth
(−10 dB) is reported by using a very complex structure with L-probe fed inverted
EE-H shape slotted rectangular patch antenna [6] and suspended probe feeding [7].
Stacked patch [8] and two-layer shorted square patch [9] structure is used to obtain
impedance bandwidth (−10 dB) around 16% and 11% respectively. Impedance
bandwidth of 10% by the dual polarized stacked patch is reported in [10]. However,
all the above structure are complex and bulky. Impedance bandwidth (−10 dB) of
30%, 27%, and 54% is reported by E shape [11], U shape [12], and ψ shape [13]
patch respectively. Shorted patch has been reported in [14, 15] to attain a impedance
bandwidth (−10 dB) of 22%, 11% respectively whereas 25% impedance bandwidth
(−10 dB) is reported with shorted patch with defected patch surface [16].

Defected ground structure based on electronic band gap (EBG) or photonic band
gap (PBG) is well-known techniques and is used to improve different radiation char-
acteristics of the microstrip patch antenna. Z-shaped DGS is reported in [17], to
achieve impedance bandwidth (−10 dB) of 12.2%. Around 6–7% impedance band-
width (−10 dB) is reported with Dumbelled [18] and slot type [19] DGS. Compare
to these, [20, 21] show 25 and 22% impedance bandwidth (−10 dB) using cross and
arc-shaped DGS. However, the design of optimum cross and arc defect need much
more efforts. All the above-reported article improves the impedance bandwidth by
increasing the size of the defectwhich increases the back radiation as a results antenna
performance degrades.

In the present investigation, a simple single-layer ring-shaped defected ground
structure (RDGS) integrated (Fig. 1) has been studied to improve the impedance
bandwidth at entire X band frequency with stable radiation pattern and gain in the
entire operating bandwidth. The proposed structure improves the impedance band-
width by decreasing the size of the defect which in turn reduces the back radiation.
Around 46% impedance bandwidth with stable gain above 4 dB is obtained from the
proposed structure.
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Fig. 1 Schematic representation of the proposed ring defected ground structure integrated rectan-
gular microstrip patch antenna a top view, b bottom view

2 Theory, Parametric Studies and Proposed Structure

2.1 Theory, Parametric Studies

In conventional microstrip patch antenna patch (conductor) and ground plane (con-
ductor) are placed in the either side of the dielectric substrate where electric walls
(PEC) are formed by top (patch) and bottom (ground plane) conductors while four
open boundaries are considered as the magnetic walls (PMC). Placing a defect in
the ground plane modifies the electric fields between patch and the ground plane
which finally alters the input and radiation characteristics of patch antenna. Now
when the defect is introduced in the ground plane losses in the cavity model of the
antenna increases which in turn increases the bandwidth of the antenna. Optimum
performance of the patch in terms of impedance bandwidth depends on the geometry
of the defect so the defect needs to be chosen very carefully.

Therefore, to increase the bandwidth of the patch antenna a pair of ring-shaped
defect is placed on the ground plane near the non-radiating edges of the patch. The
outer radius of the ring is kept fixed at 6 mm (i.e., ro � 6 mm) while the inner radius
(ri) of the ring is varying to change the overall defect structure.

The impedance bandwidth, quality factor, and loss of an antenna are related as

Bandwidth (BW) � 1/QT (i)

1/QT � 1/Qr + 1/Qd + 1/Qc (ii)

QT
∼� 1/Loss (iii)

where, QT, Qr, Qd, Qc are total quality factor, quality factor due to radiation, quality
factor due to dielectric and quality factor due to conductor respectively.
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Fig. 2 Reflection coefficient
profile for conventional and
proposed antenna for
different values of inner
radius (ri) keeping outer
radius fixed (ro � 6 mm)

Fig. 3 Variation of
impedance bandwidth
(−10 dB) as a function of
radius of the inner circle (ri)
keeping outer radius of the
ring fixed (ro � 6 mm)

Introduction of the ring defect (ro � 6 mm and ri � 0.5 mm) suddenly increases
the loss due to the radiation from the corner of the radiating edges of the patch which
results sudden improvement of impedance bandwidth characteristics of the proposed
antenna compare to the conventional patch antenna. The impedance bandwidth of
the conventional patch antenna is only 9% whereas the same with ring defect (ro �
6 mm and ri � 0.5 mm) becomes almost 38% which is clear from Figs. 2 and 3.
Introduction of the defect increases the effective permittivity of the antenna due to
which resonant frequency of the proposed antenna shifts towards the lower side of
the spectrum [22, 23].

The concentration of themagnetic field near the non-radiating edges of the patch is
more. As the value of inner radius (ri) of the ring increases the amount of conduction
region due to the presence of the copper increases. The increment of the conduction
region increases the losses due to the conduction which in turn decreases the value
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Table 1 Details parameters of the proposed ring DGS integrated rectangular microstrip patch
antenna on 70 mm × 70 mm ground plane

L (mm) W (mm) h (mm) ro (mm) ri (mm) εr

8 12 1.575 6 2 2.33

of Qc and finally the value of Q. As the substrate (dielectric) is kept unmodified
so the loss due to dielectric remains same in both the cases. With ri � 2 mm the
inner radius of the ring reaches just below the non-radiating edge of the patch where
most of the magnetic fields from that area terminates in the copper ground plane
and results maximum conduction loss. The maximum conduction loss will produce
minimum quality factor which results maximum impedance bandwidth (47%). The
further increment of the inner radius decreases the bandwidth which is evident from
Fig. 3. So the optimum size of the ring defect is ro � 6 mm and ri � 2 mm.

2.2 Proposed Structure

Initially, a rectangular patch antenna with ground plane 70 mm × 70 mm, patch size
8 mm × 12 mm with PTFE material as substrate (thinness (h) � 1.575) has been
considered. A ring-type defected with inner circle radius “ri” and outer circle radius
“r0” has been placed at the ground plane just below the non-radiating edges of the
patch (Fig. 1). The different parameters of the proposed structure are presented in
Table 1.

3 Results and Discussions

The results [24] obtained from the proposed ring DGS integrated rectangular
microstrip patch antenna is discussed in this section. The reflection coefficient profile
of conventional RMA and proposed RDGS-integrated RMA with optimum values
of ro and ri is presented in Fig. 4. The conventional RMA resonates at 10.48 GHz
and the proposed antenna resonates at 9.86 GHz. The improvement of the impedance
bandwidth is clearly visible from Fig. 4. The impedance bandwidth (−10 dB) almost
covers the full X band (8–12 GHz) of frequency.

Therefore,

2(fH − fL)

(fH + fL)
� 0.5 > 0.2 (iv)

and [25], the present proposed structure can be considered as Ultrawide Band (UWB)
patch antenna.
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Fig. 4 Comparison of reflection coefficient profile of the convention RMA and proposed ring DGS
integrated RMA

Fig. 5 VSWR profile for proposed antenna for ri � 2 mm and ro � 6 mm

The VSWR profile of the proposed antenna is shown in Fig. 5. The VSWR is
reported to be below 2 which further confirm the wide bandwidth of the proposed
antenna.

The gain of the proposed structure is 5.7 dBi which is quite good compared to the
gain of the conventional patch antenna (2–3 dBi). Figure 6 shows the variation of the
gain of the proposed structure over its whole impedance bandwidth. Gain maintains
almost stable pattern within the operating bandwidth of the proposed structure except
at the higher end of the spectrum. This may be due to more loss at higher frequency
side.
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Fig. 6 Variation of gain as a function of frequency for the proposed structure with ri � 2 mm and
ro � 6 mm

Figure 7 shows the complete radiation characteristics of the proposed RDGS in
the entire operating band. It is clear from the figure that the E-plane and H-plane
co polarization pattern is quite stable in the whole operating spectrum from 8.38 to
13.49 GHz.

4 Conclusion

A simple single element ring DGS integrated rectangular microstrip patch antenna
is propose to achieve wide bandwidth with a stable gain in entire operating band-
width. Wide bandwidth is always desirable from microstrip planer structure. Wide
bandwidth through defected ground structure is a very new concept. Around 47%
impedance bandwidth (−10 dB) is obtained from the proposed structure. In the pro-
posed structure the bandwidth is increased by decreasing the size of the defect. The
proposed structure covers the whole X band frequency. The proposed structure is
simple and can be utilized for the applications where wide bandwidth is the primary
requirement.
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Fig. 7 Radiation pattern forE-plane andH-planewith proposedRDGS-integratedRMAat different
frequencies a 8.38 GHz, b 9.86 GHz, c 12.75 GHz, d 13.49 GHz
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Novel Composite Dielectric Resonator
Antenna for 5G Applications

Manash Pratim Barman and Bidisha Dasgupta

Abstract In this paper, a novel compact dielectric resonator antenna (DRA) is
reported. It operates at 28 GHz with a bandwidth of 2.8 GHz. It is a composite
structure, consisting of two-quarters of hemispherical DRA (qHDRA) and one rect-
angular DRA (RDRA). A passive microstrip slot aperture (MSA) coupled feeding
technique is designed to enable a suitable magnitude and phase excitation of the
DRA for radiation. The results for reflection coefficient, bandwidth, gain, radiation
pattern, and E-field strength are analyzed using Ansoft High-Frequency Structural
Simulator (HFSS) [1]. The peak gain of the proposed antenna is about 6 dBi. Also an
impedance bandwidth (IBW) of over 10% and an efficiency of 99.5% are observed.
The proposed antenna structure is a good candidate for future 5G applications.

Keywords Dielectric resonator antenna (DRA) · Quarter hemispherical DRA
(qHDRA) · Rectangular DRA (RDRA) · 5G · Microstrip slot aperture (MSA)
coupled

1 Introduction

Since its inception,wireless technology is evolving at an astounding pace.Most of the
current communication systems use a cellular spectrum which is below 3 GHz. The
frequency spectrum that is currently in use, is getting overcrowdedwith an increase in
the number of devices. Thus, millimeter-wave frequency, which is relatively unused,
has become a better choice for the future 5G system [2]. Millimeter-wave bands are
26, 28, 38, and 60 GHz. Among these bands, the popular frequency candidates for
the 5G systems are 28 and 38 GHz as they are not much affected by atmospheric
absorption [2–4]. Since the frequency is very high, the size of the antenna will
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be very small. High manufacturing precision and capabilities will be required to
manufacture and implement these complicated structures [5]. Conductor losses will
be high at these frequencies.

In this paper, Dielectric Resonator (DR) has been chosen to be designed for 5G
system instead of using other conventional metallic printed antennas as they lack
metal parts, which become lossy at high frequencies, dissipating energy. The DRAs
have been widely reviewed in literature [6]. It consists of a dielectric volumetric
structure that is made of a non-conductive, dielectric material with low loss and is
excited via a coupling feed line. In past, various shapes of DRAs have been proposed
in the literature [6] for a variety of applications including hemispherical, cylindrical,
rectangular, etc., and the design procedures for all of these types are well documented
[6]. Various composite structures of DRA are also well known in the literature [6].
In [7], composite cylindrical DRAs have been investigated. A new geometry of half-
hemispherical DRA has been studied in [8]. A hemisphere is structurally suitable to
radiate uniform oblique radiation surrounding it. In [9], the eightfold symmetry of
a hemisphere is reported first time as a quarter of HDRA (qHDRA). The composite
structure helps in producing enhanced gain, larger bandwidth and much-improved
radiation pattern maintaining the 3-D symmetry.

DRAs can be fed usingmany different excitation techniques includingmicrostrip.
Each feeding approach can excite one or more radiation modes [10], and thus, each
has its own advantages and disadvantages. Very limited research works have been
carried out in past on qHDRA. The present study aims at exploring the potentiality
of this geometry at 28 GHz frequency range and aims to fill the void to an extent.

In this paper, one novel compact antenna structure has been proposed which
consists of two qHDRAs and one RDRA for short-range mm-wave communications
at 28 GHz. Microstrip slot aperture feeding technique is used to feed the antenna.
The design can be fitted on the edge of any modern handheld device to provide
high-speed 5G communication links.

2 Antenna Configuration

Please refer to Figs. 1, 2 and 3 for the design of the antenna. The antenna consists
of a composite DR structure consisting of two qHDRAs and a RDRA mounted on a
ground plane of size, a � 10 mm and b � 9 mm in “x” and “y” axes respectively as
shown in Fig. 1. A slot of dimensions, c � 0.3 mm and d � 2.75 mm is cut on the
ground plane. A microstrip feed line of dimensions, p � 5.9 mm and q � 0.3 mm
is used to couple the antenna structure electromagnetically and it is printed on the
bottom of the Duroid substrate (dielectric constant 2.2) of thickness t � 0.254 mm.
A source connects the feed line at the bottom of the plane to the ground which is at
the top of the plane. The qHDRA are cut from a sphere of radius, r � 2 mm. The
RDRA has a length, l � 2 mm, width, w � 0.8 mm and a height, h � 2.24 mm.
Rogers RT with a permittivity of 10.2 was used as the material of the antenna.
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Fig. 1 Perspective view of the antenna

Fig. 2 View of the top plane

Fig. 3 View of the bottom plane
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Fig. 4 Design chronology

3 Results

The qHDRA 1 was designed by slicing it from a sphere of radius, r � 2 mm. Then,
qHDRA2wasdesignedby slicing it fromanother sphere of the same radius.However,
it is cut in such a way that it is smaller than qHDRA 1. Then, the two QHDRAs were
placed side by side and the combined QHDRA structure was formed. Eventually,
qHDRA 1 and qHDRA 2 were joined and a RDRA was introduced, thereby arriving
at the proposed structure. The chronological changes starting from a single qHDRA
to the proposed design are shown in Fig. 4. The MSA feeding technique is used to
feed the structures in Fig. 4.

A comparison of the return loss characteristics of the structures in Fig. 4 is shown
in Fig. 5. The proposed structure provides a dip of around −45 dB. The resonance
frequency is centered at 28 GHz with an operating bandwidth of 2.8 GHz or 10%
IBW. A peak gain of 6.17 dB can be observed from the 3D gain plot shown in
Fig. 6. The radiation pattern reveals the fact that the proposed antenna is providing a
broadside radiation pattern throughout the band. The radiation patterns in principal
planes are furnished in Figs. 7 and 8 corresponding to S11 minima. In Fig. 9, the
radiation pattern of total gain is shown. Figure 10 shows the efficiency of the proposed
design over the frequency range. A peak efficiency of 0.995(99.5%) is observed at
28 GHz. The electric field distribution in Fig. 11 shows HEM like mode. Figure 12
shows good impedance matching with 50 � connector.

4 Conclusion

A novel composite antenna structure consisting of two QHDRAs and one RDRA
is proposed for future 5G applications. A maximum gain of 6.17 dBi is obtained
and an operating bandwidth of 2.8 GHz is achieved. The design provides sufficient
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Fig. 5 Return loss characteristics of the different structures

Fig. 6 3D plot of the proposed design at 28 GHz

Fig. 7 Variation of gain phi in two principal planes
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Fig. 8 Variation of gain theta in two principal planes

Fig. 9 Radiation pattern of total gain

Fig. 10 Efficiency over the frequency band of the proposed antenna geometry
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Fig. 11 Electric field distribution at 28 GHz

Fig. 12 Z characteristics of the proposed antenna

bandwidth at 28 GHz for intended applications. The proposed antenna also has
acceptable radiation performance. In addition, the design is compact in size and
can fit on the edge of any commercial handheld device for short range, high-speed
data communication links. Future work would include designing a massive MIMO
antenna with the design proposed in this paper.
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Design of a Dual-Band Rectangular
Microstrip Patch Antenna with Diagonal
Slit for Its Use in L- and S-Band
Communications

Tilak Sarmah, Pranjal Borah and Tulshi Bezboruah

Abstract In this paper, an investigation is carried out on the effect of diagonal
slit introduced on the rectangular patch antenna to obtain dual-band operation by
simulating on High-Frequency Structure Simulator. Initially, a rectangular patch by
microstrip line feeding technique is designed with the help of standard equations at
the resonant frequency of 2.4 GHz. Later on, a slit of width 80 µm is introduced
diagonally, with an inclination of 45° along the length of the patch and simulations
has been carried out for different slit locations by varying along the width of the patch
to study the effect of the slit on the antenna characteristics. The simulation result
shows that the simple rectangular microstrip patch antenna resonates at a single
frequency of 2.43 GHz with a return loss of −22.61 dB. With the introduction of the
slit, the antenna shows a dual-band behavior with resonating frequencies lower than
the simple rectangular patch antenna. The best dual-band performance is obtained
with a return loss of−15.93 dB and−21.53 dB resonating at 1.88GHz and 2.17GHz,
respectively.

Keywords RMSA · Dual-band · Slit · Inclined
1 Introduction

Microstrip patch antenna (MPA)finds its applications in various technologies because
of its advantages like (i) low profile, (ii) lightweight, and (iii) compact in size. How-
ever, the main disadvantage of microstrip antenna is its narrow bandwidth (BW) and
poor impedance matching capacity. This disadvantage can be overcome by making

T. Sarmah (B) · P. Borah · T. Bezboruah
Department of Electronics and Communication Technology, Gauhati University, Guwahati
781014, Assam, India
e-mail: tilaksarmah1@gmail.com

P. Borah
e-mail: pranworld@gmail.com

T. Bezboruah
e-mail: zbt_gu@yahoo.co.in

© Springer Nature Singapore Pte Ltd. 2019
R. Bera et al. (eds.), Advances in Communication, Devices and Networking,
Lecture Notes in Electrical Engineering 537,
https://doi.org/10.1007/978-981-13-3450-4_18

159

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3450-4_18&domain=pdf
mailto:tilaksarmah1@gmail.com
mailto:pranworld@gmail.com
mailto:zbt_gu@yahoo.co.in
https://doi.org/10.1007/978-981-13-3450-4_18


160 T. Sarmah et al.

the antenna to resonate at multiple frequencies at the required operating bands. It
is a major challenge for the designer to design an antenna of compact in size and
operating at multiple frequencies. As reported, the dual-band operation of a patch
antenna can be obtained by some techniques such as (a) by using shorting post [1–3],
(b) by using stubs [4–6], and (c) by cutting slits [7–9] etc.

In the proposed work the dual-band operation for a rectangular microstrip patch
antenna (RMSA) is obtained by cutting a slit diagonally along the length of the
designed rectangular patch with an inclination of 45°. Simulations have been carried
out for different slit locations by varying along the width of the patch. The results are
compared with the simple RMSA. Simulated return loss performances show a good
dual-band behavior in the L- and S-band of the radio frequency (RF) spectrum. This
is followed by the simulation to observe the radiation pattern which shows a good
pattern in the broadside direction. During investigation, the slit is also introduced
horizontally and vertically along the length of the patchwhich shows single resonance
of the structure within the range of 1–2.75 GHz.

2 The Design Consideration

The design of the RMSA is carried out by using the standard equations as in [10].

2.1 Calculation for Width (W)

The width of the antenna is expressed by Eq. (1) [10]:

w � 1

2 fr
√

μ0 ∈0

√
2

∈r +1
� c

2 fr

√
2

∈r +1
(1)

where

c free space velocity of light.
∈r Dielectric constant of substrate.

2.2 Calculation of Effective Dielectric Constant (εeff )

The effect of dielectric constant is given in Eq. (2) [10]:

∈e f f � ∈r +1

2
+

∈r −1

2

⎛
⎝ 1√

1 + 12h
w

⎞
⎠ (2)
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2.3 Calculation of Actual Length of the Patch (Leff )

The actual length of the patch is given in Eq. (3) [10]:

Lef f � c

2 fr
√∈e f f

(3)

3 The Antenna Configuration

In the proposed investigation, we have designed and analyzed the antenna by using
ANSOFT High-Frequency Structure Simulator (HFSS) version: 13.0.0. Here, FR4
(εr� 4.4) is used as the dielectric substrate. Both the antennas are fed with microstrip
feed line having characteristic impedance of 50 �. Figure 1a, b show the schematic
diagram of the designed RMSA without and with the introduction of the slit respec-
tively. The dimensions of the antenna are given in Table 1.

Fig. 1 a, b Schematic diagram of the microstrip patch antenna without and with diagonal slit

Table 1 Parameters of the
antenna

Parameters Simulation values

Resonant frequency 2.4 GHz

Dielectric constant 4.4

Substrate thickness 1.5 mm

Patch width 28.2 mm

Patch length 47 mm

Width of the strip line 1.8 mm

Width of the slit 80 µm

Slit variable a 0, … 46 mm
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4 The Return Loss Measurement

The simulated return loss measurements for different values of slit variable “a” are
given in Table 2, whereas the return loss plots of the RMSA without and with slit
(for a � 40 mm) is shown in Fig. 2a, b. From the simulation results show that the
RMSA without the slit resonates only at 2.43 GHz with a return loss of −22.60 dB.
With the introduction of the diagonal slit, the patch shows a dual-band behavior by
resonating at two different frequencies. For the diagonal slit cut over the patch, a
better dual band is observed for the slit variable a � 40 mm with return losses of −
15.93 dB and −21.53 dB at 1.88 GHz and 2.17 GHz, respectively.

4.1 The Radiation Pattern

To observe the radiation patterns of the RMSA, they are simulated at their respective
resonant frequencies without and with diagonal slits. The result shows that for the
RMSA without the slit has a good broadside radiation pattern for both the E (x-z)

Table 2 Values of resonant frequencies and return losses of the antenna with respect to the slit
variable (a) from the right edge of the patch

Sl. no. Slit variable
“a” (mm)

Lower
resonant
frequency f1
(GHz)

Return loss
for f1 (dB)

Upper
resonant
frequency f2
(GHz)

Return loss
for f2 (dB)

1 0 (solid) 2.43 −22.60 – –

2 05 2.43 −24.22 – –

3 08 2.45 −20.61 – –

4 12 2.47 −16.69 – –

5 20 2.52 −12.33 – –

6 25 1.63 −2.00 2.54 −1.93

7 30 1.75 −2.62 2.41 −3.19

8 35 1.87 −5.47 2.21 −4.87

9 37 1.91 −10.78 2.17 −7.03

10 38 1.89 −12.38 2.15 −8.85

11 39 1.89 −13.61 2.15 −11.60

12 40 1.88 −15.93 2.17 −21.53

13 41 1.85 −15.25 2.13 −18.93

14 42 1.83 −15.46 2.21 −4.56

15 45 1.67 −5.77 2.60 −12.86

16 46 1.63 −4.43 2.25 −3.34
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Fig. 2 a, b Simulated return loss plots of the microstrip antenna without and with slits (for a �
40 mm)

plane and the H (y-z) plane. For the RMSA with diagonal slit, the radiation pattern
in the lower frequency shows a good broadside pattern, whereas a tilt in the pattern is
observed for both the principal planes in the upper resonant frequency. The simulated
radiation patterns in 2D are shown in Figs. 3a, b and 4a–d. The 3D radiation patterns
are shown in Fig. 5a–c.

Fig. 3 a 2D E(x-z) plane pattern for RMSA without slit at 2.43 GHz. b 2D H(y-z) plane pattern
for RMSA without slit at 2.43 GHz
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Fig. 4 a 2D E(x-z) plane
pattern for RMSA with slit at
1.88 GHz. b 2D H(y-z) plane
pattern for RMSA with slit at
1.88 GHz. c 2D E(x-z) plane
pattern for RMSA with slit at
2.17 GHz. d 2D H(y-z) plane
pattern for RMSA with slit at
2.17 GHz

Fig. 5 a 3D Radiation
pattern for RMSA without
slit at resonant frequency
2.43 GHz. b 3D radiation
pattern for RMSA with slit at
resonant frequency
1.88 GHz. c 3D radiation
pattern for RMSA without
slit at resonant frequency
2.17 GHz

5 Discussion and Conclusion

From the comparative study of the simulation results of the two RMSA, it can be
concluded that with the same dimensions, by introducing an inclined slit on the
pure RMSA, one can transform it into a dual-band antenna and can also improve
the antenna performances. With the introduction of the slit on the pure RMSA, the
electrical path length increases which holds the reason for a dual-band performance
with a shift in the resonant frequency to the lower side of the RF spectrum than the
RMSA without the slit.
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Modeling and Analysis
of Metamaterial-Based Antenna
for Wi-Fi and WLAN Applications

Amrithaa Seshadri and Navneet Gupta

Abstract In this work, a 4 × 4 Rectangular Split Resonator (SRR) array with reso-
nance at 5.8GHz is proposed. By optimizing the geometry through genetic algorithm,
sub-wavelength resonance at the desired frequency was obtained, while maintain-
ing the antenna’s radiation efficiency at broadside. The total size of the antenna is
30 mm × 30 mm, thus ensuring compactness. The design was compared with a Cir-
cular SRR and an alternating sequence of Rectangular and Circular SRRs. Further,
the permittivity and permeability of the structure was plotted, which was negative at
the resonance frequency.

Keywords Metamaterials · Split-ring resonators · Antenna array ·
Miniaturization · Radiation performance

1 Introduction

Extensive research is being carried out in antenna engineering to optimize the gain
of microstrip patch antennas. Due to its low profile, planar configuration, and ease in
fabrication [1], patch antennas are preferred in mobile handsets, Wi-Fi, and stealth
technology applications. Since the invention of metamaterials in 2002, they are being
specially engineered to increase the performance of electrically small antenna sys-
tems [2–5]. Its novel structure stores and re-radiates energy, thus behaving as if it
were much larger than its real size. This enables the construction of miniaturized
antennas without major performance degradation.
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Antenna arrays are widely used to achieve superior performance as compared to
a single element antenna since the Signal to Noise Ratio (SNR) is maximized and
diversity reception is also enabled, in case of arrays. In a recent study by Nordin et al.
[6], a 1× 3 SRR array was fed by a trident feed and slotted ground plane was used to
achieve UWB transmission parameters with acceptable levels of gain throughout the
frequency band. In another study by Joshi et al. [7] probed into the effect of metallic
via holes in the ground plane, on the SRR array. It was concluded that metallic holes
increased the bandwidth by the factor of 8.20, and higher gain was also achieved.

In this paper, we have proposed a novel design for a 4 × 4 SRR array. Three
configurations, viz., Rectangular (R-SRR), Circular (C-SRR), and their combination
(M-SRR) were considered for simulation. The design parameters were optimized
using Genetic Algorithm (GA) [8]. The SRR arrays were designed for primary reso-
nance in the 5.3–5.8 GHz frequency band, which is the secondmost favored range for
Wi-Fi and WLAN applications according to the newer IEEE 802.11ac technology
as it provides faster data rates and less interference as compared to the conventional
2.4–2.5 GHz frequency.

2 Design of the 4 × 4 SRR Array

The design and analysis of the structure have been carried out using full-wave simu-
lation software CSTMICROWAVE STUDIO that uses Finite Integral Technique for
computation.

A rectangular and circular SRR with splits etched on both ends (as shown in
Fig. 1), were used to create the 4 × 4 SRR array. The dimensions used for designing
SRR are given in Table 1.

The design of R-SRR and C-SRR are used to construct a 4 × 4 array, where the
patches are connected to each other using thin feed strips, as shown in Fig. 2a, b. The
whole array is connected to the feed line through a common horizontal strip that also

Fig. 1 (left) Rectangular, and (right) circular SRR patch with dimensions
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Table 1 Dimensions for the
SRR patch

Parameter Dimension (in mm)

Length of patch (L) 4

Gap width (g) 0.4

Width of SRR (w) 0.4

Thickness (t) 0.01

acts as a capacitive element in the circuit analysis. This arrangement is etched on an
FR-4 substrate of thickness 1.6 mm and dimensions 30 mm × 30 mm with ground
plane in the back, as shown in Fig. 2.

Electric and magnetic boundaries are implemented along the x and z axes, while
waveguide transmission port is applied to the feed on the y-axis. For the third design
as shown in Fig. 2c, R-SRR and C-SRR elements are placed alternatively.

Here, GA was used in CST to optimize the inter-element spacing (d) and length
of the capacitive strip (x). The optimized values of “d” and “x” are calculated to be
6.633 and 25.2 mm respectively.

The S-parameter analysis is done for all the three arrays and the plots obtained
are shown in Fig. 3. It is observed that all the three arrays show almost similar trend.
In the frequency range 2–12 GHz, there are four peaks around 3.8, 4.5, 5.83, and
6.5 GHz, where 5.83 GHz is the resonant frequency of operation.

Further, the gain of the three antenna configurations was analyzed and is shown
in Fig. 4. R-SRR shows a good gain of 6.9 dBi at broadside, while M-SRR has a
gain of 4.73 dBi, and C-SRR shows a very low gain of 1.11 dBi. Thus, the R-SRR is
chosen as our primary design, and its EM analysis is discussed in the next section.

3 Analysis of the Metamaterial Structure

To analyze the response of the structure as a metamaterial, the S-parameter retrieval
approach [9] is used to calculate the permittivity and permeability as per Eqs. (1)–(4):

n � 1

kd
cos−1

[
1

2S21
(1 − S211 + S221)

]
(1)

z �
√
(1 + S11)2 − S221√
(1 − S11)2 − S221

(2)

ep( j) � n( j)

z( j)
(3)

mu( j) � n( j) ∗ z( j) (4)
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Fig. 2 Front view of the
a R-SRR, b C-SRR, and
c M-SRR arrays
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Fig. 3 The return loss S11 of the R-SRR, C-SRR and M-SRR array

Fig. 4 The measured radiation performance of the R-SRR, C-SRR, and M-SRR arrays in the xy
plane
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Fig. 5 Permittivity and Permeability plot for the R-SRR structure

where “n” is the refractive index, “z” is the wave impedance (η) “ep” is the permit-
tivity (F/m), “mu” is the permeability (H/m), “k” is the wavenumber (ω/c), and “d” is
the spacing between the two loops. The reflection and transmission coefficients S11
and S21 were exported from CST to MATLAB, and the results are shown in Fig. 5.
The negative value of the permittivity at the resonant frequency of 5.8 GHz, confirms
that the structure is acting as a metamaterial.

4 Conclusion

In this paper, three different configurations of a 4 × 4 SRR array were studied, viz.,
Rectangular, Circular, and an Alternating Sequence of the former. The structure was
designed to operate at around 5.8 GHz, to support Wi-Fi and WLAN applications.
It was observed that at the resonant frequency, the Rectangular SRR array exhibited
the maximum gain of 6.9 dBi at broadside. Further, the NRZ approach was used
to plot the negative permittivity and permeability of the structure at the resonant
frequency, thus confirming its performance as a Left-Handed Metamaterial (LHM).
Due to its high gain for broadside and compactness of the structure (30 × 30 mm2),
this metamaterial (SRR) antenna can be implemented in mobile handsets, and other
wireless applications.
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Microstrip Line Fed Two Element
E-Plane HDRA Antenna Array

Goffar Ali Sarkar and Susanta Kumar Parui

Abstract Antenna array is very much needed for high gain, beam shaping wireless
applications. In this paper, a two-element hemispherical dielectric resonator antenna
(HDRA) for E-plane beam shaping has been studied. Microstrip line has been used
for excitation of the antenna array element. The antenna offers impedance bandwidth
of 6.25% and peak gain of 9.3 dBi.

Keywords HDRA · Antenna array · Peak gain · Impedance bandwidth ·
Beamwidth

1 Introduction

Since the 1960s, after the invention of low-loss ceramicmaterials, dielectric resonator
(DR) has been used as a high Q-element in microwave circuits such as oscillators,
filters, and so forth [1, 2] where DR is made of high permittivity material. After the
first work published by Stuart et al. in 1983, the researcher started an investigation on
DR as an antenna element [3]. A wide investigation is carried out and vivid update is
given in two books [4, 5]. DRA gets immense attention by the researchers due to its
attractive features such as low loss, low profile, wide impedance bandwidth, ease of
fabrication, ease of excitation, high radiation efficiency, etc. DRA can be excited by
all the feeding methods used in conventional patch antenna such as aperture coupled
[6, 7], probe coupled [8, 9], microstrip line coupled [10, 11], conformal strip coupled
[12], co-planar waveguide feed, and so on.

In many applications with single-element antenna, we cannot achieve desired
specifications such as highgain, directional radiationpatterns. Tomeet those demands
antenna array is needed. A number of works are carried out on two-element antenna
arrays [13–17]. All the studies were carried out is on cylindrical, rectangular, and
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triangular shape DRA element with H-plane beam shaping except [13], where E-
plane beamshaping andH-plane beamshaping have been studied. Since then, as far as
the authors knowledge, no one has investigated on two-element antenna arrays for E-
plane beam shaping. In this paper, we have investigated a two-element antenna array
on hemispherical shape geometry. Each HDRA antenna elements are excited using
microstrip line and a 3 dB power divider is used for equal power distributions. The
antenna structure is designed and simulated using Ansoft High-Frequency Structure
Simulator based on the FEM method.

2 Antenna Array Design

2.1 Resonant Frequency

AHDRA can support TE and TM mode. For TE mode, Er and EØ vanish at θ � 90°,
whereas for TM mode Er and EØ vanish at θ � 0°. For a hemispherical cavity, the
resonant frequency of lowest order TE111 mode can be calculating using [18] and is
represented as

fr � 4.775 × 107Re(kR)√
εrR

(1)

2.2 Study of Coupling

Study ofmutual coupling is very essential before designing an antenna array as it has a
great impact on resonance frequency, impedance bandwidth, and radiation patterns.
Owing to coupling effects, the resonant frequency can be shifted from its desired
value, also radiation patterns may be degraded. If the distance between the antenna
array element increases isolation increased, results in more directive radiation with
increased sidelobe levels and vice versa. Here coupling is studied for a separation gap
between two elements of λ0/2 (λ0 free space wavelength). The simulated coupling
and reflection coefficient is depicted in Fig. 1.

2.3 Antenna Array Geometry

The authors’ have investigated on single-element HDRA fed by microstrip line in
[10] and avoided the discussions here. Instead, they have used the same single antenna
element for designing a two element E-plane HDRA array and depicted in Fig. 2. The
array is designed on Arlon AD270 (dielectric constant 2.7 and loss tangent 0.0023)
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Fig. 1 Simulated S11 and
S21

substrate of area L × W mm2. The radiating element is made of Eccostock HiK
materials. It has dielectric constant 20 and loss tangent 0.002. The design dimensions
of the array are given in Table 1.

Fig. 2 Schematic diagram
of DRA array

Table 1 Design parameters
of array

Parameters La L1 L2 L3 L4

Value (mm) 89 5.935 7.77 8.68 18.055

Parameters L5 Wa W1 W2 W3

Value (mm) 5.7 48 2.13 1.2 2.13
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2.4 Study of Coupling

The simulated reflection coefficient is presented in Fig. 3. From the figure, it has
been observed that S11 minima occurred at 6.4 GHz. At S11 minima, the array offers
10 dB impedance bandwidth of 6.25% covering the frequency range of 6.2–6.6 GHz.
The antenna array radiates in broadside direction as array elements are excited with
fundamental mode TE111. The electrical field distributions of fundamental modes are
shown in Fig. 4. In Fig. 5a, b, simulated normalized radiation patterns are depicted
for E-plane and H-plane, respectively. 3 dB beamwidth for E-plane and H-plane has
been found as 50° and 78°, respectively. Peak gain in broadside direction has been
observed as 9.3 dBi.A comparative study is carried out in a tabular format and is given
in Table 2. From the table, it is clear that our proposed designed have comparable
performance with others but DRA element consumes the smallest volume among
all.

Fig. 3 Simulated S11 of the
proposed array

Fig. 4 Electric fields
distributions for fundamental
TE111
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Fig. 5 Simulated normalized radiation patterns a for E-plane and b for H-plane
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Table 2 Comparison with previous works

Sl.
no.

Shape of DRA Sing.
element
vol.
(mm3)

εr BW (%) Gain
(dBi)

Beam
shaping

Reference

1 Cylindrical 1662 9.5 – 8.9 E-plane
and
H-plane

[13]

2 Cylindrical 850 14.2 5.2 5.7 H-plane [14]

3 Annular 4642 34.73 4.688 – H-plane [15]

4 Triangular 2382 9.8 11.7 4.18 H-plane [16]

5 Hemispherical 409 20 6.25 9.3 E-plane This
work

3 Conclusion

A two-element linear array in E-plane for C-bandwireless application has been inves-
tigated. The proposed array consists of two hemispherical shapes of DRA excited
with microstrip line underneath the DRA elements. The simulated result illustrates
that the antenna resonates at 6.4 GHz and provide 6.25% impedance bandwidth. The
offers peak gain of 9.3 dBi. It has a penalty of application for a higher number of
antenna array elements.
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Design and Development of MIMO
Radar

Prachi and Soumyasree Bera

Abstract RADAR works on the principle of reflection and need not have clear
visibility to LOS, by using radio waves position, range, angle, or velocity can be
determined based on received echo signal. Loss of signals and interference is more
with SISO system. Therefore, MIMO system is used to minimize errors, improve
resolution, and signal-to-noise ratio as they provide substantially improved immu-
nity to interference and detection probability of the targets. This paper deals with
the development of a MIMO radar system of the proposed design specification in
LabVIEW (software) and with that, detection and characterization of the target are
done and further comparison with the SISO radar system.

Keywords MIMO · SISO · LOS · RADAR · LabVIEW

1 Introduction

In this paper, it describes the range of waveform, required signal processing tech-
niques, and antenna array configuration. It describes howmultiple orthogonal signals
from the transmitter elements are coherently combined on reception of a phased array
to form multiple beams. Advantages and limitations of MIMO radar are also dis-
cussed [1].

In this paper, signal processing techniques for target detection and finding of
different target parameters is described. It also describes the factors, which lead
to the RCS spatial diversity and compares the architecture of MIMO radar with
multiple-element radar. It describes signal modeling techniques with mathematical
derivation, spatial decorrelation, multiple-antenna radar like multi-static radar, con-
ventional phased array radar and adaptive radar and about static and moving target
detection and finds the direction of the target [2].

Prachi · S. Bera (B)
Department of Electronics and Communication Engineering, Sikkim Manipal Institute of
Technology, Sikkim Manipal University, Majitar, Rangpo 737136, Sikkim, India
e-mail: soumyasree.bera@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
R. Bera et al. (eds.), Advances in Communication, Devices and Networking,
Lecture Notes in Electrical Engineering 537,
https://doi.org/10.1007/978-981-13-3450-4_21

183

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3450-4_21&domain=pdf
mailto:soumyasree.bera@gmail.com
https://doi.org/10.1007/978-981-13-3450-4_21


184 Prachi and S. Bera

In this paper, by using statistical MIMO radar, it describes the improvement in
radar performances by creating spacing between the antennas at the transmitter and
receiver side so that target angular spread is observed which exploits the spatial
diversity of target scatterers and shows that how MIMO radar outperforms the con-
ventional phased array radar whenever the detection probability is above 0.8. In
MIMO radar, it is not restricted to detection only but the application of MIMO radar
with angular diversity with multiple targets through coherent processing and rank
analysis of channel matrix and signal processing modeling in different radars like
phased array radar and MISO radar with their mathematical analysis [3].

In this paper, the adaptive techniques are introduced for MIMO radar imaging,
waveform constraints are analyzed for ground moving target indication (GMTI)
by using wide area surveillance MIMO radar, limitations on adaptive spatial clutter
mitigation is observed inMIMO radar, velocity of the target is estimated and antenna
placement is done forMIMO radar by using widely separated antennas, MIMO radar
using compressive sampling and imaging of moving targets with multi-static SAR
is performed and analyzed [4].

In this paper, the problem of MIMO radar is being considered by employing
space–time coding (STC) to achieve diversity. So for that at the transmitter side, two
criteria are implemented for code construction to establish the optimum achievable
performance for MIMO radar systems. STC is used to establish spatial diversity and
also contrasts the effect of fading [5].

In this paper, simultaneously transmission and reception of multiple coded wave-
forms are observed from multiple phase centers and to process them different signal
processing is used which initially appears as spatial samples, which correspond to
the convolution of the transmitted and received aperture phase centers. The samples
provide the ability to measure the channel, which consists of the transmitted and
received path, propagation, and the target. It describes the adaptive coherent beam
formation technique, which is applied to the received signal to control transmit beam
shape and improve track-while-scan accuracy [6].

In this paper, for target detection and localization space–time coding is used in
which transmitted signals are space–time code, which allows to digitally steer the
beampattern in the transmitted signal in addition to the received signal,which helps to
avoid beam shape loss. Virtual sensors are used to form narrower beams having lower
sidelobes, which provide high performance in target detection, angular estimation,
and resolution [7].

2 System Modeling

Here, an abstractmodel of a system is being developed inwhich each block represents
different aspects of the system, which help to understand the working of the system
(Fig. 1).

Here, in this proposed model, the polyphase code (P4 code) is developed in the
software. Then, pulsed P4 code is developed at the baseband level of 75 kHz whose
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Fig. 1 Proposed block diagram of MIMO radar system

on-time bits and off-time bits are calculated, and the signal is up-converted and down-
converted at RF frequency of 2.4 GHz. The upconverted signal is fed into the channel
and inside the channel noise and delay is provided and target modeling is done which
is dependent on the distance, which is provided by realizing the radar range equation.
The output from the channel is fed to the down-converter and correlation in SISO
and MRC (maximal ratio combiner) in MIMO is performed on the received signal
with that of the reference signal. Then, target detection and characterization using a
flat plate are observed and analyzed (Table 1).

2.1 Transmitter

Baseband Generation:
Polyphase code is used as a baseband signal that uses harmonically related phases

based on phase increment [8]. The phase sequence of the P4 signal is given by

�i � π

N
(i − 1)(i − N − 1) (1)

where,

i � 1, 2, 3, …, N.
N � Compression ratio.
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2.2 Channel

Channel consists of

(a) Radar Range Equation [9]:

Received power, Pr � Pt · Gt · Gr · λ2 · σ

(4π )3 · R4
(2)

where,

Pt � Transmit power
Gt � Transmit antenna gain
λ � Transmit wavelength
σ � Target radar cross section
Gr � Received antenna gain
R � Distance.

(b) Target Modeling:

Horizontal polarization of the target is given by [10]

σ1H � cos(k · a · sin θ) + j
sin(k · a · sin θ)

sin θ
(3)

σ2H � 4 · e j(k.a+ π
4 )√

2πka
(4)

σ3H � e− j(k · a · sin θ)

1 − sin θ
(5)

Table 1 Design specification of the MIMO radar

Sl. no. Parameters Specification

1 RF 2.4 GHz

2 Radar waveform Spread spectrum

3 Unambiguous range 2 km

4 PRF 75 kHz

5 PRI 13.33 μs

6 Duty cycle 45%

7 Bandwidth 5 MHz

8 Length of P4 code 30 bits

9 Antenna configuration 2 × 2

10 Target type Flat plate

11 Data acquisition Using LabVIEW
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σ4H � e j(k · a · sin θ)

1 + sin θ
(6)

σ5H � 1 − e j(2 · k · a+ π
2 )

2πka
(7)

σH � b2

π

∣
∣
∣
∣
σ1H − σ2H

[
1

cos θ
− σ2H

4
(σ3H + σ4H)

]

σ5H−1

∣
∣
∣
∣

2

where k � 2π/λ, a � width of the target, b � height of the target.

2.3 Receiver Signal Processing

On the i th receive antenna, the received signal is

yi � hi x + n (9)

where

yi is the received symbol on the i th receive antenna,
hi is the channel on the i th receive antenna,
x is the transmitted symbol and
ni is the noise on i th receive antenna.

(a) Correlator:
Correlation is a measure of similarity of two series as a function of the displace-
ment of one relative to the other [10].

X(τ ) � ∫ V1(t)V2(t − τ)dt (10)

(b) Maximal-Ratio Combiner:
Maximum-ratio combining (MRC) [11] is the method of combining the signal
received by multiple receiver antenna to enhance signal-to-noise ratio (SNR)
and thus limiting the impact of noise, interference, etc.

3 Results

Detection and characterization of the target using a flat plate is done (Fig. 2).
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Fig. 2 Target detection

Fig. 3 Target characterization

3.1 Target Detection by Using SISO and MIMO

Here, correlation is performed on the received signal with that of the reference
signal in SISO and MRC (maximal-ratio combiner) is performed in MIMO, which
detects and determines the maximum similarity between the transmitted signal and
the received signal (Fig. 3).

3.2 Characterization of the Target

Target characterization for the SISO as well as MIMO is shown above, which shows
an increase in gain.
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3.3 Conclusion

In the detection of the target by using SISO, the amplitude of the correlated signal is
(8.21E−04) and by using MIMO the amplitude of the MRC is (1.65E−03). Hence,
by using MIMO the amplitude is increased by (8.29E−04). Therefore, it concludes
that the detection probability of the target is increased in case of MIMO.

In case of pattern characterization, the pattern of the target received by using SISO
is having power of (−60.5 dB) and the pattern received by using MIMO is having
power of (−54.4 dB), which means by using MIMO of 2 × 2 antennas 6 dB gain is
achieved.

Hence, by using MIMO target detection and characterization are improved.
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Gain Enhancement of Microstrip Patch
Using Different Array Configurations

Arun Kumar Singh, Bansibadan Maji, Rabindranath Bera
and Riwas Gurung

Abstract This paper discusses the design of X band patch antenna. The aim of the
work is to enhance the gain andminimize the return loss asmuch as possible. Initially,
the design was focused toward single-patch antenna, but later it was modified with
an array of different configurations. For selection of substrate, the trial was made on
different substrates and finally epoxy of dielectric constant 4.4 was chosen due to its
readiness in the availability. All the antennas were made to resonate in X band. The
motive behind choosing this frequency band is to replace the existing dish antenna
used in DTH service with the proposed one. Dish used in DTH services are having
a high gain of around 30–35 dB and to match this with patch antenna requires an
array of larger size. However, in this paper, an array of size to 16 is shown and the
work is still going on in order to increase the array size. The performance of the
antenna is measured in terms of return loss, directivity, main lobe-to-side lobe ratio
and radiation pattern.

Keywords Microstrip patch antenna · Return loss · Gain · Directivity ·
Dielectrics · Array configuration
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1 Introduction

Wireless Communication is getting advanced day by day and the size of the com-
munication device is getting reduced [1]. With the current device, there is a demand
for multiple operations such as cellular operation, Bluetooth andWLAN of different
variations within a single device. Since the size of the device should be small with
less power consumption, the only antenna which matches with this characterization
is patch antenna because of its low profile, easy to fabricate and cost-effectiveness
[2–5]. However, there are disadvantages also associated with the patch antennas such
as narrow operation bandwidth and low gain. Gain enhancement can be done with
an increase in the number of arrays and the enhancement of bandwidth can be done
by changing the patch shape, choosing proper dielectric constant and the optimizing
the thickness of the substrate.

This paper deals with the concept of replacement of the dish antenna with an array
of the patch antenna. The gain shown in the paper is around 14 dB.

Therefore, it is an attempt of entering into satellite communication domainwithout
using conventional dish antenna.

A conventional patch antenna is shown in Fig. 1.
where

W Width of the patch
L Length of the patch
H Height of the substrate.

2 Antenna Design

The desired antenna is designed in X band (8–12 Ghz). The design parameters are
as mentioned in Table 1.

To design a patch antenna, the width and length of the patch antenna is to be
calculated first. Since the antenna is of X band, therefore the dimensions can be
calculated as [6]

Fig. 1 Microstrip patch
antenna (image courtesy
www.emtalk.com)

http://www.emtalk.com
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Table 1 Antenna design
specifications

Variable Value

Height of the patch (h) 1.6 mm

Effective dielectric constant of the
patch ( 2eff)

3.63

Width of patch 8.29 mm

Length of the patch 5.75 mm

Desired return loss <−20 dB

Gain Depends on array size

VSWR In the range of 1–1.2

Fig. 2 Single-patch antenna

Width � C

2Fr
√(

εr + 1
2

) (1)

where

Fr resonating frequency.
C speed of light.
εr permittivity of the substrate.

εe f f � ∈r + 1

2
+

∈r − 1

2

[
1 + 12

height

width

] −1
2

(2)

length � C

2Fr
√(

εe f f
) − 0.824 height

( (
εe f f + 0.3

)
(width/height + 0.264)

(
εe f f − 0.258

)
(width/height + 0.8)

)

(3)

On calculation the dimensions were found to be 8.293 mm for width and 5.75 mm
for length of the patch.

Based on the above calculation, the design of the single antenna is as in Fig. 2.
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Fig. 3 Array antenna of dimension 1 × 2

(a) (b)

Fig. 4 a array antenna of dimension 1 × 3. b array antenna of dimension 1 × 4

Figure 1 shows the simulation model of single-patch antenna in which the length
and breadth of the ground plane is calculated as

Lground � (6 × height) + length (4)

Wground � (6 × height) +Width (5)

And the dimension was found to be 15.35 mm for the length of the ground and
17.893 mm for the width of the ground.

In order to increase the directivity of the antenna, the single patch was modified
to array design as shown in (Fig. 3).

The model shown in Fig. 2 is extended toward a linear array of size 1 × 2. The
gain was increased by a considerable amount which is discussed in the later section.

Further, the model was extended toward a linear array of size 1 × 3 and 1 × 4
which is shown in Fig. 4.
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(a) (b)

Fig. 5 a Return loss for single-patch antenna. b VSWR plot

(a) (b)

Fig. 6 a Return loss for 1 × 2 patch antenna. b VSWR plot

2.1 Results and Discussion

The simulated designswere analyzed in formof return loss characteristics, directivity,
VSWR, and gain. More is the return loss better is the antenna.

Plots showing the results of return loss for different array configuration is shown
in Fig. 5.

The obtained return loss in the simulation is around −55 dB and the VSWR was
found to be 1.0033 at frequency 10.83Ghz (Fig. 6).

The obtained return loss in the simulation is around −23.05 dB and the VSWR
was found to be 1.15 at frequency 11.29 Ghz (Fig. 7).

The obtained return loss in the simulation is around −26.43 dB and the VSWR
was found to be 1.10 at frequency 11.30 Ghz (Fig. 8).

The obtained return loss in the simulation is around −33.07 dB and the VSWR
was found to be 1.04 at frequency 11.59 Ghz (Figs. 9 and 10).
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(a) (b)

Fig. 7 a Return loss for 1 × 3 patch antenna. b VSWR plot

(a) (b)

Fig. 8 a Return loss for 1 × 4 patch antenna. b VSWR plot

(a) (b)

Fig. 9 a Antenna pattern of single patch. b Antenna pattern of 1 × 2 array
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Table 2 Result comparison of different array configuration

Sl. no. Antenna
configura-
tion

Resonating
frequency
(GHz)

Return loss
(dB)

Gain (dB) VSWR Main lobe
to first sode
lobe ratio
(dB)

1 Single
antenna

10.82 −55 5.809 1.0033 −16.91

2 1 × 2 11.29 −23.05 9.11 1.1513 −17.99

3 1 × 3 11.3 −26.45 10.35 1.1001 −18.04

4 1 × 4 11.59 −33.07 10.81 1.0454 −16.58

Antenna of different array sizes was designed, simulated and the results were
shown in the above section. In Table 2 we can see the gain enhancement when the
array size is increased. The obtained VSWR and return loss is also matching with
the design specification given in Table 1. Since the antenna was designed to operate
in X band, hence all the resonating frequencies were obtained in the range of that
band, i.e., 8–12 Ghz.

3 Summary

The main aim of the paper was to increase the gain of the antenna. To do so work
was carried out on an array antenna. As we can see in Table 2, the gain is increased
in considerable amount when the array size was increased. Also, in the figures of the
antenna pattern, the gain beamwidth relation is fairly observed. The beamwidth was
more when the gain was less resulting in lesser directivity. However when the gain
was increased beamwidth decreases and hence resulting in an increase of directivity.
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Implementation of a Feature-Adaptive
Colour Image Copyright Protection
Scheme

Subhadeep Koley, Manas Ranjan Nayak, Sanjeev Narayan Bal
and Subir Kumar Sarkar

Abstract The increasing distribution of digital media over the Internet, and the
simplicity of the digital systems have left the contents in the web vulnerable. With
digital watermarking, we can impose ownership and copyright information inside
digital media. In this paper, a phase congruency based digital colour image water-
marking algorithm is proposed, which provides a higher degree of robustness, and
excellent imperceptibility. Here, phase congruency has been used to detect the fea-
ture regions of the host image, and then the watermark has been infused into it using
a novel technique called adaptive k-α blending. The coefficients of the k-α blending
(k & α) are selected adaptively based on the phase congruency feature map of the
host image. From rigorous testing, results indicate that our approach is robust against
various geometric, non-geometric, and combined attacks.

Keywords Digital watermarking · Phase congruency · k- α blending

1 Introduction

The huge popularity of the Internet, as well as digital mobile devices such as digital
cameras, smartphones, and hand-held scanners, have become an integral part of our
daily lives. Documents generated by these devices and contents of the web are, in
majority digital images. Therefore, it is of the utmost importance to provide own-
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ership authentication, and copyright protection scheme to a digital image. Digital
watermarking is the most efficient way of implicating copyright measures to a digi-
tal image [1]. It is the process of impregnating an image with additional information
that may be extracted in the future based on the unique key to establish ownership
[2]. A watermarking scheme should be unprecedented in terms of robustness, and
imperceptibility.However, the tradeoff between robustness, imperceptibility, payload
capacity, and security is the reason for the ever emergence of research in the field
of watermarking [3]. The two broad categories of watermarking are Spatial Domain
watermarking, and Frequency Domain watermarking. Spatial domain watermark-
ing is simple and fast in terms of computational complexity, whereas the frequency
domain watermarking has added the advantage of excellent robustness [4]. How-
ever, nowadays Wavelet Domain techniques are gaining popularity because of the
accurate HumanVisual System (HVS)modeling [5]. An intensive survey of wavelet-
based techniques can be found in Meerwald and Uhl [6]. We have incorporated the
Integer-to-Integer Lifting Wavelet Transform (LWT) instead of conventional Dis-
crete Wavelet Transform (DWT). Phase Congruency (PC) has been used to detect
the spatial feature regions of the host image. Studies reveal that the HVS is more
perceptible to phase distortions rather than those of amplitude. Kovesi [7] described
that the phase congruency is a powerful, and efficient method for edge, and corner
detection to combat the distortions in phase. For infusing the watermark into the
cover image, we have proposed a novel method namely the ‘Adaptive k-α Blending’.

2 Watermark Embedding and Extraction

2.1 Feature Region Extraction

PC is the contrast invariant feature detection scheme, which is very significant in
terms of edge, and corner detection. The problemswith earlier gradient-based feature
detection schemes were that they did not correctly detect or localize many of the
important image features [7]. In addition, gradient-based detections are contrast, and
illumination dependent [7]. The measure of PC is given by Kovesi [7] as follows

PC(x) �
∑

n V (x)
⌊
Fn(x)

(
cos

(
ψn(x) − ψ̄n(x)

) − ∣
∣sin

(
ψn(x) − ψ̄n(x)

)∣
∣
) − T

⌋

∑
n Fn(x) + δ

(1)

The term V (x) denotes the weights for frequency spread, as congruency over
several frequencies is more fruitful than congruency over a single frequency. The
symbol �� denotes that the braced quantity is equal to itself when its value is positive,
and equals to zero when negative. Fn(x) is the filter pair at position x. δ is a small
positive real-valued number prevents from division by zero. T is the threshold of
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the estimated noise influence. By definition [7], we use the following equations for
feature detection at every point of an image.

a �
∑

(PC(θ)cos(θ))2 (2)

b � 2
∑

(PC(θ) cos(θ)) · (PC(θ) sin(θ)) (3)

c �
∑

(PC(θ)sin(θ))2 (4)

where PC(θ) denotes the phase congruency value determined at orientation θ . The
angle of the principal axis is given in Eq. 5.

∅ � 1

2
atan2

(
b

√
b2 + (a − c)2

,
a − c

√
b2 + (a − c)2

)

(5)

The minimum, and maximum moments, m, and M are given in Eq. 6, and Eq. 7,
respectively.

m � 1

2

(

c + a −
√

b2 + (a + c)2
)

(6)

M � 1

2

(

c + a +
√

b2 + (a + c)2
)

(7)

The edge, and corner strength of the image are given by the maximum, and
minimum moments, respectively [7]. Here, we have used only the edge map of the
host image to obtain the feature regions.

2.2 Lifting Wavelet Transform

The Lifting Scheme is the second-generation wavelet transform introduced by
Sweldens, which generates integer coefficients for all sub-bands unlike the con-
ventional first-generation scheme, which generates floating point coefficients, that
may be altered at any point of time during further processing [8, 9]. LWT offers less
computational complexity, and reduced data truncation over first-generation DWT.
Conventional lifting scheme consists of three steps namely, Divide, Dual lifting, and
Primal lifting (Figs. 1 and 2).

1. Divide Operation: The sample image I (i, j) is divided into two subsets, i.e., even
sample set Ie(i, j), and odd sample set Io(i, j) as described in Eqs. 8, and 9.

Ie(i, j) � I (i, 2 j) (8)
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Fig. 1 Forward lifting
scheme

Fig. 2 Reverse lifting
scheme

Io(i, j) � I (i, 2 j + 1) (9)

2. Dual Lifting: The odd sample set Io(i, j) is predicted from the local neighbour-
hood even coefficients using a prediction operator P. The error in odd sample
prediction is used to generate the high-pass coefficients h(i, j) as described in
Eq. 10.

h(i, j) � Io(i, j)−P[Ie(i, j)] (10)

From Eq. 11, we can recover the odd sample set as shown below

Io(i, j) � h(i, j) + P[Ie(i, j)] (11)

3. Primal Lifting: The low-pass coefficients l(i, j) is generated by updating the
even sample with the updating value Uh(i, j) as shown in Eq. 12.

l(i, j) � Ie(i, j) +Uh(i, j) (12)

2.3 Encoder and Decoder

Let I be the original colour host image of size m × n, having Red, Blue, and Green
channel of 8 bit each. The image is represented as I = {Ired , Igreen, Iblue}.

Ired � X(i, j)|0 ≤ I < m, 0 ≤ I < n, X(i, j) ∈ {0, 1, 2, . . . , 255} (13)

Igreen � Y (i, j)|0 ≤ I < m, 0 ≤ I < n,Y (i, j) ∈ {0, 1, 2, . . . , 255} (14)

Iblue � Z(i, j)|0 ≤ I < m, 0 ≤ I < n, Z(i, j) ∈ {0, 1, 2, . . . , 255} (15)
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Also, W be the original grayscale watermark of size p × q, and characterized as

W � V (i, j)|0 ≤ I < p, 0 ≤ I < q, V (i, j) ∈ {0, 1, 2, . . . , 255} (16)

Figures 3 and 4 depict the watermark embedding, and extraction procedure,
respectively. After detecting the local feature region using PC, we have come to
the conclusion that the most congruent regions are the best ones to impregnate the
watermark in. Here, we have proposed a modified version of the ‘Cox’s Algorithm’
[1], namely ‘Adaptive k- α blending’. Equation 17 and Eq. 18 describe Cox’s algo-
rithm, and the proposed algorithm respectively,

Fig. 3 Encoder block
diagram

Fig. 4 Decoder block
diagram
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I ′(i, j) � I (i, j) + α × W (i, j) (17)

HH
{
I ′
blue(i, j)

} � k × HH{Iblue(i, j)} + α × W (i, j) (18)

In Eq. 18, HH{Iblue(i, j)} is the ‘HH’ or the diagonal detail of the host image
produced by LWT, HH

{
I ′
blue(i, j)

}
is the watermark embedded diagonal detail of

the host image, W (i, j) is the watermark, and ‘k’ and ‘α’ are the strength of the
diagonal detail of the blue channel, and the strength of the watermark, respectively,
which are dynamic with variation in values of the PCmap of the host image.We have
tested our algorithmwith numerous values of ‘k’ and ‘α’, and it is observed that range
given in Eqs. 19 and 20 provides the best result in terms of Peak Signal-to-Noise
Ratio (PSNR).

k ∈ R| 0.85 ≤ k ≤ 0.95 (19)

α ∈ R| 0.010 ≤ α ≤ 0.020 (20)

Being a Non-Blind watermarking scheme, this algorithm uses the original host
image to extract the embedded watermark. The extraction equation is given by

W (i, j) �
(
HH

{
I ′
blue(i, j)

} − [k × HH{Iblue(i, j)}]
)

α
. (21)

3 Result Analysis

To test the imperceptibility, and the robustness of the proposed scheme, we have
taken various standard 512 × 512 colour images, and a grayscale watermark of
dimension 70 × 70. Figure 5 depicts 4 out of the 12 standard cover images we have
used. Figures 6 and 7 depict the PC map, and the watermarked images respectively.

To prove imperceptibility of this schemeTable 1 is presentedwith various popular,
and established quality metrics [4]. Metric values in Sl. No: 1–2, 4, 6–8, 11, 13–15

Fig. 5 Original colour cover images
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Fig. 6 Phase congruency maps of the blue channel

Fig. 7 Watermarked images

imply superior quality as higher metric value denotes better imperceptibility. On the
other hand,metric values in Sl.No: 3, 5, 9–10, 12, also illustrate that the hidden logo is
invisible as lower metric value denotes less visibility. Hence, the proposed algorithm
is proven to be fruitful in every test of imperceptibility. ‘Robustness’ or ‘Rugged-
ness’ refers to the capability of the watermarking algorithm to correctly detect the
watermark in the cover image after common geometric, and signal processing impair-
ments [1]. To put the algorithm to test, we have used some well-accepted metrics,
i.e.:Normalized Cross Correlation (NCC), Structural SIMilarity Index (SSIM), Pear-
son Cross Correlation (PCC), Mutual Information (MI), and Bit Error Rate (BER).
From the various metric values from Table 2, it is evident that stego can sustain the
watermark even after strong signal processing, and geometric impairments (Fig. 8).

NCC has been taken as the primary metric to test our approach. In most of the
cases, we can see that the NCC value is 1 or almost 1 (Figs. 9 and 10). Other metric
values like SSIM, MI, BER are also in support of the superior ruggedness of the
algorithm.

In the given scheme, the 24-bit RGB cover image size is 512 × 512, and the 8-bit
grayscale watermark image is of size 70 × 70. Therefore, embedding payload is

(70 × 70 × 8)/(512 × 512 × 3) � 0.04984(Bit/Pixel)
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Table 1 The result of various imperceptibility metrics

Sl. no. Metrics Value

1 Signal-to-noise ratio 43.8871 dB

2 Peak signal-to-noise ratio 53.9408 dB

3 Mean square error 0.262421

4 Structural SIMilarity Index 1.0000

5 Average difference 0.043922

6 Structural content 1.001307

7 Universal image quality index 0.9999

8 Normalized cross correlation 0.99327

9 Normalized absolute error 0.000795

10 Laplacian mean square error 0.007323

11 Image fidelity 0.9999

12 Entropy difference 0.0015

13 Visual information fidelity 0.9983

14 Image fidelity criterion 7.25793

15 Pixel-based visual information fidelity 0.9900

Table 2 The result of various robustness metrics

Sl. no. Attacks NCC SSIM PCC MI BER

1 No attack 1.0000 1.0000 1.0000 0.8452 0

2 Histogram Eq. 1.0000 1.0000 1.0000 0.8452 0

3 LSB invert 1.0000 1.0000 1.0000 0.8452 0

4 Intensity 1.0000 1.0000 1.0000 0.8452 0

5 Median filtering 1.0000 1.0000 1.0000 0.8452 0

6 Sharpening 0.9686 0.5320 0.9686 0.7854 0.0400

7 Quantization(3 Bit) 0.2628 0.2221 0.2422 0.0678 0.5920

8 Complement 1.0000 1.0000 1.0000 0.8452 0

9 Erode 1.0000 1.0000 1.0000 0.8452 0

10 Dilate 1.0000 1.0000 1.0000 0.8452 0

11 Gaussian noise 0.9382 0.5319 0.9382 0.7133 0.2400

12 Resize (Factor 0.5) 1.0000 1.0000 1.0000 0.8452 0

13 Translation 1.0000 1.0000 1.0000 0.8452 0

14 Cropping (70%) 1.0000 1.0000 1.0000 0.8452 0

15 JPEG 2000 (Q � 20) 0.9225 0.5318 0.9225 0.6905 0.2427

16 Print and Re-Scan 0.4380 0.5563 0.4380 0.1278 0.2562
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Fig. 8 Extracted watermark against various attacks

Fig. 9 NCC variation with
increasing noise

Fig. 10 NCC variation with
rotation

To justify the superiority of the proposed framework, a comparison with some
other well-established methods has been drawn in Table 3. Among PC feature-based
models, and other models the proposed approach gives the highest PSNR as well as
SSIM.
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Table 3 Comparison with other models

Sl. no. Method PSNR SSIM

1 Proposed scheme 53.94 1.00

2 Hardware implementation of phase congruency and SVD-based
watermarking [10]

45.23 1.00

3 Phase congruency and SVD factorization [11] 41.17 –

4 Visual saliency-based watermarking approach [12] 42.47 –

5 Visual attention model based LSB replacement [4] 42.27 0.949

6 Reversible watermarking based on integer-to-integer wavelet
transform [8]

44.34 –

4 Conclusion

A wavelet domain, feature-based, reversible watermarking framework has been pre-
sented in this paper. The technique impregnates the watermark by modulating the
diagonal detail coefficients of the blue channel of the cover image with the factors
‘k’ and ‘α’ according to the phase congruency feature map. Experimental results
establish the fact that the projected approach has excellent imperceptibility, and is
robust against most forms of signal processing impairments. In the near future, we
aim to make the algorithm faster for effective hardware implementation.
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Design of Phased MIMO Radar and Its
Performance Analysis Based on Different
Beamforming Algorithms

Subhankar Shome, Samarendra Nath Sur, Soumyasree Bera,
Debasish Bhaskar, Bansibadan Maji and Rabindranath Bera

Abstract A new approach of multiple-input multiple-output (MIMO) radar is pro-
posed with accumulated antennas, which is called as Phased-MIMO radar. This
technique is a bridge between MIMO and phased array, which is basically trying to
take advantages of both. This new hybrid technique, MIMO radar can add diversity
gain without sacrificing the coherent processing gain at the transmitting side which
is the main advantage of phased-array radar. In this technique, the array of phased
array system is divided into a numbers of subarrays, each subarray is assigned to
coherently transmit or receive an orthogonal waveform. To form a beam towards the
desired signal in assured direction weight vector is formulated for each subarray,
using this technique coherent processing gain is achieved. Every subarray is com-
bined to form MIMO radar, finally resulting in higher resolution capabilities. Our
new proposed Phased-MIMO radar is designed using LCMV and MVDR adaptive
beamforming technique, a comparative analysis is presented and simulated results
are also shown for corresponding beampattern.

1 Introduction

Radar technology is invented around 90 years back around 1930 during the World
War for defense applications [1].Nowadays radars are used in several fields of society.
Considering the growth in the communication field, radar is also upgraded day by
day, and incorporating the latest technologies like, Phased-Array, MIMO, Massive
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MIMO, which is already established in the era of communication. In this paper, the
authors approached two well-established communication technologies to be merged
in for modern radar. A phased array technology is well defined, and established
which is offering coherent processing gain using array antennas. The advantage of
array antenna includes beamforming as another advantage of this system. Without
any mechanical parts moving, we can scan an area using beamforming, which is very
much helpful in radar domain. The array’s gain within the beam is very high, which
improves radar target detection, but phased array system has some disadvantages
also, it suffers from minimal diversity gain, which is an advantageous point for
MIMO system which is also a well-established technology today. The proposed
system is trying to explore all the advantageous issues of Phased Array and MIMO
Technologies, which can be useful for the radar system to improve target detection,
good angle estimation accuracy,multi-target detection accuracy, andmanymore.This
modern approach is named as Phased-MIMO radar [2], as phased array and MIMO
technologies [3] are merged and used in a new direction. Beamforming technology
is a vital part of this new approach.

Array antennas are used in adaptive beamformation technique, even also used in
hybrid beamforming technique to achieve maximum reception in the desired direc-
tion of user or target, the same frequency signals from other directions are rejected.
Weights of each antenna element of the array will vary to achieve adaptive beam-
formation. The main requirement to design this type of beamforming technique is
signal- processing capability to optimize the antenna beam in the desired direction
of the target. Two well-known beamforming algorithms namely, LCMV (Linearly
Constrained Minimum Variance Beamformer) [4] and MVDR (Minimum Variance
Distortionless Response) [5] are implemented for Phased MIMO Radar, and perfor-
mance is analyzed with reference to the array pattern response.

In this paper, the authors have formulated and simulated Phased MIMO based
Radar usingMVDR- andLCMV-basedbeamforming algorithm, and the performance
is analyzed with respect to array antenna pattern in the desired direction and also
with respect to BER plot.

2 Phased MIMO Radar Model

The number of array antennas is divided into subpart, to formulate sub-array for
Phased MIMO Radar. In this paper, K number of subarrays is formed, which is
overlapped.Number of elements can be 1–8 for each subarray.Fk(t) signal coherently
transmitted using all elements of kth subarray.

The signal transmitted by the kth subarray can be modeled as

sk(t) �
√
M

K
∅k(t)w

∗
k , where k � 1, . . .K (1)

Target reflected signal at θ direction can be modeled as
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r(t, θ) �
√
M

K
β(θ)

∑K

k�1
wH
k ak(θ)e−jτk(θ)

∅k(t) (2)

Here, complex vector of bemaforming weight can be defined as wk and ak(θ) is
denoted as steering vector for kth subarray. Reflection coefficient of target is defined
by β(θ). The time required for the wave to travel between the first subarray and the
kth subarray is denoted by τk(θ).

3 Linearly Constrained Minimum Variance (LCMV)

This algorithm is not suitable for every case of adaptive beamforming applications as
the useful signal power may be unknown most of the time. Certain phase and gain of
the desired signal allow going through in LCMV algorithm. Signals whose direction
are different from the useful signal coming in is preventing as non-desired signal
considered as disturbances. We can acquire the weights of LCMV beamformer by
doing this peaking and nulling process along with minimizing the output power of
the beamformer. So LCMV beamformer has the advantage of preserving the useful
signals and suppressing the disturbances coming from the other directions.

Time signal received by the nth sensor is declared by xm(t), m� 1, 2,…M, where
M is the number of elements and J is tap per element [6].

xm(t) � s(t − τm) + nm(t), wherem � 1, 2 . . .M (3)

s(t) is the desired signal from the specific look direction, τm denotes propagation
delay of difference desired signal at themth element, the total interference and noise
observed at the mth sensor is denoted by nm(t).

Conventional beamforming weight can be calculated using the steering vector [7].

a(θ) �
⎡
⎣ 1

exp
(
j 2π

λ
sin θid

)
exp

(
j 2π

λ
(sin θi)(m − 1)d

)
⎤
⎦ (4)

where d is the space between the elements of the antenna and θi is the desired angle,
and m number of elements.

The optimization of weights done using Frost algorithm [8] is formulated as

min
W P � min

w WTRxxW Subject toCT
0 W � F (5)

Rxx � E
[
X (n)X (n)T

]
(6)

where Rxx is the array correlation matrix. C0 is constraint matrix
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C0 � [c1...cj . . . cJ ] (7)

cj � [ 0 . . . 0︸ ︷︷ ︸
(j−1)K0s

1 . . . 1︸ ︷︷ ︸
K1s

0 . . . 0︸ ︷︷ ︸
(J−j)K0s

]T , j � 1, . . . J. (8)

In the proposed LCMV, we have considered K � 10 and J � 1, so C0 �
[1111111111]

F can be described as follows:

CT⎡
⎢⎢⎣
1 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1

⎤
⎥⎥⎦

W⎡
⎢⎢⎣
w0 w1

w2 w3

w4 w5

w6 w7

⎤
⎥⎥⎦ �

⎡
⎢⎢⎣
w0+ w1

w2+ w3

w4+ w5

w6+ w7

⎤
⎥⎥⎦ �

F⎡
⎢⎢⎣
f0
f1
f2
f3

⎤
⎥⎥⎦ (9)

Finally, using Lagrange multipliers method,Wopt is the optimal weight vector of
Eq. (5) which is given by

Wopt � R−1
xx C0

(
CT
0 R

−1
xx C0

)−1
.F (10)

The beamformer optimal output power is given by

Popt � FT (CT
0 R

−1
xx C0)

−1F (11)

4 Minimum Variance Distortionless Response (MVDR)

A consistent beamforming response in the direction of the useful signal which is
called the desired direction, LCMV algorithm becomes MVDR algorithm. In the
MVDR algorithm, we only need to know the direction of the desired signal, we do
not have to know the direction or power of the interfering signal, noise anything. The
following expression (12) can be expressed as MVDR algorithm [9, 10].

minP(W ) � min(WHRxxW ) (12)

WHa(θ0) � 1 (13)

The gain of the useful signal equals to one in the direction of the desired signal,
ensuring the minimum output power of MVDR beamformer.

The optimization weight vector can be expressed by the following formula:

WMVDR � R−1
xx a(θ0)

aH (θ0)R
−1
xx a(θ0)

(14)
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5 Simulation Work

In our simulations, all transmitter–receiver elements are placed in a way to form
Uniform Linear Array. M � 10 number of transmit elements and N � 10 number
of receiver elements are considered. K � 5 subarrays which are assumed to be fully
overlapped to get the essence of Phased MIMO formation. Additive noise which has
identical variances in each array element is modeled using Complex Gaussian zero-
mean spatially and temporally white random sequence. We assume two interfering
target sources are placed in the direction of − 10° and +30°. The desired target of
interest is assumed to place and the desired signal is coming from the direction of
−20° to calculate the transmit beam pattern and diversity beam pattern. An overall
beam pattern example is simulated considering another desired signal from 0° angle.
In this simulation, conventional beamforming is considered to calculate the transmit
beampattern, also a comparative outcome is shown based on adaptive beamforming
for PhasedMIMORadar usingMVDR and LCMV algorithm. Output SINR analysis
is also done based on MVDR and LCMV algorithm for adaptive beamforming.

6 Results

Figure 1 shows the transmit beampattern and Fig. 2 shows the diversity beampattern
for Phased MIMO radar. Figure 3 is showing the overall beampattern for Phased
MIMO Radar using LCMV algorithm and Fig. 4 shows the comparison between
LCMV and MVDR algorithm applied to calculate overall beampattern for Phased
MIMO Radar. Figure 1 showing phased-array radar has the typical conventional
beampattern with main lobe (of width π � M) centered at θs � −20°. This figure
also shows, this proposed technique achieved almost 10 dB transmit diversity gain,
which is absent inMIMORadar. This is an advantage of combining PhasedArray and
MIMO system in one; here we are exploring the advantage of phased array system.

Fig. 1 Transmit beampattern using conventional beamforming for phased MIMO radar
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Fig. 2 Diversity beampattern using conventional beamforming for phased MIMO radar

Fig. 3 Overall beampattern for phased MIMO radar using LCMV algorithm

Fig. 4 Comparison of LCMV and MVDR for phased MIMO radar

Figure 2 is showing diversity beampattern in Phased MIMO Radar; here also we
achieved around 12 dB diversity gain in Phased MIMO Radar. This parameter is
absent in case of a Phased array, the Phased array is suffering from diversity gain,
so here is another advantage to combining two technique in a single system.

Figure 3 is showing the overall beampattern using LCMV algorithm, which has
a significant improvement in comparison to previous results; here we have achieved
almost 20 dB dynamic gain using adaptive beamforming. In this case, beampattern
is created with the main lobe at θs � 0° which is the direction of the desired signal.
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Fig. 5 Input versus output SNR for LCMV and MVDR beamforming for phased MIMO radar

Figure 4 is showing the overall beampattern using two different adaptive beam-
forming algorithms, one is LCMV and another is MVDR. Both the techniques have
some advantages and disadvantages in different scenarios. In our case, the main lobe
to side lobe formation is little better in LCMV algorithm.

Figure 5 we have shown the Input–Output SNR analysis for PhasedMIMORadar,
from the graph we can see the SNR response is quite better in case of MVDR
algorithm, as the desired signal direction is defined for MVDR.

7 Conclusion

The new system simulated forMIMORadar with an array antenna, this array antenna
are forming different subarray, each subarray is forming different beams finally form-
ing aMIMOeffect. The beam is forming toward a certain direction in space for which
weight vector of each subarray is designed. In our system, Transmit beampattern and
diversity gain is shown which results in coherent processing gain. In Phased MIMO
Receiver, two different adaptive beamforming is applied namely LCMV andMVDR
and a comparison is done in the form of the beam pattern. Input versus Output SNR
is also measured, where MVDR is showing better performance in simulated Radar,
as the desired signal direction is predefined.
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LabVIEW-Based Software
and Hardware Implementation
of 16-QAMModem

Mohini, Anshu Priya, Samarendra Nath Sur and Soumyasree Bera

Abstract In the world of wireless communication, there is a potential expansion
in the field of digital communication and many new technologies and applications
are growing every day. With the advancement in wireless communication and it
becomes an essential part for modern society to share knowledge and information.
In this article, 16-QAM modem system is implemented in LabVIEW software and
hardware implementation is initialized. LabVIEW is a system-design platform and
used in graphical programming and allows a designing system in a block-based
manner.

Keywords 16-QAM modem · LabVIEW ·Modulator · Demodulator · Function
generator · DSO

1 Introduction

This paper explains the 16-QAMModemusingLABVIEWsoftware and its hardware
implementation. Basically, amodem is a combination ofmodulator and demodulator.
It helps to convert carrier signals into digital data for transmission and demodulates
signals to decode the transmitted data. The main function of the modem is to transmit
and decrypt signal that allows digital data to be sent fromone place to other places and
send the information over the channel by avoiding the loss of information. Modems
are widely used in computers and for internet services.

In this paper, 16-QAM is chosen to be the modulation and demodulation scheme
using LABVIEW and it is extensively used in the field of telecommunication, radio
communications, optical fiber system and also used for delivering the data [1–3].
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2 Quadrature Amplitude Modulation

QAM means the quadrature amplitude modulation is both analog and digital mod-
ulation. It is used for modulating data onto the carrier for radio communications.
It is the combination of two amplitude signals in a channel and the effective band-
width is doubled. This is used with the pulse amplitude modulation in the digital and
wireless communication. QAM signal comprises two carriers each having the same
frequency and differed by 90° phase. These two carriers are divided into In-phase
and Q-phase. Mathematically one signal is a sine wave and other is a cosine wave.
QAM is more advantageous than other modulation because it carries more number
of bits of information per symbol and more efficient than other modulation. The bit
rate is increased without increasing the bandwidth [4–6] (Fig. 1).

2.1 16-QAM

The 16-QAM means 16 states quadrature amplitude modulation, it has 4 I Q values
and its bandwidth efficiency is four bits/second/hertz. The data is divided into two
channels I and Q, it shows two amplitude values. Simultaneously two bits are added
to each channel (Fig. 2).

Fig. 1 Block diagram of 16-QAM modulator–demodulator
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Fig. 2 I and Q plot of 16-QAM

3 LabVIEW Implementation of 16-QAM Modem

This section presents the LabVIEW implementation of 16-QAMmodem. LabVIEW
is the system designed platform software, which is used for visual programming
language from National Instruments. It deals with data and graphical programming
and in a block-based manner. As LabVIEW is termed visual instruments (vis). It
consists of three important panels block diagram panel, front panel, and connector
panel. The block diagram panel is used for building blocks for the given model,
all the connections are done in this panel and it gives the graphical source code.
The front panel shows the result of the model with the help of graph, input–output
sequence, and various indicators. A brief description of each block is given below
[7–12] (Fig. 3).

3.1 16-QAM Modulator

In this section, we have implemented the 16-QAMmodulator in LabVIEW by using
several blocks. In this model, first, we have used array size block, which defines the
size of an array then an input bit sequence is connected with this block which helps
in adding bits in the block. This array size block is linked with the quotient and
remainder block it gives the quotient and remainder of the input and a constant block
is connected which divides the bits. Then the reshape array block is used to change
the dimension of an array. The main function of this block is to read the data row
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Fig. 3 16-QAM modulator

by row as input bits are given and bits are obtained in a row pattern. The split 1-D
array block is linked, which divides array at index and return the two portions with
the elements of the index of the second sub-array. The constant block is connected,
which divides the bits into two so that it can give values in real and imaginary. Then
index array block is used which return the n-dimensional array of the index. The bits
get divided in this block and it is connected with the multiplier and summation of
the bits are done it resizes the input to show the values of n-dimensional array. Then
real–imaginary to complex function block is used which convert into complex value.
It is connected with the mapped sequence block which shows the complex values in
the front panel. This block is linked with the graph which shows the constellation
diagram of 16-QAM modulation in the front panel.

3.2 16-QAM Demodulator

This section shows the demodulation part. In this section, the obtained modulated
values are subtracted with all the possible points using case structure in LabVIEW.
Then the normalized value is obtained and stored in the formof an array.With the help
of an array, we obtained theminimumvalue by using theArrayMax andMin function
block. The main function of this block is to give the maximum and minimum values
of the array and obtained the index value. The index value we obtained is converted
in binary form by using the digital to binary converter as shown in the figure. Hence,
the demodulated values are obtained (Fig. 4).
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Fig. 4 16-QAM demodulator

Fig. 5 Result of 16-QAM modulator

Fig. 6 Result of 16-QAM demodulator

4 Simulation Result

This section shows the simulation results of 16-QAM Modem. In this, XY graph is
used to denote the constellation plot in the front panel block (Figs. 5 and 6).

5 Hardware Implementation

This section explains the hardware implementation of 16-QAM. It describes the
different setups being used for hardware realization. With the help of DSO (Digital
signal oscilloscope) and function generator, we obtained the output. In the hardware
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Fig. 7 Hardware implementation of 16-QAM in closed-loop mode

Fig. 8 Output of 16-QAM modulator in closed-loop mode

part, various blocks are used in LabVIEW. In the hardware section, an initializer
of function generator is used which is connected with the 16-QAM modulator and
basically this initializer establishes communication with the system then a create
block is used so that waves can be generated. The function generator part is linked
with the DSO section which consists of an initializer, auto setup, and the channel
source. It is connected with the receiver part to obtain the output in the DSO (Digital
signal oscilloscope) as well as in the front panel (Figs. 7 and 8).
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6 Conclusion

In this paper, it is shown that how LabVIEW is used to design the 16-QAMmodem.
With the help of various blocks like array size block, quotient and remainder block,
reshape array, split 1D array, index array, and real to complex value block are used to
obtain themodulated values and by using the case structure and converting the values
with the help of digital to binary converter, we obtained the demodulated values.
Basically, the LabVIEW shows the block-based functions and helped in obtaining
the graphical plot of 16-QAMmodem. Further, the hardware implementation is done
with the help of the function generator and DSO we obtained the output.
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A Study on Capacity of MRC
over OWDP Fading Channels

Laishram Mona Devi, Nibedita Das, Suparna Goswami
and Aheibam Dinamani Singh

Abstract The system capacity degrades because of fading in the wireless channels.
The channel capacity expressions for Maximal Ratio Combining (MRC) diversity
receiver over One-Wave Diffused Power (OWDP) fading channels are presented
in this paper considering an arbitrary number of diversity branches. OWDP fading
channel models have multiple diffused components and one specular component. To
calculate the channel capacities, Probability Density Function (pdf) is employed for
numerous adaptive transmission methods. Also, the comparison is done among the
capacities of numerous adaptive transmission methods.

Keywords Adaptive transmission · Channel capacity ·MRC ·OWDP fading · Pdf

1 Introduction

In wireless communication, to measure spectral efficiency and assure better Quality
of Services, the study of capacity is crucial. The existence of fading in the wire-
less channels degrades the system capacity. This degradation can be removed by
employing one of the diversity techniques calledMaximal Ratio Combining (MRC).
In MRC, the multipath signals are co-phased, weighted, and superimposed at the
receiver side in order to enhance the received signal-to-noise ratio (SNR).With coher-
ent detection, MRC gives optimum performance among various diversity methods,
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even though it has high complexity due to its requirement to weight every branch
[1].

In One-Wave Diffused Power (OWDP) fading model, many diffused propagating
wave and a specular component are presented in received signals. This fading channel
is encountered in networks (wireless sensor), which aremounted in a cavity equipped
with directional antennas. They are mainly used in tunnel, public transportation
vehicles, airframe, etc. This fading is the particular condition of Two-Wave with
Diffused Power (TWDP) Fading Channels [2]. The upper and lower limit expression
for Bit Error Probability (average) of binary phase shift keying system for OWDP
fading was developed in [3]. In [4], the work on dual MRC receiver capacity using
Probability Density Function (pdf)-based process over fading channels which is
nonidentical TWDP was presented. In presence of arbitrary and nonidentical fading
parameters performance analysis of Selection Combining (SC) receiver over TWDP
fading channel was analyzed [5]. By using the output SNR pdf from [5], the system
capacity is calculated and studied over TWDP fading channel for SC receiver [6].
MRC receiver performance using pdf-based method over TWDP fading channels
was presented [7]. In [8], Cumulative Distribution Function method was employed
to develop the expression of MRC diversity system performance in TWDP fading
channels. A new form of fading model over TWDP has developed in [9] using a
mixture ofGamma distribution and channel capacity of TWDPchannelwas observed
under different transmission methods. The capacity over TWDP fading channels for
MRC receiver with four techniques of adaptive transmissionwas investigated in [10].
Till now no paper has been accounted in the area of analyzingMRC receiver capacity
over OWDP fading channel.

In this paper, the transmitter employed few adaptive transmission methods
whereas MRC diversity technique is applied at the receiver. The expressions of
capacity for numerous adaptive transmissionmethods are derived over OWDP fading
channels. Finally, the expressions are analyzed and compared among the numerous
adaptive transmission methods.

This paper is arranged in the following way. In Sect. 2, the channel and system are
discussed. Section 3 gives the combined output SNR pdf of MRC receiver. Various
capacity formulas and derivations for adaptive transmission methods are demon-
strated in Sect. 4. The results and discussion part are presented in Sect. 5. In Sect. 6,
the conclusion of this topic is presented.

2 Channel and System

The fading channels which have multiple diffused components and a specular com-
ponent are considered as OWDP. The channel is considered as slow and frequency
nonselective along with OWDP fading statistics. The received signal expression with
complex low-pass function with single symbol duration Ts is given below
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r′(t) � rejψs(t) + n(t), (1)

where transmitted data with energy Eb is represented as s(t), zero mean complex
Gaussian noise and power spectral density for two sided (2No) is represented as n(t).
The phase is usually denoted by random variable ψ and the amplitude of OWDP
fading distribution is noted as r. Then, the envelop pdf of OWDP fading channels is

PR(r) �
M∑

i�1

ai
r

σ 2
e
−

{
r2+2σ2K

2σ2

}

I0
( r

σ 2

√
2σ 2K

)
, (2)

where I0(·) is the first kind Bessel function with zeroth order, K is the ratio of overall
specular power and diffused power, i represents approximation order, M is series
order, ai is the coefficients and σi is the variance. Applying the square and random
variable transformation, the SNR pdf expression of OWDP fading channels is

fγ (γ ) � η

M∑

i�1

aie
−(ηγ+K)I0

(
2
√
Kηγ

)
(3)

where η � K+1
γ̄
.

3 The Pdf of Output SNR for MRC Receiver

The pdf of the output SNR for MRC receiver over OWDP (γMRC) is obtained after
solving the Characteristic Function (CF) expression of (2) and the final expression
is

fγMRC (γ ) �(η)L
M∑

i1�1

. . .

M∑

iL

{
L∏

t�1

ait

}

×
∞∑

s�0

(ηLK)s
e−LKe−ηγ

�(L)s! (L)s
γ L+s−1 (4)

where �(·) is the complete Gamma function, (·)s is the Pochhammer symbol, L is
the number of diversity branches.
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4 Adaptive Transmission System Capacity

The capacity of MRC receiver over OWDP fading channels can be numerically
derived using the following methods [12, 13].

4.1 Channel Inversion with Fixed Rate (CIFR)

The process of CIFR scheme is used to transmit power to ensure fixed received SNR.
The channel capacity CCIFR(γ̄ ) in (bit/second/hertz) is [12] expressed as

CCIFR(γ̄ ) � B log2

(
1 +

1

RCIFR(γ̄ )

)
, (5)

where

RCIFR(γ̄ ) ∼�
∞∫

0

(
fγ (γ )

γ

)
dγ. (6)

Putting (4) in (6), the RCIFR(γ̄ ) integral turn out as

RCIFR(γ̄ ) � (η)L
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. . .
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�(L)s! (L)s

∞∫

0

(
1

γ

)
e−ηγ γ L+s−1dγ. (7)

The integral is solved using [11, (3.381.4)]. After algebraic manipulation the rate
equation is

RCIFR(γ̄ ) �
M∑

i�1

. . .

M∑

iL�1

∞∑

s�0

{∏L
t�1 ait

}
(η)1−se−LK (ηLK)s

�(L)s! (L)s
.

× �(L + s − 1) (8)

By putting Eqs. (8) into (5) the final expression of CIFR capacity is achieved.
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4.2 Truncated Channel Inversion with Fixed Rate (TIFR)

In CIFR scheme, a large transmission power is mandatory during deep fades of
channel to achieve SNR which is constant. But for the transmitter, it becomes a
big challenge to transmit this massive power of signal. Therefore, during deep fade,
all the transmissions are noise dominated signal thus disturbance occur in decoding
process. Therefore, TIFR scheme is employed to surmount the effect ofCIFRscheme.
In TIFR transmitter immediately stops transmission when channel goes to deep fade,
and channel inversion occurs if the received SNR is higher than γ0 [12]. Then, the
formula of capacity is

CTIFR(γ̄ ) � B log2

(
1 +

1

RTIFR(γ̄ )

)
(1 − Pout(γ0)), (9)

where

RTIFR(γ̄ ) ∼�
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γ0

(
fγ (γ )

γ

)
dγ (10)

and

Pout(γ0) �
γ0∫

0

fγ (γ )dγ (11)

is the outage probability having threshold value γ0.
For solving the TIFR capacity technique, it is needed to calculate RTIFR(γ̄ ) and

Pout(γ0). The expression of RTIFR(γ̄ ) is obtained by putting (4) into (9) as
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Using [11, (3.381.3)] the integral in (12) is solved. Then, the final expression after
simplification is
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where �(., .) is upper incomplete Gamma function. The expression for Pout(γ0) is
deduced from (4) as

Pout(γ0) �
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. . .
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where g(., .) is lower incomplete Gamma function. Putting both Eqs. (13) and (14)
into (8) and the final expression for this scheme is obtained.

4.3 Constant Transmitting Power

If the transmission rate changes corresponding to channel condition even though the
transmission power is constant, then the transmitter adopts Optimal Rate Adaptation
(ORA) [12]. The channel capacity formula (bit/second/hertz) for ORA scheme is

CORA(γ̄ ) � B log2 e

∞∫

0

ln(1 + γ )fγ (γ )dγ. (15)

TheORAcapacity expression is derived by putting (4) into (15). After rearranging
the expression, the expression is found as
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Then, the final expression of ORA capacity is deduced by simplifying (16) using
[14, (78)] as
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4.4 Optimal Power and Rate Adaption at the Transmitter

If the transmitter varies the transmitted power and rate based on the channel condition,
then the transmitter is said to adopt the Optimal Power and Rate Adaptation (OPRA)
scheme [12]. Mathematically, OPRA channel capacity (bits/second/hertz) is

COPRA(γ̄ ) � B

∞∫

γ0

log2

(
γ

γ0

)
fγ (γ )dγ, (18)

where B Hz represents channel bandwidth, pdf of the output SNR is represented as
fγ (γ ) and γ0 is the most effective cut-off of SNR; below this level, no transmission
is occurred. The capacity expression for OPRA is deduced by putting (4) into (18)
as

COPRA(γ̄ ) �B log2 e(η)L
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After substituting x � γ

γ0
, the expression obtained is given as

COPRA(γ̄ ) � B log2 e(η)L
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The integral is solved by using [14, (64)]. After simplification of (20) the final
OPRA expression is as

COPRA(γ̄ ) � B log2 e
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The most effective cut-off of SNR needs to satisfy the condition mentioned below
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∞∫

γ0

(
1

γ0
− 1

γ

)
fγ (γ )dγ � 1. (22)

The equation of output SNR pdf is involved to calculate the capacities, i.e., from
(5)–(20). The expression for the pdf of the output SNR of MRC receiver is given in
(4).

5 Numerical Results and Discussion

Capacity of various techniques for adaptive transmission which had been mathe-
matically derived in the above section is studied. Figure 1 exhibits capacity versus
average SNR (γ̄ ) graph using the CIFRmethod. The figure shows that channel capac-
ity improves with an increase in the number of branches L at a fixed value of K . This
is because with the increasing number of diversity branches the probability of entire
fading channels going to a period of deep fade is reduced. From the curves given in
Fig. 2, it can be observed that for a fixed value of L, while the value ofK increases the
system capacity is improving. The main reason for this nature is because the higher
value of K indicates greater power of direct waves resulting to a better channels. In
Fig. 3, the comparison of numerous adaptive transmission schemes forMRC receiver
is shown. It is observed from the plot that a certain capacity is obtained with lowest
SNR with ORA. When the SNR is low, the capacity obtained from TIFR capacity
performance for larger SNR. In this situation, the transmission of TIFR is suspended.
The threshold SNR γ0 is fixed at 2 dB.

Fig. 1 MRC receiver
capacity with CIFR method
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Fig. 2 MRC receiver
capacity with TIFR method

Fig. 3 MRC receiver
capacity using adaptive
transmission methods

6 Conclusions

For numerous adaptive transmission methods, channel capacity expressions of MRC
diversity receiver over OWDP fading channels are investigated. These expressions
are obtained using the output SNR pdf of diversity system. The expression consists
of gamma function as well as Pochhammer functions. The numerically evaluated
results are plotted and the results are compared and analyzed.
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A Novel Wavelet-Based Image Defogging
Using Dark Channel Prior and Guided
Filter

Manas Sarkar, Ujjwal Mondal and Debashis Nandi

Abstract Recently, fog removal from images and videos has got tremendous impor-
tance in image and video processing for object detection, tracking and surveillance
system, advance image editing, and many more which are poorly affected by the
fog. A lot of works have been proposed so far for removing fog from image and
video. It includes different methods like contrast enhancement, local color linemodel
based and many more fog removal technique. In this paper, we propose a novel
defogging method where guided filter based dark channel prior (DCP) is applied
on low–low (LL) band of discrete wavelet transformation (DWT) coefficient of the
intensity rectified image which is obtained after homomorphic filtering. To improve
the sharpness of the output, unsharpmasking (USM) is applied on high–low (HL) and
low–high (LH) bands of the DWT coefficient. Finally, sharp and high contrast output
is generated by applying contrast limited adaptive histogram equalization technique
(CLAHE) to the inverse transformed image. The proposed method improves the
overall quality of the defogged output image with respect to contemporary meth-
ods. The measured quality metrics of the proposed method are compared with some
recent works. The quantitative and qualitative results confirm the claims.

Keywords Dark channel prior · Depth estimation · Homomorphic filtering ·
Wavelet transform · Contrast enhancement · Unsharp masking
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1 Introduction

In computer vision applications,many systems like outdoor object detection, tracking
and surveillance, navigation and many more are poorly affected by fog because the
foggy atmosphere makes the visibility poor in terms of contrast, intensity, sharpness,
and color quality. It causes the information loss of the objects from the scene and
the overall image quality becomes degraded. Therefore, we should apply a proper
fog removal technique to discover the depth information [1] from a foggy image or
video sequence.

Image fog is a function of scattering coefficient and unknown depth of the scene
object. Defogging and dehazing is a process of eliminating fog and haze from images
to rebuild the frames of the original scene in terms of intensity, color, contrast,
and resolution. Conventionally, two types of defogging techniques based on the
number of frames are available from different applications: (i) Single frame based,
[2, 1, 3–5, 6] and (ii) Multi-frame based [7, 8]. In single frame based defogging
technique, only one frame of a scene is used whereas in multi-frame based defogging
technique, multiple frames of the same scene are used for removing fog. Single frame
based defogging techniques have become more popular because multi-frame based
techniques need prior information of the scene from the reference images. Though
the single frame based techniques are recent and more popular, these also have some
limitations like fails to give all scene information in dense fog and sky region, does not
physically improve the depth but just enhances the visibility [3]. In some of the cases,
color quality, contrast, sharpness, and intensity are not properly maintained together.
Hence, after identifying the shortcomings of previous fog removal techniques, we
are motivated to propose a new technique which gives superior results.

2 Review of Previous Works

Tarel and Hautiere [2] proposed a fog removal algorithm which can be used in
in-vehicle camera. The technique works based on considering the low saturation
colors of tiny objects and few parameters dominate the technique like atmospheric
veil inference, image smoothing, and tone mapping. The restored defogged image
is R(x, y) � I(x,y)−V (x,y)

1− V (x,y)
Is

, where V (x, y) is the atmospheric veil and Is is the sky

intensity. This method fails to restore the actual color of the image and cannot handle
dense fog.

He et al. [1] introduced anovel imagedefoggingmethod, dependingon the features
of outdoor defogged image. Based on the thickness and transmission map, the fog
is estimated and the equation is as follows: t̃(x) � ωminyε�(x)(minc

Ic(y)
Ac ), where

t̃(x) is transmission and minyε�(x)(minc
Ic(y)
Ac ) is the dark channel of the foggy image.

Sometimes, thismethod fails to estimate dense fog and does not workwell for infinite
depth and sky region.
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Tripathy and Mukhopadhyay [4] proposed a technique which uses anisotropic
diffusion for refining air lightmap fromDCP. This technique is applied for recovering
the scene contrast and to smooth the air light map. Here, the de-foggy image I0(x, y)
can be restored as: I0(x, y, c) � I(x,y,c)−A(x,y)

1−(A(s,y)/I∞(c)) . This method works very well in hazy
scene but image clarity is not up to the mark in some cases.

Fattal [5] developed a color image defogging technique which works based on
a local color line model which shows a one-dimensional distribution of intensity
values of small image patches. These approaches are used to obtain the transmission
map. But in the sky region, the method is not capable to produce good results.

Sijiu et al. [6] propose a wavelet and dark channel based fog removal method
which works on different frequency ranges but it has its own limitations of estimating
ambient light and sometimes dense fog depth.

3 Proposed Algorithm

As the limitations of previously proposed algorithms are observed, we are trying to
overcome it to get optimum output. Mainly, we are focused to solve the problems
generated by dense fog or to extract more information behind the dense fog. Along
with that, other problems are also taken care of. Our proposed algorithm can be
separated into two units such as preprocessing and postprocessing unit whereas the
main processing unit works based on the principle of novel DCP method. Prepro-
cessing unit consists of homomorphic filtering and DWT whereas postprocessing
unit consists of guided filtering, USM, and local contrast enhancement technique. A
flow diagram of the proposed defogging technique is depicted in Fig. 1.

Image fog model [1, 4] is represented as:

O(x) � J (x) ∗ t(x) + A(1 − t(x)) (1)

where O(x) is an observed foggy image intensity,J (x) is the defogged image inten-
sity or scene radiance, t(x) is medium transmission, and A is global atmospheric
light. Fog is generated [1, 4] in the atmosphere mainly due to two factors: (a) Direct
attenuation and (b) Air light. In foggy image, scene radiance is reduced exponentially
with the scene depth and it is related to transmission. To obtain defogged image or to
recover J (x), the value of A and t(x)must be calculated. In our proposed method, (1)
Homomorphic filter [9] is used in the foggy image to improve the intensity by cor-
recting the nonuniform illumination. Low-frequency component has to be decreased
and high frequency has to be increased for maintaining the image illumination. (2)
After applying DWT [10] on the intensity rectified foggy image, DCP with guided
filter is applied on low-frequency component (LL band) to get more information with
preserved edge as the low-frequency part is affected by fog energy. Dark channel is
defined as described by He et al. [1]:

JDark(x) � minyε�(x)(mincε{R,G,B} J c(y)) (2)
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Fig. 1 Block diagram of the proposed fog removal algorithm

where J c indicates color channel of J and �(x) represents local patch centered at x.
DCP is used to estimate the fog depth. Finally, transmission t̃(x) is estimated as:

t̃(x) � ωminyε�(x)(minc
I c(y)

Ac
) (3)

where ω lies between 0 and 1. In our work, it is considered as 0.95. Because of
the halo effects and block artifacts, the transmission map obtained from Eq. (3)
is refined by guided filter [11]. Its performance is better near edges compared to
Laplacian used in [1]. (3) In this algorithm, instead of getting three high-frequency
components (LH, HL, HH), USM technique [12] is applied on LH and HL sub-bands
for sharpness enhancement because artifacts are generated for the reason of overshoot
in HH component. USM scaling constant value is set to be 1.4. Defogged image is
obtained after joining all the modified DWT components by IDWT technique. (4)
Optimum visibility is obtained after enhancing the contrast by applying CLAHE [13]
on the defogged image. It enhances local contrast and edges in each region or tiles
of an image. Here, the tile size is considered as [8 8]. Contrast enhancement limit is
introduced to tune or to limit the level of contrast and it is to be set between 0.02 and
0.08.
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4 Simulation Results and Performance Analysis

Simulation results of few current techniques along with the proposed method are
shown for various test images. We see that the proposed technique performs bet-
ter with respect to the others qualitatively and quantitatively. The performance of
the different techniques is quantified with the help of some quality metrics like (a)
contrast gain (CG) [4], (b) color information entropy (CIE) [14] and (c) anisotropic
quality index (AQI) [15].

CG is obtained by taking the difference of mean contrast between the defogged
output and the input foggy image. The large value of CG implies high-quality
performance.

CG � CI ,def − CI ,fog (4)

where CI ,def and CI ,fog are the mean contrast of the defogged output and the foggy
input image respectively.

The color image information quantity is measured by CIE. Based on the infor-
mation quantity, image clarity is defined. So, higher value of CIE signifies better
performance.

CIE � −
L−1∑

k�0

Pklog2(Pk) (5)

where L defines the number of intensity levels and Pk is used to indicate the proba-
bility associated with intensity level k or histogram count.

AQI metric is a no reference which is sensitive to noise and blur and is one of the
important quality metrics for quality analysis. Evaluation of AQI does not require
any prior information of the reference image. Higher the value of AQI implies better
performance of a method.

Figure 2a–h shows the output images at different steps the proposed algorithm.
The outputs of different techniques for a foggy ‘Image 1’ and ‘Image 2’ are shown

in Figs. 3 and 4. We feel that the output of the proposed technique (Figs. 3e and 4e)
are visually better with respect to the others.

‘Image 1’ is considered for light fog whereas ‘Image 2’ has intense fog. Our
proposed result reveals more information with a clear view of the scene in both cases
compared to the other techniques.

Quantitative performance analysis of different techniques is carried out by eval-
uating the quality metrics. Tables 1 and 2 show the numerical values of the quality
metrics of different algorithms. The value implies that the proposed technique per-
forms better in terms of quality metrics with respect to other recent techniques.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 2 Image ‘juluk’: a Foggy image, b Transmission map, c Refined map, d Restored LL band,
e Sharp LH band, f Sharp HL band, g defogged result, h Contrast-enhanced defogged result

(a) (b) (c) (d) (e)

Fig. 3 ‘Image 1’: a Foggy image, b He et al. [1], c Fattal [5], d Tripathy and Mukhopadhyay [4],
e Proposed result

(a) (b) (c) (d) (e)

Fig. 4 ‘Image 2’: a Foggy image, b He et al. [1], c Fattal [5], d Tripathy and Mukhopadhyay [4],
e Proposed result
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Table 1 Comparison of CG and AQI of previous methods with the proposed method

Method He et al. [1] Tripathy and
Mukhopadhyay
[4]

Fattal [5] Proposed

Metrics CG AQI CG AQI CG AQI CG AQI

‘Image1’ 0.08 0.0030 0.11 0.0047 0.04 0.0059 0.18 0.0084

‘Image2’ 0.02 0.0118 0.16 0.0125 0.02 0.016 0.16 0.0171

Table 2 Comparison of CIE of previous methods with the proposed method

Method He et al. [1] Tripathy and Mukhopadhyay [4] Fattal [5] Proposed

Metric CIE CIE CIE CIE

‘Image1’ 7.431 7.572 7.584 7.715

‘Image2’ 5.133 7.680 6.335 7.748

5 Conclusions

This article proposes a novel image defogging algorithm which can reduce the fog
from the image by preserving the contrast and color information. In the proposed
method, dark channel prior method along with guided filter is applied to LL band
in wavelet domain of the foggy image for removing the fog and unsharp masking is
applied to LH and HL bands for improving the sharpness of the image. The defogged
image is retrieved by performing inverse wavelet transform on the processed wavelet
coefficients. Finally, the improveddefogged image is generated through local contrast
enhancement on the defogged image. The performance of the proposed algorithm
is compared with some recent image defogging techniques through qualitative and
quantitative evaluation of the outputs. The outputs show the proposed technique
provides a better result with respect to the other recent techniques.
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New Approach to Image Segmentation
Based on Neighborhood-Influenced
Fuzzy C-Means Clustering

Samiran Kr. Banik, Tiyasa Chakraborty and Debashis Nandi

Abstract In recent years, accurate segmentation of images is a very challenging task
for image processing applications. Image segmentation can also be stated as clus-
tering problem in which image pixels are clustered according to the homogeneity
of their feature values. Crisp K-means clustering algorithm can achieve the solu-
tion of this problem. But it is not suitable for coinciding partition and it is unable
to handle noisy data. Fuzzy form of C-means clustering can manage overlapping
partition problem, but traditional FCM is also sensitive to noise pixels. In this paper,
neighborhood-influenced Fuzzy C-means (NFCM) algorithm is proposedwhere spa-
tial neighborhood information of pixels is incorporated with the traditional fuzzy
c-means algorithm. NFCM is giving more accurate segmentation result compared to
hard c-means and fuzzy c-means based segmentation techniques.

Keywords Image segmentation · K-means · FCM · Neighborhood-influenced
fuzzy C-means

1 Introduction

Image segmentation is a procedure that splits an image into meaningful non-
overlapping sections depending upon some uniformity or similarity measure [1–3].
This is very useful in diverse applications like geographical information system,
remote sensing, medical image processing, computer vision, and other image analy-
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sis applications. Image segmentation also can be defined as a clustering problem [4],
where segmentation is achieved in terms of cluster of pixels that ‘belong together’ [5].
Different clustering techniques are there that are mainly driven by bivalent or mul-
tivalued logic which comprises crisp or hard clustering and fuzzy or soft clustering
[16–18].

In hard K-means clustering, data points are assigned into K number of clusters
where K is pre-assigned integer value. Each cluster has a centroid point or cluster
representative such as the centroid of jth cluster is denoted as Cj. The ith element
to be assigned into a cluster is expressed by a feature vector Zi. The centroid values
are updated iteratively to minimize the objective function. The assignment of data
points is done depending upon the lowest distance between Zi to centroids. Thus, the
objective function of hard K-means is furnished based on the total variance of data
points to its corresponding centroids [6].

OBJKmeans �
n∑

i�1

M∑

k�1

dis(Ck ,Zi) (1)

where n is the total number of data points, M is the total number of clusters, and
dis(Ck, Zi) is indicating the traditional Euclidian distance between data point Zi to
its corresponding cluster centroid Ck. But K-means is not appropriate for noisy data
value or coinciding partitioning problem. Tomanage those problems, fuzzy C-means
clustering is beneficial [7–9].

In real applications, where no crisp or hard boundaries are present between clus-
ters, fuzzy clustering is often fit in those circumstances. In the FCM algorithm, the
data items are assigned tomore than one cluster associatedwith some values between
0 and 1 known asmembership values or ‘degree of belongingness’ [10]. The objective
function of traditional fuzzy C-means is written as follows [11]:

OBJFCM �
n∑

i�1

M∑

j�1

μ
η

ijdis
(
cj, zi

)
(2)

Here, μij indicates the membership value of ith data point (i.e., Zi) for jth cluster
(i.e., Cj) and the term η is fuzziness controller or fuzzifier. Each membership value
μij lies between the closed interval 0–1. For a particular data point, the summation
of membership values associated with all clusters is equal to 1. The summation of
membership values of all data points for a particular cluster lies between the open
interval 0–n. Image segmentation using fuzzy clustering procedure delivers a mean
of categorizing pixel data values with a great scope of accuracy [12].

To achieve efficient image segmentation, several research approaches have been
introduced by modifying the conventional FCM algorithm. Many researchers have
spoken about the effectiveness by modifying the objective function and/or member-
ship function of the FCM. Among them, one popular approach is the integration of
spatial constraints [13–15].
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In this paper, we use a new version of Fuzzy C-means clustering for image seg-
mentation by incorporating spatial information. Instead of using traditional objective
function of fuzzy c-means, neighborhood-influenced objective function is consid-
ered. Accordingly, centroid and membership updating equations are also modified.

2 Proposed Method

In this study, a new approach named as neighborhood-influenced Fuzzy C-means
(NFCM) is introduced for image segmentation by considering spatial information
(Fig. 1).

Here, the objective function of conventional FCM is modified by incorporating
the neighborhood influence within it.

OBJNFCM �
n∑

i�1

M∑

j�1

μ
η

ijdis
(
cj, zi

)
+ χψ (3)

The first part of the above equation is similar to ordinary FCM and the second part
includes two new factors in which χ is denoted as neighborhood influence controller
and ψ represents the neighborhood influence. The term ψ is formulated as follows:

ψ �
n∑

i�1

m∑

j�1

μ
η

ij

⎡

⎣ 1

|Nbi|
|Nbi |∑

p�1

dis
(
cj, xp

)
⎤

⎦ (4)

where |Nbi | is the number of neighbor associated to ith data point, i.e., Zi and xp
denotes pth neighbor of Zi. Themembership function and centroids are alsomodified
as

μij � 1

∑M
r�1

[[
dis(cj,zi)+χ.

[
1

|Nbi |
∑|Nbi |

p�1 dis(cj,xp)
]

dis(cr ,zi)+χ.
[

1
|Nbi |

∑|Nbi |
p�1 dis(cr ,xp)

]

]] 2
η−1

For l ≤ k ≤ M ;
1 ≤ i ≤ n

(5)

Fig. 1 Block diagram of the proposed methodology
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cj.new �
∑n

i�1 μ
η

ij(zi + χ.
[

1
|Nbi |

∑|Nbi |
p�1 dis

(
cj.old , xp

)]
)

(1 + χ)
∑n

i�1 μ
η

ij

For 1 ≤ j ≤ M (6)

Algorithm NFCM:

Step 1: Initialize fuzzy partitioning matrix μ in random manner, χ as 1, η as 2.
Step 2: Calculate Centroid using Eq. (6)
Step 3: Update Membership using Eq. (5)
Step 4: Calculate Objective function OBJNFCM
Step 5: If

∥∥(OBJNFCM )it+1 − (OBJNFCM )it
∥∥ < ε then Stop

Otherwise, return to step 2.

where it denotes present iteration number and ε is small threshold value taken as
0.001 for the convergence of the algorithm.

3 Result

In this section, we describe the experimental results where three different images are
taken for testing of those image segmentation algorithms. K-means and conventional
FCM-based segmentation algorithms are also applied to those test images along with
NFCMsegmentation algorithm.TheResults are presented as follows inwhichNFCM
gives a much better result than other also in visual perspective (Table 1).

Table 1 Comparing NFCM with FCM and K-means based segmentation Algorithm

Original 
Image 

NFCM 
segmentation 

algorithm

FCM  
segmentation 

algorithm

KM 
segmentation 

 algorithm 
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4 Performance Analysis

Numerous performance metrics have been defined in recent years for measuring the
performance of an image segmentation algorithm. In this study, sensitivity, efficiency,
and accuracy are computed for NFCM, FCM based, and K-means based segmenta-
tion methods. Subsequently, algorithms are compared to each other based on those
computed values (Figs. 2 and 3 and Table 2).

Fig. 2 Analysis of
segmentation accuracy (%)

Fig. 3 Analysis of
segmentation efficiency (%)

Table 2 Performance Analysis of NFCM, FCM based and K-means based image segmentation
algorithm

Original image NFCM
algorithm

FCM
algorithm

KM
algorithm

Image 1 Sensitivity 0.21 0.32 0.41

Accuracy 0.9796 0.9661 0.9213

Efficiency 0.9194 0.9085 0.8493

Image 2 Sensitivity 0.31 0.42 0.44

Accuracy 0.9811 0.9417 0.9368

Efficiency 0.9186 0.8513 0.8485

Image 3 Sensitivity 0.28 0.4 0.36

Accuracy 0.9885 0.9171 0.9220

Efficiency 0.9406 0.8724 0.8758
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5 Conclusion

In this paper, a new method for segmentation of object region is proposed based on
neighborhood-influenced FCM. Influence of neighbor pixels makes the clustering
robust to the noise as the spatial information is accounted for calculation of mem-
bership and centroid values along with objective function. This proposed algorithm
is compared with conventional FCM based and K-means based image segmentation
techniques. The tabulated result shows that proposed NFCM algorithm outperforms
FCM and K-means based segmentation methods.
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Morphological Change Detection
in Terror Camps of Area 1 and 2 by Pre-
and Post-strike Through MOAB: A

Amit Kumar Shakya, Ayushman Ramola, Akhilesh Kandwal, Prag Mittal
and Rishi Prakash

Abstract Change Detection (CD) techniques have emerged out as an effective tool
to monitor various positives and negatives aspects of any event, whether these events
are related to the development or destruction of human civilization. These techniques
provide us binary (Yes–No) and detailed information about various types of statistical
changes that get developed in the land cover after any event. In this context, MOAB
(Mother ofAllBomb) strike on Islamic Statemilitants inAchin,District ofNangarhar
province, Afghanistan can be referred as a step taken to establish peace and stability
in that disturbed region. Here, the morphological changing conditions are analysed
by the texture based post classification CD technique by comparing the second-order
statistics of pre-strike and post-strike images of Area 1 andArea 2. A novel technique
to compute circular texture varying from 0° to 360° is fused with Decorrelation
Stretcher (DS) technique. The possible hideouts of the terrorist before the strike and
demolished structures after strike are highlighted by colour processing inRed, Green,
and Blue (RGB) band forms. Quantification of the texture features along with visual
interpretation through DS establishes a pattern in the changing texture features of
the land cover in the affected areas.

Keywords Change detection · MOAB · Circular texture · Decorrelation
stretcher · Colour processing

1 Introduction

CD from the Earth environment is an important area of investigation right from
the beginning of human civilization. Nowadays, these investigation techniques have
crossed their conventional limits and are also playing a very important role in the field
of defence and security. Today, World’s powerful nations are working on upgrading
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their military satellite communication systems skills to have an eye to counter global
terrorism. Terrorism has now become a global threat to World economic, social
and cultural structure. Iraq, Afghanistan, Nigeria, Pakistan, and Syria are the World
top five countries affected by terrorist activities [1]. The attack on the World Trade
Centre [2], on November 13, 2015, Paris attack [3] of 2008, and Mumbai attack
[4] are some of the major terrorist incidents happened across the World in the last
decades. Afghanistan ranks second in the list with Global terrorism index (GTI)
with a score of 9,444, and shows an increase of (+0.229) in the various forms of
terrorist activities from 2015 to 2016. Our country score in terms of GTI was 7,484
showing a decline of (−0.059) [1]. The terrorist activities across the Globe have cost
a tremendous loss of innocent human life and imposed unnecessary financial burdens
on the World economy. The funds which were to be used for feeding the hungry and
poor are now being invested in the security and weaponry.

1.1 Background of Mother of All Bombs (MOAB)

TheMOAB is technically known asMassiveOrdnanceAir Blast. It was developed by
the United States Air Defence expert, A. L. Weimorts for the United States Military.
Till today, it is the World biggest non-nuclear weapon, designed to deliver from
MC-130 Hercules aircraft [5] (Fig. 1).

Fig. 1 Pictorial
representation of attack by
MOAB
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2 Change Detection Through Second-Order Statistical
Parameters

CD from the satellite images has found a lot of applicability in the field of remote
sensing. Techniques like deep learning through the artificial neural network (ANN)
[6], object-based CD [7], image fusion CD [8], and grey level co-occurrence matrix
(GLCM) [9] are widely used for detecting changes in the land cover. Here, a novel
version of GLCM is used by computing texture features (TF) along 0°–360°. GLCM
was invented by Haralick [10]. He proposed 14 different statistical features related
to texture classification. These features are gathered in the category of contrast,
correlation, energy, homogeneity, sum-average, sum-variance, homogeneity, sum
entropy, image contrast, correlation measures, andmaximum correlation coefficients
[10]. These features are further grouped into four different categories by scientist
Gotlieb [11]. These categories include measures of correlation, entropy, statistical
parameters, and visual characteristics of texture.

Let an image contain ‘m’ numbers of rows and ‘n’ number of the column is
expressed as I (m, n). Then, the total number of pixels under consideration is (m × n).
Pp is the pixel position in (m × n) image matrix, where (1 × 1) is the first pixel and
(m × n) is the last image pixel. Now, the TF responsible for the visual variation of
the images is computed through GLCM, usually, the GLCMof an image is computed
along four different directions but we have extended the orientation area and com-
puted GLCM features along eight directions. The eight directions are represented in
form of eight angles, i.e., (0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, 315◦) (Fig. 2).

These variations are evaluated on the basis of changes in the pixel values. Four
textural features responsible for the change in visual interpretation are contrast, cor-
relation, energy, and homogeneity, they are expressed mathematically as under.

Fig. 2 Diagrammatic
representation of different
directions
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1. Contrast
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Pp�m×n∑

Pp�1×1

×d2
g ×

⎧
⎨

⎩

Pp�m×n∑

Pp�1×1

Pp�m×n∑

Pp�1×1

I (m, n)

⎫
⎬

⎭ (1)

where |m − n| � d2
g , this indicates the difference in the grey levels of image, pixels.

2. Correlation

fm �
∑m

Pp�1

∑n

Pp�1

(m, n)I (m, n) − μrμc

σrσc
(2)

where μr , σr and μc, σc represents mean and standard deviation of row and column
respectively. Pp is the position of the pixel in the image. The range of the normalize
correlation is in between [−1, 1].

3. Energy

fm �
m∑

Pp�1

×
n∑

Pp�1

|I (m, n)|2 (3)

This feature provides us mean squared value of the image pixel. This feature is
also known as Angular Second Moment (ASM), and the normalize range lies in the
interval [0, 1].

4. Homogeneity

fm �
∑m

Pp�1

∑n

Pp�1

1

1 + (m − n)2
× I (m, n) (4)

This feature is also known as Inverse Difference Moment (IDM). The normalize
value of this feature lies in the range [0, 1].

3 Experimental Results

In this experiment, we have included Area 1 and Area 2 of terrorist hideout which
was severely damaged by the MOAB explosion (Figs. 3 and 4).

Now, the TF is calculated for the pre- and post-images of Area 1 and Area 2 for
(0◦, 45◦, 90◦, 135◦, 180◦, 225◦, 270◦, 315◦) directions following a circular pat-
tern (Tables 1, 2, 3 and 4).
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Fig. 3 Area 1 (Yellow) and Area 2 (Green) under the explosion impact

(a) (b)

Fig. 4 a, b Pre-Strike image acquired on 10, November 2016 and Post-strike image acquired on
14, April 2017

Table 1 Variation in the texture features of the pre-strike image of Area 1

TF d 0 D 45 D 90 D 135 D 180 D 225 D 270 D 315 D

Con# d � 1 0.2739 0.4200 0.5362 0.6660 0.7831 0.8896 0.9850 1.0719

Corr# 0.9654 0.9469 0.9321 0.9156 0.9008 0.8873 0.8752 0.8642

E# 0.1465 0.1220 0.1094 0.1016 0.0960 0.0918 0.0886 0.0859

H# 0.9154 0.8617 0.8288 0.8061 0.7885 0.7745 0.7630 0.7533

Con# d � 2 0.4137 0.6691 0.7987 0.8954 1.0312 1.1525 1.2625 1.3629

Corr# 0.9478 0.9153 0.8987 0.8862 0.8690 0.8535 0.8396 0.8268

E# 0.1330 0.1093 0.0979 0.0911 0.0864 0.0829 0.0801 0.0778

H# 0.8877 0.8305 0.7973 0.7747 0.7577 0.7443 0.7333 0.7238

Con# d � 3 0.2520 0.4764 0.6010 0.6727 0.7921 0.9018 1.004 1.0916

Corr# 0.9682 0.9398 0.9241 0.9149 0.8998 0.8859 0.8735 0.8620

E# 0.1456 0.1206 0.1073 0.0992 0.0936 0.0893 0.0861 0.0835

H# 0.9157 0.8618 0.8276 0.8039 0.7857 0.7708 0.7590 0.7491

Con# d � 4 0.4391 0.7263 0.8708 0.9734 1.1137 1.2407 1.3571 1.4658

Corr# 0.9446 0.9080 0.8896 0.8764 0.8585 0.8424 0.8277 0.8139

E# 0.1303 0.1069 0.0966 0.0902 0.0856 0.0818 0.0789 0.0765

H# 0.8809 0.8223 0.7909 0.7697 0.7533 0.7393 0.7280 0.7182
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Table 2 Variation in the texture features of the post-strike image of Area 1

TF D 0 D 45 D 90 D 135 D 180 D 225 D 270 D 315 D

Con# d � 1 0.1770 0.3148 0.3677 0.3974 0.4473 0.4896 0.5262 0.5593

Corr# 0.9609 0.9304 0.9186 0.9118 0.9007 0.8913 0.8831 0.8757

E# 0.2112 0.1853 0.1716 0.1630 0.1571 0.1527 0.1493 0.1465

H# 0.9335 0.8917 0.8673 0.8504 0.8380 0.8282 0.8206 0.8140

Con# d � 2 0.3148 0.5552 0.6090 0.5819 0.6330 0.6746 0.7101 0.7421

Corr# 0.9302 0.8763 0.8641 0.8693 0.8577 0.8482 0.8401 0.8328

E# 0.1921 0.1685 0.1576 0.1510 0.1463 0.1427 0.1400 0.1377

H# 0.9023 0.8574 0.8352 0.8208 0.8095 0.8006 0.7940 0.7884

Con# d � 3 0.2228 0.4109 0.4807 0.4826 0.5307 0.5700 0.6046 0.6365

Corr# 0.9508 0.9090 0.8935 0.8927 0.8819 0.8732 0.8654 0.8583

E# 0.2048 0.1784 0.1653 0.1573 0.1521 0.1482 0.1451 0.1425

H# 0.9248 0.8803 0.8562 0.8402 0.8284 0.8194 0.8119 0.8056

Con# d � 4 0.3099 0.5506 0.6085 0.5847 0.6372 0.6811 0.7210 0.7587

Corr# 0.9313 0.8773 0.8642 0.8687 0.8569 0.8469 0.8379 0.8294

E# 0.1938 0.1705 0.1587 0.1516 0.1469 0.1432 0.1402 0.1379

H# 0.9047 0.8605 0.8374 0.8222 0.8111 0.8019 0.7943 0.7881

Table 3 Variation in the texture features of the pre-strike image of Area 2

TF d 0 D 45 D 90 D 135 D 180 D 225 D 270 D 315 D

Con# d � 1 0.2738 0.4054 0.5221 0.6441 0.0768 0.8612 0.9580 1.0483

Corr# 0.9530 0.9302 0.9100 0.8889 0.8695 0.8514 0.8347 0.8191

E# 0.1160 0.0932 0.0819 0.0752 0.0705 0.0668 0.0639 0.0615

H# 0.9110 0.8556 0.8214 0.7982 0.7801 0.7652 0.7528 0.7423

Con# d � 2 0.4122 0.6451 0.7606 0.8374 0.9609 1.0738 1.1793 1.2782

Corr# 0.9291 0.8885 0.8683 0.8547 0.8332 0.8136 0.7954 0.7782

E# 0.1040 0.0834 0.0734 0.0673 0.0629 0.0595 0.0567 0.0545

H# 0.8826 0.8259 0.7922 0.7688 0.7500 0.7344 0.7209 0.7094

Con# d � 3 0.2644 0.4980 0.6231 0.6925 0.8113 0.9193 1.0183 1.1094

Corr# 0.9546 0.9143 0.8928 0.8806 0.8601 0.8415 0.8245 0.8088

E# 0.1147 0.0911 0.0790 0.0719 0.0668 0.0629 0.0599 0.0575

H# 0.9887 0.8505 0.8137 0.7886 0.7686 0.7522 0.7386 0.7271

Con# d � 4 0.4477 0.7284 0.8799 0.9839 1.1314 1.2670 1.3941 1.5130

Corr# 0.9230 0.8741 0.8477 0.8292 0.8036 0.7801 0.7580 0.7374

E# 0.1001 0.0792 0.0698 0.0639 0.0598 0.0565 0.0539 0.0517

H# 0.8719 0.8107 0.7767 0.7530 0.7343 0.7188 0.7053 0.6937
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Table 4 Variation in the texture features of the post-strike image of Area 2

TF d 0 D 45 D 90 D 135 D 180 D 225 D 270 D 315 D

Con# d � 1 0.2007 0.3740 0.4873 0.5733 0.6641 0.8529 0.9327 1.0044

Corr# 0.9707 0.9453 0.9287 0.9161 0.9028 0.8974 0.8878 0.8791

E# 0.1276 0.1073 0.0972 0.0906 0.0858 0.0928 0.0902 0.0880

H# 0.9182 0.8682 0.8382 0.8166 0.7997 0.7794 0.7684 0.7592

Con# d � 2 0.3537 0.6492 0.7829 0.8176 0.9099 1.1175 1.1950 1.2631

Corr# 0.9481 0.9040 0.8843 0.8791 0.8654 0.8643 0.8549 0.8466

E# 0.1131 0.0953 0.0865 0.0812 0.0775 0.0871 0.0851 0.0834

H# 0.8834 0.8308 0.8014 0.7818 0.7666 0.7517 0.7423 0.7342

Con# d � 3 0.2658 0.5118 0.6500 0.7082 0.9171 1.0101 1.0920 1.1645

Corr# 0.9611 0.9247 0.9044 0.8957 0.8891 0.8778 0.8678 0.8590

E# 0.1228 0.1020 0.0921 0.0859 0.0925 0.0897 0.0874 0.0856

H# 0.9065 0.8516 0.8205 0.7989 0.7758 0.7633 0.7528 0.7442

Con# d � 4 0.3642 0.6859 0.8479 0.9038 1.1670 1.2752 1.3720 1.4623

Corr# 0.9465 0.8986 0.8747 0.8664 0.8584 0.8453 0.8335 0.8225

E# 0.1131 0.0959 0.0876 0.0821 0.0885 0.0856 0.0833 0.0813

H# 0.8812 0.8276 0.7976 0.7762 0.7511 0.7384 0.7278 0.7183

Notations Con# � Contrast, Corr# � Correlation, E# � Energy, H# � Homogeneity, d � distance,
D � Degree

3.1 Comparative Plot for Pre and Post-strike Texture Feature
Variations for Area 1

See Fig. 5.

3.2 Comparative Plot for Pre and Post-strike Texture Feature
Variations for Area 2

See Fig. 6.

3.3 Image Enhancement Using Decorrelation Stretcher (DS)

Decorrelation stretcher is an image enhancement process through which the colour
qualities of the images are improved for better visualization [12]. It is considered as
an effective technique for satellite image enhancement (Figs. 7 and 8).
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Fig. 5 Area 1 a Pre strike
Con# b Post strike Con#
c Pre strike Corr# d Post
strike Corr# e Pre strike E#
f Post strike E# g Pre strike
H# h Post strike H#

(a) (b)

(c) (d)

(e) (f)

(g) (h)

3.4 Colour Maps Through Decorrelation Stretcher

In the pre-strike image of Area 1 terrorist camps are represented by red squares, these
are covered with trees and shrubs due to which they are not easy to get monitored
by the satellite system. After the explosion, the morphology of the area suggests
complete destruction shown in Fig. 9b.

In the pre-strike image of Area 2 terrorist camps can be seen close to the river
bank but soon after the explosion, this area also got completely destroyed (Fig. 10).

Finally, it is concluded that initially, the TF contrast has increased whereas texture
features correlation, energy, and homogeneity have decreased. This pattern is shown
in Fig. 11 which is obtained by the GLCM features average values.
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Fig. 6 Area 2 a Pre strike
Con# b Post strike Con#
c Pre strike Corr# d Post
strike Corr# e Pre strike E#
f Post strike E# g Pre strike
H# h Post strike H#

(a) (b)

(c) (d)

(e) (f)

(g) (h)

(a) (b) (c) (d)

Fig. 7 Area 1 a RGB scatter plot of pre-strike image. b RGB scatter plot of pre-strike image after
applying DS. c RGB scatter plot of post-strike image. d RGB scatter plot of post-strike image after
applying DS

4 Conclusion

The proposed scheme of the CD provides us information in term of quantitative and
visual parameters. This method of texture classification through GLCM provides
detailed information about second-order statistical parameter changes. The Area 1
and Area 2 were severely damaged during the explosion due to which severe change
in the texture of the LC has occurred. DS proves to be an effective technique for the
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(a) (b) (c) (d)

Fig. 8 Area 2 a RGB scatter plot of pre-strike image. b RGB scatter plot of pre-strike image after
applying DS. c RGB scatter plot of post-strike image. d RGB scatter plot of post-strike image after
applying DS

Fig. 9 a Pre-strike DS
image for Area 1.
b Post-strike DS for image
Area 1

(a) (b)

Fig. 10 a Pre-strike DS
image for Area 2.
b Post-strike DS for image
Area 2

(a) (b)

Fig. 11 Pattern obtained in
the texture features
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image enhancement. The main advantage of this technique is easy to implement and
reliable. The shortcoming of this technique can be the interpretation of the changing
pattern with low-resolution satellite images and which can be an area of investigation
for further research.
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Morphological Change Detection
in Terror Camps of Area 3 and 4 by Pre-
and Post-strike Through MOAB: B

Amit Kumar Shakya, Ayushman Ramola, Akhilesh Kandwal, Prag Mittal
and Rishi Prakash

Abstract Change Detection (CD) techniques have attracted researcher to monitor
the changes in the land use and land cover. These techniques provide us binary as
well as detailed information about various types of changes. In the part A, we have
monitored the textual changes that have occurred in the land cover of Area 1 and
Area 2 due to MOAB (Mother of All Bombs) bombing. Here, we have continued
the approach to identify the pattern of the changing texture of Area 3 and Area 4.
Here, we have evaluated the GLCM (Gray level co-occurrence matrix) features of
the land cover, followed by image enhancement using Decorrelation stretcher (DS).
Later, through DS images terrorist locations are identified and highlighted. Finally,
the patterns of the changing texture provide information about changes that have
occurred in the texture features (TF) of the land cover.

Keywords Change detection · Mother of all bomb · Gray level Co-occurrence
matrix · Decorrelation stretcher · Texture features

1 Introduction

Earth observation is an important area of investigation right from the beginning
of human civilization [1]. This intentionally gives rise to the development of sev-
eral CD techniques. Nowadays, CD techniques are classified into two streams pre-
classification CD and post-classification CD [2]. The pre-classification techniques
provide us only binary information about changes, but post-classification techniques
provide us detailed information about several types of changes like change in tex-
ture, tone, pattern, etc. Pre-classification techniques are pixel-based CD technique
whereas post-classificationCD techniques are both pixel-based and object-basedCD.
Pre-classification techniques include image differencing [3], image ratio [4], change
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vector analysis [5], vegetation index differencing [6], and principal component anal-
ysis [7]. Post-classification CD techniques include machine learning [8], multi-date
classification [9], GIS-based CD technique [10], GLCM-based CD technique [11],
and deep learning [12]. Here, we are using GLCM based post-classification tech-
nique to identify the pattern of the changing texture of Area 3 and Area 4, which
got devastated by the MOAB explosion. We have analyzed the change in the texture
pattern through changes in the texture features, i.e., contrast, correlation, energy,
and homogeneity, which are texture visual features. Later, through DS images, we
have identified exact locations of the terrorist camps which are highlighted through
RGB, color scheme. Finally, the average of GLCM features is computed to detect
the pattern of change developed in the land cover through bombarding in the region.

2 Methodology for Working of GLCM (Gray Level
Co-occurrence Matrix)

GLCM was invented by scientist Haralick, and he proposed 14 features for texture
classification. Later, another scientist C.C Gotlieb classified these features into 4
different groups, based on correlation, entropy, statistical parameters, and visual
characteristics of texture.

Now, Fig. 2 shows how to create GLCM from the input image shown in Fig. 1.
Let an image ‘i’ of dimension (6× 6) is to be converted into a GLCM image, then the
procedure followed will be ‘one pixel immediately to the right’. The newly created
image after applying GLCM is shown in Fig. 2.

The GLCM for the image is usually calculated across four directions, we have
calculated GLCM across eight directions. These directions are North, South, East,
West, Northeast, Northwest, Southeast, and Southwest. The Offsets combinations
for these directions are shown in Table 1.

Fig. 1 Input image ‘i’
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Fig. 2 GLCM obtained
from input image ‘i’

Table 1 Offsets combination along with the angle and distance orientations

Sl.
no.

Offset Angle
0°

Angle
45°

Angle
90°

Angle
135°

Angle
180°

Angle
225°

Angle
270°

Angle
315°

1 [0, D] [0, 1] [0, 2] [0, 3] [0, 4] [0, 5] [0, 6] [0, 7] [0, 8]

2 [−D,
D]

[−1, 1] [−2, 2] [−3, 3] [−4, 4] [−5,5] [−6, 6] [−7, 7] [−8, 8]

3 [−D,
0]

[−1, 0] [−2, 0] [−3, 0] [−4, 0] [−5, 0] [−6, 0] [−7,0] [−8, 0]

4 [−D,
−D]

[−1, 1] [−2, −
2]

[−3, −
3]

[−4, −
4]

[−5, −
5]

[−6, −
6]

[−7,7] [−8, −
8]

Fig. 3 Area 3 and Area 4
under the explosion impact

3 Experimental Results

Now we have investigated the variation in the texture of Area 3 and Area 4, after
MOAB bombing (Figs. 3 and 4).

In Area 3, the bomb explosion has severely damaged the inner dimension of the
terrorist camps, buildings, and structures, but the outer dimensions of the terrorist
camps are not affected to a great extent. Finally, in Area 4, it also seems that the
terrorist compounds have retained their outer boundaries, but the inner structures of
the camps are destroyed. Now, the variations of the TF for the pre- and post-strike
images of area 3 and area 4 are evaluated (Tables 2, 3, 4 and 5).
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Table 2 Variation in the texture features for the pre-strike image of Area 3

TF d 0 D 45 D 90 D 135 D 180 D 225 D 270 D 315 D

Con# d � 1 0.3641 0.6476 0.9355 1.1833 1.3949 1.5806 1.7483 1.8994

Corr# 0.9516 0.9138 0.8756 0.8427 0.8146 0.7901 0.7679 0.7480

E# 0.0989 0.0788 0.0696 0.0641 0.0603 0.0573 0.0548 0.0529

H# 0.8730 0.8063 0.7683 0.7432 0.7247 0.7096 0.6972 0.6869

Con# d � 2 0.6413 1.0419 1.2504 1.5251 1.7624 1.9697 2.1519 2.3108

Corr# 0.9147 0.8611 0.8324 0.7957 0.7640 0.7364 0.7121 0.6909

E# 0.0889 0.0710 0.0632 0.0583 0.0548 0.0522 0.0502 0.0485

H# 0.8414 0.7759 0.7404 0.7159 0.6977 0.6827 0.6711 0.6609

Con# d � 3 0.4480 0.7757 0.9123 1.1352 1.3338 1.5129 1.6755 1.8213

Corr# 0.9404 0.8968 0.8779 0.8481 0.8215 0.7975 0.7757 0.7561

E# 0.1011 0.0800 0.0709 0.0651 0.0612 0.0582 0.0558 0.0539

H# 0.8791 0.8123 0.7760 0.7506 0.7317 0.7165 0.7041 0.6936

Con# d � 4 0.6897 1.1379 1.3700 1.6620 1.9156 2.3231 2.3231 2.4887

Corr# 0.9082 0.8483 0.8164 0.7740 0.7435 0.6892 0.6671 0.6671

E# 0.0860 0.0687 0.0612 0.0563 0.0527 0.0477 0.0460 0.0460

H# 0.8325 0.7665 0.7322 0.7076 0.6886 0.6602 0.6498 0.6498

Table 3 Variation in the texture features for the post-strike image of Area 3

TF d 0 D 45 D 90 D 135 D 180 D 225 D 270 D 315 D

Con# d � 1 0.3636 0.6752 1.3285 1.1236 1.3127 1.4780 1.6243 1.7513

Corr# 0.9439 0.8959 0.8268 0.7925 0.7977 0.7724 0.7402 0.7305

E# 0.0909 0.0702 0.0558 0.0559 0.0523 0.0497 0.0476 0.0459

H# 0.8616 0.7942 0.7224 0.7302 0.7112 0.6961 0.6833 0.6730

Con# d � 2 0.7110 1.0824 1.1906 1.5410 1.7122 1.8554 1.9762 2.0785

Corr# 0.8899 0.8316 0.8153 0.7595 0.7329 0.7108 0.6921 0.0763

E# 0.0785 0.0627 0.0616 0.0517 0.0489 0.0468 0.0451 0.0438

H# 0.8184 0.7551 0.7512 0.7003 0.6840 0.6710 0.6603 0.6510

Con# d � 3 0.5269 0.9317 1.2830 1.4026 1.4426 1.5825 1.7069 1.8155

Corr# 0.9187 0.8559 0.8004 0.7810 0.7756 0.7539 0.7345 0.7176

E# 0.0906 0.0699 0.0540 0.0568 0.0536 0.0511 0.0493 0.0478

H# 0.8558 0.7863 0.7151 0.7283 0.7116 0.6982 0.6879 0.0782

Con# d � 4 0.7144 1.2210 0.9056 1.6588 1.8644 2.0308 2.1656 2.2758

Corr# 0.8894 0.8105 0.8604 0.7411 0.7092 0.6834 0.6625 0.6456

E# 0.0776 0.0613 0.0611 0.0498 0.0470 0.0449 0.0435 0.0422

H# 0.8161 0.7502 0.7359 0.6913 0.6742 0.6606 0.6499 0.6411



Morphological Change Detection in Terror Camps … 269

Table 4 Variation in the texture features for the pre-strike image of Area 4

TF d 0 D 45 D 90 D 135 D 180 D 225 D 270 D 315 D

Con# d � 1 0.3332 0.5047 0.6485 0.7994 0.9341 1.0545 1.1604 1.2551

Corr# 0.9338 0.8992 0.8703 0.8401 0.8132 0.7892 0.7680 0.7491

E# 0.1261 0.0995 0.0878 0.0814 0.0772 0.0741 0.0718 0.0700

H# 0.8958 0.8338 0.7982 0.7754 0.7586 0.7454 0.7351 0.7266

Con# d � 2 0.5000 0.7963 0.9625 1.0674 1.0168 1.3483 1.4643 1.5635

Corr# 0.9004 0.8404 0.8066 0.7843 0.7542 0.7278 0.7044 0.6846

E# 0.1118 0.0897 0.0797 0.0742 0.0706 0.0679 0.0659 0.0643

H# 0.8630 0.8020 0.7671 0.7451 0.7291 0.7163 0.7059 0.6974

Con# d � 3 0.3323 0.6446 0.8449 0.9539 1.1109 1.2497 1.3725 1.4821

Corr# 0.9339 0.8716 0.8316 0.8087 0.7773 0.7495 0.7250 0.7031

E# 0.1205 0.0938 0.0821 0.0762 0.0723 0.0695 0.0673 0.0656

H# 0.8856 0.8181 0.7792 0.7555 0.7382 0.7247 0.7142 0.7051

Con# d � 4 0.5679 0.9470 1.1505 1.2753 1.4474 1.6037 1.7429 1.8676

Corr# 0.8864 0.8102 0.7688 0.7422 0.7076 0.6762 0.6482 0.6232

E# 0.1038 0.0821 0.0743 0.0700 0.0671 0.0647 0.0630 0.0616

H# 0.8435 0.7758 0.7441 0.7246 0.7100 0.6977 0.6880 0.6796

Table 5 Variation in the texture features for the post-strike image of Area 4

TF d 0 D 45 D 90 D 135 D 180 D 225 D 270 D 315 D

Con# d � 1 0.2924 0.5347 0.6875 0.8070 0.9326 0.0389 0.1317 0.2139

Corr# 0.9486 0.9058 0.8789 0.8577 0.8356 0.8168 0.8005 0.7860

E# 0.1058 0.0826 0.0732 0.0677 0.0642 0.0618 0.0599 0.0585

H# 0.8855 0.8224 0.7896 0.7668 0.7505 0.7383 0.7282 0.7199

Con# d � 2 0.4992 0.9081 1.0974 1.1495 1.2693 1.3715 1.4585 1.5354

Corr# 0.9117 0.8384 0.8048 0.7948 0.7734 0.7552 0.7396 0.7259

E# 0.0886 0.0712 0.0647 0.0612 0.0589 0.0573 0.0560 0.0548

H# 0.8392 0.7768 0.7482 0.7309 0.7182 0.7087 0.7008 0.6938

Con# d � 3 0.3890 0.7706 0.9952 1.0976 1.2253 1.3285 1.4202 1.5048

Corr# 0.9314 0.8635 0.8238 0.8052 0.7825 0.7642 0.7479 0.7329

E# 0.0964 0.0737 0.0662 0.0622 0.0598 0.0582 0.0568 0.0555

H# 0.8617 0.7891 0.7568 0.7374 0.7242 0.7144 0.7058 0.6979

Con# d � 4 0.5461 1.0142 1.2458 1.3260 1.4690 1.5917 1.6974 1.7928

Corr# 0.9035 0.8195 0.7784 0.7633 0.7378 0.7159 0.6970 0.6800

E# 0.0854 0.0685 0.0623 0.0590 0.0567 0.0550 0.0536 0.0523

H# 0.8292 0.7652 0.7358 0.7183 0.7046 0.6936 0.6846 0.6760

Notations Con# � Contrast, Corr# � Correlation, E# � Energy,H# � Homogeneity,D � Degree,
d � distance)
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Fig. 4 a, b Pre-strike image acquired on 10, November 2016 and post-strike image acquired on
14, April 2017

Fig. 5 Area 3 a Pre-strike
contrast b Post-strike
contrast c Pre-strike
correlation d Post-strike
correlation e Pre-strike
energy f Post-strike energy
g Pre-strike homogeneity
h Post-strike homogeneity

(a) (b)

(e) (f)

(g) (h)

(c) (d)

3.1 Comparative Plots for Pre- and Post-strike Texture
Feature Variations for Area 3

Now, we have plotted the variations that have occurred in the pre- and post-strike
images of Area 3 (Fig. 5).
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Fig. 6 Area 4 a Pre-strike
contrast b Post-strike
contrast c Pre-strike
correlation d Post-strike
correlation e Pre-strike
energy f Post-strike energy
g Pre-strike homogeneity
h Post-strike homogeneity

(a) (b)

(e) (f)

(g) (h)

(c) (d)

3.2 Comparative Plots for Pre- and Post-strike Texture
Feature Variations for Area 4

Now, we have plotted the variations that have occurred in the land cover features of
the pre- and post-strike images of Area 4 (Fig. 6).

3.3 Image Enhancement Using Decorrelation Stretcher (DS)

Here, we have applied the DS on the pre- and post-strike images of Area 3 and Area 4
to obtain a better visualization of the hidden terrorist camps. The scatter plot suggests
the variation of color before and after applying DS (Figs. 7 and 8).



272 A. K. Shakya et al.

(a) (b) (c) (d)

Fig. 7 Area 3 a RGB scatter plot of pre-strike image b RGB scatter plot of pre-strike image after
applying Decorrelation stretcher c RGB scatter plot of post-strike image d RGB scatter plot of
post-strike image after applying Decorrelation stretcher

(a) (b) (c) (d)

Fig. 8 Area 4 a RGB scatter plot of pre-strike image b RGB scatter plot of pre-strike image after
applying decorrelation stretcher c RGB scatter plot of post-strike image d RGB scatter plot of
post-strike image after applying decorrelation stretcher

(a) (b)

Fig. 9 a Pre-strike DS image of Area 3 b Post-strike DS image of Area 3

3.4 Change Maps Through Decorrelation Stretcher

In the Area 3, numbers of the terrorist camps are much larger than the Area 1 and 2,
the trees and shrubs are lying in between these areas. This area is the densest area in
term of urbanization as Fig. 9 a that suggests large numbers of urban structures are
lying close to each other making this area as the densest terrorist camp compared to
Area 1 and Area 2.

In the final Area 4, there are the more numbers of terrorist camps, compared to
Area 2 but less than Area 3. The terrorist’s establishment is mostly near the riverside.
Here, around 17–18 suspicious structures were present. The numbers of the trees
around the terrorist camps are also less in number as compared to the previous areas.
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Fig. 10 a Pre-strike DS
image of Area 4 b Post-strike
DS image of Area 4

(a) (b)

Table 6 Change pattern in texture features before and after strike

S. no Texture parameters Pre- strike Post-strike Change category

1. Contrast Low High Positive

2. Correlation High Low Negative

3. Energy High Low Negative

4. Homogeneity High Low Negative

This area is situated along the riverside, which can also be a way to exit during any
sought of attack (Fig. 10).

In the post-strike images, it is clearly visible that the roofs of the structure are
destroyed, but the walls remain in their positions. This area has got the least damage
compared to other areas.

4 Conclusion

Here we have concluded that the structural damage to the suspicious structures has
occurred, but not up to a greater extent. This is also concluded that among all the
areas, the area which is having the least impact, influence is Area 4 and the area
which is most affected by the explosion is Area 1. It is also concluded that the
contrast was initially less and after the strike, it becomes high, whereas the feature
correlation, energy, and homogeneity were initially high and later on they show
declination. When we are comparing pre-strike and post-strike areas as a single
event that changes have occurred in the features as a positive change and negative
change. Contrast has developed a positive change, while correlation, energy, and
homogeneity have developed negative change (Table 6).

Finally, the pattern that got developed in the texture features of the land cover
after applying GLCM can be concluded by the overlay plot shown in Fig. 11.

This approach of texture classification through GLCM parameters provides us a
useful quantification of the TF. Many other cases related to the terrorist activities can
also be monitored and investigated through this approach.
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Fig. 11 Texture features
changing pattern
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A Study of Digital Communication
over Generalized K-Fading Channels

Nibedita Das, Laishram Mona Devi, Suparna Goswami
and Aheibam Dinamani Singh

Abstract The Generalized K (KG) fading channels is currently taken as generic and
versatile model due to its accurate illustration of both large-scale fading (represented
by means of Gamma distribution) and small-scale fading (represented by means of
Nakagami-m distribution). For this model, a detailed performance of digital modu-
lations over KG fading channels is investigated. The exact closed form expressions
of outage probability and average symbol error rate over KG fading have been eval-
uated here. These expressions are calculated using probability distribution function
based method. The consequences of the different modulation methods and the fading
parameter k and m on the system performance have been presented. The numerical
results found are verified by Monte Carlo simulation.

Keywords ASER · Digital modulations · KG fading channels · Outage
probability · PDF

1 Introduction

The propagation of radio signals via wireless medium is a complex phenomenon
influenced by effects like multipath fading, shadowing, path loss, etc. Depending
upon the radio signal used, there are various types of models illustrating the analyt-
ical nature of multipath fading [1]. The focus of wireless communication receiver
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design is on removing the effect of small-scale fading. To mitigate the effect, the
main requirement is the accuratemathematicalmodeling of the communication chan-
nels. Generalized K is the composite Nakagami-Gamma distribution which closely
approximates Nakagami lognormal distribution [2]. K-fading is the special case of
Generalized K, and also it incorporates many of the fading and shadowing effects
found in wireless channels [3], which later can be mostly utilized in RADAR appli-
cations [4, 5]. In [6, 7], the probability density function (PDF), cumulative density
function (CDF), moments generating function (MGF), moments, and average Shan-
non’s channel capacity are derived for KG fading channels without diversity com-
bining, along with the outage probability and bit error probability for a great variety
of modulation formats [3]. In [8, 9], the capacity of KG fading channel is studied
for various adaptive transmission techniques. The performance of multihop links
and the performance of maximal ratio combining (MRC) receiver over KG fading
channels have been investigated in [10, 11]. Several works done on the performance
and capacity analysis over fading channels are found in literature. From literature
survey, it is noticed that for Generalized K-fading, the performance analysis is not
available for various coherent and noncoherent modulationmethods such as DBPSK,
4-FSK, Rect.QAM, etc. This extends the idea and motivation to work in the field of
performance of digital modulation methods over KG fading channels.

The latter part of the paper is written in the following order. In Sect. 2, the channel
and system have been elaborated. In Sect. 3, the performance calculation, i.e., the
outage probability and average symbol error rate (ASER) performance over KG

fading channel are carried out. The numerical results are discussed in Sect. 4. Lastly,
the conclusion part is done in Sect. 5.

2 Channel and System Model

The channel characteristics are considered as slow and frequency nonselective with
KG fading statistics. The expression of the received signal of the complex low pass
equivalent per symbol duration, Ts is shown in [12] as

r(t) � re jϕs(t) + n(t) (1)

where s(t) corresponds to the transmitted symbol having energy Es and n(t) is the
complex Gaussian noise with zero mean and two-sided power spectral density 2N0.
Random variable ϕ is the phase and r represents the KG distributed fading amplitude
whose SNR PDF is rewritten as [8]

fγ (γ ) � ηβ+1

2β�(m)�(k)
γ

β−1
2 Kα

(
η
√

γ
)
, (2)
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where fading parameter of KG fading channels are k and m with α � k − m, β �
k +m − 1, K(.) is the second kind modified Bessel function having order α and Γ (.)

is the Gamma function. In (2), η �
√

4km
γ

in which γ represents average SNR [8].

3 Performance Calculation of Generalized K-Fading

In this section, the ASER and outage probability over generalized K-fading have
been derived.

3.1 ASER

Using the expression of SNR PDF given in (2), the closed form expression of ASER
is calculated as follows [12]:

Pe(γ ) �
∞∫

0

Pe(ε/γ ) fγ (γ )dγ (3)

where Pe(ε/γ ) is the conditional symbol error rate for different modulation tech-
niques. The ASER calculated for coherent and noncoherent system are described
below.

3.1.1 Coherent Modulations

For coherent modulation schemes, the conditional symbol error rate can be written
as

Pe(ε/γ ) � aQ
(√

bγ
)
. (4)

The Q function is expressed in [12] as

Q
(√

bγ
)

� a

2π
�

(
1

2
,
bγ

2

)
(5)

where a and b are taken from [12] on the basis of modulation method used. Substi-
tuting Pe(ε/γ ) and fγ (γ ) in Eq. (3), the expression is rewritten as

Pe(γ ) � aηβ−t+0.5

√
π2β+t+0.5�(m)�(k)

α− 1
2∑

t�0

�(α + t + 0.5)

�(t + 1)�(α − t + 0.5)
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×
∞∫

0

x(
β−t+0.5)−1�−ηx�

(
1

2
,
bx2

2

)
dx (6)

The integral of Eq. (6) can be solved using [14] and final solution after simplifi-
cation is obtained as

Pe(γ ) �
(
b

2

) −β+t−0.5
2

⎛

⎜
⎜
⎝

�
[

β−t+2.5
2

]
P FQ

[{
β−t+0.5

2 ,
β−t+1.5

2

}
,
{
1
2 ,

β−t+2.5
2

}
,

η2

2b

]

β − t + 0.5

−
η�

[
β−t+2.5

2

]
P FQ

[{
β−t+1.5

2 ,
β−t+2.5

2

}
,
{
3
2 ,

β−t+3.5
2

}
,

η2

2b

]

(β − t + 1.5)
√

b
2

⎞

⎟⎟
⎠ (7)

where PFQ is a Hypergeometric function.

3.1.2 Noncoherent Modulation

The conditional symbol error rate for noncoherent modulation schemes is written as

Pe(ε/γ ) � a exp(−bγ ) (8)

where a and b are taken as given in [12]. Substituting Pe(ε/γ ) and fγ (γ ) into (3), it
is rewritten as

Pe(γ ) � a
√

π

�(m)�(k)

α− 1
2∑

t�0

∞∑

p�0

(−1)pηβ+p−t+0.5

p! 2β+t+0.5

�(α + t + 0.5)

�(t + 1)�(α − t + 0.5)

×
∞∫

0

γ

(
2β+2p−2t+1

4

)
−1

�−bxdγ (9)

The integral is solved using [13, (3.381.4)], the final expression is found as below

Pe(γ ) � a
√

π

�(m)�(k)

α− 1
2∑

t�0

∞∑

p�0

(−1)pηβ+p−t+0.5

p! 2β+t+0.5

�(α + t + 0.5)

�(t + 1)�(α − t + 0.5)

× b
−2β−2p+2t−1

4 �

(
2β + 2p − 2t + 1

4

)
(10)
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3.2 Outage Probability

A significant indicator of performance for wireless systems over various fading chan-
nels is outage probability. The Pout is the probability that the instantaneous received
SNR falls below the required threshold, γth [1], which is given below

Pout �
γth∫

0

fγ (γ )dγ (11)

The outage probability is calculated by using Eq. (11), i.e.,

Pout �
√

π

�(m)�(k)

α− 1
2∑

t�0

∞∑

p�0

(−1)pηβ+p−t+0.5

p! 2β+t+0.5

�(α + t + 0.5)

�(t + 1)�(α − t + 0.5)

×
γ∫

0

γ

(
2β+2p−2t−3

4

)

dγ (12)

The integration is solved using [13, (3.351.1)] and it is obtained as

Pout �
√

π

�(m)�(k)

α− 1
2∑

t�0

∞∑

p�0

(−1)pηβ+p−t+0.5

p! 2β+t−1.5(2β + 2p − 2t + 1)

�(α + t + 0.5)

�(t + 1)�(α − t + 0.5)

× γ

(
2β+2p−2t+1

4

)

(13)

4 Numerical Results and Discussions

The expressions found in Sect. 3 are numerically calculated and the results are plotted
for various values of k for the illustration purpose. Figures 1, 2, and 3 shows the plot
for ASER of various modulation methods and outage probability. Pout vs average
SNR (γ ) is plotted in Fig. 1. It is seen from the graph that as the value of k increases,
Pout decreases (i.e., outage probability performance improves). Moreover, the gap
among the curves reduces with the increase k value. It is because the increase in the
value of k signifies the amount severity of shadowing effect is less hence it represents
better channel. Likewise, Figs. 2 and 3 show the plot for average symbol error rate
versus γ for different coherent and noncoherent systems, respectively. The graph is
plotted for various k values. From Fig. 2, it is noticed that the performance of BPSK
is better than that of BFSK. The reason behind this is that the separation between the
message points is more in BPSK, which results in lesser amount of error probability
in presence of fading.
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Fig. 1 Outage probability of
KG fading channels

Fig. 2 ASER of coherent
method over KG fading
channels

The performance of ASER decays with the increase in order of modulations due
to the lesser distances among the message bits. For the higher order modulations at
the same time for a short duration of deep fading more numbers of bits will be in
error. Moreover, ASER performance of rect. QAM is inferior to that of 4-PSK. This
is because in QAM, message is stored in amplitude of the carrier where the signals
can be affected by fading and noise.

In Fig. 3, the ASER versus γ in dB for various noncoherent modulation methods
have been plotted. It is clear from the graph that the performance improves with
higher values of k. Here, the performance of DBPSK is more efficient than BFSK
since in DBPSK the message is stored in phase variation and in BFSK the message
is stored in frequency variation. As the noise can easily affect the frequency of the
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Fig. 3 ASER of
noncoherent method over KG
fading channels

Fig. 4 Comparison between
coherent and noncoherent
methods over KG fading
channels

signal, hence DBPSK performs superior to BFSK. But, the performance of 4-PSK
is very poor as compared to other modulation schemes.

The performance comparison of coherent BFSK and noncoherent BFSK is given
in Fig. 4. It shows that the ASER performance of coherent BFSK is better than
noncoherent BFSK. It is on the basis of perfect phase and frequency synchronization
of the coherent detection. For higher order modulation process also observation is
similar as above.
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5 Conclusions

The closed form expressions for outage probability, ASER for coherent and nonco-
herent modulation system over generalized K-fading have been derived. The expres-
sions are found by using PDF of output SNR of the system. The numerically calcu-
lated results are obtained for different values of k using Mathematica and validated
with Monte Carlo simulation.
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An Improved Genetic Algorithm Based
Solution to Vehicle Routing Problem
over OpenMP with Load Consideration

Rahul Saxena, Monika Jain, Aashis Kumar, Vidyanshu Jain, Tushar Sadana
and Siddharth Jaidka

Abstract Vehicle Routing Problem being a combinatorial class of problems has
implications in various areas and applications where traditional methods to find a
search space either fail or slow down especially in case of real time systems. Using
the most popular heuristic searching approach, Genetic Algorithm, there have been
solutions in the state of the art to the problems like Vehicle Routing, Traveling Sales
Person, etc. In this paper, a parallelized version of genetic algorithm has been pro-
posed for vehicle routing problem over OpenMP programming model. The problem
has been solved taking into consideration the constraint that congested cities of the
network have been pushed behind after obtaining a fit set of chromosomes in every
iteration so that as the time pass by the load sheds on the cities and we optimize in
terms of time as well. The concept can very well be mapped to the network routing
problem as well. Experimental results show that the efficiency of the proposedmodel
is high in comparison to the serial version where the machine certainly meets the
restrictions in terms of execution and processing power to get the intensive compu-
tations done as the number of cities or nodes in the network increases. Finally, the
paper sums up with the future endeavors of the problem with more complex con-
straints getting involved to fetch the best possible route and how parallel processing
must deliver such solutions.

Keywords Vehicle routing · Genetic algorithm · Parallel processing · OpenMP

1 Introduction

TravelingSalespersonProblem is a classicNP-hard combinatorial optimization prob-
lem to find shortest route for an N-vertices graph where each vertex gets visited
exactly once. With one of the most interesting problems in the field of graph the-
ory to be solved, TSP has find its implication in many real-world problems like crew
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scheduling, vehicle routing, connection decision problem for a PCB, andmanymore.
As a result, the problem has attracted many researchers and scholars to investigate
upon it and find its applicability to solve a real-world problem in a most comprehen-
sive way and manner. The problem has a number of problem solving approaches.
The document focusses on one of the solving strategy to VRP, by formulating the
problem in terms of another graph-based problem called Traveling Salesperson Prob-
lem (TSP) during processing. The VRP problem first appeared in a paper by George
Danzig and John Ramser in 1959. Vehicle Routing Problem determines the optimal
set of routes for a fleet of vehicles to traverse in order to deliver customer demands
where each customer demand is fulfilled exactly once and the vehicles starts and
ends at the same station/depot. The main components of VRP are depots, customers,
vehicles, and routes. In this paper, we have considered the solution for a single vehi-
cle however the same approach can be extended for a fleet of vehicles. To calculate
the optimal solution in vehicle routing problem is a NP-hard problem and is a gen-
eralization of traveling salesman problem. Figure 1 shows the example of graph of
vehicle routing problem. It depicts the optimized routes represented with a complete
graph G (V, E).

Decision will be based on value of xi,j, i.e., if vehicle x travels from node i to node
j, xi.j � 1 else xi.j � 0. In simple words, the problem can be viewed as covering all
vertices of a graph starting from a source vertex exactly once with minimum cost of
traversing the nodes. There have been solutions in the state of the art with respect
to the problem in the past but genetic algorithm based solutions to find a solution
search space have gained popularity due to combinatorial nature of the problem
which increases the number of routes to be tested by the factor of the factorial value
of the number of nodes. In such cases, exact solution cannot be achieved as the
machine reaches its computational limitations. GA-based solutions making a trade-
off with the solution accuracy to a legible extent achieve the desired task. In fact,
for real-time applications, the approach performs quite well. In this paper, we have
worked out the problem using the same concept. A parallel version of GA algorithm
has been utilized to further enhance the efficiency of the proposed solution in terms

Fig. 1 Graphical
representation of a vehicle
routing scenario
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of execution time. But it is interesting to note that always finding the optimum path
or route based on the cost-distance metric is not sufficient. If any route has high
congestion or high traffic, no matter the path is optimum, the busyness of the route
may hamper the performance. So with an added constraint, the proposed solution
identifies the congested nodes of the network, and in the final solution pushes the
congested city two to three nodes back in order to optimize for time as pushing gives
the time to the node to shed off the load or the traffic and thus the request can be
processed quick.

The upcoming sections of the paper guide the flow to approach the problem.
Section 1 presents a general introduction to the problem. Section 2 discusses the
genetic algorithm and related approaches to vehicle routing problem using genetic
algorithm. Section 3 discusses the genetic algorithm model for VRP. Section 4
presents the parallel programming approach to genetic algorithm to find the most
optimum route. Further, the congested nodes are found by making a parallel search
over the network and then pushing the congested nodes back in the final routes
selected. Section 5 presents the experimental results where the serial approach is
compared up with the parallel approach on the basis of execution time and produc-
ing solutions. Finally, paper concludes with some future possibilities to extend the
solution for efficient routing and data forwarding mechanism in networks.

2 Related Work

Before discussing the state of the art approaches for Vehicle Routing Problem using
Genetic Algorithm, a brief overview of what genetic algorithm is and how it actually
works as a heuristic is discussed.

2.1 Genetic Algorithm: An Overview

Genetic algorithm is a natural selectionmechanism introduced by Darwin. It is a pro-
cess of finding the solution that is close to optimal solution. The process consists of
initially selecting 10–15% chromosomes, then choosing appropriate chromosomes
by using fitness function, then performing crossover and mutations between the
remaining chromosomes and repeating this process for successive iterations. A sur-
vey on genetic algorithm has been presented by Srinivas and Patnaik [1]. GA is an
iterative strategy. A common scope of eras for a basic GA can extend from 50 to
more than 500. The whole arrangement of eras is known as a run. Utilizing GA as
a seeking heuristic, the process will be started by an arrangement of populace or
population.

These populaces will be referred to as chromosome development of a grouping of
bit or numeric string where every individual from the arrangement will be referred to
as qualities. Figure 2 shows a step by step procedure to aGAprocess. The termination
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Fig. 2 Genetic algorithmic procedure

criteria are set as predefined number of iterations orwhen the generation stabilizes for
successive iterations. The population generation, crossover, and mutation operators
and techniques vary as per the requirement. Fitness function along with the operators
and techniques will be discussed later in Sect. 3 of the paper.

2.2 State-of-the-Art Approaches to VRP

A lot of investigative work has been done to find the solution to Vehicle Routing
Problem. Both VRP and TSP (Traveling Salesperson Problem) involves a Hamilto-
nian Cycle of least weightage inside a fully connected undirected graph G � (V, E).
The possible number of paths in the naive algorithm is n! and as the n increases, it
becomes increasingly difficult to find the optimal solution in terms of time and space
complexity. The researchers keeping the view in mind approached the problem in an
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optimized manner in order to achieve the solution which cannot be achieved using
brute force and classical approaches like integer programming, branch, and bound
technique. Lin et al. [2] discuss “Research on Optimization of Vehicle Routing Prob-
lem for Ride sharing Taxi” suggesting that shared ride can save resources and prevent
traffic congestion. Nazif and Lee [3] “Optimized crossover genetic algorithm for
capacitated vehicle routing problem”. In this paper, “Capacitated” VRP was solved
by applying optimized crossover in genetic algorithm. Masum et al. [4] “Solving the
Vehicle Routing Problem using Genetic Algorithm”. In this paper, the authors solved
VRP using Genetic Algorithms by tuning the system to find a balance between a fast
solution and limiting the search space. Chand and Mohanty [5], “A Multi-Objective
Vehicle Routing Problem using Dominant Rank Method”. In this paper, a multi-
objective Vehicle Routing Problem using Dominant Rank Method was proposed to
find optimum solution. Cooray [6] discusses theMachine Learning-Based Parameter
Tuned Genetic Algorithm for Energy Minimizing Vehicle Routing Problem. Nazif
et al. [7], “OptimizedCrossoverGeneticAlgorithm forVehicleRoutingProblemwith
TimeWindows”. This study presented a genetic algorithm with optimized crossover
operator having time windows to find an optimized route. Enrique Alba et. al. [8],
“Solving the Vehicle Routing Problem by Using Cellular Genetic Algorithms” dis-
cuss the VRP problem with genetic algorithm. Ákos Kovács “Solving the Vehicle
Routing Problem with Genetic Algorithm and Simulated Annealing” discusses the
VRP algorithm along with Genetic algorithm and simulated annealing. As we can
see that genetic algorithm is used for a while to get more accurate results in vehicle
routing problem.

The state of the art suggests that VRP solution using genetic algorithm approach
has been the best of the approaches to the problem as the other heuristic methods
also produce a computational complexity of O(n3) or O(n2 log n) which is quite high
for large n values. But still targeting the problem with GA heuristic approach has
boundations. If the initial population is taken low, the accuracy with the solution
has to be compromised and picking up larger number of routes may still hang up
the system. Keeping this in view, there have been proposed parallelized solutions
for TSP and VRP [9, 10, 11]. The solutions discussed in this paper accelerate the
solution achievement to great extent. Carrying this idea further, the paper here pro-
poses a parallel version of the solution to the problem over OpenMP programming
model with an added constraint of dense nodes in the network which still hampers
the efficiency if traversing through the shortest path. How this can be achieved is
discussed in the following sections of the paper.

3 Genetic Programming Approach to VRP

As discussed in Sect. 2, the basic model of VRP can be modeled as per the following
steps discussedbelow.Taking a referencefigure asFig. 3where a connectedgraphof 5
cities has been shown.The steps of the algorithmhavebeen explained in consideration
to this example.
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Fig. 3 A 5-connected graph

Initialization: Initial population is a set of chromosomeswhere each chromosome
represents a route. In the first step, the initial population is randomly generated. The
routes can be simply picked up by using Permutation encoding. The routes can be
taken as

1−2 − 3 − 4 − 5
1−2 − 4 − 3 − 5
1−3 − 2 − 4 − 5

1 − 4 − 2 − 3 − 5and so on.

Selection based on fitness function: Chromosomeswhose path length is less than
the value of fitness function are retained in the population and the rest are discarded.
Fitness Function refers to the function used to filter the children in the new born
population which will be selected to breed, the fitness function is applied to every
generation. Mathematically, it can be defined as

MinimizeΣi Σ j dij xij
Subject to: Σ xij� 1, i � 1 . . . N and j � 1 . . . N

For N vertex, the above conditions defined the fitness function. The criteria for
minimum can be chosen by assigning ranks to the route or by putting some threshold.
The routes below the threshold value are selected as fit population. The threshold for
this is calculated as (max + min)/2

max indicates the maximum path length available in the current population and
min indicates the minimum path length available in the current population.

Crossover: Next step is to produce the offsprings by mating the fit population
obtained. A number of crossover operators are available to perform the task in [15].
From the point of view of mapping the problem to the parallel architecture, Ordinal
Crossover technique has been taken.

Mutation: During the mutation process, dense nodes for the network will be
evaluated. This evaluation is done before the genetic procedure for evaluating fit
population only once.Now, in a route, the nodeswith heavy traffic on itwill be pushed
back so as to trade off for the time in the chromosomes obtained from crossover stage
in the routes where the nodes with high-density values appear in series or very early
in the route.
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These set of operations are repeated for a predefined number of epochs or till the
time solution converges.

4 Parallelized Version of the Proposed Method Over
OpenMP

4.1 OpenMP Programming Model

To improve computational time and to solve VRP, we used functions of OpenMP
API for parallelization as our algorithm has scope of parallelization. OPENMP is a
popular and easiest platform to write a parallel code to run in multiple core archi-
tecture. OPENMP consists of basically three main components namely Directives,
Environmental variables and Clauses. Main concept behind the parallelism is multi-
threading. Multiple threads are created in a program and work is distributed among
the threads using directives, clauses, and environmental variables.OPENMPprogram
is a combination of serial and parallel code. The programmer has to explicitly specify
which code to run in parallel using compiler directives [12]. OPENMP supports C
and Fortran language. The application here utilizes C language for parallel imple-
mentation of algorithm and compared the performance of among various number of
cores and threads. Figure 4 shows the basic architecture of OpenMP.

OpenMP has been an indigenous API platform for many applications [13, 14, 15]
where the results have been achieved to support applications in real time. The parallel
processing power of multicore based architecture machines has certainly enabled the
solutions to some of the most important problems [17] which require fast processing
over a huge data set with complex mathematical calculations.

Fig. 4 Parallel tasks in
OPENMP
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4.2 Algorithmic Modeling of the Problem Over OpenMP

The problem here basically has few independent portions over which parallelization
can be achieved. The first process is the evaluation of fit population based on the
fitness function. So if we suppose that for 10 cities out of 10! paths, 10,000 routes
are selected using Permutation encoding scheme, the fitness procedure can be spawn
over the threads to run in parallel as:

A function used to filter the children in the newly created population which will
be favored to breed, the fitness function is applied to every generation given as: (max
+ min)/2 where Max indicates the maximum path length available in the current
population andMin indicates the minimum path length available in the current pop-
ulation. Procedure 1 evaluates the route with minimum cost. A similar procedure can
be used to find the route with maximum cost. Using these two values, the populace
can be selected by following the fitness function � (Max + Min)/2

Once the population set, i.e., fit chromosomes being identified, ordinal crossover
operation is used to generate offsprings [15]. The OpenMP functions over here uses
Intel Thread Building Blocks library along with C++. The pair of routes is selected
by the threads and crossover operation is done parallely by all the threads.
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For mutation process, dense nodes of the network need to be identified. This step
is done offline before the start of genetic procedure. The threshold criteria over here
are taken as the number of connections over a node must be less than half of the
number of nodes.

So, if one of the best chromosome obtained after the crossover is 1-2-3-4-5 for a
5 city problem and node ‘2’ evaluates out to be dense then the route traversal can be
altered as 1-3-2-4-5 or 1-3-4-2-5 where the next connected nearest node to 1 can be
obtained by brute force technique.

These set of steps are done repeatedly in each iteration till a termination criterion
is met or after a considerable no. of iterations. Thus, parallelization optimizes in each
epoch and a considerable amount of execution time is cut down in comparison to the
serial execution.

5 Experimental Results

Execution of vehicle routing problem using genetic algorithm over single core and
multicore architecture has been depicted in this section. Time taken by single-core
architecture is higher as comparison to multicore architecture. We have reduced the
computation time by executing the problem parallely overmultiple cores and threads.
Open MP 4.1 runtime environment is used with quad core specification. We have
varied number of threads according to number of cities. We have taken different
number of cities from 5 to 50 for VRP using GA over single-core and multicore
(four core). Results obtained are given in Table 1.

Obtained result shows that time taken by VRP using multicore architecture is
nearly to half in comparison to single-core architecture.Approximately, 50%speedup
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Table 1 Time taken by VRP
using genetic algorithm over
single-core and multicore
architecture

S. no. Number of
cities

Execution
time over
single core (s)

Execution
time over
quad core (s)

1 10 17.82 7.245

2 50 34.567 16.914

3 60 30.147 18.965

4 500 10000.56 700.89

5 1000 30000.12 15000.45

Fig. 5 Ordinal crossover for
the routes

4 3 5 1 2 80

1 2 3 4 5 100

2 1 3 4 5 150

Chromosomes 
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Fig. 6 Execution time of
VRP using GA over
single-core and multicore
processors
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in time can be obtained by using quad cores. However, exact speed up time will
depend upon the number of iterations and optimal solution. Figure 5 shows the
graph of execution time obtained over single-core and multicore architecture with
different number of cities. X-axis represents the various number of cities and
Y-axis shows execution time in seconds (Fig. 6).

The above results have been obtained up to thousand cities. With brute force
approach to the solution, the machine hangs up and is enable to produce the results
after 10 cities. Executing genetic algorithm approach over single core do produce
results but needs to relax the constraints regarding number of crossovers and thresh-
olds and, thus, compromising with the results accuracy. Executing the process by
mapping the program model to parallel architecture enables to work up with strict
constraints thus not compromising with the efficiency of the solution.
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Table 2 Time taken for
evaluating dense nodes of the
network over single-core and
multicore architecture

S. no. Number of
cities

Execution
time over
single core (s)

Execution
time over
quad core (s)

1 50 0.98 0.70

2 500 2.04 1.65

3 1000 15.404 10.55

Also calculating the most dense nodes of the network, as discussed in previous
section, parallely saves a significant amount of time as depicted in following table.
The results over here have been reported by running the process for 10 times and
evaluating the average of the execution time values (Table 2).

6 Conclusion and Future Scope

The paper discusses the application of traveling salesman problem, i.e., vehicle rout-
ing problem. Special scenarios of vehicle routing problem are also discussed in the
paper. Approach of vehicle routing problem using genetic algorithm heuristic has
been the focus of this research article. To identify the most optimal route for a vehicle
among the combination, traditional searching methods stuck up with increase in the
problem size. Thus, heuristic algorithms like GA are required to account for the com-
putational limitations of machine. However, as the complexity of the problem and
problem size further increases, even the heuristic algorithmic computations become
intensive and relaxing the process may not yield good solutions and we have to com-
promise the accuracy. With the advancement in the processor architecture, use of
parallel processing can greatly enhance the efficiency of the algorithms which slows
down or halt due to intensive computations involved in the process for a large data.
The paper demonstrates a comparative analysis of vehicle routing problem using
single core and using multicore and reports a major speedup in execution timing.
However, the computation time is highly dependent on the initial population and
population generated. But performance in executing VRP using Open MP (multi-
core architecture) gives better results (nearly halftime) in most of the cases. Further,
the paper focusses on the fact that optimization is not only the case of optimizing
on the basis of cost metric or distance metric. The load on a node too is crucial for
optimization. So, the final solutions have been mutated based on the dense nodes of
the network by pushing them behind in the traversal path so that the load lowers on
the node due to delay introduced and the waiting time can be cut off to process the
request.

This model can be worked out for various routing problems of network envi-
ronment [16]. The packet forwarding over the most efficient path can be done by
evaluating the shortest path. The densest nodes can be simulated with link capacity
across the routers and few alternative best routes can be cached to the router to pass
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the data in case of delay in usual route. The concept can very well be mapped for
DOS attacks in networks to identify the malicious nodes as well. On the algorith-
mic point of view of efficiency improvement, tests can be conducted by varying the
crossover methods and threshold functions and criteria. Further executing the idea
over high-end processing machines, cluster and GPU cards over a large number of
cities will yield a high speedup.
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Capacity Analysis in Generalized
K-Fading Channels

Laishram Mona Devi, Nibedita Das, Suparna Goswami
and Aheibam Dinamani Singh

Abstract In wireless communication, fading results the signal quality to reduce.
The generalized K-fading model (KG) delineates accurately composite multi-
path/shadowing fading channels which is more applicable model for real-world envi-
ronment. The study of channel capacity of KG fading channels is presented without
any limitation in the parameters of KG fading channels in this paper. The closed
form expressions for numerous adaptive transmission methods are obtained by using
Probability Density Function base approach.

Keywords Adaptive transmission · Channel capacity · Fading channel ·
Generalized K-fading channel · Probability density function

1 Introduction

In real-world environment, wireless channels are mostly represented by composite
multipath fading and the phenomenon of shadowing [1]. In such situation, general-
ized K-fading model (KG) is suitable, as it incorporates the fading and shadowing
effect occurred in wireless communication channels. The KG fading model is a spe-
cial case ofK-distribution and it also indicates other fading models like Nakagami-m
and Rayleigh-Lognormal [2] and it is mainly applicable in RADAR applications [3].
In [3], the expressions of the SNR, the average capacity, and the BER for various
modulation schemes for KG fading channels had been derived. In [4], the perfor-
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mance of various diversity receivers overKG fading channels have been analyzed and
also investigated the expressions of Probability Density Function (pdf), Cumulative
Distribution Function (CDF), Moment Generating Function (MGF) and moments
output signal to noise ratio (SNR). In [5], performance had been studied using vari-
ous measuring parameters of cascadedKG fading channels. In [6], the multiple-input
multiple-output (MIMO) systems capacity over KG fading channels has been stud-
ied. In [7], the performance of multi-hop cooperative relay networks operating over
KG fading channel had been presented. In [8], the performance study of selection
combining receiver over KG fading channels had been presented. In [9], the capacity
of Rayleigh fading channels had been studied under numerous adaptive transmis-
sionmethods and various configurations. In [10–13], capacity of different combining
receiverwith numerous adaptive transmissionmethods over different fading channels
such as TWDP and Rician had been studied and presented. The analysis of chan-
nel capacity under numerous adaptive transmission methods for KG fading channels
have presented in [14], but the expression is valid for some particular value of k,
fixed value of m and the results were presented in terms of Lommel functions. In
[15], the performance and capacity expressions under numerous adaptive transmis-
sion methods for KG fading are presented in terms of hypergeometric functions with
the condition that k-m is not an integer.

In this present paper, the capacity analysis ofKG fading channels under numerous
adaptive transmission methods is presented. The capacity expressions are obtained
with Gamma function and evaluate different values of KG fading parameters and are
valid for integer values of k-m as well.

This paper is arranged in the followingway. In Sect. 2, fadingmodel of generalized
K and its pdf expression is given. In Sect. 3, the formulas of capacity for adaptive
transmission methods is presented and obtained each derived expression. The results
and discussion part are presented in Sect. 4. In Sect. 5, the conclusion part is done.

2 Generalized K-Fading Model

In wireless communication, multipath and shadowing fading are the most common
disturbance during signal transmission. The generalized K (KG) distribution fading
model delineates the effect of both fast and slow fadingwhich are occurred inwireless
communication received signal [14]. The KG fading channels have two shaping
parameters, i.e., m and k, where m represents the parameters of Nakagami which is
concerned with short term fading and k is the Gamma distribution parameter which is
represented the received average power because of shadowing. The pdf of the output
SNR of KG fading channels is [14]

fγ (γ ) � aβ+1

2β�(m)�(k)
γ

β−1
2 Kα

(
a
√

γ
)
, (1)
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where α � k − m, β � k + m − 1, Kα(·) is the modified Bessel function of the

second kind and order α, and a �
√

4km
γ̄

here γ̄ is the average signal to noise ratio

SNR also �(·) is the Complete Gamma function and γ is the instantaneous SNR as
well. The Kα(·) is expanded using [16, (8.468)] and (1) is rewritten as follows:

fγ (γ ) � aβ+1

2β�(m)�(k)

√
π

2a

α− 1
2∑

t�0

�
(
α − 1

2 + t + 1
)
(2a)−t

�(t + 1)�
(
α − 1

2 − t + 1
)

× γ
2β−2t−3

4 e−a
√

γ . (2)

3 Adaptive Transmission System Capacity

The capacity of KG fading channels expressions is derived under adaptive transmis-
sion methods which are employed at the transmitter side to adapt the transmission
power and rate so as to get higher channel capacity [11].

3.1 Channel Inversion with Fixed Rate (CIFR)

The purpose of CIFR scheme is to provide fixed received rate by adjusting the
transmission power. The channel capacity in bit/second/hertz is expressed as [11]

CCI FR(γ̄ ) � B log2

(
1 +

1

RCI FR(γ̄ )

)
, (3)

where RCI FR(γ̄ ) is the rate of CIFR method and it is given as

RCI FR(γ̄ ) �
∞∫

0

(
1

γ

)
fγ (γ )dγ . (4)

Putting (2) into (4), RCI FR(γ̄ ) is deduced as

RCI FR(γ̄ ) � aβ+1

2β�(m)�(k)

√
π

2a

α− 1
2∑

t�0

�
(
α − 1

2 + t + 1
)
(2a)−t

�(t + 1)�
(
α − 1

2 − t + 1
)

×
∞∫

0

γ
β−1
2 − t

2 − 1
4−1e−a

√
γ dγ (5)

The variable x of (5) is changed, i.e., x � √
γ , the capacity is rewritten as
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RCI FR(γ̄ ) � aβ+1

2β−1�(m)�(k)

√
π

2a

α− 1
2∑

t�0

�
(
α − 1

2 + t + 1
)
(2a)−t

�(t + 1)�
(
α − 1

2 − t + 1
)

×
∞∫

0

x
(

2β−2t−5
2

)

e−axdx (6)

The integral of (6) is solved using [16, (3.351.3)] and after algebraic manipulation
the final expression of RCI FR(γ̄ ) is obtained as follows:

RCI FR(γ̄ ) �
√

πa2

2β−0.5+t�(m)�(k)

α− 1
2∑

t�0

�
(
α − 1

2 + t + 1
)

�(t + 1)�
(
α − 1

2 − t + 1
)

×
√

π

2a
�

(
β − t − 3

2

)
(7)

The final expression of CIFR capacity is achieved by putting (7) into (3).

3.2 Truncated Channel Inversion with Fixed Rate (TIFR)

In order to get constant received rate with acceptable SNR level, a large transmission
power is mandatory in the methods of CIFR. However, it becomes a big challenge
to transmit this massive power especially for mobile and power limited transmitters.
During deep fade, all the transmitted power are noise dominated so disturbance occur
in decoding process. Therefore, TIFRmethod is engaged so as to surmount the effect
of CIFR method. In TIFR transmitter, transmission immediately stops when the
receiver SNR falls below the threshold level (γth), and the channel inversion occurs
if the received SNR is higher than γth . The TIFR capacity expression is [11]

CT I FR(γ̄ ) � B log

(
1 +

1

RT I FR(γ̄ )

)
(1 − Pout (γth)), (8)

where

RT I FR(γ̄ ) �
∞∫

γth

(
1

γ

)
fγ (γ )dγ (9)

and

Pout (γth) �
γth∫

0

fγ (γ )dγ (10)
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is the outage probability having threshold value γth .
For solving the capacity of TIFR, it is needed to calculate RT I FR(γ̄ ) and Pout (γth).

The expression of RT I FR(γ̄ ) is rewritten by putting (2) into (9) and change the
variable x � √

γ as follows:

RT I FR(γ̄ ) �
√

πaβ+1

2β−1+0.5+t a0.5+t�(m)�(k)

×
α− 1

2∑

t�0

�
(
α − 1

2 + t + 1
)

�(t + 1)�
(
α − 1

2 − t + 1
)

∞∫

√
γth

x
2β−2t−5

2 e−axdx (11)

The integral of (11) is solved by using [16, (3.381.3)]. And after simplification
the final expression is

RT I FR(γ̄ ) �
√

πa2

�(m)�(k)

α− 1
2∑

t�0

�
(
α − 1

2 + t + 1
)

2β−1+0.5+t�(t + 1)�
(
α − 1

2 − t + 1
)

× �

(
2β − 2t − 3

2
, a

√
γth

)
, (12)

where �(., .) is the upper incomplete Gamma function. The Pout (γth) expression is
rewritten by putting (2) into (10) and deduced in term of infinite series and the final
expression is obtained as

Pout (γth) �
√

π

�(m)�(k)

α− 1
2∑

t�0

�
(
α − 1

2 + t + 1
)
(2a)−t

2β+t+0.5�(t + 1)�
(
α − 1

2 − t + 1
)

×
∞∑

p�0

(−1)paβ+1−0.5−t+p

p!

4

2β − 2t + 2p + 1
γ

2β−2t+2p+1
4 (13)

Then, the TIFR capacity is obtained after substituting (12) and (13) in (8).

3.3 Constant Transmitting Power

The transmitter adopts Optimal Rate Adaption (ORA) when the rate of transmis-
sion varies according to the condition of the channels even though the power of
transmission is fixed. The channel capacity in bit/sec/hertz of ORA method is [11]

CORA � B log2 e

∞∫

0

ln(1 + γ ) fγ (γ )dγ (14)
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The ORA capacity expression is rewritten by putting (2) into (14) and changes
the variable x � √

γ then the expression is obtained as

CORA � B log2 e
aβ+1

2β−1�(m)�(k)

√
π

2a

α− 1
2∑

t�0

∞∑

p�0

(−1)pa p

p!

× �(α + t + 0.5)(2a)−t

�(t + 1)�(α − t + 0.5)

∞∫

0

ln
(
1 + x2

)
.x

2β+2p−2t−1
2 dx (15)

The integral of (15) is solved by using [16, (4.295.40)]. And after simplification
the final expression of ORA capacity is obtained.

4 Numerical Results and Discussion

Figure 1 exhibits capacity versus average SNR (γ̄ ) for CIFR method. The figure
shows that the channel capacity is improved when the shaping parameter k value
increases in fixed value of m, i.e., (m � 1). The increased in value of k indicates
decrease in the severity of shadowing, resulting to a better channel. Hence, the capac-
ity increases with the value of k. In other words, small value of k means heavy shad-
owing condition and larger value of k means light shadowing. Figure 2 shows that
when the value of m increases with fixed value of k (k� 5), the capacity of the chan-
nel increases. This is because higher value of m indicated lesser amount of fading. It
can also be concluded that value of m can take both integer and non-integer values.
Figure 3 shows average SNR versus capacity for TIFR method. It is concluded that

Fig. 1 Capacity against
average SNR for CIFR
method and channel fading
condition
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Fig. 2 CIFR capacity when
k is fixed

Fig. 3 Capacity for TIFR
method

the channel capacity improves with the increase in the value of k for a fixed value of
m. This is because increased in k value means the received average power increases
hence the capacity increases.

Figure 4 shows the comparison between CIFR and TIFR capacity methods when
the value of m is fixed. It is observed from the plot that in lower SNR capacity of
TIFR is higher than the capacity of CIFR method. But in case of higher SNR the
result of CIFR and TIFR capacity are almost near to each other. The main region is
that for TIFR during the time of heavy shadowing the received signal SNR is below
the threshold and hence TIFR transmitter immediately stops transmission.
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Fig. 4 Comparison between
CIFR and TIFR capacity
methods

5 Conclusions

The channel capacity expressions under adaptive methods, i.e., Channel Inversion
with Fixed Rate, Truncated Channel Inversion with Fixed Rate and Constant Trans-
mitting Power in term of Gamma function over generalized K-fading channel are
derived using the pdf-based approach. The expressions are numerically evaluated
for different values of fading parameters, including integer values of k-m as well.
The obtained expressions can be used to estimate accurate mathematical model in
composite radio environment to trim down the effect of fading.
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Speckle Reduction of Ultrasound Image
via Morphological Based Edge
Preserving Weighted Mean Filter

Dipannita Ghosh, Amish Kumar, Palash Ghosal and Debashis Nandi

Abstract Medical ultrasound images suffer from inherently generated speckle noise
thatmakes difficult the radiologists to diagnose the diseases. Proper speckle reduction
technique is required to improve quality of image which may help the doctor to
diagnose the diseases correctly. Speckle removal is, specially, a filtering technique
that reduces the amount of speckle noise. But as an effect of filtering, the edges of
objectsmay becomeblur andfine detailswithin the imagemay be lost.Manymethods
have already been proposed to achieve these two requirements. But they do not satisfy
both up to the desirable level. In this paper, we propose a novel morphological
operation based speckle filter which reduces the effect of speckle noise to the greater
extent in one side and keeps detail information in other side. The use ofmorphological
operators helps in extracting the structures present within the images followed by
an edge preserving weighted mean filtering method that may help in despeckling of
ultrasound images. The proposed technique is applied on the ultrasound simulated
data aswell as on the real data obtained from the ultrasoundmachine. The quantitative
results and the output images confirm the superiority of the method when compared
with some of the other contemporary speckle reduction methods.
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1 Introduction

Ultrasound imaging systems have gained their popularity in the domain of medi-
cal diagnosis due to their noninvasive nature, real-time operation, and lesser cost as
compared to the other medical imaging modalities. Every year, the applications of
B-mode ultrasound imaging are being expanded more and more and newer applica-
tions are being introduced in medical diagnosis. However, sometimes, the accuracy
of diagnosis falls due the quality of generated image. A particular type of noise pat-
tern, called speckle, is formed due to coherent nature of ultrasound imaging. This
speckle affects the resolution and contrast of the generated image and disrupts the
accuracy of diagnosis. In many cases, it causes miss-classifications of tumors and
other diseases. Therefore, suppression of speckle is one of the most important tasks
as a preprocessing operation for improving the image quality and thereby, improving
the accuracy of segmentation for anatomical structures in ultrasound images.

Speckle reduction is a task of filtering which improves the smoothness of the
image. But this improvement of smoothness may decrease the contrast and make
the object boundary blur which indicates the loss of fine details from the image.
Moreover, sometimes smaller objectsmay be removed from the image due to filtering
effect. Hence, it is a challenging task to suppress speckle noise by protecting the
objects’ boundaries in the image. Various speckle filtering algorithms have been
developed so far to meet such requirements but being having their own merits and
demerits. Some of the frameworks provide better smoothing while other gives better
visual interpretation. The major challenge in speckle reduction filters is to suppress
noise without degrading the sharp transitions in intensity value of the image.

With this objective, the present article proposes a speckle reduction method by
developing aweightedmeanfilter based onmorphological operator and consequently
followed by thresholding based artifact removal procedure. Detailed explanation of
each operation is given in Sect. 3. Section 2 is discussed with the review of previous
works. The output images, experimental results and their analysis have been devoted
in Sect. 4. Finally, the efficiency of the proposed algorithm is concluded in Sect. 5.

2 Review of Previous Works

In this section, we present a brief review of some previous works. In the decade of
1980s and 1990s, a number of adaptive linear and nonlinear filters such as Lee [1],
Kuan [2], Bamber and Daft [3], and Frost [4] were proposed to suppress speckle
noise from SAR and ultrasound images. The depth of filtering of all these filters
is determined from the local statistics of filtering window. Though this process is
capable of reducing speckle in homogeneous region, it passes noise in the vicinity of
the objects’ edges. If we try to reduce the noise with large extent around the edges,
the edges become blur. In 1990, Perona and Malik [5] have proposed anisotropic
diffusion based noise reducing algorithm which provides a significant improvement
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over the other contemporary methods. This conventional ultrasonic imaging is then
tailored to ultrasonic imaging known as speckle reducing anisotropic diffusion filter
[6]. In parallel with this, some other different techniques based on wavelet filters [7,
8] had been proposed. During 2005, filters based on nonlocal means [9] has been
developed and later extended with many other modifications [10]. Later, a trend
of hybrid technique came in the literature of ultrasound denoising filters where the
conventional methods are merged accordingly to develop the new method of speckle
reduction [11]. However, the method developed in this paper has been compared
with some of the recent speckle reduction methods developed in the last decades like
NLM [9], OBNLM [10], SRAD [6], DWT [8], and HMM [11].

3 Proposed Method of Speckle Reduction

3.1 Morphological Operation

The use of mathematical morphological operation is being found in the reduction of
speckle noise from medical ultrasound imaging [12]. Since the presence of speckle
noise primarily obscures the object boundaries of ultrasound image, the present
article involves morphological operation for retention of the shapes and boundaries
of the objects. Morphological closing tends to smooth the contour regions removing
small holes and filling gaps in the contour.With this consideration, the present article
has applied morphological closing on the speckled ultrasound image I for any pixel
(x, y). M is the morphologically operated image given by

M(x, y) � closing(I (x, y)) � erosion(dilation(I (x, y)) (3.1)

The erosion and dilation using the structuring element s(a, b) can be mathemati-
cally represented as follows:

erosion(I (x, y)) � min{I (x + a, y + b) − s(a, b)} (3.2)

dilation(I (x, y)) � max{I (x + a, y + b) − s(a, b)} (3.3)

Further, an edge preservingweightedmean filtering operation is performed,which
is eventually giving rise to certain artifacts. To eliminate these artifacts, an artifact
removal operation is employed thereafter to produce the edgepreservednoise reduced
ultrasound image. The flow diagram of the proposed speckle reduction algorithm is
given in Fig. 1.
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Fig. 1 Flow diagram of the
proposed method

Generate weight matrix W 

Start

Load noisy data

Apply morphological operation 
using structural element ‘disk’

Generate m×n size 
window for each pixel

Calculate threshold 
for each block T

Generate decision matrix D1  

Artifact Removal

Denoise Data

End

Weighted Mean Filtering

3.2 Weight Estimation

The morphological processed image obtained from the previous step retains the
shape and pattern of the objects contained within the images. But, our objective
is to generate a noise reduced image with the maximum protection of edge. Thus,
to preserve the edge of the image, in this step, an edge preserving weighted mean
filtering is performed on the speckle image using a weight matrix W that gives
rise to another processed matrix Z . W has been calculated from the morphological
processed image M given by

W (x, y) � 1√
2π × var(P(x, y) − mean(P))

e
−

(
(P(x,y)−mean(P))2

2×var(P(x,y)−mean(P))

)
(3.4)

where P is the m × n window of M and var (.) function computes the variance over
the window. The processed matrix Z can be computed as
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Z(i, j) �
k∑

x�−k

l∑
y�−l

I (i + x, j + y) × W (k + x, l + y), k �
⌊m
2

⌋
, l �

⌊n
2

⌋
(3.5)

Z is the image that may preserve edge reduce noise but contain some artifacts
which is to be removed by an artifact removal technique. The next step describes the
artifact removal technique applied on Z .

3.3 Artifact Removal

To remove the artifacts from Z , the following operations are performed:

(a) A threshold value is selected as

T � K × mean(w)

where w is the m × n square window of Z and K is the constant taken as 0.5.
(b) Again, a distance matrix D has been created which is the difference between the

center pixel value (wc) of the window of Z and its neighborhood. The matrix
D is represented as

D �

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

d1,1 d1,2 · · · · · · d1,n
d2,1 d2,2 · · · · · · d2,n
...
...

dm,1

...

...
dm,2

...
...

...
...

...
...

· · · · · · dm,n

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(3.6)

where dx,y � ∣∣wc − wx,y

∣∣; x � 1, 2, . . .m and y � 1, 2, . . . n
(c) Based on the threshold value T , a decision matrix is formed as

D1 �

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

b1,1 b1,2 · · · · · · b1,n
b2,1 b2,2 · · · · · · b2,n
...
...

bm,1

...

...
bm,2

...
...

...
...

...
...

· · · · · · bm,n

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(3.7)

The elements of the matrix D1 are evaluated by using the following rule:

bi, j �
{
0, i f dx,y > T
1, i f dx,y < T
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(d) Finally, the processed image Y (i, j) is obtained as,

Y (i, j) �
k∑

x�−k

l∑
y�−l

Z(i + x, j + y) × D1(k + x, l + y), k �
⌊m
2

⌋
, l �

⌊n
2

⌋

(3.8)

4 Experimental Results and Analysis

The performance of the proposed speckle reduction algorithm is verified by compar-
ing it with some of the recent speckle reductionmethods likeNLM,OBNLM, SRAD,
DWT, and HMM. In this experiment, the synthetic image of a cyst (created using
Matlab), a kidney (obtained from Field II simulation program library) [13] and a real
ultrasound image of benign tumor (available at Ultrasound Imaging Laboratory at
the University of Illinois) [14] are taken to quantify the robustness of the other filters
with that of the proposed method. The synthetic images have been embedded with
Rayleigh distributed speckle noise using MATLAB software for different σ � 0.8,
0.9 and 1. The output images of the proposed method are shown in Figs. 2 and 3 for
σ � 0.8. For cyst image (Fig. 2), it is found that NLM and OBNLM filter smooth the
noise pixels which is desirable in the homogeneous region but hampers the detection
of the edge prone area. For the edge region, the boundary of the fine objects gets
dispersed and fused with its background pixels. SRAD filter can eliminate the noise
to certain extent but at the same time makes the edge region blur. HMM though takes
the properties of both noise removing and edge preserving filters, it removes noise
and preserves the prominent edges but fails in retaining the objects with weak edges.
As seen from the output images, the proposed algorithm outperforms in terms of
preservation of edges which makes the minute details visible and distinguishable. It
also shows that the proposed algorithm is better in reducing noise as compared with
the other techniques. The same observation holds true for the kidney image as shown
in Fig. 3 and also worked for the real image of ultrasound benign tumor (Fig. 4). The
plots of the quality metrics for both the cyst and kidney image are shown in Fig. 5.

4.1 Quantitative Analysis

For any quality enhancement algorithm of images, the capability of denoising ismea-
sured using quantitative evaluation index. The evaluation of image enhancement can
be done by computing the quality metrics like PSNR (Peak Signal-to-Noise Ratio),
SSIM (Structural Similarity Index) [15], Beta [16], and EKI (Edge keeping Index)
[17]. The quality metrics of Tables 1 and 2 show that the proposed method is giv-
ing considerably better result with respect to the other speckle reduction algorithms
listed.
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Noisy image Original HMM OBNLM

SRAD HMM DWT Proposed

Fig. 2 Output images for speckle noise σ � 0.8

Noisy image Original NLM OBNLM

SRAD HMM DWT Proposed

Fig. 3 Output images for speckle noise, σ � 0.8

Original NLM OBNLM SRAD

HMM             DWT Proposed  

Fig. 4 Output images of real ultrasound of benign tumor
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Fig. 5 Plot of quality metrics for cyst (a, b, c, d) and Kidney cut (e, f , g, h) image for different
level of noise in terms of PSNR, SSIM, BETA, and EKI
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Table 1 Quality metrics of cyst image

NLM OBNLM SRAD DWT HMM Proposed

σ � 0.8

PSNR 27.33 28.00 26.58 24.55 27.17 28.05

SSIM 0.71 0.79 0.72 0.75 0.76 0.91

BETA 0.55 0.66 0.39 0.84 0.52 0.88

EKI 0.62 0.72 0.47 0.72 0.59 0.88

σ � 0.9

PSNR 24.44 24.58 21.08 25.62 22.56 27.39

SSIM 0.65 0.75 0.71 0.72 0.74 0.82

BETA 0.53 0.65 0.43 0.84 0.55 0.88

EKI 0.58 0.69 0.49 0.71 0.59 0.85

σ � 1

PSNR 19.88 19.94 17.45 21.24 18.66 21.49

SSIM 0.60 0.72 0.70 0.70 0.73 0.78

BETA 0.52 0.65 0.46 0.84 0.58 0.87

EKI 0.56 0.67 0.50 0.69 0.60 0.83

Table 2 Quality metrics of kidney cut image

NLM OBNLM SRAD DWT HMM Proposed

σ � 0.8

PSNR 27.18 28.55 26.53 26.57 27.56 29.20

SSIM 0.76 0.79 0.64 0.77 0.69 0.81

BETA 0.53 0.60 0.24 0.66 0.27 0.59

EKI 0.87 0.90 0.65 0.88 0.72 0.90

σ � 0.9

PSNR 27.10 27.79 24.56 27.27 25.01 28.21

SSIM 0.76 0.79 0.65 0.77 0.69 0.81

BETA 0.53 0.60 0.27 0.66 0.28 0.61

EKI 0.87 0.90 0.69 0.87 0.73 0.90

σ � 1

PSNR 24.09 24.17 21.68 24.82 21.81 24.49

SSIM 0.73 0.76 0.63 0.75 0.65 0.80

BETA 0.47 0.54 0.26 0.66 0.24 0.61

EKI 0.89 0.87 0.69 0.88 0.70 0.89
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5 Conclusion

In this paper, a morphological based despeckling algorithm for ultrasound image has
been presented. The algorithm performs weighted neighborhood operations with the
morphological processed image to obtain edge protected artifact free speckle reduced
ultrasound images. The proposed method has been carried out on both synthetic and
real ultrasound images and its performance has been compared with some of the
recently developed speckle noise removal algorithm in medical ultrasound image.
Visual and quantitative analysis substantially proves the overall enhancement of
ultrasound image through the proposed method over the other recent methods.

References

1. Lee JS (1980) Digital image enhancement and noise filtering by use of local statistics. IEEE
Trans Pattern Anal Mach Intell 2(2):165–168

2. Kuan DT, Sawchuk AA, Strand TC, Chavel P (1987) Adaptive restoration of images with
speckle. IEEE Trans Acoust Speech Signal Process 35(3):373–383

3. Bamber JC, Daft C (1986) Adaptive filtering for reduction of speckle in ultrasonic pulse-echo
images. Ultrasonics 24(1):41–43

4. Frost VS, Stiles JA, Shanmugan KS, Holtzman JC (1982) A model for radar images and its
application to adaptive digital filtering for multiplicative noise. IEEE Trans Pattern Anal Mach
Intell 4(2):157–166

5. Perona P, Malik J (1990) Scale-space and edge detection using anisotropic diffusion. IEEE
Trans Pattern Anal Mach Intell 12(7):629–639

6. Yu Y, Acton ST (2002) Speckle reducing anisotropic diffusion. IEEE Trans Image Process
11(1):1260–1270

7. Donoho D, Johnstone I (1994) Ideal spatial adaptation via wavelet shrinkage. Biometrika
81:425–455

8. Michailovich OV, Tannenbaum A (2006) Despeckling of medical ultrasound images. IEEE
Trans Autom Control AC 53(1):64–78

9. Buades A, Coll B, Morel JM (2005) A non-local algorithm for image denoising. Proc CVPR
2:60–65

10. Coupe P, Hellier P, Kervrann C, Barillot C (2009) Nonlocal means-based speckle filtering for
ultrasound images. IEEE Trans Image Process 18:2221–2229

11. Gungor MA, Karagoz I (2015) The homogeneity map method for speckle reduction in diag-
nostic ultrasound images. Measurement 68:100–110

12. Kher A, Mitra S (1994) An efficient speckle removing algorithm based on new morphological
operators. Circuits and systems. In: Proceedings of the 37th Midwest symposium, vol 2, pp
852–855 (1994)

13. Field II simulation program library. https://field-ii.dk/examples/ftp_files/kidney/kidney_cut.
bmp

14. Ultrasound Imaging Laboratory at the University of Illinois. http://ultrasonics.bioengineering.
illinois.edu/data_patient.asp

15. WangZ,BovikAC (2004) Image quality assessment: fromerror visibility to structure similarity.
IEEE Trans Image Process 13(4):600–612

16. Sattar F, Floreby L, Salomonsson G, Lovstrom B (1997) Image enhancement based on a
nonlinear multiscale method. IEEE Trans Image Process 6(6):888–895

17. Kini M, Pandey R, Das A, Malani SK (2014) Comprehensive image processing for automated
detection of hypertrophic cardiomyopathy. IJCER 3(2):56–62

https://field-ii.dk/examples/ftp_files/kidney/kidney_cut.bmp
http://ultrasonics.bioengineering.illinois.edu/data_patient.asp


Autonomous Vehicle—A Miniaturized
Prototype Development

Jayanta K. Baruah, Ashutosh Kumar, Rabindranath Bera and Sourav Dhar

Abstract Driverless vehicles will become the reality in upcoming days and will
redefine the future mobility of travelers and goods. According to protagonists of
autonomous vehicle (AV), the accidents causedby themanual error,which is regarded
as the major cause of road accidents, would be eliminated completely. Thus, almost
all automobile giants are working toward the improvement of AV. In this work, first,
a case study on Google driverless car is presented. Motivated by this case study, the
development of a miniaturized prototype AV has been presented in this work. This
prototype AV is equipped with two ultrasonic sensors and featured with automatic
maneuvering and parking.

Keywords ADAS · AV · Ultrasonic sensors · Parking assistance

1 Introduction

A driverless car alternately termed as autonomous vehicle (AV) is basically a robotic
automobile that is designed to travel between places without a human operator. The
mandatory feature of an AV is the ability of navigation without human intervention to
a scheduled terminus over streets that have not been adapted for its use. Maneuvering
being a prime feature of driverless car in obstacle detection and path searching
has a huge impact on perception and reaction of people toward an autonomous
system. AVs continuously monitor their surroundings using range sensors (radar,
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sonar, LIDAR, GPS) and computer vision. However, computer vision is a more
complex and expensive obstacle recognition technique compared to the range sensors
based method. Thus, the majority of commercial self-governing robots use range
sensor to identify obstacles. The use of radar, IR sensors, and ultrasonic sensors
for evolving obstacle discovery system is in use since 1980s [1]. Use of charge-
coupled device (CCD) camera for vehicular safety is presented in [2, 3]. The sensors
are not only limited to obstacle detection. Other sensors could be used to extract
different features. Sonar is also another good obstacle detection range sensor and
systems based on sonar have been presented in [4, 5]. The ultrasonic sensors are
equally effective for obstacle avoidance [6]. The use of optical sensors (laser scanner)
has been presented in [7] for obstacle avoidance. The concept of support vehicle
machine (SVM) has been introduced in [8] for making local track for unmanned
ground vehicle. How can unmanned ground vehicle be utilized for remote-controlled
surveillance is shown in [9]. Finally, an overall ranking of different sensors used in
advanced driver assistance system (ADAS) has been presented in [10]. Thus, the
objective of this work is to design a simple, cost-effective obstacle avoidance AV
using two ultrasonic sensors.

1.1 Case Study: Google Autonomous Car

The control unit of the car computes themost appropriate route toward the predefined
destination and starts the car on its way. The 3D dynamic mapping for the vehicles
current environment is created by roof-mounted LIDAR monitoring over a range of
60maround the car. There are radar systemsmounted in front of the car aswell as rear
bumpers, and this radar assembly is used to calculate the distance of targets/obstacles.
There is a sensor system mounted on the left rear wheel which is used to monitor
the sideward movement of the car as well as its relative position on the 3-D map. All
the sensors and video cameras in the car are connected to an artificial intelligence
(AI) driven control unit in the car. The control unit also takes input from Google
Street View. The control unit simulates decision-making other cognitive capabilities
of human to control steering, brakes, and other driver activities. The Google Maps
are continuously consulted for prior information about landmarks, traffic signs, etc.
However, there is also a manual mode activation facility available to take manual
control of the vehicle [11].

1.2 ADAS and AV

As shown in Fig. 1, perception, mapping, and localization, the integral part of an
ADAS, are the major concern of the automobile companies for the protection of
AVs [12]. Fully autonomous cars must be able to take decisions precisely and con-
tinuously during travel. For taking decisions precisely according to the situations,
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Fig. 1 Functional block diagram of ADAS

today’s decision-making systems employ multi-criteria decision-making (MCDM)
techniques in addition to neural networks [10, 13]. The automobile industry is per-
forming repeated testing and validation before the mass production of the AVs [12,
14, 15]. The commercial availability of fully autonomous carsmight take a littlemore
time, but the corporates are already concerned about what the final AV archetype will
appear.

2 Problem Definition

During the development of this prototype, two most important problems related to
AVs have been addressed:

1. Parking assistance

It deals with precise guidance (either autonomously or semi-autonomously) to the
vehicle during parking within a limited available space.

2. Maneuvering and obstacle avoidance

One of the most important capabilities expected from an AV is avoiding collision
with obstacles in its path. For this purpose, AV should be able to carry out sudden
maneuver as soon as the obstacle is detected.

3 Prototype Development

3.1 Hardware Development

The system consists of power supply unit, Arduino Nano, LM298 H bridge mod-
ule, Ultrasonic Sensor modules, Geared DC Motors, Micro Servo motor. The block
diagram of the system is shown in Fig. 2.
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Fig. 2 Block diagram of the system

Fig. 3 Driverless car prototype

In this work, the distance of the object is measured by two ultrasonic sensors,
and the sensor output is connected to signal conditioning unit which is connected to
Arduino Nano board. The measured results are displayed on the computer monitor.
The sensor is attached to servo motor to find the polar distance around the sensor up
to 180° rotations (Fig. 3).

This application is also used to find the obstacles detection and the exact distance
can also be obtained. Basically, in our car, there are two features: one is for parking
assistance systemand another is for obstacle detection and pathfinding. Themeasured
distance is displayed on the computer monitor. The hardware components of the
system are, viz., two ultrasonic sensor modules, Servo motor, Arduino Nano board
with ATmega 328 Microcontroller and computer respectively. If any obstacle is
detected at the range of less than or equal to 20 cm, the servo will rotate at 180°, and
the ultrasonic sensor1 is situated on the top of it and accordingly takes the decision
to move where the path is clear. The ultrasonic sensor2 which is located below the
chassis of the car detects any obstacle under the car and displays the distance in the
serial monitor of the computer.

3.2 Software Development

Figure 4 shows the activity chart of the AV at initialization of the sensors which
becomes active when the motor is actuated to move in the forward direction simulta-
neously. The ultrasonic sensor transmits a sound at 37 kHz and then waits to receive
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Fig. 4 Activity chart of the
developed AV system

a corresponding echo from the sent signal. The system calculates the distance ahead
of the obstacle once the time is estimated ahead given by the Eq. (3.1).

D � tI N · V
2

(3.1)

where

D Distance between the sensor and the detected object.
tIN Time between transmitted and received reflected wave.
V Ultrasonic wave propagation speed in air at normal speed 344 m/s.

As illustrated in Fig. 5, if the distance ahead is less than or equal to 20 cm, the
controller prompts the motor to turn at 90° angle and move in the forward direction
where the path is clear. The ultrasonic sensor2 sends out its signal and if it detects
an obstacle, the motor remains in the forward direction and displays the measured
distance from the obstacle under the chassis of the car in the serial monitor of the
computer.

3.3 Data Acquisition

Data collection is possible through the use of two ultrasonic sensors which were
placed just on top of the robot car to read data from the environment and send
digital information to the microcontroller which then reads the data and carries out
the necessary instructions as designed by the users. The sensors for collecting data
include two ultrasonic sensors. Ultrasonic sensor1 and sensor2 will send the data to
the control unit (computer) of the smart car (Fig. 6).
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Fig. 5 Obstacle detection
and avoidance using
ultrasonic sensor

Fig. 6 Sensor data
acquisition

3.4 Signal Processing

The outputs from all sensors used on the board are all connected to the Arduino Nano
board. The digital data obtained from the sensors are fed to the Arduino Nano board.
After receiving the measured data from the sensors, the microcontroller is able to
make a decision with the based on the algorithm mentioned in Fig. 5. According
to the decision, the dc motors rotate and hence the car moves toward the desired
direction avoiding the obstacle.
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4 Discussion and Conclusion

The developed system was tested by placing obstacle at several distances across its
path. The responses of sensors were evaluated individually, since they were posi-
tioned on different part of autonomous car.

This paper presented a prototype development of a simple, cost-effective
unmanned vehicle. Two ultrasonic sensors were employed to discover obstacles
along the path of the car. The evaluation of the autonomous system shows that it
is able to avoid obstacles, collision and has the capability to change its position. It is
obvious that more functionality could be included in this design to accomplish var-
ious functions with no intervention of humans. Driverless vehicles will be a reality
in the few years and will reshape the future mobility of people and goods. Currently,
many research centers are working on defining the sensing suite, perception algo-
rithms, onboard intelligence, control architectures, and communication layers that
will likely constitute the basics of our future vehicles. This prototype AV will be
helpful in hostile environment, defense, and security zones of the country.
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BER Analysis for Lattice Reduction
Aided MIMO Receiver

Ziree Ziree Daimary and Samarendra Nath Sur

Abstract This paper demonstrates the performance of lattice reduction algorithm
for large-scale MIMO. For a device that uses tens and thousands of antennas offering
more signal paths and better data link reliability has a major disadvantage. There is
increased complexity of both hardware and signal processing. The lattice reduction
algorithm has been deemed to be the algorithm to solve receiver complexity in large-
scale MIMO. The simulation result in BER versus average SNR will exhibit the
comparative performance of various algorithms.

Keywords MIMO · Lattice reduction · MMSE · ZF · LLL · LTE · LR LLL
MMSE · LR LLL ZF

1 Introduction

Multiple-Input Multiple-Output (MIMO) is a method of enhancing the capacity of
the radio link using multiple transmit and receive antennas to exploit multipath
propagation. Several different diversity methods are used to achieve robustness in
varying channel such as time diversity, frequency diversity and spatial diversity [1].

To enhance the system performance, MIMO exploits the precoding gain, multi-
plexing gain and diversity gain. Large-scale MIMO exploits these gains to fulfil the
demand of the future generation communication system.
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Large-scale MIMO (massive MIMO, very large MIMO, hyper-MIMO, fill-
dimension MIMO and ARGOS) as the name suggests use large number of antennas.
It includes all the benefits of MIMO with huge improvements in throughput and
energy efficiency. And also, user tracking provides robustness against intentional
jamming [1, 2]. Therefore, as large-scale MIMO become inhabitable for modern
communication system, design of proper receiver algorithm is very important.

The optimal MIMO receiver uses maximum-likelihood detector (MLD) offers
optimal error rate performance but it is difficult to implement in four antennas or
more as the complexity increases exponentially with the increase in the number of
antennas making it impossible to implement in large-scale MIMO antenna system
that possibly uses antennas ranging from tens to thousands.

However, there are linear-based detectors available like Zero Forcing (ZF) or
Minimum Mean Square Estimation (MMSE) or non-linear Successive Interference
Cancellation (SIC) that offermanageable receiver complexity at the expense of highly
suboptimal error rate performance due to the susceptible noise amplification, par-
ticularly when the channel matrix is ill-conditioned. Therefore, in this paper, lattice
reduction-aided receiver has been considered, and performance has been analysed.
As in [3–10], lots of lattice reduction-aided receiver architectures have been pro-
posed for the betterment of the MIMO system. Here, in this paper, the authors have
considered complex lattice reduction algorithm.

2 System Model

For a flat fading channel matrix H of the size NR × NT

y � Hx + n (1)

where n represents the NR×1 AdditiveWhite Gaussian Noise (AWGN)with elements
having zero mean and σ 2

n variance. The complex valued system model can also be
transformed as an equivalent real-valued system model. By separating the real and
imaginary part of NT and NR transmit and receive antennas, respectively, for the
complex baseband channel [11] leads to an equivalent real channel with 2 NT real
inputs and 2 NR real outputs.

Thus, the channel matrix can be written as

H �
[
R(H) −I (H)

I (H) R(H)

]
(2)

where y �
[
R(y)
I( y)

]
, x �

[
R(x)

I(x)

]
, n �

[
R(n)

I(n)

]
, where R and I represent the real

and imaginary part, respectively, and H R2NR×2NT , n R2NR and x R2NT .
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2.1 Maximum-Likelihood Estimation

The MLD was seen that optimum detectors offered significant gain in performance
over conventional symbol by symbol detectors. The ML detection problem corre-
sponds to the simultaneous detection of several users’ symbols in the presence of
multiple access interference [5].

Equation for detection via maximum-likelihood detector

x̂ML � arg min
x

∣∣∣∣|y − Hx |∣∣2 (3)

ML obtains the highest complexity and the best performance, which makes it the
optimal method in case of performance.

2.2 Zero Forcing

Here, the interference caused by H is forced to zero by multiplying the Moore–Pen-
rose pseudoinverse of the channel matrix [4, 5].

x̃Z F � H †y (4)

x̂Z F � argmin
x ∈�NT

|x̃Z F − x | (5)

Here, H † is the Moore–Penrose pseudoinverse of the channel matrix written as

H † � (
HH H

)−1
HH (6)

2.3 Minimum Mean Square Estimation

x̂MMSE � (HT H + σ 2
n Imreal )

−1HT x (7)

Here, x̂MMSE is obtained by finding out each of x̃ to the nearest constellation
points. MMS performs better than ZF in noisy environment and has considerably
low computational complexity and low performance due to the susceptible noise
amplification, particularly when the channel matrix is ill-conditioned. Better perfor-
mance compared with ZF, MMSE keeps good balance between complexity and BER
[4, 5].
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3 Lenstra–Lenstra–Lovász (LLL) Lattice Basis Reduction

The Lenstra–Lenstra–Lovász (LLL) lattice basis reduction algorithm is a polynomial
time lattice reduction algorithm invented by Arjen Lenstra, Hendrik Lenstra and
Laszlo Lovász in 1982 [11, 12].

The goal of the lattice basis reduction is finding a basis vectors that are short
and almost orthogonal, which is known as lattice basis reduction [4]. For MIMO
detection, the lattice point search approach is proven to be one of the best solutions. It
is a powerful technique to build up better conditioned channel matrix by factorizing
the channel matrix into the product of well-conditioned matrix and a unimodular
matrix [5].

Tomitigate noise enhancement and obtain similar diversity order toML detectors,
lattice basis reduction (LR) is used get the shortest and the closest vectors. For lower
BER and complexity LR algorithms are used with ZF and MMSE.

The real-valued system with reduced basis is obtained as

ẏ � H̃ x + n � HTT−1x + n � H̃ x + ṅ (8)

where H̃ � HT , T T−1 � 1, z � T−1x
H̃ is the lattice-reduced channel matrix obtained from the and H and T is the

unimodular matrix. The different steps in LLL algorithm include Gram–Schmidt
orthogonalization, size reduction, Lovász condition and swap process.

4 LLL Algorithm Analysis

4.1 Algorithm

Algorithm 1 : LLL Algorithm
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4.2 Gram–Schmidt Orthogonalization (GSO)

The main reason why Gram–Schmidt orthogonalization is widely used in LR is
because it allows triangularization of the basis [10].

Let b1, b2, . . . , bd be linearly independent vectors in Rn .
Then, the GSO is defined as b∗

1, b
∗
2, . . . , b

∗
d .
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Then, we get

b∗
i � bi−

∑i−1

j�1
μi, j b

∗
j (9)

where

μi, j �
〈
bi , b∗

j

〉
∥∥∥b∗

j

∥∥∥2 (10)

The orthonormal basis is defined as b∗
1‖b∗
1‖ ,

b∗
2‖b∗
2‖ , . . . ,

b∗
d‖b∗
d‖ .

4.3 Size Reduction

Size reduction is performed on the basis of Gram–Schmidt coefficient where
∣∣μi, j

∣∣
≤ 0.5 holds. The size reduction algorithm represented by line 2–8.

4.4 Lovász Condition

Line 9 exhibits the Lovász condition. If the Lovász condition holds, we perform k
� k+1 which can be seen in the line 16 of the algorithm meaning that we need to
move on to the next column index, but if the condition fails we perform swapping
and update the value of µ, or else we again perform the size reduction process for k
from k − 1 to k and update µ. When k becomes greater than 2, we perform k � k −
1.

4.5 Swapping

If the Lovász condition does not hold then the swapping of the two vectors as can be
seen on line 10–13 is performed so that the norm of the basis vector will not decrease
too much [3]. This will continue until the Lovász condition is fulfilled after which
the coefficient will be updated. Finally, the reduced basis is obtained, i.e. shorter and
more orthogonal.
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5 Linear Detection Combined with Lattice Reduction

ZF or MMSE detectors cannot give optimal performance if the channel matrix is
ill-conditioned. Thus, LR-aided detectors are performed to obtain a more orthogonal
channel matrix before detection using low complexity (suboptimal receiver) [4].

6 LR-Aided ZF Detection

In this process, the MIMO channel effect is reversed on the transmitted symbols.
Also known as least square estimation the least square solution of Eq. (1) interference
caused by H is forced to zero [8, 9].

Pre-filter of ZF is given by

ZZF_LR � T−1xZF � T−1

(
x +

(
H̃ T H̃

)−1
H̃ T n

)
x (11)

Desired signal

x̂Z F_LR � T ZZF_LR (12)

Here, the matrix T is a unimodular matrix. Through ZF filter we receive ZZF_LR

which is rounded to the nearest constellation points.

7 LR-Aided MMSE Detection

E
(
zzT

) � E
[
T−1y

(
T−1y

)T ]
� T−1E

(
yyT

)(
T−1)T (13)

E
(
yyT

) � E

[(
H̃ z + n

)(
H̃ z + n

)T
]

� H̃ E
(
zzT

)
H̃ T +

N0

2
INT _real

� H̃T−1
(
T−1

)T
H̃ +

N0

2
INT _real

E
(
yyT

) � H̄ H̄ T +
N0

2
INT _real (14)

Pre-filter of MMSE is given by

ZMMSE_LR � T−1xMMSE � T−1
(
HT H + σ 2

n INTreal

)−1
H̃ T y



332 Z. Z. Daimary and S. N. Sur

Table 1 BER comparison
between different modulation
schemes

Modulation
index

SNR BER SNR BER

QPSK 0.0001 0.4954 31 1.55 × 10−5

16QAM 0.0001 0.4963 31 0.001845

64QAM 0.0001 0.4977 31 0.05413

ZMMSE_LR �
(
H̃ T H̃ + T T Tσ 2

n INTreal

)−1
H̃ T y (15)

Desired signal

x̂MMSE_LR � T ZMMSE_LR

x̂MMSE_LR � T
(
H̃ T H̃ + T T Tσ 2

n

)−1
H̃ T y (16)

ZMMSE_LR must be decoded to get the exact sent symbols and bits for which
demodulation is done and the estimation received bits x̂MMSE−LR [8, 9].

The estimation x̂ is obtained by independently rounding each of the x̂ to the nearest
constellation points. MMSE performs better in noisy environment than ZF as it
balances the reduction of interference instead of removing or reversing it completely.

8 Simulated Result

Here, in this paper all the results have been taken based on the MATLAB simulation.
Here, 10 × 10 MIMO system with Nakagami-m channel has been considered for
the simulation. The Nakagami-m fading model will give a diversity order of m.
Although a number of channel models exist to describe amplitude and phase of
multipath propagation, Nakagami has certain advantages. It is dynamic in nature and
includes different distributions as special cases and is equally applicable to any of
the fading environment, i.e. urban, suburban, etc. Basically for m > 1, it exhibits half
Gaussian, for m � 1 Rayleigh, for m < 1 Rician and for very large values of m it
exhibits full Gaussian distribution.

Figure 1 and Table 1 show the BER comparison for LLR-ZF-aidedMIMO system
with different modulation schemes. For the simulation purpose, 10 × 10 MIMO
system with Nakagami-m channel has been considered with m � 1. The QPSK
modulation exhibits the best performance with 64 QAM as worst throughout the
BER versus SNR performance.

Figure 2 and Table 2 show the BER comparison for MIMO system with different
receiver systems. For the simulation purpose, 10× 10MIMOsystemwithNakagami-
m channel has been considered with m � 1. As indicated in the figure, LR-aided
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Fig. 1 BER comparison between different modulation schemes
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Fig. 2 BER comparison between different detectors

MMSE provides the best performance in comparison to other receiver (Tables 3 and
4).

As in Figs. 3 and 4, MIMO system performance improves with the increase in m
values. This is very true, as increasing m value improves the channel condition.
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Table 2 BER comparison
between different detectors

Receiver SNR BER SNR BER

ZF 0.0001 0.4236 30 0.01048

MMSE 0.0001 0.3461 30 0.001597

LR-aided ZF 0.0001 0.4267 30 1.95 × 10−5

LR-aided
MMSE

0.0001 0.4923 30 1.75 × 10−5

Table 3 BER comparison of
LLR-MMSE-aided MIMO
system with different channel
conditions

m SNR BER SNR BER

0.5 0.0001 0.4847 27 3.77 × 10−5

1 0.0001 0.4923 27 1.48 × 10−4

5 0.0001 0.4961 27 1.67 × 10−5

Table 4 BER comparison of
LLR-ZF-aided MIMO system
with different channel
conditions

m SNR BER SNR BER

0.5 0.0001 0.4858 34 0.004608

1 0.0001 0.4858 34 0.002514

5 0.0001 0.4765 34 0.001571
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Fig. 3 BER comparison of LLR-MMSE-aided MIMO system with different channel conditions
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Fig. 4 BER comparison of LLR-ZF-aided MIMO system with different channel conditions

9 Conclusion

In this paper, authors have considered Nakagami channel with 10 × 10 antennas
to represent massive MIMO. Nakagami channel is a dynamic channel meaning it
gives different characteristics for different values of m. In LLL algorithm, LR-aided
MMSE’s BER performance is superior in comparison to all other kinds of methods,
including ZF, MMSE and LR-aided ZF. The ZF continues to exhibit the worst BER
performance of all time. And also higher the modulation index gives the worst BER
performance, i.e. observed in both LLL algorithms.
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Sparse Coding of Bottleneck
Features-Based i-Vector Representation
for Language Recognition

Om Prakash Singh and Rohit Sinha

Abstract In recent years, the deep neural network (DNN) and the sparse coding
paradigms have received a lot of attention in many pattern recognition domains
including language recognition (LR). Motivated by their success, we have explored
sparse coding of DNN-based i-vectors for LR task in this work. For i-vector repre-
sentation, DNN-based bottleneck (BN) front-end features are used unlike the con-
ventional mel frequency cepstral coefficient (MFCC) features. Different kinds of
KSVD-based dictionary learning approaches have been explored for LR task. The
effectiveness of the proposed approaches has been evaluated on AP17-oriental lan-
guage recognition datasets in closed-set test conditions. On comparing with the base-
line method (BN feature-based i-vector with cosine distance scoring), the proposed
LR approaches are found to yield competitive performances.

Keywords Language recognition · Deep neural network · Bottleneck features ·
Sparse coding · Learned dictionary

1 Introduction

The success of deep neural networks (DNNs) in automatic speech recognition
(ASR) [5] has inspired many researchers to explore the DNNs in other pattern
recognition domains. In the recent past, DNNs have also been successfully
explored in speaker recognition (SR) [8, 9, 13] and language recognition (LR) [10,
11, 13, 17]. The DNNs have been used for classification task as well as extracting
the bottleneck features (BNFs). The state-of-the-art LR approach is based on the
i-vector representation using BNFs [13].
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In the recent past, the sparse coding is another popular approach which has got lot
of attention in many signal processing areas including language recognition [4, 14–
16]. The sparse coding technique relies on the underlying assumption that a signal
can have a compact representation as a linear combination of few columns (atoms)
of an overcomplete dictionary. In an ideal condition, the selected dictionary atoms
belong to the same class label as that of the target signal.

Motivated by the success of DNNs and sparse coding, we explore the sparse
coding of the i-vector representation of utterances on BNFs for LR task. The KSVD
[1] learned-exemplar, discriminative KSVD (D-KSVD) [20], and label consistent-
KSVD dictionary (LC-KSVD) [6] based dictionaries have been created and used for
sparse coding.

2 Bottleneck Feature-Based i-Vector for LR

In this section, we first present the structure of DNN employed for extracting the
features. The frame level outputs extracted from the bottleneck layer corresponding
to input acoustic features are referred to as the BNFs. The BNFs are used as the front
features for conventional i-vector representation employing Gaussian posteriors. An
alternate approach to extracting statistics in i-vector framework is also described,
which is based on posteriors from DNN instead of Gaussian mixture model (GMM)
component posteriors.

2.1 DNN Bottleneck Feature

The BNFs can be generated from one of the hidden layer which is having less
number of units or nodes as compared to hidden layer on either sides. The BN layer
(narrowest hidden layer) produces the output which is a compact version of original
inputs as it forces to represent information in low dimension. Figure 1 shows the
structure of deep bottleneck network with one input layer, multiple hidden layers,
and an output layer. Among the hidden layers, the layer having less number of nodes
is known as bottleneck layer. In this work,±N frames (left and right context= N ) of
spectral features (MFCCs) are spliced together, and the dimensionality is reduced by
linear discriminant analysis (LDA) using the acoustic states as classes. The reduced
dimensional features are further spliced together with ±M frames (left and right
context = M) and applied to the input layer of DNN. The BNFs are extracted from
a DNN trained for ASR using Kaldi [12] framework. In ASR, the pronunciations of
all words are represented by a sequence of senones (e.g., the tied-triphone states),
trained on top of LDA followed by maximum likelihood linear transform (MLLT)
features using particular transcribed speech corpus.
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Fig. 1 Structure of deep neural network employed for extracting the bottleneck features

2.2 i-Vector Representation

The i-vector [3] is a low-dimensional representation of GMM mean supervectors
derived using factor analysis with a low-rank projection matrix called the total vari-
ability matrix. It captures both the language and the session/channel variabilities,
and thus, appropriate session/channel compensation is required to minimize the ses-
sion/channel effect. In this approach, language-specific GMM supervectors are mod-
eled as

s = m + Tw (1)

where m is the language-independent universal background model (UBM) based
mean supervector, T is the total variability matrix, and w is known as the identity
vector or i-vector.

2.3 GMM Posteriors

The GMM posterior is the per-mixture posterior probability of each feature vector
computed using UBM, which is essentially a speaker/language-independent GMM.
The GMM posteriors along with utterance-specific feature vectors are used to accu-
mulate zeroth-, first-, and second-order sufficient statistics. Finally, the i-vector mod-
eling is done using accumulated statistics.

2.4 DNN Posteriors

In [9], an alternate approach to extracting statistics based on DNN has been pro-
posed. The method uses class posteriors from the DNN instead of GMM component
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posteriors for accumulating the statistics. The i-vector extraction is done in the same
way as it is done in the case of GMM-based statistics.

3 Proposed LR Approaches

3.1 Learned-Exemplar Dictionary-Based LR Approach

Given the training data for the lth language containing nl numbers ofm-dimensional
i-vectors Y l = { yli }nli=1 and the l1 regularization coefficient λ

′
1 for sparsity constraint,

the class-based dictionary learning problem is formulated as

min
Dl ,Sl

‖ Y l − DlSl ‖2F +λ′
1 ‖ Sl ‖1 (2)

where Dl is the language-specific learned dictionary having k columns and l =
1, . . . , L . The matrix Sl denotes a set of sparse vectors corresponding to Y l with sli
being the sparse vector for the i th i-vector of the lth language. All language-specific
dictionaries are estimated and then combined to form a single learned-exemplar
dictionary as

D = [D1 | D2 | . . . | DL ] (3)

where “|” denotes a horizontal concatenation operator.
Once the dictionary D is obtained, the test i-vector x for an utterance is sparse

coded using the least angle regression (LAR) algorithm. The Lasso-based sparse
coding problem is formulated as

γ̂ = argmin
γ

1

2
‖ Dγ − x ‖2 +λ1 ‖ γ ‖1 (4)

The coefficients of sparse vector γ̂ can be used to obtain the class labels of the
unknown utterance, and known as sparse representation-based classification (SRC).

3.2 Language Recognition Using D-KSVD

TheD-KSVD [20] is a dictionary learning approachwhich incorporates classification
error term in addition to reconstruction error used in classical KSVD. The idea is to
simultaneously learn a single dictionary D̂ and a linear classifier Ŵ by solving the
joint optimization problem which is formulated as

〈 D̂, Ŵ , Ŝ〉 = argmin
D,W ,S

‖ Y − DS ‖2F +β ‖ H − WS ‖2F +λ′
1 ‖ S ‖1 (5)
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where Y ∈ R
m×N is the set of training data vectors, D ∈ R

m×k is the learned dictio-
nary, S ∈ R

k×N is the set of sparse codes corresponding to Y , β is the regularization
parameter, the matrix H ∈ R

L×N contains the class label of training data vectors,
W ∈ R

L×k is a linear classifier, and λ′
1 is the l1-norm regularization coefficient which

controls the number of nonzero elements in the sparse vector.

3.3 Language Recognition Using LC-KSVD

In LC-KSVD [6] dictionary learning approach, discriminative sparse code error term
enforcing label consistency was incorporated in addition to the terms (i.e., recon-
struction and classification error term) used in D-KSVD formulation. The LC-KSVD
dictionary learning problem is formulated as

〈 D̂, Ŵ , Â, Ŝ〉 = argmin
D,W ,A,S

‖ Y − DS ‖2F +α ‖ Q − AS ‖2F
+β ‖ H − WS ‖2F +λ′

1 ‖ S ‖1
(6)

where Y ∈ R
m×N is the set of training data vectors, D ∈ R

m×k is the learned dic-
tionary, S ∈ R

k×N is the set of sparse codes corresponding to Y , matrix H ∈ R
L×N

contains the class label of training data vectors, and W ∈ R
L×k is a linear classifier.

The matrix Q ∈ R
k×N is the discriminative sparse codes matrix promoting label

consistency, A ∈ R
k×k is a linear transformation, α and β are the regularization

parameters used to balance the discriminative sparse code errors and classification
error to overall objective function, respectively.

Equations (5) and (6) can be solved using classical KSVD algorithm. Once the
dictionary D is obtained, the sparse coefficient vector s′ corresponding to the test
vector can be computed by using any suitable sparse coding algorithm such as LAR.
Now, on applying the predicted linear classifier Ŵ to the sparse vector s′, we obtain
a class-similarity vector l as l = Ŵ s′. Finally, the class label of the test vector is
decided based on the class label associated with the index in vector l attaining the
maximum value.

The special case of LC-KSVD problem with β = 0 is referred to as LC-KSVD1
while with nonzero values of regularization parameters α and β, it is referred to
as LC-KSVD2. The learning procedure of LC-KSVD1 is same as of LC-KSVD2;
however, the classifierW for LC-KSVD1 is trained separately after the computation
of D, A, S. The estimate of linear classifier Ŵ is obtained by solving the equation

Ŵ = HŜ(ŜŜ
T + λI)−1 (7)

where λ is the l2 norm regularization coefficient and I is the identity matrix. The
dictionary initialization step of LC-KSVD differs from D-KSVD. The LC-KSVD
learns a single learned-exemplar dictionary which is concatenation of class-specific
dictionaries whereas D-KSVD learns a single dictionary using pooled data from all
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classes. In our implementation, a single learned-exemplar dictionary-based initial-
ization is considered in both D-KSVD- and LC-KSVD-based approaches. This has
been done to know the actual performance gains of the algorithms.

4 Experimental Setup

4.1 Database

In this work, THCHS30 Chinese transcribed speech database [19] is used for training
the ASR-based DNN system. The BNFs corresponding to training and test utter-
ances of multilingual speech corpus for oriental languages, collected from AP17-
OL3 and AP16-OL7 as per AP17-OLR Challenge [18], are extracted for this study.
The AP17-OL3 includes three languages: Kazakh, Tibetan, and Uyghur whereas the
AP16-OL7 includes seven languages: Cantonese, Mandarin, Indonesian, Japanese,
Russian,Korean, andVietnamese.Thus, a total of 10 languages are considered and the
evaluations are done in closed-set condition on three different duration test datasets
corresponding to 1 second, 3 seconds, and full-length utterances. The details of the
data distribution can be found in [18].

4.2 Bottleneck Features

For extracting the BNFs, a DNN with five hidden layers and one BN layer has been
trained using THCHS30 Chinese speech corpus. The hidden layers consist of 1024
nodes, and the BN layer has 60 nodes. The network uses the tanh as the nonlin-
earity function. The BN layer is placed after the third hidden layer. The DNN is
trained with keeping the number of epochs as 20 and the mini-batch size as 128.
The 91-dimensional feature vectors are obtained by concatenating 13-dimensional
MFCCs spliced across ±3 frames. The dimensionality of the resulting feature vec-
tors is reduced to 40 by applying LDA. These 40-dimensional feature vectors are
further spliced across ±10 frames and used for training the DNN. Once the DNN is
trained, the speech data for which the BNFs are to be extracted undergo the similar
feature processing and then passed through this trained network. So the obtained
60-dimensional features at the output of BN layer are referred to as the BNFs.

4.3 The i-Vector Extraction

We build a language-independent UBM consisting of 2048 Gaussian mixtures on
a set of BNFs pooled from each of the 10 languages of AP17-OLR. For com-
puting the i-vectors, a total variability matrix T of 400 columns is trained on the
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training data following the procedure as described in [7]. Both GMM posteriors-
and DNN posteriors-based approaches are used for computing statistics correspond-
ing to each of the training and test segments. In this work, we referred BNF–GMM
Posteriors–ivector for BNFs-based i-vector representation of utterances employing
GMM posteriors while BNFs-based i-vector representation of utterances employing
DNN posteriors is referred to as BNF-DNN Posteriors–ivector.

4.4 Classification and Score Calibration

The CDS classifier is used for the baseline i-vector system employing front-end
bottleneck features. The learned-exemplar dictionary-based system uses SRC. In
SRC, the coefficients of nonzero locations are used to determine the true class of
the test sample. However, the proposed D-KSVD and LC-KSVD use the weighted
similarity l of the test vector as discussed in Sects. 3.2 and 3.3. The language scores
computed using different classifiers may not be well calibrated. This may be due to
limited number of training examples used for target language modeling. To calibrate
the language score, multi-class logistic regression employing the FoCal toolkit [2]
is used prior to the final decision. The calibration was trained in the “cheating” way,
i.e., using the evaluation scores [10].

5 Results and Discussion

The performance of the proposed and contrast systems is reported on an AP17-
OLR dataset in closed-set condition for three different test durations. The LR is
broadly divided into two tasks: the language detection and language identification,
and their performances are measured in terms of average cost detection function
(Cavg) and identification rate (% IDR), respectively. Table 1 shows the performance

Table 1 Performance of BNF-DNN Posteriors–ivector with session/channel compensation tech-
niques. The scores are obtained using CDS classifier and are calibrated using Gaussian backend
followed by MLR

Session/Channel comp. Full-length 3 s 1 s

100 × Cavg % IDR 100 × Cavg % IDR 100 × Cavg % IDR

LDA 1.38 96.12 2.28 93.76 8.52 77.73

WCCN 1.33 96.26 2.17 94.12 8.30 78.11

LDA+WCCN 1.38 96.08 2.31 93.58 8.58 77.22
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Table 2 Performance of BNF–GMM Posteriors–ivector with session/channel compensation tech-
niques. The scores are obtained using CDS classifier and are calibrated using Gaussian backend
followed by MLR

Session/Channel comp. Full-length 3 s 1 s

100 × Cavg % IDR 100 × Cavg % IDR 100 × Cavg % IDR

LDA 1.07 96.84 1.86 94.91 7.27 80.88

WCCN 1.03 96.80 1.77 94.92 7.06 81.09

LDA+WCCN 1.10 96.80 1.88 94.81 7.41 80.84

of BNFs-based i-vector systemwith three session/channel compensation techniques.
The accumulation of statistics for i-vector modeling is based on class posteriors
from the DNN. The LR system employing WCCN session/channel compensation is
found to give satisfactory performance compared to the LDA and LDA followed
by WCCN. The similar trend is noted with i-vector modeling based on GMM
posteriors, shown in Table 2. In Table 3, we have shown the performances of the
proposed learned dictionary-based LR approaches employing learned-exemplar, D-
KSVD, and LC-KSVD along with state-of-the-art BNF–GMM Posteriors–ivector-
based LR for contrast purpose. The BNF–DNN Posteriors–ivector-based LR system
is also taken into consideration. The degraded performance ofBNF–DNNPosteriors–
ivector-based LR system is noted compared toBNF–GMMPosteriors–ivector-based
system. On comparing with the baseline method, the LC-KSVD2 dictionary-based
LR approach is found to give satisfactory performance, whereas a degraded perfor-
mance is observed in case of learned-exemplar-based LR system. The performance
of the LC-KSVD1-based approach is comparable to baseline on full-length test seg-
ments. However, little improvement in the system performances is noted on shorter
duration segments of 3 seconds and 1 second. In dictionary learning approaches,
the parameters are tuned and best values are selected. The dictionary sparsity λ′

1
is varied for values from 0.005, 0.01, 0.015, 0.02, to 0.1 with increment of 0.01;
decomposition sparsity λ1 is varied for the values of 0.001, 0.005, 0.01, 0.015, and
0.02;

√
α and

√
β vary between 0.1 and 0.5 with increment of 0.1. The best per-

formances with LC-KSVD2 on full-length segments are noted with following tun-
ing parameters: dictionary sparsity λ′

1 = 0.05, decomposition sparsity λ′
1 = 0.01,√

α = 0.4 and
√

β = 0.4. Similarly, for the test segment duration of 3 seconds, the
tuning parameters (λ′

1 = 0.08, λ′
1 = 0.01,

√
α = 0.5 and

√
β = 0.4) are selected to

achieve better performances. On 1-second test segments, the best tuning parameters
noted are λ′

1 = 0.005, λ′
1 = 0.001,

√
α = 0.1, and

√
β = 0.1. The performances of

LC-KSVD2 and D-KSVD-based LR approaches are found comparatively.
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6 Conclusion

In this work, we have explored three learned dictionaries (learned-exemplar, D-
KSVD, and LC-KSVD) based LR systems employing i-vector representation based
on bottleneck front-end features. The proposed D-KSVD- and LC-KSVD-based LR
systems have been found to perform much better than i-vector employing bottleneck
features with CDS classifier, except for a short segment of 1 second for language
identification task. However, the slight degradation has been noted with learned-
exemplar dictionary-based approach. The performances of the D-KSVD and LC-
KSVD have been found comparable, considering the same dictionary initialization
procedure.
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Review on Indoor Channel
Characterization for Future Generation
Wireless Communications

Soumyasree Bera and Subir Kumar Sarkar

Abstract The market demand for high quality-of-service Internet/data access in
indoors is increasing drastically because of the increase in the smart device users,
thus leading to the requirement of high data rate support. The current technologies
serve mainly in the outdoor scenarios where the presence of clutter, multipath is
comparatively lesser than in indoor. Therefore, huge challenge is to satisfy users
demand even in indoors, thus fulfilling the motto “anywhere, anytime” which is
only possible by properly studying the nature of the propagation channel so as to
mitigate the channel effect to the maximum extent with the adaptation of proper
equalization technique. The aim of this paper is to access the various possibilities
adapted worldwide to achieve the above goal.

Keywords Wideband system · Millimeter wave (mmW) · Future generation
communication · Indoor EM propagation

1 Introduction

Demand of wireless communication system is increasing at a very faster rate due
to the advancement of smart devices like mobile phones, tablets, etc., and its usage
in indoors (like home, office, classrooms, etc.) is expected to be around 90% in the
coming year [1, 2]. Users worldwide are interested in applications like high-quality
video chats, UHD quality video streaming, on-demand HD video, instantaneous
cloud access for IOT-based M2M applications, etc., which leads to the requirement
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of very high throughput links in household scenarios and office scenarios [3]. Addi-
tionally, demand for always on data and connectivity to the cloud while not being
tethered to Ethernet is also rising day by day. Currently, all indoor needs are served
by the traditional macrocells, thus having poor coverage due to low penetration and
low bandwidth leading to the dissatisfaction of users. Therefore, in order to improve
the coverage, the concept of femto cell or microcell is one of the solutions taken
into consideration. But the linear improvement of performance is not achievable as
expected due to the intercell interference. Hence, currently, researchers are ponder-
ing the addition of the millimeter wave (mmW) bands to smart devices because of its
much larger bandwidths (1.3 GHz at 28 GHz band, 1.4 GHz at 39 GHz band and over
7GHz at 60GHz band) thus fulfilling the demand of users [2]. Also, the beamforming
technique further helps by reducing the intercell interference. Though mmW proves
to be a very lucrative approach, it poses lots of challenges in terms of the cost and
propagation phenomenon in indoor scenarios unlike the low-frequency applications
[4]. Hence, channel characterization (electromagnetic propagation study) is highly
required so as to mitigate the losses incurred by the presence of various obstacles
in indoors [5–7]. This paper deals with the survey of the challenges observed and
probable solutions of indoor wireless communication and thus evolving different
techniques used worldwide to characterize indoor channel and the respective limita-
tions.

2 Environments

Indoor propagation channel is a scenario that contains various obstacles like walls,
almirahs, racks, tables, chairs, etc. Therefore, transceivers are surrounded by lots of
multipaths and clutter signals. So, along with line of sight (LOS) signals, strong mul-
tipath and clutter signals make the system complex. Also, there is a high possibility
of the absence of LOS signal, rather communication to be established with non-line
of sight signal components [8]. The obstacles present contribute differently to the
EM propagation and thus to be accounted for better channel sounding. So, type of
indoor can be broadly categorized into home, office, airports, stadiums, classrooms,
railway stations, etc., and as can be observed that each environment has its typi-
cal arrangement and behavior toward EM propagation [9, 10]. Therefore, various
parameters like coverage area, leakage, channel capacity, interference, etc., need to
be addressed.

As established earlier that the solution for high QOS is the use of the mmW. But
mmW has various limitations as well. It is already known that the path loss, penetra-
tion loss for high-frequency signal is higher compared to the low-frequency applica-
tions [11]. Another factor to be taken into consideration is the oxygen absorption of
high-frequency signals like at 60 GHz. Even foliage loss in case of outdoor-to-indoor
communication at 28 GHz is nearly 16–28 dB depending on the condition of foliage
[12, 13]. At 73 GHz band, the foliage loss of 0.4 dB/m is obtained by [14].
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Even the scenario changes from city-to-city, room-to-room. Thus, the accuracy of
the same model becomes questionable from one scenario to another. So, researchers
are considering separately study as variable condition as possible to come up with
more accurate channel models.

3 Indoor Technologies

Indoor environments mainly use the following wireless technologies:

(a) Wi-Fi: Wi-Fi is a well-known technology used worldwide by many users espe-
cially in indoors and the need of high-speed Internet viaWi-Fi is highly increas-
ing. Earlier standards 802.11 a/b/g/n supports maximum data rate of 54–600
Mbps which again is limited and the intercell interference is also high. 802.11ac
now promises an increased data rate of 1Gbps at 5 GHz band with the addi-
tion of multiuser MIMO (MU-MIMO). 802.11ad further improves the situation
exploiting a wider bandwidth (up to 2 GHz) at 60 GHz promising typically 5
Gbps of data rate by exploiting 32 antennas used for narrow beamformation
[9–11, 15–18].

(b) Cellular: Cellular technology has brought about a drastic change in communi-
cation system bringing people around the world closer. The advent of cellular
technology starting from GSM to LTE is gigantic [15]. The increase in data
rate is nearly about 1 Gbps in LTE. But the limitation is the use of macro-
cell structure which makes it incompatible for indoor wireless communication.
Therefore, the world is looking forward to address this problem in 5G, where
techniques like MIMO, beamforming, and mmW have huge contribution [12,
13]. As already discussed, the use of mmW will lead to the usage of multiple
numbers of antennas leading to high gain and less prone to interference thus
reducing the shortcomings of mmW. 5G is the union of all the known technolo-
gies [19]. Even services like Internet-of-things (IoT) and Internet-of-vehicles
(IoV) are also becoming part of 5G service termed as narrowband IoT (NB-IoT)
[20]. Though 5G is not yet standardized, Verizon has already launched pre-5G
in 28 GHz band in the US. Even Japan is also planning to launch 5G in the
year 2020 during the Olympics. Therefore, it is clearly understandable that the
need for larger bandwidth as in future humans will not only be the sole user of
wireless network but the demand of machines will be addressed. Therefore, fre-
quencies like 60 GHz and 73 GHz will be more likely to be used as the available
bandwidth is 7 GHz and 2 GHz, respectively [21–24].
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4 Radio Propagation

EM propagation undergoes various types of losses while traveling via the channel
which ultimately impacts the health of signal received by the receiver. The differ-
ent propagation mechanisms are reflection, refraction, diffraction, and scattering
[25–27]. So the propagation is affected by the type of material of the obstacles, their
penetration losses etc. Therefore, the path losses will vary accordingly depending on
the type of objects present in the room. Even the penetration loss is to be considered
for outdoor-to-indoor communication which leads to shadowing effect [10, 11, 15].
As discussed earlier, the impact is more severe in case of closed environments due to
the presence of different obstacles like wall, floor, furniture etc. thus fast fading is a
common problem faced. The papers show the effect on EM wave with the presence
of [23]. These behaviors are again frequency dependent. The phenomenon like scat-
tering and diffraction starts changing when one shifts from low frequency to high
frequency, i.e., to the mmW band. At high frequency, absorption is another issue to
be related. Frequencies at 60 GHz have got high oxygen absorption, which restricts
its performance to a shorter distance. Therefore, while channel characterization, the
above-discussed losses are to be taken into consideration.

Researchers have also taken into consideration, the effect in penetration loss
depending on the antenna polarization and found an increment attenuation by 18 dB
at 73 GHz [10].

5 Channel Modeling

Channel modeling is the main aim of the channel characterization. It is the way of
predicting the effect of the channel on the EM wave. It tells about the coverage,
interference, etc., present in the channel. The accuracy of the model is of utmost
importance to ensure that the real values are closely related to the predicted values.

Therefore, proper model tuning is very important [22, 25, 26, 28, 29].

5.1 Empirical Models

Empirical models are used in order to predict the channel model from the experimen-
tally taken path loss measurements. There are various empirical models as follows:

(a) Power Law Model
It is considered to be the simplest form of an empirical path loss model, where
n and K are the only two model parameters to be tuned with measurements.

L � 10n log r + K (1)
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whereK� path loss intercept, which represents the path loss taken at a reference
distance, often taken as 1 m; n � path loss exponent.
This model does not support the accurate predictions.

(b) Keenan–Motley Model
It is the path loss model mainly for the prediction of macrocell.

L � L1 + 20n log r + nf × af + nw × aw (2)

where nf and nw � loss factor corresponding to the number of floors and walls,
respectively, intersected by the straight-line distance r between the terminals.
af and aw � attenuation factor per floor and wall, respectively, in decibels.
This model fails in sharp corners which makes it unreliable for indoor applica-
tions.

(c) ITU-R Indoor Model
This model accounts the floor loss, and the loss between points on the same
floor is included by varying the path loss exponent.

L � 20 log fc + 10n log r + Lf × nf − 28 (3)

where nf � path loss exponent �, and Lf � floor penetration loss, which varies
with the number of penetrated floors nf.

(d) Indoor Dominant Path Model (DPM)
It considers the signal of the dominant path rather than the direct path.

L � λ

4π
+ 10n log r + Le +

m∑

i�1

f (φ, i) +
k∑

i�1

Li − Ω (4)

(e) COST-231 Multiwall Model
This model accounts for the presence of wall and floor loses for individual
partitions.

L � LFSL + Lc +
W∑

i�1

Lwinwi + L((n f +2)/(n f +1)−b)
f n f (5)

5.2 Physical Models

A physical model tells about the propagation mechanisms with the actual geome-
try and EM nature of the scenario under consideration as propagation mechanisms
such as reflection, refraction, diffraction, and others are taken into account when
computing the signal strength at any point. Intelligent ray-tracing (IRT) model is
widely used for channel characterization [2, 27, 30]. There are other various mod-
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els like measurement-based prediction (MBP) which depends on the signal strength
measurement, antenna coordinates, and radiation pattern.

On completion of the designing the models, proper validation is a requirement
and for that repetitive measurement is must [26].

6 Types of Measurement Systems

One of theways to characterizemobile radio propagation channel is continuous wave
(CW) measurements which are often performed by transmitting an unmodulated
single tone carrier. VNA is usedwidely for this type ofmeasurements but narrowband
is easily affected by path loss [31]. As CW measurements only use unmodulated
single tone carriers, they are not suitable for measuring network performance, and
therefore, other narrowband measurement equipment should be used [22, 26].

Anotherway adapted is themeasurement usingwidebandwhich can easily charac-
terize the parameters such as delay spread, delay profile, average delay, and coherence
bandwidth [2, 3, 21, 26, 30, 31, 32]. Various techniques may be employed, some of
which use the principle of transmitting many narrowband signals, either sequentially
or simultaneously. However, due to the limitations of the abovementioned methods,
genuine wideband sounding techniques are required. Examples of such techniques
are periodic pulse sounding and pulse compression. The measurement results using
wideband signals are reported in using spread spectrum technology with 11 order
PN code [4, 8–10, 14, 22, 26, 30, 33].

7 Conclusion

This paper describes the need for channel characterization and increasing demand in
the recent communication era. The requirement of multi-gigabit-speed everywhere
is the urge of the users. Along with the humans, now machines are also becoming
the customers. So, serving multi-gigabit-speed for billions of consumers not only at
outdoors but also in indoors has become a huge task. When one comes from outdoor
to indoor, the radio propagation starts changing, as fast fading becomes more severe
in indoors. So, the properties such as reflectivity, refractivity, scattering, etc., are to be
kept in mind. Therefore, the solution to the problem is the use of mmW band which
provides huge bandwidth at a stretch. So, the typical frequency bands considered are
28, 39, 60, and 73 GHz. The use of mmW also leads to use of multiple antennas,
thus forming sharper antenna beam which ultimately enhances the signal-to-noise
ratio by reducing the interference, multipath effect. The concept of microcell is also
coming into the picture as the mmW suffers huge path loss.

Another challenge is the outdoor-to-indoor communication. Researchers are also
considering the model for such situation as the penetration loss becomes an issue.
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The application of mmW also leads to the wideband measurement which helps
in estimating the channel parameters like delay spread, average delay, coherence
bandwidth, etc., thus enhancing the accuracy of the predicted channel model. There-
fore, with all the predicted model, better receiver designing is possible that will lead
to improved quality of service to the users, thus fulfilling the concept “anywhere,
anytime”.

References

1. Zavala AA. Indoor wireless communications
2. Ryu J, PartykaA, Subramanian S, SampathA (2015) Study of the indoormillimeter wavelength

channel. In: 2015 IEEE global communication conference GLOBECOM 2015, pp 1–5
3. Merwaday A, Rupasinghe N, Güvenç I, SaadW, Yuksel M (2014) USRP-based indoor channel

sounding for D2D and multi-hop communications. In: 2014 IEEE 15th annual IEEE wireless
and microwave technology conference WAMICON 2014

4. Anderson CR, Rappaport TS, Bae K, Verstak A, Ramakrishnan N, Tranter WH, Shaffer CA,
Watson LT (2002) In-building wideband multipath characteristics at 2.5 and 60 GHz. In: Pro-
ceedings of the IEEE 56th vehicle and technology conference, vol 1, pp 97–101

5. Peng B, Rey S, Kürner T (2016) Channel characteristics study for future indoor millimeter
and submillimeter wireless communications. In: 10th European conference on antennas and
propagation, vol 110, pp 1–5 (2016)

6. Ma J, Shrestha R, Moeller L, Mittleman DM (2018) Invited article: channel performance for
indoor and outdoor terahertz wireless links. APL Photonics 3:051601

7. Masa-Campos JL, Lalueza-Mayordomo JM, Taha-Ahmed B (2010) RF propagation in indoor
environment at WiMAX band of 3.5 GHz. J Electromagn Waves Appl 24:2495–2508

8. Maccartney GR, Yan H, Sun S, Rappaport TS (2017) A flexible wideband millimeter-wave
channel sounder with local area and NLOS to LOS transition measurements. IEEE Int Conf
Commun 1–7 (2017)

9. Maccartney GR, Deng S, Sun S (2015) NYUWIRELESS TR 2015-002 technical report indoor
office wideband millimeter-wave propagation measurements and channel models at 28 GHz
and 73 GHz for ultra-dense 5G wireless networks, vol 3

10. Ryan J, Maccartney GR, Rappaport TS (2017) Indoor office wideband penetration loss mea-
surements at 73 GHz. In: 2017 ieee international conference on communication workshop, ICC
workshop, pp 228–233

11. Koymen OH, Partyka A, Subramanian S, Li J (2015) Indoor mm-wave channel measurements:
comparative study of 2.9 GHz and 29 GHz. In: 2015 IEEE global communication conference
GLOBECOM 2015, pp 7–12

12. Papazian PB, Lo Y (1999) Seasonal variability of a local multi-point distribution service radio
channel. In: 1999 IEEE radio wireless conference, RAWCON 99 (Cat. No. 99EX292), pp
211–214

13. Chavero M, Polo V, Ramos F, Marti J (1992) Impact of vegetation on the performance of
28 GHz LMDS transmission, pp 35–40

14. Rappaport TS, Deng S (2015) 73 GHz wideband millimeter-wave foliage and ground reflec-
tion measurements and models. In: 2015 IEEE international conference on communication
workshop, ICCW 2015, pp 1238–1243

15. Akdeniz MR, Liu Y, Samimi MK, Sun S, Rangan S, Rappaport TS, Erkip E (2014) Mil-
limeter wave channel modeling and cellular capacity evaluation. IEEE J Sel Areas Commun
32:1164–1179

16. Sun S, Rappaport TS, Heath RW, Nix A, Rangan S (2014) MIMO for millimeter-wave wireless
communications: beamforming, spatialmultiplexing, or both? IEEECommunMag52:110–121



356 S. Bera et al.

17. Kristem V, Sangodoyin S, Bas CU, Kaske M, Lee J, Schneider C, Sommerkorn G, Zhang CJ,
Thoma RS, Molisch AF (2017) 3D MIMO outdoor-to-indoor propagation channel measure-
ment. IEEE Trans Wirel Commun 16:4600–4613

18. Sun S, Rappaport TS (2017) Millimeter wave MIMO channel estimation based on adaptive
compressed sensing

19. Sun S, Maccartney GR, Rappaport TS (2017) A novel millimeter-wave channel simulator and
applications for 5G wireless communications. IEEE Int Conf Commun 10

20. Wang Y, LuW, Zhu H (2010) Experimental study on indoor channel model for wireless sensor
networks and internet of things r l. Antenna 624–627

21. Ko J, Lee SU, Kim YS, Park DJ (2016) Measurements and analyses of 28 GHz indoor channel
propagation based on a synchronized channel sounder using directional antennas. J Electro-
magn Waves Appl 30:2039–2054

22. Al-SammanAM,AbdRahmanT,AzmiMH(2018) Indoor corridorwideband radiopropagation
measurements and channelmodels for 5Gmillimeterwavewireless communications at 19GHz,
28 GHz, and 38 GHz Bands. Wirel Commun Mob Comput 2018

23. Aihua H, Zhongliang D, Yao Z (2017) Study on the method of indoor wireless channel char-
acteristic measurement and analysis based on vector network analyzer

24. Sulyman A, Nassar A, Samimi M, Maccartney G, Rappaport T, Alsanie A (2014) Radio prop-
agation path loss models for 5G cellular networks in the 28 GHZ and 38 GHZmillimeter-wave
bands. IEEE Commun Mag 52:78–86

25. Sulyman AI, Alwarafy A, MacCartney GR, Rappaport TS, Alsanie A (2016) Directional radio
propagation path loss models for millimeter-wave wireless networks in the 28-, 60-, and 73-
GHz bands. IEEE Trans Wirel Commun 15:6939–6947

26. Rappaport TS, MacCartney G, Samimi M, Sun S (2015) Wideband millimeter-wave propa-
gation measurements and channel models for future wireless communication system design.
IEEE Trans Commun 1–1

27. Bou-El-Harmel A, Benbassou A, Belkadid J, Mechatte N (2017) Effect of quasi-isotropic
antenna orientation on indoor multipath propagation characteristics in RSN applications. Int J
Antennas Propag 2017

28. Zhang M, Polese M, Mezzavilla M, Rangan S, Zorzi M (2017) ns-3 implementation of the
3GPP MIMO channel model for frequency spectrum above 6 GHz

29. MacCartney GR, Rappaport TS (2017) Rural macrocell path loss models for millimeter wave
wireless communications. IEEE J Sel Areas Commun 35:1663–1677

30. MacCartney GR, Rappaport TS (2017) A flexible millimeter-wave channel sounder with abso-
lute timing. IEEE J Sel Areas Commun 35:1402–1418

31. Martinez-Ingles MT, Gaillot DP, Pascual-Garcia J, Molina-Garcia-Pardo JM, Rodríguez JV,
Rubio L, Juan-Llácer L (2016) Channel sounding and indoor radio channel characteristics in
the W-band. Eurasip J Wirel Commun Netw 2016:1–8

32. Jagannatham AK, Erceg VO (2004) MIMO indoor WLAN channel measurements and param-
eter modeling at 5.25 GHz. In: IEEE 60th vehicle technology conference 2004, VTC2004-Fall,
vol 1, pp 106–110

33. Sun S, Yan H, Maccartney GR, Rappaport TS (2017) Millimeter wave small-scale spatial
statistics in an urban microcell scenario. IEEE Int Conf, Commun



Phased-MIMO Radar in Low SNR
Regime

Samarendra Nath Sur, Rabindranath Bera and Bansibadan Maji

Abstract Exploitation of coherency gain and diversity gain to improve the mul-
tiantenna system performance is a hot research topic. This paper deals with the
performance analysis of phased-MIMO radar by utilizing the above-said gains. The
main focus of this paper is to demonstrate the superiority of phased-MIMO radar
over MIMO radar in low SNR regime. Detailed mathematical analysis along with
simulation has been presented in this paper

Keywords MIMO · SNR · Probability of detection · Phased-MIMO

1 Introduction

Researchers are continuously exploring and engaging them self to improve the radar
performance [1, 2] through advanced signal processing techniques. In this regards,
multiple antenna signal processing algorithms provide a tremendous boost in radar
performance [2]. Thedemand for sophisticated radar is increasingdaybydaywith tar-
get localization and characterization being the most important aspect. But it becomes
more complex in rich scattering environment, particularly in low SNR condition. In
low SNR condition, radar performance is greatly influenced by target scintillations
[3, 4]. On the contrary, radar should have a waveform which can not be detected by

S. N. Sur (B) · R. Bera · B. Maji
Electronics and Communication Engineering Department, Sikkim Manipal Institute of
Technology, Sikkim Manipal University, Majitar, Rangpo 737136, Sikkim, India
e-mail: Samar.sur@gmail.com; samarendra.s@smit.smu.edu.in

R. Bera
e-mail: rbera@smit.smu.edu.in; rbera50@gmail.com

B. Maji
e-mail: bansibadan.maji@ece.nitdgp.ac.in

S. N. Sur · R. Bera · B. Maji
Electronics and Communication Engineering Department, National Institute of Technology,
Durgapur, Durgapur, West Bengal, India

© Springer Nature Singapore Pte Ltd. 2019
R. Bera et al. (eds.), Advances in Communication, Devices and Networking,
Lecture Notes in Electrical Engineering 537,
https://doi.org/10.1007/978-981-13-3450-4_39

357

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3450-4_39&domain=pdf
mailto:Samar.sur@gmail.com
mailto:samarendra.s@smit.smu.edu.in
mailto:rbera@smit.smu.edu.in
mailto:rbera50@gmail.com
mailto:bansibadan.maji@ece.nitdgp.ac.in
https://doi.org/10.1007/978-981-13-3450-4_39


358 S. N. Sur et al.

the enemy receiver. In present-day electronic warfare, the receiver system should be
equipped in such a way that it can easily recognize the waveform with classifica-
tion, and identification capabilities. Therefore, from both the way it is necessary to
analyze the system performance in low SNR condition. Particularly for designing
low probability of intercept radar (LPI), through the wall (TTW), ground penetrat-
ing radar (GPR), and also for the stealth target detection, low SNR of the received
signal severely effects the radar performance. Now as in [5], MIMO, by exploiting
the diversity radar performance can be enhanced [6–8]. Detection and localization
of target with TTW imaging radar and GPR radar is a really tough task because
of its effects on electromagnetic propagation due to phase distortion and delay [6].
Here in this paper, phased-MIMO radar [1, 5] performance has been evaluated with
low SNR situation. As it utilizes both the coherency gain and the diversity gain, it
improves the system performance tremendously under such circumstances. In other
words, phased-MIMO [1, 9] system enhanced the robustness of the target detection.

In this paper, the output SNR corresponding to MIMO and phased-MIMO radar
have been compared. The mathematical expression has been derived based on the
low SNR approximation and validated with the simulated results.

2 Mathematical Model

Let us consider the radar detection problem at delay τ as follows [3, 4]:

H0: Fall Detection
H1: Target Detected

Based on the Neyman–Pearson sense, the optimal detector likelihood ratio test
(LRT) can be given as [10]

T � log
f (r(t)|H1)

f (r(t)|H0)

<H1
>H0

δth (1)

where f (r(t)|H0) and f (r(t)|H1) are the probability density function of the obser-
vation corresponding to the radar detection and δth is the threshold, which is related
to the probability of false alarm (Pfa).

In this paper, we have considered Mt, transmitter antenna, and Nr, receiver anten-
nas.

Let x be the output of the matched filter banks and x is a complex random vari-
able with zero mean. And the elements of the correlation matrix are σ 2

n IMt Nr and((
E
Mt

)
+ σ 2

n

)
IMt Nr under the radar detection hypothesis, where E be the total trans-

mitted energy, and σ 2
n is the noise level per receive element.
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2.1 Discussion Output SNR

As in [4], the detector’s output SNR, β is defined as given below:

β � |E(T |H0) − E(T |H1)|2
1
2 [Var(T |H0) + Var(T |H1)]

(2)

2.2 MIMO Radar

For MIMO radar, (T/H0) � NM(σn)
2and E(T/H1) � MN

(
σ 2
n + E

M

) �
MNσ 2

n + EN . And also Var(T/H0) � MN
(
σ 2
n

)2 � NMσ 4
n and Var(T/H1) �

MN
{(

σ 2
n + E

M

)2} � MN
(
σ 4
n + E2

M2 + 2.σ 2
n

E
M

)
.

Therefore, using Eq. (2), the output SNR level can be calculated as mentioned
below:

βMIMO � |E(T/H0) − E(T/H1)|2
1
2 [Var(T/H0) + Var(T/H1)]

� (EN )2

1
2

[
2MNσ 4

n + E2

M2 + 2 σ 2
n E
M

]

� ρ2N

M
(
1 + ρ2

2M2 +
ρ

M

) (3)

where the SNR is denoted by ρ, as the ratio between the total transmitted energy and
the noise level per receive element and can be defined as ρ � E

σ 2
n
.

2.3 Phased-MIMO Radar

To analyze the phased-MIMO radar following parameters are considered, Mcoh rep-
resents the number of elements per sub-array at the transmitter side. Ncoh is the
number of elements per sub-array at the receiver side. Mdiv and Ndiv represent the
number of Sub-Array at the transmitter and receiver side, respectively.

In case of phased-MIMO radar, E(T/H0) � σ 2
n NcohMdivNdiv and

E(T/H1) �
(
σ 2
n Ncoh +

EN 2
cohMcoh

Mdiv

)
Mcoh . And Var(T/H0) � MdivNdiv

(
σ 2
n Ncoh

)2

and Var(T/H1) � MdivNdiv

(
σ 2
n Ncoh +

EN 2
cohMcoh

Mdiv

)2
.

Therefore, the output SNR level can be calculated as
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βphased−MIMO �
(

EN 2
cohMcoh

Mdiv
.MdivNdiv

)2

1
2MdivNdiv

[
σ 4
n N

2
coh + σ 4

n N
2
coh +

EN 2
cohM

2
coh

M2
div

+ 2 σ 2
n N

3
coh E

Mdiv

]

� E2N 2
cohM

2
coh Ndiv /σ 4

n

Mdiv

[
1 + N 2

cohM
2
coh

2M2
div

E2

σ 4
n
+ E

σ 2
n

NcohMcoh
Mdiv

] (4)

βphased−MIMO � ρ2N 2
cohM

2
coh Ndiv

Mdiv

[
1 + N 2

cohM
2
coh

2M2
div

ρ2 + NcohMcoh
Mdiv

ρ
] (5)

2.4 Low SNR Approximation

In high SNR regime, Eqs. (3) and (5) can be expressed as

βMIMO |low � N/M(
1

2ρ2 + 1
ρM

) (6)

βphased−MIMO

∣∣
low � N 2

cohM
2
coh Ndiv/Mdiv[

1
ρ2 +

NcohMcoh
ρMdiv

] (7)

βMIMO |low
βphased−MIMO

∣∣
low

� N/M(
1

2ρ2 + 1
ρM

) ×
[

1
ρ2 +

NcohMcoh
ρMdiv

]

N 2
cohM

2
coh Ndiv/Mdiv

(8)

Therefore, Eq. (8) can be written as

βMIMO |low
βphased−MIMO

∣∣
low

� ρNcohMcoh + Mdiv

(ρ + McohMdiv)NcohM2
coh

(9)

Again for a symmetrical configuration, the above equation can be written as
Ncoh � Ndiv � Mcoh � Mdiv � h.

Therefore,

βMIMO |low
βphased−MIMO

∣∣
low

� ρh + 1(
ρ + h2

)
h2

< 1[k(say)] (10)

Equation 10 indicates that phased-MIMO radar is more advantageous over the
MIMO radar in low SNR condition.
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Fig. 1 Output SNR comparison for different radar systems

3 Simulation Results

Figure 1 represents the output SNR comparison for the MIMO and phased-MIMO
radar system. Here, MIMO radar is of 4 × 4 antenna arrangement, whereas phased-
MIMO radar has two sub-arrays with two antennas in each array. It is clear from
the figure that at low SNR regime phased-MIMO performs significantly well with
respect to MIMO system. As presented, at an SNR of -15 dB, the output SNR of
phased-MIMO system is 10 times more than the MIMO radar system.

Figure 2 depicts the performance of a phased-MIMO (Mcoh � 2, Ncoh �
2, Mdiv � 2, Ndiv � 2) radar system. Here, Pd is observed with the variation in
SNR (−22 dB to 0 dB) and Pfa (10-5 to 1). For a fixed SNR level, the curve between
Rd and Pfa represents the receiver operating curves for the phased-MIMO system
under the known noise condition.

4 Conclusion

Through the simulated results, it is clear that the choice of coherent signal processing
and space diversity play an important role to enhance the radar performance. As
presented, in low SNR condition, phased-MIMO radar is the best solution in low
SNRenvironment. Therefore, in severe channel condition, like in presence of a highly
dynamic condition or in sea environment, or in case of through wall or underground
situation, exploitation of both signal processing techniques will provide the best
solution.
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Implementation and Analysis
of Spectrum Sensing Using Energy
Detection Method

Dhrubajyoti Bera, Aditya Chandra, Samarendra Nath Sur
and Arun Kumar Singh

Abstract The continuously increasing demand for wireless communication has
highlighted the problem of underutilization of available spectrum. Cognitive radio
technology provides a solution to this problem by utilizing the white spaces in the
spectrum and allowing the unlicensed user to share licensed spectrum. There are
various techniques to sense the licensed spectrum; one such technique is energy
detection method. The performance parameters in spectrum sensing are probability
of detection and probability of false alarm. This paper explores the performance of
energy detection method in case of LOS communication and NLOS communication.

Keywords Cognitive radio · Spectrum sensing · Energy detection · Line of sight
(LOS) · Non-line of sight (NLOS) · Primary user · Secondary user

1 Introduction

Electromagnetic spectrum (or just “spectrum”) is used to send electromagnetic sig-
nals through space. Spectrum is a valuable, scarce, and finite natural resource that is
needed for many different applications [1]. It carries signals used for radio, televi-
sion, mobile phones, mobile broadband, scientific research, defense activities, public
safety, and other personal communications systems. Conventionally, a portion of the
spectrum is licensed to a user called primary user (PU) who can use the spectrum
whenever they wish. However, it leads to underutilization of the spectrum. So, when
the licensed user is not utilizing the spectrum allotted to it, unlicensed users or sec-
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ondary users (SU) use the spectrum. But for this to take place without unintended
interference and chaos, the secondary user must know when the spectrum is free for
use and is not being used by a PU. Themethod used by these secondary users to sense
whether a spectrum is free or not is called “Spectrum Sensing”. When the primary
user returns, the secondary user has to abandon that frequency band immediately.
This is called “Forced Termination” [2]. Spectrum sensing can be performed as either
distributed or cooperative. Cooperative spectrum sensing requires extra bandwidth
for negotiation. Noncooperative spectrum sensing techniques like energy detection
technique are based on the detection of the weak signal from a primary transmitter
[3–5]. Hence, the complexity is less but the trade-off is quality of sensing [6].

2 Mathematical Modeling

In Fig. 1, a model of communication system is given. We can see a transmitter
antenna that generates a signal and passes through a wireless channel. This signal is
received at the receiver antenna, where the receiver signal can be processed in various
spectrums sensing techniques, e.g., cyclostationary feature detection method, energy
detection method, matched filter feature detection method [7–12]. The transmitted
signal is also processed through various real-life channels like the AWGN channel
and Rician channel, which are discussed in detail in the later part of the report.

A binary sequence is generated at first, which is modulated and transmitted after-
ward. The data stream is encoded using nonreturn to zero (NRZ) encoding. The first
thing here is to keep the binary signal’s amplitude of 1, where it has value on and
replace the value of “0” with “−1”.

Second, the numbers of elements of binary signals are upsampled by repeating
the number of 1’s and number of −1’s to make the size of matrix equal to the size of
carrier wave over the specific time. Afterward, the NRZ encoded data is multiplied

Fig. 1 Pictorial representation of the spectrum sensing techniques
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by a carrier wave, according to the given equation. This will act to make a 180° phase
shift of the carrier wave where −1 is present and a zero degree phase shift where 1
is present.

Sb(t) � √
2 ts/T ∗ cos(2π fct + π(1 − n)) (1)

n � 0 for ‘0′ and n � 1 for ‘1′ (2)

In order to make the decision whether the PU user is using the spectrum or not,
a statistical model is needed for the PU signal for detection and then consider the
situation without PU. Let us assume a simple received signal is modeled as

y(n) � s(n) + w(n) (3)

where s(n) is the signal under detection, w(n) is the additive white Gaussian noise
(AWGN) sample, and n is the sample index. When there is no PU signal present,
s(n) � 0. Detection algorithms calculate a detection statistic to be compared with a
detection threshold:

ρx > λX (4)

in which ρx and λX are the detection statistic and detection threshold, respectively.
Now we can make a decision of the spectrum usage by comparing ρx to a fixed
threshold value λX depending on the detection scheme in use. This can be expressed
as a hypothesis comparison

H0: y (n) � w (n) (5)

H1: y (n) � s (n) + w (n) (6)

where hypothesis H0 denotes that no PU is present and hypothesis H1, PU is present.
The detection performance can be expressed with two probabilities:

Probability of detection Pd.
False alarm rate Pfa.

Pd means the probability of detecting a signal on a spectrum band when it really
exists. Therefore, a higher Pd equals better performance. Pd can be obtained as

Pd � Pr (ρx > λX |H1) (7)

Pfa is the probability for the test to falsely indicate that the spectrum is in use
when it really is not. Pfa can be expressed as

Pf a � Pr (ρx > λX |H0) (8)
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Pfa should be kept as low as possible to prevent underutilization of spectrum.
A decision metric for the energy detector can be expressed as

M �
N∑

n�0

|y(n)|2 (9)

The AWGN can be modeled as a zero-mean Gaussian random variable with vari-
ance, σ 2

w, i.e., w(n) � N (0, σ 2
w), and the signal, as a zero-mean Gaussian variable

s(n)�N (0, σ 2
w). Under these assumptions, the decision metric M follows chi-square

X2 distribution with 2N degrees freedom X2
2N and therefore, it can be modeled as

H0 : M � σ 2
w

2
X2
2N (10)

H1 : M � σ 2
w + σ 2

s

2
X2
2N (11)

Now the detection probabilities Pfa and Pd for energy detector can be calculated
as

Pf a � 1 − Γ

(
L f Lt ,

λE

σ 2
w

)
(12)

Pd � 1 − Γ (L f Lt ,
λE

σ 2
w + σ 2

s

) (13)

where λE is the decision threshold, and G(a, x) is the incomplete gamma function.
The threshold in energy detector-based sensing algorithms depends on the noise
variance, and even small noise estimation errors can cause significant performance
loss (Fig. 2).

3 Results

Figure 3 shows the experimental setup including two antennas: a reflector plate and
WARP V2 MANGO board (FPGA). For line of sight (LOS) communication, both
antennas were placed in front of each other so that signal can pass directly from
transmitter to receiver. For non-line of sight (NLOS) communication, both antennas
were placed in such a way that signals from transmitter reach the receiver after being
reflected by the reflector plate.

Figure 4 shows the spectrum of the signal along with the noise. The peak (in the
main lobe) in the middle is the band under use (higher SNR) and rest of the band
(side lobes) contains noise.

On adding threshold it is decided that the primary user is present or not based
upon the detections of signal whether it is above the threshold level.
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Fig. 2 Flowchart for energy detection method

Fig. 3 Image of the experimental setup

It is clear from Fig. 5 that at the higher threshold value, the desired signal is
detected along with minimal noise signal. So the probability of detection is high and
the probability of false alarm is low. However, at a low threshold value, noise will
be detected along with the desired signal. It would adversely affect the detection
to a great extent which makes the threshold a very important factor for the energy
detection method.
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Fig. 4 Signal spectrum

Fig. 5 Effect of threshold variation on detection ability in frequency domain

The effectiveness of a constant threshold value also changeswith a change in SNR.
Therefore, system performance ismeasured at different thresholds to understand how
threshold works with varying SNR. This study pointed out the requirement of the
adaptive thresholding.

Figures 6, 7 and 8 depict the nature of detection probability and false detection
probability curves with increasing threshold level at different SNR levels, i.e., 20,
30, and 45 dB for line of sight (LOS) communication system.

Figures 9, 10 and 11 depict the nature of detection probability and false detection
probability curves with increasing threshold level at different SNR levels, i.e., 20,
30, and 45 dB for non-line of sight (NLOS) communication system.

It is also observed that the probability of detection and false detection curves meet
at a point. This crossover point implies the minimum threshold value required by
the system for successful detection. Comparing figures, it is also noticed that the
crossover point is shifting toward the right.
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Fig. 6 Threshold versus detection prob. and false detection prob. curve at SNR � 20 dB

Fig. 7 Threshold versus detection prob. and false detection prob. curve at SNR � 30 dB

Fig. 8 Threshold versus detection prob. and false detection prob. curve at SNR � 45 dB
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Fig. 9 Threshold versus detection prob. and false detection prob. curve at SNR � 20 dB

Fig. 10 Threshold versus detection prob. and false detection prob. curve at SNR � 30 dB

Fig. 11 Threshold versus detection prob. and false detection prob. curve at SNR � 45 dB

The other factors that have an impact on the result are the distance between
transmitter and receiver antennas and presence of multiple reflectors.

The presence of multiple reflectors degrades the SNR at receiver side due to
multipath effect and this leads to false detection.
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4 Conclusion

This paper deals with the hardware implementation of the energy detection-based
spectrum sensing. Here, the system performance has been analyzed for both LOS
and NLOS condition. The probability of false detection is low with the increase in
SNR values. The maximum probability of detection for a fixed transmitter power is
more in case of LOS communication than NLOS communication. In other words,
the probability of false detection for a fixed transmitter power is less in case of LOS
communication than NLOS communication.

Acknowledgements Presence of authors (Dhrubajyoti Bera and Aditya Chandra) is indicated in
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A Comparative Study on Different
Genres of Image Restoration Techniques

Monica Singh, Sujala Pradhan, Md Ruhul Islam and N. Chitrapriya

Abstract Numerous types of images are used as sources of information for investi-
gation and elucidation.While a picture is going through conversion from one form to
another such as scanning, transmitting, digitizing, and storing, it may get corrupted
with unwanted signal called noise. Before applying any image processing tools to the
image, it must go through a preprocessing phase to de-noise it. This paper highlights
the diverse categories of noise that can possibly affect an image. The technique used
to restore the image is largely influenced by the sort of noise affecting the image. All
the available algorithms to do so have their pros and cons. A juxtaposition of these
proposals has been done here.

Keywords Gaussian noise · Impulse noise · Poisson noise · Speckle noise ·
Linear · Nonlinear filter · Mean and median filter · Averaging filter

1 Introduction

The most significant of all our senses is vision, and hence, images play an important
part in human cognizance. The principal query that arises over here is “what is noise”.
In a layman’s language, anything that is visible as spots in an image thus lowering
the quality of the image is called noise. Technically speaking, noise is a random
variation of image intensity arising due to an unwanted signal corrupting the image
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quality. An alternate way of explaining noise is in terms of pixels. The pixels in the
image show an intensity value different than its true value. The sole aim of any good
image restoration method should be to remove the noise while preserving the details.
To sustain the low contrast, fine details are not an easy task.

1.1 Varieties of Noise

The commencement of image noise can be at the time of transmission or acquisition.
Amyriad of facets can be accountable for the initiation of image noise, themagnitude
of which can vary from imperceptible tiny specks to large grainy like appearances.

While explaining the types of noises the utmost significant aspect is the selection
of the apt “frame of reference”.

The first frame of reference selected is that of image dependency, corresponding
to which the following two types exist:

1. Image-independent noise
2. Image-dependent noise

The image-independent noise ismodeled upon the additive noise system, inwhich
the image data (d) achieved is the “addition” of the noise (n) and true image (t).
Such kinds of noise are additive in nature. A multiplicative or nonlinear base is the
most apt model upon which an image-determined noise can be based, making it
mathematically complex. Thus for maintaining the simplicity, an assumption is to
be made that any corrupting noise in an image as an independent noise.

Second, we can classify noise on the premises of their source and inherent char-
acteristics.

a. Gaussian Noise

In earlier times, Gaussian noise appeared during image acquisition, i.e., during
taking the image like sensor noise (noise in a digital camera sensor) caused due to
poor lighting and/or high temperature and/or transmission. Such a kind of noise is
individualistic at each pixel, thus modifying each pixel differently.

b. Salt-and-Pepper Noise

Fat-tail distributed or “impulsive” noise can additionally be accosted as salt-and-
pepper noise or spike noise. The utmost trait of a picture corrupted by such noise is
that it consists of dark pixels in brighter regions and bright pixels in darker regions.
The basic source of this noise is the error triggered due to analog to digital converters,
bit errors in transmission, etc. Due to the similarity in the aspect of a salt-and-pepper,
the same name is given as the name of the noise.

c. Shot Noise

The term exposure can be defined as the amount of light per unit area w.r.t pho-
tography. When an image is being acquired, the quantity of photons perceived at a
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Fig. 1 Image affected by
Gaussian noise [1]

stated exposure level can vary, termed as “statistical quantum fluctuations”. Because
of such fluctuations, a noise is usually generated in the darker area of an image.
Usually, a shot noise follows a Poisson distribution.

d. Quantization Noise (Uniform Noise)

The noise induced by compressing a range of pixels values to a solitary quantum
value (discrete levels) in a perceived image is called quantization noise. It forms a
uniform distribution approximately. Though it can be contingent on signal, it will be
signal individualistic on the condition that other origins of noise are in abundance so
as to cause fluctuations or if the fluctuation is directly applied.

e. Film Grain

The photographic film grain is a signal-determined noise, with indistinguishable
statistical dissemination as shot noise. If the film grains are equally dispersed and
each grain has a uniform and individualistic probability of evolving into a dark silver
grain after photon absorption. After the absorption, the size of such non-illuminated
grains in an area will become inconsistent followed by a binomial distribution.

f. Anisotropic Noise

Some sources of noise might cause a substantial amount of inclination in outputs.
For instance, image sensors are infected by row/column noise but rarely (Figs. 1, 2,
3, 4, 5 and 6).
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Fig. 2 Image affected by salt-and-pepper noise [2]

Fig. 3 Image affected by shot noise [3]

Fig. 4 Image affected by quantization noise [4]
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Fig. 5 Image affected by
film grain [5]

Fig. 6 Image before and
after anisotropic noise [6]

2 Noise Removal Techniques

While determining a technique for removing noise, onemust consider several factors:

• The available time and computer power: The application of noise reduction within
a fragment of a second using a tiny onboard CPU should be the minimal capability
of a digital camera, while a desktop CPU has much more time and power.

• Is forfeiting some real detail sufficient, if that allows more noise to be eliminated?
• The attributes of the noise and of the image features for better decision-making.
• The fore coming image processing approaches.

As mentioned earlier, the noise reduction method is application-dependent, i.e.,
it is reliant on the genre of noise affecting the image. Hence for most categories
of noise, an algorithm for its removal or reduction has been devised. The existing
de-noising tactics or proposals are filtering methodologies, multi-fractal approach,
and wavelet-based approach
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2.1 Filtering Techniques

There are two extensively varying methods used for noise removal: (a) linear filter
and (b) nonlinear filters. Thus, we are compelled to analogize these two filters so as
to select the better existing one.

Comparison between Linear and Nonlinear Filters:
To compare linear and nonlinear filters, we need to describe the attributes that

comprise both of them.

2.1.1 Linear Filters

A linear system is delineated by several propositions. The following two are the
rudimentary elucidations of linearity.

If a system is described to have an input as x[n]� ax[n1] + bx[n2], then the linear
system reverberation should be y[n] � ay[n1] + by[n2]. This is known to be the
superposition principle, considered as most crucial to a linear system.

The second property is shift invariance. If y[n] is retaliation to a linear, shift
invariance system with an input x[n], then y[n − n0] should be the retaliation to a
system with input x[n − n0].

Two additional conditions are seminal and stability, the seminal condition is
needed when considering systems in which future values are not unknown. To keep
a filter’s output within a finite limit, a stability should be established for any given
input which does not exceed the limit.

2.1.2 Nonlinear Filters

Nonlinear filters exhibit a different behavior than linear filter, that is, the filter
response does not adhere to the principles listed above, especially linearity and shift
variance. Also, a nonlinear filter produces results that can vary in an unpredictable
manner. A simple example is considered for a nonlinear filter that used a median
filter.

The following example also compares the two types of filters on grounds of
working of the two types of filters.

Consider a filter based on five values. In the region of interest, x0…x4, the values
are in an ascending order. The value at position 2 is chosen as output.

• In low frequency, almost all the values are either same or somewhat close to it.
Thus, the value that is selected will be either actual value plus small error or actual
value minus small error.

• In case of high frequency, like an edge, all the values on one side of the edge will
be small while all the values on the other side will be large. When the orientation
is done, the low values will be in low position and the high values will be in high
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Fig. 7 Noisy image going through Gaussian and median filter [7]

position. The middle value selected will be either in the high group or the low
group, as would be the case while using a low-pass linear filter.

• For this reason, this category of filter is also called the edge-preserving filter, and
hence, it is highly useful in removing the impulse noise (Fig. 7).

3 Selection of the Complaisant Filter

Both the filters have a crucial place in the timeline of image processing and both are
a preprocessing step. There can be dozens of both types included to create, shape,
encounter, and chisel data related to the image. They can be customized to perform in
one way under certain conditions and to perform differently when exposed to another
set of conditions adhering to the adaptive filter rule generation.

An adaptive filter is a linear filtered system that has a transfer function measured
by mutable specifications and a mode to calibrate those parameters as directed by an
optimization algorithm. This filter can also work with the nonlinear filter.

The goals of filtering image data fluctuate from noise removal to feature abstrac-
tion. Filter construction has mainly two forms: (a) linear and (b) nonlinear. The
selection of a relevant filter depends solely on the targets and disposition of the
image data that has to be restored.

• Cases in which the input image data comprises a huge amount of noise but the
degree of measure is low, a linear low-pass filter may be adequate.

• Contrariwise, if an input has a low amount of noise but with a comparably high
magnitude, then a nonlinear filter may be more relevant.

• While linearmethods are fast enough, they do not conserve the details of the image,
whereas nonlinear filters retain the details well enough.
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4 Various Types of Filter

4.1 Mean Filter

It is defined as averaging a linear filter. In this form, filter calculates the mean or
average value of all the distorted images in an area which is already pre-decided.
Then, the center pixel intensity value is substituted using that mean value. This
procedure is performed iteratively on all pixels of the image.

4.2 Median Filter

The median filter is best order statistic and nonlinear filter, whose reciprocation
is constructed on the grading of pixel values present in the filter region. In this,
the nucleus pixel value is substituted by the intermediate pixel values in the filter
vicinity. The median filter performs well for salt-and-pepper noise. The central asset
of a median filter is that it can remove input noise with large magnitudes (Fig. 8).

Fig. 8 Effect of nonlinear median filter [8]
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4.3 Order Statistics Filter

It is a type of nonlinear filter whose riposte is determined by the sequence of pixels
covering filtering area. When the nucleus value of the pixel in a picture region is
substituted by the 100th percentile, that methodology is termed as max-filter. While
on the other hand, if the same pixel value is substituted by the zero percentile, then
the filter is considered as the min-filter.

4.4 Adaptive Filter

The behavior of these filters is transmuted based on the demographic traits of the
image region, beset by the filter region.

For example, BM3D is sort of adaptive filter. The de-noising algorithm of the
adaptive filter can be divided into three steps:

1. Analysis,
2. Processing, and
3. Synthesis.

4.5 Wiener Filter

The Wiener filter intends to eradicate noise which has altered a signal. It follows a
statistical approach.

5 Implementation of Median Filter

See Fig. 9.

6 Conclusion

1. The achievement of the Wiener filter after performing noise removal for all
speckle, Poisson, and Gaussian is of higher quality than mean filter and median
filter.

2. The median filter works better for salt-and-pepper noise than mean and Wiener
filter.
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Fig. 9 Effect of nonlinear median filter [9]

All the available filters have their specific benefits and disadvantages. One type of
filter may work very well with a certain genre of noise but not so good with another
kind in the same image. There is a lot of scope for research in this field. Here, we have
discussed the various grades of noise that can affect an image during processing and
acquisition. Light is thrown on the various ways available to de-noise these images.
It can be concluded by saying that using a method that can well preserve the edges of
an image is more important than using a method which is fast though the speed factor
is equally important. Another technique being used these days is the application of
fuzzy systems in filters [10]. Fuzzy logic is related to vagueness and in case of image
noise, certain data can be vague [11], [12]; thus, fuzzy systems can work well in this
field.
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Realization of Communication System
with Remote Access Using LabView

Harsh Anand, Shravan Cunchala, Debdatta Biswas and Soumyasree Bera

Abstract The aimof the paper is to develop a communication systemusingLabView
(Laboratory Virtual Instrument Engineering Workbench). With the help of remote
sensing, any system can be controlled by PC wherever placed without operating the
required instruments. The goal is to implement the system in a way which will have
minimal cost, and the system is accessible anywhere.

Keywords Transmitter · Receiver · Modulation · Demodulation · BER · Random
fading · Multipath delay spread

1 Introduction

When information is exchanged between two points, it is known as communication.
A communication system consists of transmitter, transducer, channel, and receiver.
The message is transmitted from the transmitter, and it is received at the receiver.
A message is transmitted through the channel. This will allow communication from
any place across the world using small devices.

The message is originated from the source which can be voice, picture or data.
The input transducer helps to convert the message signal to electrical signal which is
known as baseband signal. The transmitter is used to convert the baseband signal to
channel friendly signal. The baseband signal is transmitted through amedium known
as channel. The channel could be awire, a coaxial cable, an optical fiber, wireless, etc.
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Based on the channel type, communication is of two types: wired communication
and wireless communication. The signal is received at the receiver and further pro-
cessed. The message signal is extracted from the noisy signal. The receiver output is
given to the output transducer which converts the electrical signal back to its original
form [1, 2].

2 Extraction of Message Bit and BER Calculation

Triggering is another important aspect of communication. Triggering is used to iden-
tify the start bit (start of the message signal) and the stop bit (end of the message
signal) in the message signal. In the process of triggering a particular trigger level
is chosen. It is also used to extract the signal at the receiver side. The triggering
level shows the start of the signal. One frame of a signal consists of sync bit (start of
signal), training bits, message signal, and sync bit (end of the signal after that there is
another frame of message signal). Initially, we know the length and the time duration
of the sync and the training bits. So for extraction of the training bit, we add up the
time duration of the sync bit and specify the length of the training bits we are able to
extract the training bits, and the same process is followed for extraction of message
signal [3–5].

3 Modulation

Modulation is an important key in the transmission of message from transmitter
to receiver. Modulation is of two types: analog modulation and digital modulation.
Modulation techniques should be chosen in such a way that it gives better spec-
tral efficiency also less bit error rate. Higher the number of bit gives good spectral
efficiency (transmission of more number of bits within the given bandwidth) but has
higher bit error ratesModulation is the process in which the property (amplitude, fre-
quency, and phase) of a signal is varied. Modulation is done to achieve better spectral
efficiency, reduction in the height of antenna, avoiding mixing of signals [3, 6].

Some of the digital modulation techniques used are ASK, PSK, FSK, etc. Out of
ASK, PSK, and FSK, PSK is the most advantageous to use. ASK is more sensitive to
noise, as noise affects the modulation so in ASK the amplitude gets distorted. PSK
requires higher bandwidth to transmit the data. PSK overcomes the disadvantages of
ASK and FSK. PSK has constant amplitude and frequency. For modulation through
PSK, 8 PSK is most widely used. For calculation of bandwidth of message signal,
the circuit was designed [7].
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4 For Calculation of Bandwidth of Message Signal, Circuit
Was Designed

To design the circuit for calculation of the bandwidth of the message signal, the
P4 code signal is taken as input which is converted from time domain to frequency
domain by taking its fast Fourier transform. After passing through the FFT block, the
absolute value of the signal is taken using the abs block and then a unit converter is
used for conversion to dB scale, which is attached to a graph indicator which displays
the output waveform. Here, the sampling frequency considered is 100 Hz and the
code length of P4 is taken as 100.

5 Methodology

5.1 Block Diagram

• Message signal (P4 code) is generated in LabView.
• The message signal is modulated using 8 PSK modulation technique; this step is
carried out in LabView.

• The modulated message signal is dumped in hardware for generation. Hardware
used for generation of the signal is function generator.

• The generated signal is viewed through digital signal oscilloscope (DSO).
• Signal from DSO is taken back (data acquisition) to LabView for further
processing.

• The received signal is demodulated and output is received in LabView (Fig. 1).

Fig. 1 Block diagram of the proposed system
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6 Result Analysis

6.1 Generation and Transmission of Message Signal

While designing a communication system our first task is to establish communication
between transmitter and receiver. So for this purpose before transmitting anymessage
signal (Fig. 4), sync bits are appended with the message signal. Doing so the receiver
comes to know that data is coming toward it and same sync bit is also present at
the receiver so that the receiver should only accept the desired signal and not any
other signal. In the system, the sync bit is developed by the developer which is fixed
and the message signal is generated by the user which can be varied. If there is any
change in the sync bit at the transmitter the same should be informed at the receiver
for proper synchronization of the message signal. A message signal directly cannot
be used for synchronization because the message signal is not fixed. The sequence
of the sync bit is “0101” (Figs. 2, 3, 4 and 5).

6.2 Extraction of Message Signal and BER Calculation

To find the efficiency of the system BER is calculated. Higher the BER, lesser the
efficient our system. So for calculating BER alongwithmessage and sync bit training
bits are appended. At the receiver side, the training bits are extracted, and it is
compared with the reference bits which were appended at the receiver side. The
extracted training bits and the reference bits are compared and BER of the system is
calculated. The sequence of the training bits is “1011” (Fig. 6).

Fig. 2 Transmitted message signal (P4 code)
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Fig. 3 Spectrum of the message signal

Fig. 4 Transmitted message frame
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Fig. 5 Received message signal

Fig. 6 Extraction of message and training bits from received signal and BER calculation (noise
amplitude—0.1 V, BER—0.0110156)
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7 Modulation

Figure 7 shows the user input panel. The user giver input to the modulator and gets
output from the demodulator.

Figure 8 represents the constellation diagram for 8 PSK modulation. 8 PSK has
less bit error rate and also it gives good spectral efficiency. In 8 PSK modulation,
3 bits are transmitted in a symbol. The symbols are mapped to complex sequence.
In the demodulator side, the complex sequence is taken as input and the bits are
demodulated. PSK overcomes the disadvantages of ASK and FSK. PSK has constant
amplitude and frequency.

Fig. 7 Input and output of modulator and demodulator

Fig. 8 Constellation diagram for 8 PSK
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Fig. 9 SNR versus BER plot

7.1 SNR Versus BER Plot

SNR known as signal-to-noise ratio is the ratio of signal power to noise power. It
is an important factor for comparing the BER (Bit error rate) of any system using
any modulation technique. For the relation between SNR and BER, SNR is inversely
proportional to BER, i.e., as the SNR increases, BER decreases for an efficient
system. SNR of any system is represented by (Fig. 9)

SNR (dB) � 10 log10
S

N
(1)

where S is signal power and N is noise power.

8 Conclusion

From this paper, it is seen that communication is established between transmitter and
receiver. The message signal is generated in LabView. Proper synchronization was
observed between transmitter and receiver by the help of sync bit appended with the
message signal. The efficiency of the system was observed by calculating the BER,
and it observed that the BER was found to be 0.0032 at SNR 60 dB, which shows
that the system has good efficiency. From the SNR vs. BER plot, it was observed
that SNR is inversely proportional to BER, last but not the least remote access of the
communication system was established through PC in LabView.



Realization of Communication System with Remote Access … 393

References

1. Amraoui A, BenmammarB, Fethi FK, Bendimerad T (2012) Intelligent wireless communication
system. Int J Distrib Parallel Syst 3(2):181–187

2. Shah SK, Rane SJ, Vishwakarma DD (2012) Performance evaluation of wired and wireless local
area networks. Int J Eng Res Dev 1(11):43–48. ISSN: 2278-067X

3. Singh H, Singh M (2012) Optimization method for analysis of bit error rate with BPSK modu-
lation technique. Int J Sci Eng Res 3(6):1–4

4. Bohra DD, Bora A (2014) Bit error rate analysis in simulation of digital communication systems
with different modulation schemes. Int J Sci Eng Res 1(3):406–413

5. Pandey R, Awasthi A, Srivastava V (2013) Comparison between bit error rate and signal to
noise ratio in OFDM using LSE algorithm. In: Proceedings of the conference on advances in
communication and control systems 2013 (CAC2S 2013), pp 463–466

6. Tewari J, Singh HM (2016) Performance comparison of digital modulation techniques used in
wireless communication system. Int J Innov Res Comput Commun Eng 4(7):12425–12431

7. Singh H, Arora M (2015) Comparison of bit error rate performance of different modulation
techniques over turbulent FSO link. Int J Comput Appl (0975-8887) 109(12):20–24



Rational Approximation Methods
for a Class of Fractional-Order SISO
System in Delta Domain

Jaydeep Swarnakar, Prasanta Sarkar and Lairenlakpam Joyprakash Singh

Abstract Rational approximation is fundamental for practical implementation of
infinite dimensional fractional-order system in the area of system and control. In
this paper, a class of fractional-order single-input-single-output (SISO) system has
been realized in delta-domain using two rational approximation techniques, namely
continued fraction expansion (CFE) approximation and Oustaloup approximation,
respectively. Both the techniques use indirect discretization method for obtaining
the integer-order approximants of the ideal fractional-order SISO system in delta-
domain. The frequency responses of two discretized integer-order approximants of
the original fractional-order system are compared subsequently using MATLAB.

Keywords Fractional-order system · Oustaloup approximation · CFE
approximation · Discretization · Delta operator · Delta-domain

1 Introduction

Most of the natural systems around us are typically of fractional-order. Although
the idea of fractional calculus was initiated over 300 years back [1], the topic has
earned significant relevance even today among the researchers in many fields of
science and engineering. In the field of system and control, the fractional-order con-
trollers have been designed with greater flexibility and robustness due to their higher
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degree of freedom [2]. The basic component of any fractional-order system is either
fractional differentiator or fractional integrator. For implementation of fractional dif-
ferentiator/integrator, one needs infinite memory requirements which is not feasible
at all in a practical scenario. Therefore, an efficient rational approximation method
is desirable to realize the fractional-order system within a limited band. Rational
approximation methods are of two types, namely continuous-time approximation
and discrete-time approximation. For continuous-time approximation, we cite [3, 4].
For digital realization of fractional-order system, discrete-time approximation or
discretization is essential. Discretization comprises of indirect method and direct
method, respectively. Indirect approach replaces the fractional-order model by its
equivalent integer-order model in S-domain using continuous-time rational approxi-
mation method, and subsequently the fit continuous-time system is discretized [5, 6].
For direct approach, we refer [7, 8].

Discrete-time systems are modelled using shift operator in general. At fast sam-
pling rate, shift operator based modelling fails to reproduce the meaningful descrip-
tion of the original continuous-time system. Delta operator was introduced to alle-
viate this problem which is an alternate modelling formulated on the principle of
signal differencing as oppose to signal shifting [9]. Delta operator based modelling
shows resemblance of its continuous-time counterparts at the lower sampling time
limit. Therefore, both the analog and digital system can be studied under a unified
framework capitalizing the feature of delta operator.

In this work, an indirect discretization method is presented to realize a class
of fractional-order SISO system in delta-domain using two rational approximation
methods. Section 1 gives the introduction. Section 2 focusses on the two rational
approximation techniques of fractional-order system under a unified framework.
The results and simulation are deliberated in Sect. 3. The entire work is concluded
with some remarks in Sect. 4.

2 Rational Approximation of Fractional-Order SISO
System

Let a SISO system is represented by the following fractional-order transfer function:

G(s) � 1

h psρk + h p−1sρk−1 + h p−2sρk−2 + · · · + h1sρ1 + h0
(1)

where hi (i � 0, 1, 2 . . . p) are the real numbers and sρ j ( j � 0, 1, 2 . . . k) are the
various fractional power terms. It is necessary to find the integer-order approximation
of each fractional power term separately existing in Eq. (1) to obtain the rational
approximation of G(s) as a whole. In this work, G(s) has been approximated by
using CFE method [10] and generalized Oustaloup approximation method [1]. Both
the methods handle each fractional power term (sρ j ( j � 0, 1, 2 . . . k) separately
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to obtain the integer-order approximation of G(s). The mathematical expression of
CFE approximation method is specified in Eq. (2).

(1 + h)ρ � 1 +
ρh

1 + (1−ρ)h
2+ (1+ρ)h

3+ (2−ρ)h

2+ (2+ρ)h

5+ (3−ρ)h
2+···.

(2)

Substituting h � s−1 in Eq. (2), the third-order approximation of each fractional
power term is obtained as follows:

sρ � α3s3 + α2s2 + α1s + α0

β3s3 + β2s2 + β1s + β0
(3)

where,

α3 � β0 � ρ3 + 6ρ2 + 11ρ + 6

α2 � β1 � −3ρ3 − 6ρ2 + 27ρ + 54

α1 � β2 � 3ρ3 − 6ρ2 − 27ρ + 54

α0 � β3 � −ρ3 + 6ρ2 − 11ρ + 6

Using generalized Oustaloup approximation technique, the J th order approxi-
mant of each fractional power term is derived within a frequency range

(
ωe, ω f

)
as

specified in Eq. (4):

sρ � M

(
s + ω

/

1

)(
s + ω

/

2

)
· · ·

(
s + ω

/

J

)

(s + ω1)(s + ω2) · · · (s + ωJ )
(4)

where ωi (i � 0, 1, 2 . . . J ) and ω
/

i (i � 0, 1, 2 . . . J ) are the recursively distributed

poles and zeros, M � ω
ρ

f , ω
/

i � ωeω
(2i−ρ−1)/ J
q , ωi � ωeω

(2i+ρ−1)/ J
q and ωq �

√
ω f

/
ωe.

Using Eqs. (3) and (4), G(s) is approximated to Gc1(s) and Gc2(s) using CFE
approximation and Oustaloup approximation respectively. Discretization is accom-
plished subsequently to realize the fractional-order system in delta-domain. In this
work, the indirect discretization method is applied in delta-domain on two integer-
order approximants obtained from twocontinuous-time rational approximationmeth-
ods of s-domain. The δ operator is represented by the followingmathematical expres-
sion:

δ � q − 1

�
(5)
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where� represents the sampling period and q is the forward shift operator. Applying
δ-operator on x(t) and considering the lower sampling time limit� → 0, it converges
to the corresponding continuous-time operator as exhibited in Eq. (6).

Lt
�→0

δx(t) � Lt
�→0

x(t + �) − x(t)

�
� d

dt
x(t) (6)

The frequency variable of delta-domain (γ ) and the frequency variable of conven-
tional discrete-time domain (z) uphold the similar relationship indicated in Eq. (7):

γ � z − 1

�
(7)

The discretization formula in δ-domain is developed by rearranging Eq. (7) after
replacing z � es� as specified in Eq. (8):

s � �−1 ln(�γ + 1) (8)

Using Eq. (8), Gc1(s) and Gc2(s) are discretized in delta-domain to attain the cor-
responding discretized transfer functions Gδ1(γ ) and Gδ2(γ ), respectively. Gδ1(γ )

originates from the indirect discretization of ideal fractional-order system using CFE
approximation (CFE + Delta) method, whereas Gδ2(γ ) originates from the indirect
discretization of fractional-order system using Oustaloup approximation (Oustaloup
+ Delta) method. The frequency responses of the discretized systems Gδ1(γ ) and
Gδ2(γ ) are compared at the lower sampling time limit with respect to the frequency
response characteristics acquired from their respective continuous-time counterparts.

3 Simulation and Results

The following fractional-order SISO system [1] is taken as an example:

G(s) � 1

h2sρ2 + h1sρ1 + h0
(9)

where h2 � 1, h1 � 0.75, h0 � 0.9, ρ2 � 0.8 and ρ1 � 0.4. So,G(s) can be written
as follows:

G(s) � 1

s0.8 + 0.75s0.4 + 0.9
(10)

G(s) contains two fractional power terms s0.8 and s0.4, respectively. Using Eqs. (3)
and (4), the integer-order (third-order) approximate of fractional power terms are
calculated using CFE method and Oustaloup method within a frequency range
0.001–1000 rad/s as presented in Table 1.
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Table 1 Rational approximation of the fractional power terms in s-domain

Fractional power term Oustaloup approximation CFE approximation

s0.8 251.2s3+4021s2+637.3s+1
s3+637.3s2+4021s+251.2

19.15s3+70.22s2+30.1s+0.528
0.528s3+30.1s2+70.22s+19.15

s0.4 15.85s3+637.3s2+253.7s+1
s3+253.7s2+637.3s+15.85

11.42s3+63.65s2+42.43s+2.496
2.496s3+42.43s2+63.65s+11.42

Table 2 Rational approximation of the fractional-order SISO system in s-domain

Method Integer-order approximants of G(s)

CFE Gc1(s) � 1.318s6+97.52s5+1486s4+4949s3+5626s2+2021s+218.8
53.51s6+1359s5+7666s4+14900s3+11010s2+2937s+238.8

Oustaloup Gc2(s) � s6+891.1s5+166400s4+1427000s3+2637000s2+223800s+3981
264 s6+76610 s5+1683000 s4+6059000 s3+3729000 s2+263000 s+3787

Table 3 Rational approximation of the fractional-order SISO system in delta-domain for � �
0.0001 s

Method Discretization of G(s) in delta-domain

CFE + Delta Gδ1(γ ) � 0.02463 γ 6+1.822 γ 5+27.74 γ 4+92.39 γ 3+105 γ 2+37.72 γ+4.084
γ 6+25.38γ 5+143.1γ 4+278.1γ 3+205.5γ 2+54.82γ+4.457

Oustaloup + Delta Gδ2(γ ) � 0.003788γ 6+3.359γ 5+621.8γ 4+5329γ 3+9845γ 2+835.5γ+14.86
γ 6+286.6γ 5+6287γ 4+22620γ 3+13920γ 2+981.9γ+14.14

Now, by substituting the corresponding integer-order approximants of the frac-
tional power terms in theEq. (10),Gc1(s) andGc2(s) are obtainedwhich represent the
CFE approximation and the generalized Oustaloup approximation of G(s) respec-
tively as shown in Table 2. Gc1(s) and Gc2(s) are discretized to obtain Gδ1(γ ) and
Gδ2(γ ), respectively, in delta-domain by taking� � 0.0001 s as exhibited in Table 3.

Figure 1 shows the frequency responses of the ideal fractional-order system and
its discrete-time approximations obtained using “Oustaloup + Delta” method and
“CFE + Delta” method respectively for � � 0.0001 s. Both the approximation tech-
niques provide satisfactory result especially in terms of magnitude approximation.
“Oustaloup + Delta” method provides better phase approximation in the boundary
range and produces some ripple in the mid-frequency range. “CFE + Delta” method
produces better magnitude fit and phase fit in the mid-frequency range while show-
ing some inconsistency in terms of phase approximation at the boundary range of
frequencies. Figure 2 shows the frequency response of the original fractional-order
system and its continuous-time approximations obtained from the CFE method and
the Oustaloup method respectively.

From the continuous-time approximations, it is apparent that the Oustaloup
approximation shows a moderate magnitude approximation and phase approxima-
tion throughout the entire range of frequency while the CFE approximation works
better particularly in the mid-frequency range and exhibits a larger amount of phase
error near the boundary of the desired frequency range. From Tables 4 and 5, it is
also apparent that the errors obtained from the discrete-time approximations and the
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Fig. 1 Frequency response comparison in delta-domain for � � 0.0001 s

Fig. 2 Frequency response comparison in s-domain

continuous-time approximations of the original fractional-order system are almost
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Table 4 Magnitude approximation errors and phase approximation errors obtained in delta-domain
for � � 0.0001 s

Method Maximum absolute errors in delta-domain

Magnitude error (dB) Phase error (°)

Oustaloup + Delta 1.26 38.9

CFE + Delta 16.16 67.5

Table 5 Magnitude approximation errors and phase approximation errors obtained in s-domain

Method Maximum absolute errors in delta-domain

Magnitude error (dB) Phase error (°)

Oustaloup 1.3 40

CFE 16.2 67.5

analogous in nature. This clearly signifies that the discrete-time systems converge to
their continuous-time counterparts at the lower sampling time limit � � 0.0001 s,
which emphasizes the effectiveness prevailing in the delta-domain modelling of
discrete-time systems.

4 Conclusion

In thiswork, two rational approximationmethods are presented for realizing a class of
fractional-order SISO system in delta-domainwhich incorporate CFE approximation
and Oustaloup approximation to acquire the approximate integer-order models of
the ideal fractional-order system separately. Both the integer-order approximants are
subsequently discretized in delta-domain using “Oustaloup + Delta” approximation
and “CFE + Delta” approximation respectively. “Oustaloup + Delta” approximation
maintains amoderatemagnitude approximation and phase approximation throughout
the entire frequency range and indicates better magnitude and phase fit near the
boundary frequency range compared to ‘CFE + Delta’ approximation. In contrary,
‘CFE+Delta’ approximation exhibits consistentmagnitude approximation andphase
approximation in the mid-frequency range while showing larger errors nearby the
boundary region. At fast sampling rate or lower sampling time limit, both the rational
approximationmethods of delta-domain produce similar results as that of obtained in
s-domain. Therefore, the proposed approach has implication in some sense to unify
the study of both continuous-time system and discrete-time system together at the
high sampling frequency limit.
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Utilization of Electric Vehicle for LFC
of Multi-area System Using Wind Driven
Optimized Classical Controllers

Pushpa Gaur, Nirmala Soren and Debashish Bhowmik

Abstract This paper focuses on load frequency control (LFC) of an integrated
unequal three area thermal system with the incorporation of electric vehicle (EV) in
all three areas. An appropriate generation rate constraint of 3% per minute is con-
sidered in each of the three areas. The performance of conventional controllers like
Integral (I), Proportional-Integral (PI) and Proportional-Integral-Derivative (PID)
controllers are evaluated on the system. A new nature-inspired optimization tech-
nique named as Wind Driven Optimization (WDO) technique is utilized for opti-
mizing parameters of the controllers. Comparison between the responses obtained
by using I, PI and PID discloses the superior performance of PID controller from
the point of view of time of dying out of response, highest deviation and degree of
oscillations. The study has been stretched to the application of random loading in
Area-1 in place of step load. Also, an analysis is carried out to evaluate the impact
of incorporation of EV in the system, which reveals the improvement of system
dynamics with the incorporation of EV.

Keywords Load frequency control · Electric vehicle · Wind driven optimization
algorithm · Generation rate constraint · Classical controllers

1 Introduction

The uninterrupted operation of an integrated power system demands the balance
between power-generated consumer demand along with the associated losses occur-
ring in the system. A minor alteration in load demand may result in deviation in
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nominal frequency and power exchange amongst connected areas, leading to adverse
effects. Load frequency control (LFC) comes into play when there is any mismatch
in this power balance. The enormous amount of work has been found on LFC of
multi-area systems. The concept of LFC was given by Elgerd [1, 2], which is carried
forward by many authors. Nanda et al. [3] have taken conventional hydrothermal
plants for study. Pham et al. [4] presented the LFC of multi-area system with the
effect of electric vehicle. Barisal et al. [5] presented a two area multi-source system
incorporating thermal, hydro and gas systems in a single area. It is evident from the
literature that very limited work has been done on LFC of thermal system with EV.
Hence, this provides further scope for investigation.

In an automatic generation control (AGC) study, both primary and secondary
controls are applied at the same time. AGC mainly focuses on the design
and implementation of secondary controller. Most of the reported studies are
based on utilization of classical controllers, namely, Integral (I), Proportional-
Integral (PI) and Proportional- Integral-Derivative (PID). The working of I and
PI controller has been tested on a hydrothermal system in the presence and
absence of electric governor [3]. Some researchers have employed artificial
intelligence based controllers like fuzzy logic (FL) and artificial neural net-
work (ANN) controllers as a supplementary controller in their studies [6, 7].
But, the disadvantage of FL and ANN controllers lies in the fact that both are time-
consuming. Many authors have used fractional order (FO) controllers also and have
successfully utilized in AGC [8].

A very important task in LFC is to set the controller gains at optimum values so
that the objective function is minimized. For this, a number of optimization tech-
niques have been employed by researchers all over the world. Various heuristic and
metaheuristic optimization techniques like genetic algorithm [9], particle swarm
optimization [10], bacteria foraging [11], artificial bee colony algorithm [12], firefly
algorithm [13], bat algorithm [14], etc. have been utilized for obtaining optimum val-
ues of controller gains. An algorithm has been used by Singh et al. [15] called Wind
Driven Optimization (WDO). The developed technique is very simple and robust.
However, the utility of this algorithm is yet to be evaluated in LFC. Hence, further
studies using WDO is required to be explored in LFC.

From the extensive survey carried out, the main objectives of the presented work
are listed below:

(1) To develop a multi-area thermal system with the implementation of electric
vehicle (EV) considering generation rate constraint (GRC).

(2) To apply of Wind Driven Optimization (WDO) technique for simultaneously
optimizing controller gains of classical controllers.

(3) To compare the dynamic responses obtained by using I, PI and PID controller
in the system developed in (1) for nominal system condition for estimating the
best for the system.

(4) Test the behaviour of classical controllers under random load perturbation
(RLP).

(5) To evaluate the impact of including EV in the thermal system.



Utilization of Electric Vehicle for LFC of Multi-area System … 405

2 System Modelling

An unequal multi-area thermal system with the involvement of electric vehicle (EV)
is taken for study. The ratio of the generation capacity of the areas is Area-1:Area-
2:Area-3 � 1:3:5.

All the three areas are provided with conventional thermal plants considering gen-
eration rate constraint (GRC) of 3% perminute. Single reheat turbine is considered in
each of the three areas. The study is carried out under nominal system conditions the
parameters of which are taken from [3, 4] and are given in Appendix. The dynamic
responses are attained by giving 1% step load as disturbance inArea-1. The dynamics
are obtained individually for the secondary controllers such as Integral (I) controller,
Proportional-Integral (PI) controller and Proportional-Integral-Derivative (PID) con-
troller. A new nature-inspired optimization technique named as Wind driven Opti-
mization (WDO) technique is utilized for simultaneously optimizing the gains of the
secondary controllers. The objective function considered for this study is Integral
of squared error (ISE) and is given by Eq. (1). The transfer function model for the
system considered is depicted in Fig. 1.

J �
T∫

0

{
(� fi )

2 +
(
�Ptiej−k

)2}
dt (1)

The block diagram for EV is given in Fig. 2. EV is a very good example of
battery energy storage system, which is nowadays highly employed by researchers
all over the world. The energy stored in the batteries of the EVs will help in providing
ancillary support to the power system in the form of frequency regulation by restoring

Fig. 1 Transfer function model for thermal system incorporating electric vehicle



406 P. Gaur et al.

Fig. 2 Transfer function model of electric vehicle

system frequency back to its nominal value on the occasion of load fluctuations in
the power system by serving the fluctuations in load demand.

The transfer function of an aggregate EV fleet is given by (2)

T FEV � KEV

1 + sTEV
(2)

where KEV is the gain of EV which is taken to be 1 for the EV fleet to participate in
LFC, and TEV � 1 is the battery time constant for EV.

3 Wind Driven Optimization Technique

Anovel metaheuristic algorithm inspired by nature calledWindDriven Optimization
(WDO)was applied by the authors in [15]. The direction ofwind is fromhigh- to low-
pressure region for balancing the air pressure in our atmosphere with a speed relative
to the pressure gradient. Taking assumptions of hydrostatic air balance and vertical
movement is weaker than the horizontal movement, the change in pressure as well
as the motion of wind can be taken as a horizontal movement. Although our world is
three-dimensional, themotion ofwind takes into account addressesmultidimensional
problems. Furthermore, to derive the operators employed inWDOalgorithm, specific
assumptions and simplifications are required.The algorithm initializeswithNewton’s
second law of motion that offers very specific results when utilized to analyze the
motion of wind:

ρa �
∑

Fi (3)

where, the air density is denoted by ρ, a denotes the acceleration vector, and the forces
acting on the mass are denoted by Fi. The relation between air pressure, density and
temperature is given by:

P � ρRT (4)

where pressure is denoted by P, universal gas constants denoted by R and temperature
is denoted by T.

Themotion of wind in any specific path is controlled by fourmain factors, as spec-
ified by Eq. (3), out of which the most dominant force that helps in the movement of
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air is the pressure gradient force (FPG) which is given by Eq. (8), whereas the friction
force (FF) opposes such movement, and is given by Eq. (5). Gravitational force (FG)
given by Eq. (6) pulls the particles in the direction of the origin of the coordinate
system. Another force called Coriolis force (FC) as given in Eq. (7) happens due to
earth’s rotation and causes the movement of wind from one to other dimension. The
implementation of WDO as the movement in one dimension influences the speed in
another.

The equations defining the forces are given below, where δV denotes a minute
air volume. Rotation of the earth is represented as �, gravitational acceleration is
denoted by g, and the velocity vector of the wind is denoted by u.

FF � ραu (5)

FG � ρδVg (6)

FC � −2� ∗ u (7)

FPG � −∇PδV (8)

All the above equations defining forces may be added up and put in the right-hand
side of Newton’s second law of motion. The equation formed is given below:

ρ�u � (ρδVg) + (−∇PδV ) + (−ραu) + (−2� ∗ u) (9)

The velocity update equation can be derived from the above equation by consid-
ering an infinitesimal air particle that moves with the wind. The pressure in Eq. (3)
can be substituted in place of and an assumption of time step to be unity (�t � 1) is
taken which gives the velocity update equation:

unew � (1 − α)ucur − gxcur +

(
RT

Pcur
|Popt − Pcur |

(
xopt − xcur

))

+

(
cuother dim

cur

Pcur

)
(10)

The updating of the location of air parcels and their velocity is done in each
iteration, which is done by using Eq. (10) whereas updating their position is done by
employing the equation given below:

xnew � xcur + (unew�t) (11)
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Generate initial random population and velocity of air parcels;  
       Check Golombness of each air parcel;  
       If Golombness is satisfied  
            Keep that individual;  
       Else  
            Delete that specific air parcel from the generated population;  
End if  

End while                                            /* End of WDO parameter initialization */  
Evaluate initial population;  
Find best air parcel in the initial population;  
While not S      /* S is a stopping criterion */  
Get an air parcel velocity randomly;  
Evaluate its pressure (fitness);  
Update velocity and check velocity limits;  
Update position and check position limits;  
A: Recheck Golombness of new air parcels; 
    If Golombness is satisfied Keep that air parcel and then go to B;  
    End if  
Delete that particular air parcel from the population;  
Generate a new air parcel and then go to A;  
B: Recompute the pressure (fitness) value of the modified air parcels;  
Sort the population from best to worst based on pressure values (fitness);  
Replace the Global pressure values with the best;  
Keep the best solutions;  
Solutions are ranked and best solution currently is found;  
End while End

Wind Driven Optimization to Generate OGRs Begin                                     /* 
WDO parameter initialization */  

Channels (marks) ‘n’ initialization and set upper bound on the ruler length  

While not Popsize                                               /* User defined size of population*/  
Define Pressure function, coefficients and boundaries;  

The steps initiate from initialization of parameters and end at ranking the pop-
ulation from best to worst and finally obtaining the optimum value at the end of
iterations.

4 Result and Analysis

4.1 Response Comparison for of I, PI and PID Controllers

Themulti-area system under investigation is testedwith classical controllers like I, PI
and PID as secondary controllers individually. The gains of the secondary controllers
considered one at a time is optimized by using WDO technique. The optimized val-
ues of the gains of controllers are tabulated and compared in Table 1. The dynamic
responses obtained using the three classical controllers at the optimum gains are
obtained, compared, and shown in Fig. 3. The time of settling and maximum devia-
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Table 1 Optimum values of secondary controller gains

Controller Controller gains Optimized values of controller gains

Area-1 Area-2 Area-3

I K*
Ii 0.4221580312 0.50452474778 0.43795012961

PI K*
Pi 0.6390804372 0.03484840724 0.15645388866

K*
Ii 0.2882525993 0.69650594833 0.59324807083

PID K*
Pi 0.67164469847 0.02411225635 0.15666835764

K*
Ii 0.3313021942 0.23598585107 0.30987478884

K*
Di 0.10146835875 0.077841928705 0.31564659450

Fig. 3 System dynamics comparison for I, PI and PID controllers under nominal condition a�f1-t,
b �f2-t

tions are tabulated in Table 2. From observing Fig. 3 and Table 2, it is clearly found
out that the responses of PI controller have not died out and has been abbreviated
as NS for not settled (NS) till time T. Again, a few of the values of peak deviations
cannot be obtained, so, blank space is left in Table 2. From the investigation of the
responses, it is found that PID controller outperforms other conventional controllers.
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Fig. 4 System dynamics comparison for I, PI and PID controllers under nominal system condition
a �Ptie12-t, b �Ptie23-t

Table 2 Values of settling time, peak overshoot and undershoot for Figs. 3 and 4

Controllers Figure 3a Figure 3b Figure 4a Figure 4b

Settling time (s) I 73.73 65.29 75.39 65.46

PI NS NS NS NS

PID 43.07 38.06 62.5 39.86

Peak overshoot I 0.01285 0.008237 0.0008187 0.001561

PI 0.01285 0.008247 0.009879 0.001681

PID 0.00828 0.00204 0.0004804 0.000671629

Peak undershoot I 0.0711 0.01361 0.007971 –

PI 0.02726 0.0144 0.008353 0.002899

PID 0.02773 0.01707 0.008222 0.001581
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Fig. 5 Random load pattern (RLP)

4.2 Performance Comparison Under Random Loading

In Sect. 4.1, the analysis was carried out under nominal system condition, that is, 1%
step loading, 50% nominal loading and inertia constant of 5 s. To study the behaviour
andperformance of the secondary controllers under random loading condition instead
of step loading, a case study is done by replacing step deviation by random loading
of pattern shown in Fig. 5 in Area-1. The responses obtained by using the classical
controllers are compared and provided in Fig. 6.

From studying the comparison of the dynamic responses it is concluded that the
responses of PID controller are better than the other classical controllers both in
terms of magnitude of deviations and number of oscillations.

4.3 Comparison of Dynamic Responses in Presence
and Absence of Electric Vehicle

From the analysis carried out in Sects. 4.1 and 4.2, it can be determined that the
functioning of PID controller is better than that of I and PI controllers under both
nominal and random loading conditions. Hence, PID controller is used for further
investigation. In this section, an analysis is carried out to evaluate the impact of incor-
porating electric vehicles (EVs) in the traditional thermal power system. With the
optimized values of PID controllers, the dynamic responses obtained in the presence
of EVs are compared with those obtained in the absence of EVs and shown in Fig. 7.
It can be clearly observed from the figures that the responses in the presence of EVs
are far better than those obtained in the absence of EVs in terms of magnitude of
oscillations. Hence, it can be concluded that the incorporation of EV in the system
helps in overcoming the changes in load demand of the system.
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Fig. 6 a Comparison of �f2 versus t for I, PI and PID controller. b Comparison of �Ptie23 versus
t for I, PI and PID controller

Fig. 7 a Comparison of �f2 versus t in presence and absence EV, b comparison of �f3 versus t in
presence and absence EV
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5 Conclusion

An unequal multi-area thermal system with the integration of electric vehicle (EV)
in all the areas is considered for investigation. To give a more realistic view to the
system, the test system is provided with generation rate constraint of 3% per minute.
The applications ofWindDrivenOptimized classical controllers have been attempted
in this work. Investigations expose that the responses attained for PID controller are
superior to those attained for I and PI controller when the system is under nominal
conditions.Also, PID controller behaves better than I and PI controllerswhen random
load pattern is applied in Area-1. EVs can be used for a number of ancillary services,
out of which frequency regulation is one. From analysis, it is revealed that the system
dynamics improve a lot in the presence of EVs in the system.

Appendix

System parameters are f � 60 Hz; Tsg � 0.08 s; Tt � 0.3 s; Tr � 10 s; Kr � 0.5; Kp

� 120 Hz/pu MW; Tp � 0.08 s; T12 � 0.086 pu MW/rad H � 5 s; D � 8.33 × 10−3

pu MW/Hz; B � −β � 0.425 pu MW/Hz; R � 2.4 pu Hz/MW; loading � 50%.
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Lift Automation and Material Sorting
Using PLC

Gyanshree and Shabbiruddin

Abstract In this modern world, automation plays an important role in development.
Industries are nowadays incomplete without automation. This paper explains about
the sorting of materials of different sizes. Based on the requirements, any industry
develops materials of different sizes and it will not be economically feasible if the
separation is done manually. Labour cost, human effort and chances of human error
will increase in this process of sorting. To overcome these disadvantages, automation
plays a very important role which makes it economically feasible and time-saving.
Chances of human error will also minimize. This paper is basically about the sorting
of medium-sized objects to one level and large-sized objects to another level through
vertical upward movement of lift by using Programmable Logic Controller (PLC)
and Supervisory control and data acquisition (SCADA).

Keywords Automation · Programmable logic controller ·Micrologix 500
english · RS view 32 works · Sorting · SCADA

1 Introduction

Improvement in manufacture sector depends upon various explorations in manufac-
turing process and innovation of new technology in new products. Those countries
who are having high manufacturing and production rates are called to be developed
whereas those with little manufacturing and production rates are considered to be
underdeveloped [1].
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In many industrial applications, separation of objects is needed. Sorting can be
done in many ways like sorting of object according to their dimensions (height,
length, thickness, etc.), according to their colours, according to their weight, using
machine vision (image processing), according to the material of an object, etc. For
example, in thermal power station, electromagnetic sorting procedure is used to sort
ferromagnetic materials from coal.

For growth of any industry, automation is an important aspect. Quality and flex-
ibility of the product are the main criteria. Robotics are basically used to perform
automated tasks like sorting, painting, transferring. Earlier, robots does not require
high accuracy and precision [2].

An advantage of using PLC in controlling amechanically designed system ismuch
easier as compared to relay control. PLC allows easy accessing of variety of sensors,
inputs, and outputs. Henceforth, PLC becomes the required choice for industrial
purposes. The first and necessary step in any industrial application is identifying
number of inputs, outputs, appropriate sensors and actuatorswhich has to be designed
and executed [3].

Earlier, when demand in the market was less, it was possible to use manual labour
for sorting similar object, but now with increase in demand and production, it is
not suitable for industries to have any human errors in sorting these products. These
phenomena forced the industries to adopt automation in sorting process. Proper and
accurate storing of finished materials is an important aspect for the industry. In
developing any industry economy, it is very much necessary to make cost-effective
automation system which is affordable. Also, system should be able to elevate pro-
ductivity and discard defective objects accurately and precisely. The stacking should
be done properly without any breakdown [4].

To reduce human errors and their contributions, automation plays a very important
role in control systems. Any system which is automated uses complex architecture
which ultimately increases the overall cost of design layout and the power involved.
With evolving these technologies, human efforts reduces which ultimately provides
more time to work on different methods and aspects. With the implementation of
automation, life risks to human reduce when they are made to work in hazardous
conditions [5].

Control system in the field of automation is the combination of various compo-
nents such as boilers, heat ovens and many more. It is being used in switching tele-
phone networks and for stability of ships and aircrafts in which human interference
is reduced to minimum value. There are some processes in the field of automation
which are completely automatic and self-improvising [6].

Belonging to any sector in the field of automation, it has an important role and
contribution towards efficiency, effectiveness and reducing the human error to min-
imum extent. PLC is an industrial computer whose state of action depends on the
ladder program, and hence continuously monitors the input states. It comprises of
power supply, CPU and I/O devices [7].
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2 Problem Definition

In many industrial applications, it has been observed that once the machine is
switched on, conveyor belt continuously moves. During the upward movement of
lift, it is not acceptable to place any object over the belt, but still it continues to
move. It is very obvious that it will lead to wastage of electrical energy, and hence
money. When object reaches to any particular level then pushing mechanism is done
manually. In general, industries have automatic pushing mechanism, but it might
happen that the paths through which objects have to move further (after getting out
of the lift) is not vacant and this will struck the objects in a queue. Also it might
happen that the robot which is used to pick and place the object from the position,
just after material sorting to another position, is busy at that particular moment, and
henceforth it will hamper the entire process. So, there is a need to develop technique
for tackling such kind of problems.

3 Solution Strategy

To tackle the issues, ladder diagram is designed in such a way that when the lift starts
to move upward, conveyor belt stops and it will save electrical energy to some extent.
When lift comes vertically downward at the base position then only belt startsmoving
again. When the object reaches any particular level, manual pushing mechanism is
used with the help of Micro limit switch.

This is all about representation of lift automation and sorting of different size
objects using PLC and SCADA. It is very much necessary to separate the objects
as per their sizes for convenience. As soon as the Start button is pressed, conveyor
belt starts moving. Two photoelectric sensors are placed in the path of conveyor belt
which is used to sense medium-sized and large-sized objects. Photoelectric sensors
are placed at different heights which can easily sense the objects of different sizes.
Object is placed over the conveyor and depending upon the size it is sensed by the
sensor. In the path of conveyor, a photosensor to detect large objects is placed first
and then to detect medium objects. When medium objects pass through belt, sensors
used to detect large objects will not sense it. When large objects pass through belt,
sensor used to detect these objects will get activated. As the belt is moving, after a
certain duration of time, material gets inside the lift. As soon as the material gets
inside the lift, it is again sensed by photoelectric sensor, which will decide the level
up to which lift has to move upward and the vertical upward movement of lift starts.
Medium-sized and large-sized objects get separated on Level 1 and 2, respectively.
If the object present inside the lift is of medium size then lift automatically gets
stopped at Level 1. Inductive proximity sensor will stop the upward movement of
lift at any particular level. When lift gets stopped at level 1, then with the help of
Micro limit switch, manual pushing mechanism starts and it will take the object out
of the lift. After the material gets out of the lift, it starts moving downward. It is very
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important to note that during upward movement of lift, conveyor belt automatically
gets stopped. Same scenario takes place for the large size objects, but it will take the
object out of the lift at Level 2.

4 Results Obtained

As soon as the Start button is pressed, conveyor belt gets started. Since it is a bistable
switch, latch is connected in parallel to Start button, with the address of belt. Bistable
means switch gets back to its same state after getting pressed at once. The purpose is
to make Start button turn ON even after switch gets back to its original state. When
medium-sized object starts moving over the belt, sensor used for that purpose gets
active and for a period of 5 s, object will move forward. When one object is counted
in the path then up counter becomes high, which can be observed from Fig. 1.

Upward movement of lift (O:0.0/1) starts as soon as object inside lift is sensed
by sensor present inside the lift. Upward movement of lift is done using a timer for
a duration of 10 s (T4:0). At Level 1, Proximity sensor (I:0.0/4) and Micro limit
switch(I:0.0/8) becomes high and hence, Pushing mechanism starts for a duration of
5 s, as shown in Figs. 2 and 3.

After pushing mechanism is over, down counter (C5:0) is connected across it
which will compare that one object is out of the lift, and hence downward movement
of lift starts for the same duration of 10 s, which can be executed by connecting a
timer across it (T4:4), as shown in Fig. 4.

Fig. 1 Ladder diagram representing conveyor belt part
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Fig. 2 Upward movement of lift

Fig. 3 Representation of pushing mechanism

The entire process can be done in same way for large size objects. Level 2 is
assigned for separation of large size objects. Sensor is present inside lift to sense
large-sized object and for the vertical upward movement of lift. Just like medium
object case, proximity sensor and Micro limit switch are connected at level 2 for
pushing mechanism, and to take the object out of the lift, which can be seen from
Figs. 5 and 6.
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Fig. 4 Downward movement of lift

Fig. 5 Sensing of large-sized objects

This process can also be shown in working mode with the help of SCADA via
simulation as shown in Fig. 7.
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Fig. 6 Pushing mechanism at another level

Fig. 7 Simulation on SCADA
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Experimental data are mentioned below in table:

Input high state Output high state

Start (I:0.0/0) Conveyor (O:0.0/0)

Memory bit (B3:0/0 and B3:0/5) Lift up (O:0.0/1)

Inductive sensor at Level 1 (I:0.0/4)
Micro switch at Level 1 (I:0.0/8)

Pushing motor at Level 1(O:0.0/2)

Memory bit (B3:0/3) Lift down (O:0.0/4)

Photo sensor for large objects(I:0.0/5) Memory bit (B3:0/6)

Large material sensor inside lift (I:0.0/6) Counter (C5:1)

Inductive sensor at Level 2 (I:0.0/7)
Micro switch at Level 2 (I:0.0/9)

Pushing motor at Level 2 (O:0.0/3)

5 Conclusion

Lift automation and object sorting is done through Programmable Logic Controller
and working mode is executed through SCADA, where it can be observed that the
entire process is in animationmode. Software used for simulation in PLC is RSLogix
500 English and for SCADA is RS View 32 Works. These softwares are compatible
with 32-bit operating systems. Ladder diagram is made using Rockwell Automation.
The problems that are being faced are resolved. Ladder diagram to simulate only in
PLC need some changes to make it compatible with SCADA. Photoelectric sensors
are used to sense any object in their paths and inductive proximity sensors are used to
detect the metallic objects. Micro limit switches work in NO and NCmodes. Motors
are required for lift movement and belt rotation. Inductive proximity sensors are used
to stop the lift movement at any particular level, depending upon the size of object.
Proximity sensors should be of large range so that it can access long area. In any
practical situation, we can use operate motors using 24 V DC relay. Same motor can
be used for forward and reverse rotation by the use of two relays. Ladder diagram
is made in such a way that when object of any particular size is sensed then it lift
will get automatically stop at the respective level. If any other sensor gets active at
another level, it will not stop lift at the undesired level. The model developed will be
helpful for design engineers in upgrading automation in industries.
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Automated Computer-Aided Lung
Cancer Detection System

Ananya Bhattacharjee and Swanirbhar Majumder

Abstract Cancer is one of the most deadly diseases in the world. Cancer of the
lung or lung cancer is one of the most commonly occurring variants of cancer. This
is due to an increase in pollution, presence of harmful gases in the environment
and work area, smoking etc. Lung cancer can be diagnosed in a better way only if
pulmonary lung nodules are detected at an early stage of growth. Popularly used
techniques used for assisting the computer-aided systems in various stages of image
processing include image acquisition, pre-processing, candidate nodule detection,
segmentation and post-processing. Several pre-processing techniques are employed
like image enhancement, smoothing, edge detection and region of interest selection.
The main goal of this paper is to establish such an efficient automated computer-
aided detection system which is able to detect malicious nodules in the same manner
as it is detected manually by a doctor. Soft computing will be employed for the
decision-making process.

Keywords Lung cancer · Computer-aided detection · Nodule detection ·
LIDC-IDRI · CT images

1 Introduction

Lungs are the most important organs of our respiratory system. Lung cancer is the
most dangerous and brutal disease. It is a disease whereof the many cells present
in the lungs some abnormal cells rapidly multiply and grow into a tumour. Most
of the lung cancer cases are diagnosed late because most of the people are not
aware of its early symptoms. As they are camouflaged under common symptoms like
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Coughing/Shortness of breath, etc. Lung cancer is frequently diagnosed in advanced
stage where probability of survival is too low. As a result, effective treatments are
not possible on time. The major causes of lung cancer are related to the usage of
tobacco and cigarette and among them, 80% of the total number of cases is due to
tobacco usage. Cancer of the lung represents both the highest mortality rate as well
as the smallest survival rates after diagnosis.

1.1 CAD System

CAD system helps doctors to correctly interpret medical images more accurately.
This system is of two types: computer-aided detection (CADe) system and computer-
aided diagnosis (CADX) system. The former is responsible for detecting lesions with
the help of medical images whereas the later is responsible for measuring various
lesion characteristics like determination of malignancy and stages of cancer. The
main goals of CADe system are diagnosis accuracy, early detection of cancer and
minimal time in evaluation by the radiologists.

Figure 1 represents various stages of Computer-aided diagnosis (CAD) system.
Pre-processing is the first stage of CAD systemwhich consists of several methods

like image enhancement, smoothening, edge detection and so on. The main purpose
of nodule detection stage is to properly identify the presence of suspicious nodules
in the analyzed images because patient’s survival rate may be increased if these lung
nodules are detected in an early stage but this is quite a tedious task. The segmentation
substage is applied to separate the target region from other organs. Post-processing
stage includes feature selection and classification.

1.2 Soft Computing

It is a branch of artificial computational intelligence which is able to analyze varied
complex medical data by employing different kinds of optimization techniques in
order to improve the diagnosis and detection of cancerous nodules. Its main method-
ologies are Fuzzy logic (FL), evolutionary algorithms such as Genetic algorithm
(GA) and artificial neural networks (ANNs).

Fig. 1 CADe system block
diagram
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2 Review of Previous Work on Lung Nodules

Over more than a decade, various efforts have been done to develop an automated
systemwhich can detect suspicious lesions in thoracic CT and other types of imagery.
In 1998, CT screening devices as well as a filtering technique known as “N-Quoit
filter” are used [1]. In 2001, 2D as well as 3D feature analysis technique and linear
discriminant-based classifier are used to differentiate actual nodules from false posi-
tive (FP) candidates [2, 3]. In 2002, directional gradient concentration features were
developed to reduce FP generated [4]. In 2005, a surface normal overlap technique
and lantern transform were developed in order to form a feature vector where rule-
based classifier technique was processed to classify nodules and non-nodules [5]. In
2007, a dot enhancement filter was implemented for the selection of nodule candidate
and a neural classifier was also used in order to reduce FP [6]. In 2009, temporal sub-
traction image was developed by implementing a technique based on artificial neural
networks for detecting lung nodules [7]. In 2010, intensity thresholding as well as
morphological processing were used for the detection of nodule candidates [8]. In
2011, Hopfield Neural Network (HNN) and Fuzzy C-Mean (FCM) clustering algo-
rithmwere used for segmentation in order to detect lung cancer. This will improve the
survival rate of the patient. HNN provides better classification result than FCM [9].
In 2013, mean-shift methodology and geometric properties-based techniques like
region of interest (ROI) were implemented [10]. In 2014, extraction and enhance-
ment of pulmonary parenchyma were carried out and then nodule candidates are
segmented. Micro-genetic algorithm was also employed in order to find out the best
training model and SVM for final classification [11]. In 2015, much rarer larger nod-
ules greater than 10 mm were mainly focused [12]. The main focus of this system
was to include those large nodules which are attached to the pleural wall through
the process of morphological processing. In 2016, the system presented cloud-based
database was presented for detection of pulmonary nodules which is mainly charac-
terized by 3D texture attributes [13]. Not only Structured Query Language (NoSQL)
approach was developed which mainly consists of 838 nodules, 379 exams, 8237
images comprising of 4029 CT scans and 4208 manually segmented nodules. In
2017, a new segmentation algorithm named as PropSeg was proposed [14] which
comprises of pre-processing, candidate detection by three levels of fuzzy C-means
(FCM) clustering, segmentation and post-processing performed by morphological
edge detection method. This system performed better than other techniques and so, it
is suitable for lung-related disease detection. In [15], pattern recognition techniques
were used. To classify malignant and benign nodules, phylogenetic diversity tech-
nique was used. To select the best model, genetic algorithm was used. It achieved
accuracy of 95.52%, sensitivity of 93.1% and specificity of 92.26%. In [16], on the
basis of detection accuracy, various lung cancer detection techniques were listed
which were analyzed step by step and then overall limitations were pointed out.
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Table 1 Database
specifications

Sl. no. Specifications TAG description

1. Manufacturer GE medical systems

2. Patient ID LIDC-IDRI-00061

3. Body part examined Chest

4. Scan options Helical mode

5. Bits allocated 16

6. Bits stored 16

7. Image type Original/primary/Axial

8. Manufacturer model
name

Lightspeed 16

9. Filter type Body filter

10. Modality CT

11. Slice thickness 2,500,000

12. Exposure time 1160

3 Database Used

LIDC-IDRI is the database used which is an association of both the Lung Image
DatabaseConsortium (LIDC) and the ImageDatabaseResource Initiative (IDRI).All
the CT images are in the form of Digital Imaging and Communications in Medicine
(DICOM). Each image is having a dimension of 512 × 512. It consists information
about the nodule markings and size of the nodules is in between 3 and 30 mm. It
contains 888 thoracic CT scans and section thickness is about lesser than or equal to
2.5 mm.

Its specifications are listed in Table 1.

4 Methodology

Working methodology is based on two approaches: manual detection and automated
computer-aided detection. Manual detection is based on the marking of suspicious
nodule which is certified by a doctor. This is shown in Fig. 2. The main aim of
automated detection is to train CADe system in such amanner that malicious nodules
detected by both doctor and automated system resemble each other.

Block diagram of the working procedure is shown in the above Fig. 3. After
pre-processing, segmentation and feature extraction will be implemented. Segmen-
tation will be implemented by applying multilevel thresholding and then several
features like area, convex area, perimeter, solidity, etc., of the suspicious nod-
ules will be extracted. Among various soft computing techniques, artificial neural
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Fig. 2 Certification of suspicious nodules by a doctor

network (ANN)will be implemented for decision-making process in future [9]. ANN
is useful for the development of algorithms for complex pattern recognition.

5 Result

Pre-processing is the initial stage ofCADsystemwhich includes image enhancement,
smoothing, edge detection and Region of Interest (ROI) selection. Image enhance-
ment is based on two approaches:

1. Contrast Enhancement with Morphological opening.
2. Histogram equalized Enhanced image.
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Fig. 3 Soft computing-based training of automated detection via manual detection data

The above two techniques are compared. Histogram equalization technique shows
better enhancement result. Both of these techniques are clearly represented in Fig. 4a,
b, respectively. Smoothing is obtained with the help of median filter. It is a non-
linear filter that reduces noise in an image. Figure 4c represents smoothened image.
Edge detection is performed on four operators: Sobel, Prewitt, Roberts and Canny.
Among these, Canny edge detector provides the best edge details. Although Prewitt
is simpler than Sobel, it produces noisier results which are not desirable. Roberts
faces the problem of symmetry and detection of those edges which are multiples of
45°. Figure 5 represents all edge detection techniques.

ROI extraction algorithm is based on morphological filters which comprise oper-
ators of four types: erosion, dilation, opening and closing. All input CT image is
fed into the morphological reconstruction block comprising of a marker and a mask
as shown in Fig. 6a. This technique resulted in removal of those textures which are
devoid of strong edges. So, these edges are extracted by applying canny edge detec-

Fig. 4 Pre-processing stage a contrast-enhanced with morphological opening b histogram equal-
ized image c median filter smoothened image
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Fig. 5 Edge detection a Sobel b Prewitt c Roberts d Canny

Fig. 6 ROI selection a reconstructed image b canny edge detected c morphologically closing
operation on edge detected image dmorphologically filtered image eROI-extracted image obtained
with threshold of 830 HU

tion. This is shown in Fig. 6b. However, some gaps in the edges are observed which
is filled by morphological closing operation as shown in Fig. 6c Also, morphological
filtering is applied to smooth the resultant image. This is shown in Fig. 6d. Finally,
extraction of ROI is obtained by applying a threshold of 830 HU as shown in Fig. 6e.

6 Conclusion

Lung cancer presents the disease having one of the smallest survival rates after diag-
nosis. So, early diagnosis is much needed in this field to improve the condition of
the patients suffering from this disease. Therefore, detection in initial stage has a
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probability of being cured whereas at advanced stages it is life-threatening. The
present work proposes a methodology for automatic detection of lung nodules using
a combination of median filtering based smoothening, image enhancement, edge
detection, histogram equalization in the pre-processing stage and then applying mor-
phological operations to extract ROI. The authors are planning to perform segmenta-
tion and post-processing in the later stage with the help of artificial neural network.
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Indirect Field Oriented Control
for Three-Phase Induction Motor Drive
Using DSP Controller

Tista Banerjee and Jitendra Nath Bera

Abstract For efficient speed control of three phase induction motor mostly vector
control (VC) or field-oriented control (FOC) technique is applied to the Voltage
Source Inverter based-Induction Motor Drives (VSI-IM). In implementing FOC, the
angular position of the rotor flux vector (θ) is to be evaluated. The accurate estimation
of this vector θ along with the feedback parameters is the most critical aspects as
the entire FOC logic is based on it. In this paper, an attempt has been made to
implement the Indirect Field Oriented Control (IFOC) scheme by estimating θ from
slip frequency and rotor frequency through a DSPIC30f4011 microcontroller using
its capture module. The hysteresis modulation technique is used for generating the
gate pulses of power circuit of VSI. The power MOSFETs are triggered using high-
speed gate driver with bootstrap and motor protection circuits embedded in it. The
IFOC scheme is then verified with 3KW IM using a prototype VSI model. It has
been seen that this VSI-IM with IFOC scheme gave a satisfactory result with varied
torque and speed.

Keywords IFOC · VSI · IM · DSPIC · Hysteresis controller

1 Introduction

In industries mostly Voltage Source Inverter (VSI) based variable speed induction
motor drives are used with various control schemes. They are provided with high-
speed controllers for implementation of the control strategies. The speed of these
drives can be controlled satisfactorily by scalar control methods which give very
good result in the steady state performance of the drive. But this control scheme
produces oscillation to the torque developed. Again presence of inherent coupling
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effect between the torque and flux of an induction motor makes the control strategy
nonlinear andmotor’s response becomes slow. To improve this, various vector control
strategies, likefield-oriented control (FOC), feedback linearised control, direct torque
control, inverse gain based linearised method, etc. are used [1, 2].

The vector control or field-oriented control (FOC) logic decouples this inherent
coupling effect of the IM for which the torque and the flux and the machine speed
can be independently controlled like a separately excited dcmotor. FOC transforms a
3-φ sinusoidal varying motor parameter to a synchronously rotating reference frame
where sinusoidal parameters appear as dc quantity in steady state. In an IM the
coefficient of coupling parameters changes with the rotor flux vector position θ and
the entire mathematical calculation of FOC is based on it [3, 4]. Depending upon the
estimation of this angle, FOC is classified as Direct FOC, which uses flux estimator
to calculate θ and Indirect FOC which calculates θ from slip frequency and rotor
speed. As slip frequency can be calculated from motor parameters only and no extra
device is required for this purpose, implementation of IFOC is much simpler and
cost-effective [1, 2].

To achieve this, high precision control strategy, the control unit of the VSI-IM
drives contain very high-speed DSP-based microcontrollers. These controllers are
programmed via code composer studio or with dedicated tool boxes with DSP or
from motor development kits with DSP or from real-time simulators directly. Thus,
costly sensing units are also required to maintain accuracy. This increases the overall
cost of the system [5–7].

In VSI-IM Drives, presence of lower order harmonics gives rise to various prob-
lems like torque pulsation, heating, etc. To overcome these problems, various modu-
lation schemes are applied like PWM, SPWM,THSPWM, SpaceVectorModulation,
voltage carrier in phase lock manner [7]. But for instantaneous response, Hysteresis
current controller modulation scheme provides the best result. It is simple, with fast
transient response and insensitive towards dc link voltage ripple [8, 9].

In this paper, IFOC scheme is applied to 3KW VSI-IM drive prototype using
DSPIC30f4011 with hysteresis modulation scheme. The rotor flux angle θ is calcu-
lated using slip frequency and rotor speed. The slip gain is evaluated from motor
constant parameters to avoid detuning of IFOC. The hall sensors sense the feedback
current and proximity sensor senses the speed using. Along with the DSP-based
microcontroller a high-speed gate driver IRS2336 × 64 is used. This IC has boot-
strap circuit and can provide protection to themotor from over current, under voltage,
etc. With these modifications imparted to the system, the PCB size is reduced, cost
is reduced and overall performance of the drive is improved. Before designing the
hardware, the system performance is simulated in an artificial environment. It has
been seen that θ varies in a sinusoidal manner. This system gave satisfactory result
both at transient and steady state, even when the speed is varied rapidly.
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2 Materials and Methods

2.1 Field-Oriented Control or (FOC)

As mentioned earlier that Field-Oriented Control (FOC) improves the transient
response of IM and it can be controlled like DC machine, where its torque com-
ponent and field flux component are separated virtually and independent control of
each component is possible. FOC is based on phase transformation, where a three-
phase time and space variant variable parameter is transformed to a synchronously
rotating, time invariant system, leading to a structure similar to that of a dc machine
[1, 2]. If the stator current in 3-φ system is represented by iq and id in the syn-
chronously rotating reference frame, the torque (Te) of the IM can be computed as
shown in Eq. 1

{
Te = K′ × ψr × iq
Te = K′ × id × iq

}
(1)

where ψr is magnetising flux vector. In FOC control, here id is analogous to the field
current, and iq is analogous to armature current of the dc machine. This means that
when iq is controlled it affects the torque directly,ψr remaining unaffected. Similarly,
when id is controlled it affects the flux only and does not affect the iq component of
current. Thus, an induction motor can be treated as a dc machine.

2.2 Hysteresis Modulation

In this modulation, a triangular wave is allowed to oscillate within a defined window
�v above and below the reference wave. From the vertices of the triangular wave,
the output pulses are generated. Keeping the slope of the triangular wave constant, if
the frequency of modulating wave is changed, the number of pulses and pulse widths
of modulated wave would change. This modulation can control the ratio of voltage
to frequency. This type of modulation is basically used with instantaneous feedback
current control method like Indirect Field oriented control schemes [8].

3 The Schematic of the Proposed Work

The basic plan of work is represented by the schematic diagram as shown in Fig. 1.
ThisVSI-IMdrive contains three parts, power unit, control unit, and sensing unit. The
power unit is composed of a 1-φ VARIAC, ac to dc rectifier, VSI with power MOS-
FET as switches connected in H-bride configuration, and 3KW 3-ϕ IM subjected to
load. The control unit contains high-speed DSP-basedmicrocontroller provided with
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Fig. 1 Block diagram of IFOC-based VSI-IM

dedicated motor control PWMmodule. This module has three independent comple-
mentary PWM channels suitable for 3-φ operation. The processing speed of the IC
can be increased up to 30 MIPS by proper selection of oscillator and PLL. Thus, it
is capable enough to perform efficiently for IFOC control scheme. The sensing unit
is composed of two hall sensors to sense instantaneous current and proximity sensor
to sense speed. The power circuit is isolated from control circuit by high-speed gate
driver. This gate driver IC contains bootstrap circuit for which the isolated control
supply for the power circuit is reduced from four to one. It is also featured with
various motor protections like over current, under voltage etc. with adjustable fault
clearance. The system is operated at frequency 50 Hz and 400 V. The PWM speed
is maintained at 5 kHz thus the sampling period is 2 μs.

Before hardware implementation, the drive performance has been simulated in an
artificial environment.

3.1 Expressions for Estimation of Parameters for IFOC
Implementation

For implementation of IFOC scheme somemathematical formulas are required. FOC
logic is based on projection of motor variable parameters to get the exact value of θ.
So the 3-φ instantaneous stator currents ia, ib and ic, in 3-φ time-varying reference
frame (a-b-c) is transformed to a stationary orthogonal 2-φ system (α-β-0). These
processes is called Clarke’s transformation. The current iα and iβ in (α-β-0) frame is
given by Eq. 2
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iα � ia, iβ �
(
ia + 2 × ib/

√
3
)

(2)

Then from (α-β-0) reference frame, the currents are projected to a synchronously
rotating orthogonal reference frame (d-q). Let the current in (d-q) axis be id and iq
This transformation is known as Park’s transformation as shown in Eq. 3.

id � iα cos θe + iβ sin θe, iq � −iα cos θe + iβ sin θe (3)

In IFOC slip frequency ωsl and rotor speed ωr are integrated to calculate the
position of synchronously rotating reference frame θs from synchronous speed ωs as
shown in Eqs. 4 and 5, respectively.

ωs � ωr + ωs1 (4)

θ �
∫

ωsdt (5)

ωsl depends upon slip gain Ksl which depends on motor parameters like stator and
rotor per phase resistances Rs, Rr, per phase inductances Ls, Lr, mutual inductance
Lm, number poles p etc. as shown by Eqs. 6 and 7

Ksl �
(
3 × p × L2

m)/(2 × Lr
)

(6)

ωsl � Ksl × iqs (7)

If the value of demand speed and rotor speed is known the value of id, iq can also
be calculated from machine parameters as shown by Eq. 8.

ids � ψr

Lm
, iqs � ψrLr

LmRr
(ωref − ωr) (8)

After knowing the value of θ the demand stator current is calculated using inverse
Park and Inverse Clarke transformation which is compared with the actual current
to generate the gate pulses, is given by the following Eqs. 9 and 10.

iα � id cos θ − iq sin θ, iβ � id sin θ + iq cos θ (9)

ia � iβ, ib � ic � (iβ +
√
3iα)/2 (10)
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3.2 IFOC Algorithm

For the development of the IFOC algorithm, pre-defined values and mathematical
calculations are involved as stated in 3.1.1. IFOC algorithm implemented as follows:

1. Get the reference speed ω*
r and flux.

2. Calculate reference value of i*d i
*
q, ωsl and Ksl above Eqs. 6–8. Also, calculate

the initial value of θ0 from tan−1(iq/id).
3. Read the rotor speed from proximity sensor ωr and two-phase current ia and ib

and ic can be calculated using the formula (ia + ib + ic � 0) as the system is
balanced.

4. Calculate the value of synchronous speed ωs using Eq. 4.
5. Calculate θ using Eq. 5.
6. Add the value of θ with θ0 or with 0 if it starts from zero.
7. Calculate the increment θinc by which θ will increase per sampling instance. If

n represents the sampling instance θ(n+1) � θn + θinc. Where θn � (θ + θ0).
8. Check whether the value of θ has crossed 360. If yes then divide it by 360. The

remainder will give the correct angular orientation.
9. Calculate the actual value of iq and id using Eqs. 2 and 3.
10. Compare value of iq and id with the i*d i

*
q

11. Tune the inner loop and outer loop PI controllers
12. Calculate the demand i*a, i

*
b and i*c using Eqs. 9 and 10 and step 2.

13. Compare the value of i*a , i
*
b and i*c with ia, ib and ic to generate the gate pulses.

14. Repeat the step if demand speed is varied from step1 or else from step 3.

4 Experimentation and Results

The VSI-IM based IFOC drive has beenmodelled and simulated in with the available
nameplate data and motor test result and then has been implemented in hardware.

4.1 IFOC Based VSI-IM Simulation Model

The IFOC is at first modelled in aMATLAB/SIMULINK shown in Fig 2. At first, the
system is simulated subjected to a sudden change in torque as shown in Fig. 3. The
simulation was conducted for 4 s. Then, the system has been analyzed with change
in speed as shown in Fig. 4. The VSI-IM has been configured as per the name plate
data and motor test results.
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Fig. 2 Simulation model of IFOC-VSI-IM
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Fig. 3 Variation of stator current and speed with sudden change in torque of the IFOC-VSI-IM

4.2 Hardware Implementation

For implementing IFOC, ADC interrupt subroutine is developed within which the
instantaneous current and speed is sensed and all the mathematical operation is
performed and is updated at every sampling instance. The ADC conversion rate
has been kept at 12Tad. The PWM channels are provided with 0.00002 s dead time
to avoid short circuit due to shoot through. The ADC buffer senses the current and
capture input module in counter mode senses speed. The logic has been implemented
via mplab IDE. The variation of θwith speed. The value of ia, ib, ic has been tabulated
in Tables 1 and 2. These values have been estimated by using counter registers.
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Fig. 4 Variation of stator current and speed with sudden change in speed of the IFOC-VSI-IM

Table 1 The angular position of the rotor flux vector (θ)

Speed in rmp θmax θmin θincrement No: of cycles of 360 rotation

600 169.466 −179.664 12.8811 3

1000 178.7463 −178.2448 12.8392 4

1200 178.67 −178.872 21.2335 6

1415 179.523 −178.972 25.3992 8

Table 2 Variation of stator current (ia, ib, ic) with change of speed

Speed ia ib ic

600 2.9 to −3.1 2.99 to −3.1 −2.99 to 3.1

1000 3.4 to −3.2 3.45 to −3.2 −3.45 to 3.2

1200 3.26 to −3.25 3.25 to −3.25 −3.25 to 3.25

1415 3.15 to −3.2 3.15 to −3.2 −3.15 to 3.2

It has been seen that from the Figs 3 and 4 that the system is stable when subjected
to change in speed and torque. The hardware system sights slight deviation of the
values of current parameters as the IFOC–IM is not compensated i.e. the tuning of
the PI controller has not been done. The value of θ varies almost from −180° to 180°

with sinusoidal in nature.

5 Conclusion

It has been seen that this IFOC-basedVSI-IMperforms satisfactorily both in transient
and steady state. From the feedback information of current, speed and calculation
of θ and other IFOC equations by the microcontroller is also quite accurate. The
gate driver used is compatible with the microcontroller and no fault occurred. The
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selection ofmodulation scheme is also done properly otherwise there could have been
excessive waveform distortion in the stator current, harmonic generation and torque
pulsation. Some minor errors are there in the hardware circuit as the PI controller
parameters have not been tuned properly. This can be achieved in near future.
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Smart Ambient Weather Monitoring
System for Hikers

Mandira Biswas, Anup Dey, Sutanni Bhowmick, Bikram Biswas,
Subhashis Roy and Subir Kumar Sarkar

Abstract The aim of this paper is to design and develop a user-friendly weather
monitoring system that examines weather condition of the surroundings, and thus
makes it available to the user from any part of the world. The proposed design is
based on Internet of Things (IoT) platforms which come easily to connect the whole
world on a network.With this system, it becomes simple and effortless to visualize the
changing environmental conditions like relative humidity, temperature, and pressure.
To aid hikers by providing information during hiking, a variety of sensors have been
used to measure all necessary parameters and Intel Edison has been used to upload
the sensor data wirelessly to the cloud. The recorded data can be observed on a web
page in form of statistical graphs or on smartphones as required by the user. The
device has numerous points of interest in terms of its smaller size, huge memory
capacities, lower cost, and more prominent compactness.

Keywords Temperature sensor · Humidity sensor · Barometric pressure sensor ·
IoT ·Wireless communication

M. Biswas (B) · A. Dey · S. Bhowmick · B. Biswas · S. Roy · S. K. Sarkar
Department of Electronics and Telecommunication Engineering,
Jadavpur University, Kolkata 700032, West Bengal, India
e-mail: mbiiswas@gmail.com

A. Dey
e-mail: anupetce@gmail.com

S. Bhowmick
e-mail: sutannibhow94@gmail.com

B. Biswas
e-mail: bikram94biswas@gmail.com

S. Roy
e-mail: subhashisaec@gmail.com

S. K. Sarkar
e-mail: sksarkar@etce.jdvu.ac.in

© Springer Nature Singapore Pte Ltd. 2019
R. Bera et al. (eds.), Advances in Communication, Devices and Networking,
Lecture Notes in Electrical Engineering 537,
https://doi.org/10.1007/978-981-13-3450-4_48

445

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3450-4_48&domain=pdf
mailto:mbiiswas@gmail.com
mailto:anupetce@gmail.com
mailto:sutannibhow94@gmail.com
mailto:bikram94biswas@gmail.com
mailto:subhashisaec@gmail.com
mailto:sksarkar@etce.jdvu.ac.in
https://doi.org/10.1007/978-981-13-3450-4_48


446 M. Biswas et al.

1 Introduction

A weather monitoring system is a facility, either land or sea measuring atmospheric
conditions and provide us with information about weather parameters like temper-
ature, humidity (SHT10), and a pressure sensor (BMP280). Weather monitoring
system is an imperative part of human life [1]. Weather monitoring system can be
either wireless or wired one, by collecting and analyzing data related to environment
temperature, humidity, and air pressure over a wide area. The advantage of the wire-
less monitoring system over the wired system is easy to connect with other devices
such as smartphones and web server for their application [2]. Human activities such
as farming and transportation can be affected by weather changes. As a result of
these features, an IoT device enables remote monitoring of the environment without
the need to visit the site frequently. This can make even the possible observation
of difficult geographical terrains. It can be able to reduce the manpower and helps
to visualize the changing environmental conditions like relative humidity, tempera-
ture, and pressure. An IoT device can efficiently connect physical objects placed at a
great distance from each other without the need for direct physical connection. Thus,
using the Internet of Things (IoT), we can efficiently manage the sensor data, identify
redundant sensor readings and visualize it with the help of web-based applications
[3]. The aim of this paper is to design wireless weather monitoring system that is
based on the concept for hiking purposes as the people who climb need to keep track
of the atmospheric pressure using Intel Edison as an interfacing device as well as
a web server. The weather condition is driven by air pressure differences between
one place and another. We can automatically collect the information about humid-
ity, temperature, and pressure through this system. For the mobile-based monitoring
interface, Virtuino was used. Through this universal app, the user can access this
measured data of a particular place at remote place from any display devices. The
measured data is processed using amicrocontroller-based system andmade available
wirelessly to the server for storage and access continuously [1]. The system sends the
information about monitoring parameters like temperature, pressure, and humidity
to the cloud. In the cloud, which shows the sensor data graphically and also allows
sending of SMS to alert people when the sensor reading crosses a threshold (which
can be programmed) [3–6].

2 Design of Proposed System

2.1 System Architecture

The proposed ambient weather monitoring system for hikers is as shown in Fig. 1.
The proposed IOT based Weather monitoring system describes the weather param-
eters like temperature, humidity, and pressure levels through wireless communica-
tion. The presented design is based on the Arduino Intel Edison platform which is
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Fig. 1 Block diagram of a planned design

appropriate for the simple application. Unlike the processor-based Raspberry Pi, the
Intel Edison is a microcontroller-based platform. As a result, it can be more specific
in the application, optimizing memory and I/O resources and thus reducing its cost.
The primary advantage of this design in terms of practicality lies in the fact that the
design is made far to simpler by adding the flexibility in terms of user programma-
bility. IoT devices based on Arduino Intel Edison have been designed in which data
has to be accessed by entering the IP address or channel ID assigned to the device
in the web browser [6]. It consists of two sections, one is a transmitter and another
is receiving section. Transmitter section includes a controller, sensors but receiving
section includes web server, and website.

The proposed system comprises of (1) the set of sensors that facilitate themonitor-
ing of the ambient conditions, namely, pressure sensor, humidity sensor, and ambient
temperature sensor, (2) a data transmission pathway through which the sensor data
can be communicated wirelessly using a microcontroller and a wireless module, (3)
a web-based application to visualize the sensor data.

3 Working Principle

The proposed system has been implemented by using “Intel Edison”microcontroller,
which acts as a primary processing unit to make connections among the sensors for
retrieving and further processing of data. Block diagram of a proposed system shown
in Fig. 1 that consists of different sensor devices and other modules that are shown
in Fig. 2. The proposed system uses Intel Edison wireless module that is mounted
on an Arduino prototype. This sensor senses the weather data and then these data
send to Intel Edison. Now the weather information is stored in Intel Edison, and then
we access data, configure it for remote accessing via Wi-Fi [3]. In our system, the
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Fig. 2 Working prototype

Fig. 3 Flowchart

board runs on Linux OSwith developmental support for Ardunio IDE. The board has
been programmed to receive the readings from the sensors, generate an alarm when
weather parameters fall belowoptimum threshold andupload the sensor readings onto
the cloud. The program is pushed through the serial port of the Arduino prototype.
Since it is Linux based, the PuTTY tool is used to configure the Edison Board with
the Wireless Local Area Network (WLAN) to facilitate communication with the
Internet [7]. All the sensor outputs are received by the controller and processed in
necessary format. These are then transmitted using Wi-Fi to the main server. The
relevant parameters get dynamically stored on the server at a faster rate which is
simultaneously visualized on the web page and other interactive devices. For the
mobile-based monitoring interface, Virtuino was used. Virtuino is an Android app
which shows the sensor data graphically and also allows sending of SMS when the
sensor reading crosses a threshold. The working model shown is in Fig. 2 (Figs. 3, 4).
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Fig. 4 Intel edison computer-on-module [8]

Intel Edison—It is a master device in the proposed system; all the other devices
like different sensors are connected to it. It can assist the microcontroller by making
an interface between PC and microcontroller, with the help of USB cable. Moreover,
to get started and maintain the power supply during operations, both of the battery
and an option to connect AC to DC adapter are there.

Temperature and Humidity Sensor—SHT10 sensor is used to measure the
temperature and humidity by utilizing a calibrated output signal in digital form.
The signal acquisition technique can be very useful here and thus it guarantees high
reliability and splendid long time period balance. This sensor has components which
can measure resistive-type humidity and NTC temperature and provides a calibrated
digital signal output [9].

Barometric Pressure Sensor—Gravity BMP280 is the sensor which is used to
measure altitude and pressure by utilizing the piezo-resistive pressure sensors. For
A/D conversions, a mixed-signal ASIC has been included.With a difference of±1m
in altitude, the sensor has a relative accuracy of ±0.12 hPa [10].

ThingSpeak—ThingSpeak is an application platform for the internet of things.
ThingSpeak permits to build a utility around information gathered by using sensors.
It consists of real-time facts collection, facts processing, visualizations, apps, and
plug-in. The open source IoT-based application ThingSpeak, which has API for both
storing and retrieving data via HTTP protocol or LAN connection, can be used for
various applications viz. “sensor-logging”, “geographical-area tracking”, and so on.

4 Result and Discussion

After sending the information from different sensors, these sensor senses the weather
data and these data automatically sent to the web server via Wi-Fi. Figure 5 shows
the sensor data reading of the ambient temperature sensor in degree Celsius and
humidity sensor in % or relative humidity.

The proposed model has been successfully implemented to measure various
parameters viz. temperature, humidity, pressure, and altitude as shown in Table 1.

A sample graph for temperature and humidity variation is shown in Fig. 6. The
graphs can indicate seasonal variations. A rising trend of humidity can indicate a
possibility of precipitation. The trend of temperature change can indicate seasonal
variations. For a long time, temperature variations help to detect the global warming
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Fig. 5 Cloud storage value for sensors data

Table 1 The measured parameters from serial monitor

Temperature (°C) Humidity (%) Pressure (Pa) Altitude (m)

26.77 56.27 100724.20 50.59

26.70 56.05 100723.26 50.22

26.91 56.93 100714.63 51.07

26.95 56.96 100719.68 50.52

27.02 63.68 100711.60 51.20

28.53 66.05 100713.19 51.06

29.93 68.99 100711.41 51.21

31.19 74.31 100709.93 51.34

rate. The weather parameters uploaded by the device are available as user updates.
Data can be accessed anywhere with the help of Internet-activated devices such as
PCs, smartphones, tablets, laptops, etc. If the data is published, it can be accessed by
anyone. The uploaded time-stamped weather data is seen in the screenshots shown
in Fig. 7.

WeusedVirtuinowhich is anAndroid appwhich shows the sensor data graphically
and also allows sending of SMSwhen the sensor the temperature and humidity values
fall above or below predetermined thresholds shown in Fig. 7.
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Fig. 6 Graphical representation of temperature and humidity

Fig. 7 Screenshot of monitoring parameter (Temperature) from mobile app

5 Conclusion

By deploying the weather monitoring system, the data can be stored online. Since
all the parameters are displayed online, it can be made available to public for
smart cities. We can inform hikers of active conditions such as various param-
eters like temperature, humidity, barometric pressure, and save the hiker’s life
through the network. This system provides a cheap, easy and real-time solution
to monitor the weather parameters. The system helps in reducing human error.
We conclude that the IOT-based weather monitoring system has successfully shown
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real-time monitoring of weather through the mobile application and from this we
can know the weather information remotely at any place. The Wi-Fi interface with
the embedded application can be useful for exploiting an IoT application.
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Implementation of a Temperature
Control Process Trainer Through PID
Controller Designed with Siemens
S7-1200 PLC and HMI

Abhishek Kumar, Peeyush Garg, Ajay Shankar and Namrata Kar

Abstract This paper deals with the design of a temperature control process trainer
interfaced with Siemens S7-1200 PLC and KTP-700 Basic HMI. The entire set-up
comprises a temperature control trainer having an on–off controller as well as a PID
controller mounted onto the instrumentation panel, a voltage to current converter
which converts from 0–10 V to 4–20 mA, a temperature to voltage converter based
on the RTD PT-100 sensor, PLC-based PID controller and HMI (Human Machine
Interface). Initially, the efficiency, robustness, speed and effectiveness of the process
control system are demonstrated via experimental results which are then compared
with the simulation results.

Keywords Temperature control · S7-1200 PLC · HMI · PID · RTD sensor

1 Introduction

Process control is a part of control system which deals with the various mechanisms
and algorithms required to achieve and maintain the output of any process within a
specific range. Process control finds application in various industries. Temperature
control is one of the most common branches of process control. Amodel of a temper-
ature controller is presented in this paper. A PID controller (sometimes known as a
temperature controller) is a device that controls temperature. This controller receives
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input from a temperature sensor (preferably an RTD or a thermocouple) and gives a
stable output which is connected to a control element, such as a heater.

The PID controller is particularly favoured over most controllers as it more accu-
rately and efficiently controls the process temperature. It compares the actual tem-
perature to the required temperature (often called the set-point) and provides the
output.

The paper is organized as follows. The structure of the control system is described
in Sect. 2. Section 3 handles the modelling and simulation portions of the temper-
ature control trainer. Comparison of the control system using both PLC and PID is
presented in Sect. 4 and conclusion in Sect. 5.

2 Control System Description

The block diagram of the actual process control system and the proposed process
control systems are shown in Fig. 1 and Fig. 2, respectively.

Initially, [1] the water tank having a capacity of 30 L is filled one-fourth with
water. The check valve is closed in order to avoid loss of water through the pipes.
The valve of the rotameter should be kept in a position such that the indicating pin
is at 40 LPH (litres per hour).

Reference [2] The set-point of the PID controller is set at a particular temperature
(say 75 °C) and the heater being the control element is switched on. The RTD PT-100
sensor connected to the heater senses the temperature of the water in the tank and
sends a signal to the heater which in turn heats up the water until the set-point value is

Fig. 1 Block diagram of actual Neeshionic’s temperature control trainer



Implementation of a Temperature Control Process Trainer … 455

Fig. 2 Block diagram of proposed Neeshionic’s temperature control trainer

reached. The heater eventually stops heating the water once the desired temperature
is achieved.

The designed Neeshionic’s temperature process control with PLC set-up includes
the following components:

Neeshionic’s Temperature control Set-up:
Reference [1] Multiprocess measurement and control system, a control for tem-

perature loop, an SS water storage tank capacity of 30 L, ¼ HP monoblock electric
pump for water circulation (½ in. × ½ in. inlet and outlet connection), ½ in. piping
for water circulation, glass tube rotameter, connection ½ in. BSP socket end and
microcontroller based electronic PID controller.

(a) Voltage to Current Converter (UT1101)
This is a microcontroller-based device which converts a voltage range from
0–10 V to 4–20 mA. It also has a highly communicative serial (RS232/485)
interface facility.

(b) Siemens S7-1200 PLC
Reference [3] The Siemens S7-1200 PLC is easily adapted to suit the user’s
needs having CPU 1214C processor. They are scalable in terms of their perfor-
mance and are equipped with integrated I/Os, integrated PROFINET interface
for programming, distributed IOs and distributed drive archives.

(c) Siemens KTP-700 BASIC HMI
Reference [3] The Siemens KTP-700 Basic HMI has touch/key functionality for
intuitive operation, which provides an innovative user interface and improved
usability

(d) RTD PT-100 SENSOR
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Table 1 Comparison chart of the various temperature sensors [1]

Criteria Thermocouple RTD Thermistor

Temp. range (°C) −267 to 2316 −240 to 649 −100 to 500

Accuracy Good Best Good

Linearity Better Best Good

Sensitivity Good Better Best

Cost Best Good Better

The PT-100 RTD sensor has a linear increase in resistance with respect to the
rise in temperature. It has a temperature measuring range of approximately−59
to 572 °F and hence has higher accuracy than other sensors-like thermocouple.
Above is a chart, i.e. Table 1 showing the specifications of various temperature
sensors:

(e) Temperature to Voltage Converter
A temperature to voltage converter based on the RTD PT-100 sensor which
converts a temperature range of 0–100 °C to 0–10 V for the system.

(f) Neeshionics microcontroller based PID trainer
It is a microcontroller-based electronic PID controller operated at 230 V mains
A.C. It has a 96 × 96 aluminium extracted DIN enclosure that includes a poly-
carbonate front fascia. Its input is 4–20 mA current and controlled output is
4–20 mA as well.

(g) Contactor and Relay
The contactor used in this experiment is a 3-pole device having a current of 9 A,
220 V flowing through it with input and 25 A output as 660 V. Relay is used for
switching purpose of 10–220 V, 5 A.

3 Modelling and Simulation

Figure 3 shows the various experimental tools that are required for the completion of
the project including the connections to each of them made by wires and also shows
the functional block diagram and ladder logic of PID using PID_Compact on the
TIA portal of PLC as well as the visualization of PID on HMI.

The PID temperature control module uses embedded design, module integration
module control switch, blower, heat resistance, interference, RTD PT-100 measure-
ment and temperature transmitter. In hardware configuration, the ladder program-
ming of PID is carried out in the cyclic interrupt program block. The PID ladder
logic is shown in Fig. 4.

The simulation of the PID_compact block is done by simple PID commissioning,
where the various variables are set to our preferred value. After setting it enters into
automatic operation mode. It records the temperature of the hot water via the sensor
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Fig. 3 The overall connection of the experimental tools

Fig. 4 PID ladder logic on the TIA portal

which is in turn connected to voltage converter that in turn sends in the analog voltage
value to the PLC. During PID commissioning fine tuning is done which gives a zero
percent (OFF) to hundred percent (ON) output. The various graphs that are obtained
for this experiment are shown below.

In Fig. 5, the output is at zero percent, this is because the process value is near to
70.6 °C while the set value is at 70 °C.

After the PID commissioning is completed on the TIA portal, the PID controller
is then designed on HMI (Human Machine Interface) [3, 4, 5, 6].
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Fig. 5 Graph of PID_Compact with output

4 Comparison

By analyzing the comparison in Table 2 between Neeshionics PID (Graph a) and
PLC-based PID (Graph b), we can say that PLC gives reliable control. Actual system
output agrees on the theoretical result. PLC controller parameters have to be set in
the ladder diagram and can be adjusted in real time accordingly. We have taken
experimental values of PLC which is good enough compared to other controller
because of its discrete low error response characteristic. By comparing the graph of
c and d, we can say that the modified temperature control process trainer gives better
result compared to conventional Neeshionic’s temperature control process trainer in
terms of response time for tracking the set-point.

5 Conclusion

The implementation of the model on PLC gave us an idea about the superiority
of PLC over PID. The modelling and simulation of the temperature control trainer
have been discussed in details. Both experimental and simulation results have been
recorded and compared. It is observed that the Neeshionics PID trainer kit is not as
efficient and effective as the PID model designed on the TIA portal of PLC. It is
also noted that the PID controller modelled on PLC via PID_Compact instruction
reduces error effectively as compared to the microcontroller PID controller inbuilt
in the temperature process control trainer. The temperature control kit has further
modified to receive much faster, efficient and robust output. To achieve this, a second
temperature sensor similar in nature to the already present RTD PT-100 sensor is
drilled into the storage tank containing which has a capacity of 30 L. The normal
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Table 2 Comparison of Neeshionics microcontroller based PID and PID on PLC [7]

Specifications Neeshionics PID PID on PLC using FBD
PID_compact

Robustness Less robust as Neeshionics PID kit
is designed with some IC, therefore,
in extreme and dusty environment,
it behaves in an erratic manner

PID on PLC is more robust than
other rut processes

Graphs (a)

Effect of PID control on the
Neeshionics PID trainer kit

(b)

PID graph on PLC using
PID_Compact block

Graphs (c)

Effect of PLC on time versus temp
change for temperature control
trainer

(d)

Effect of PLC on time versus temp
change for modified temperature
control trainer

operation of the temperature control trainer will not be hampered by the addition of
the extra sensor. In fact, once the temperature of the heated water inside the tank
starts decreasing, the second sensor will send a signal to the electric heater to start
conducting immediately, so that the temperature is maintained at the specific value.
This will make the system more efficient and quicker on PLC as well.

We can also design a more robust system by using H-∞ techniques and imple-
menting the concept of non-linear dynamics of the system.
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An Efficient and Enhanced Mechanism
for Message Hiding Based on Image
Steganography Using
ECC-Cryptosystem

Mili Dhar and Subhasish Banerjee

Abstract With the rapid growth and advancement in computer technology, secure
data communication over public networks become a major concern in todays era.
Out of the various alternatives, image steganography is one of the key solutions for
secure data communication over untrusted network. The main focus of this article is
to define an embedded technique to hide the information in a digital image by which
any adversary cannot predict the existence of secret information. And, to provide
the higher security with smaller key size, ECC-cryptosystem has to be used. In this
proposed method, LSB substitution strategies are used for higher imperceptibility.
To prove the efficiency and security enhancement, a comparative study with existing
schemes is also performed at the end based on the MSE and PSNR values.

Keywords Steganography · Cryptography · Elliptic curve · Circular queue ·
MSE · PSNR · LSB substitution

1 Introduction

In the current generation, where technology is progressing at a very rapid pace,
staying up-to-date in security practices is of high priority. Protecting against editing
and replication of digital images and prevention of tampering of multimedia files
is an important concern. Transmitted data needs to be safe and secure to prevent
undesirable access by unauthorized entities. Only an authorized entity should be
able to access using their secret key. Steganography is a technique of hiding secret
data into multimedia files like image,video,audio, and text. Instead of keeping the
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contents of the message secret, the entity from where the message originated is kept
secret.

Steganography is formed from the Greek words “stegos” and “grafia” which
defines [1] “covered writing”. In steganography, a violator is not able to detect the
secret message passing through the media channel. There are many techniques for
hiding messages in multimedia files [2, 3] (audio, video, image, text, and docu-
ments). It can be said that to improve security, cryptography, and steganography
are combined where cryptography deals with hiding information in order to protect
the contents of the hidden message, whereas steganography uses the composition
of these hidden messages.This combination facilitates not only hiding the message
but also maintaining the security of content. If we use only cryptography, the secret
message is noticeable by an entity that monitors the communication, but it cannot
leak the information unless it knows the secret key. But if we add steganography
to the mix, the entity will not be able to detect if some secret information is being
transferred through the communication channel. Thus, the strengths of data hiding is
amplified [4]. Steganography is of four types: audio, video, image and text (Fig. 1).
Image is the most used medium for steganography because it is heavily exchanged
on the Internet nowadays and another reason is the limited power of human visual
system. Image steganography can be divided into two types, namely, spatial domain
and frequency domain steganography. An image is a collection of pixels which shows
different intensities of brightness. LSB method is useful to hide a message into an
image as it does not change the image size, but the image file is noticeably distorted
depending on the quantity of the message that is to be concealed inside the image.
Based on the calculation of pixel value ranges, one can hide bits of different numbers
in LSBs of distinct pixels instead of embedding a constant number of bits in the LSBs
of individual pixels [5].

Fig. 1 Categories of image steganography
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Wu et al. [6] proposed a palette based steganography scheme that reduces the root
mean square (RMS) error iteratively between the original and its stego image. Their
scheme is based on palette modification. In their method, one data bit is embedded
into each pixel iteratively in a palette based image. Wang and Chen [7] presented a
novel image steganography technique by using a two-way blockmatching procedure.
Their method searches for the highest similarity block for data hiding and uses
hop embedding scheme to hide secret image data inside a cover image. Swain and
Lenka [8] presented steganography based on LSB array. Four arrays are selected
and created depending on the range of the secret message. For different secret data,
a different array is chosen and mapped on the array where matching is highest,
thereby concealing the data. The approach by Younes and Jantam [9] is a new LSB
insertion technique to hide data inside an image. Hidden data bits are overwritten
into the LSB of each byte within the image. It shows that before and after insertion
the correlation and entropy values of the encrypted image is the same. Nag et al. [10]
proposed a steganography based on affine cipher algorithm and LSB substitution to
provide robust security and imperceptibility to secret information. Nag et al. [10, 11]
proposed an image steganography based on adaptive circular queue. In their method,
RSA cryptography is used for confidentiality and authentication. For embedding,
dynamic adaptive procedure is employed. Their scheme is efficient only if the size
of the cover image is increased and the size of the secret data is decreased.

We have proposed a steganography method that gives two levels of security.
Data is first encrypted by ECC-Elgamal public key cryptography and after that LSB
substitution is employed for embedding encryptedmessage into the cover image.LSB
substitution of the cover image for hiding data does not influence its image quality
much and ECC is more secure and faster than other existing encryption algorithms.
In our proposed method, a large amount of data can be embedded irrespective of the
cover image size.

2 Flow Diagram of Our Proposed Methodology

Proposed algorithm consists of dynamic selection procedure for LSB replacement of
the cover image and ECC-Elgamal public key cryptosystem to secure secret message
as well as to create a secure crypto–stegno algorithmwhich is more secure than other
systems being used for secretly sending data (Fig. 2).

3 Proposed Algorithm

1. First a grayscale image and amessage are selected as a cover image and embedded
message in the cover image respectively.

2. To encrypt the secret message, ECC-ElGamal encryption algorithm is used. This
is a public key cryptosystem for transmitting the secret message Pm . To send the
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Fig. 2 Flow diagram of proposed work

message Pm to Bob, Alice selects a random key k and sends the pair of points
(kβ,Pm + k(αBβ)) where αBβ is a public key of Bob and β is a base point defined
over the elliptic curve (E) finite field Fq i.e. β ∈ E . This pair of points will be
embedded inside the cover image.

3. Now, this pair of points are converted into binary bits and divided ciphertext
into blocks. Each block contains 7 bytes instead of 8 because one slot is always
empty for a full circular queue. Hence one slot will not be used further.This is a
characteristic of full circular queue.

4. The detailed steps for converting points into binary bits is explain in [12].
5. Now, the cover image will be divided into 16 equal image blocks without altering

pixels from 3045 to 4045 because image characteristics may be changed. Each
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image block contains an equal number of bytes or pixels. Then, sort the first byte
of all image block in one circular queue and second byte of all image block in
another circular queue and so on.

6. For embedding message into image, dynamic selection procedure is used for
selection of circular queue and data blocks. The first data block is selected dynam-
ically based on the difference value in increasing order after subtracting 255 from
the first byte of all the data blocks. After subtracting, the minimum difference
value will be taken as the first data block for embedding process. And, for choos-
ing circular queue dynamically,we subtract 255 fromall the pixel values of second
blockwhich is actually the second pixel of circular queue. Based on the difference
in values in decreasing order, the value with the maximum difference is taken as
the first element in the circular queue for embedding.

7. Take the integer value of first four bits of selected data block to find the start index
for dynamic selection of first embedding index in pixels of the image. And embed
5th–8th bit of LSB position in a pixel for better visual quality of a stego image.

8. To extract and decrypt the message by the receiver, reverse mechanism will be
used.

4 Implementation of Proposed Method

Our proposed algorithm is divided into two phase. Phase 1 is for cryptography and
phase 2 is for embedding the encrypted data into image. First, an elliptic curve is
chosen over a finite field p = 13 by the following equation: y2 = x3 + x + 1
The generating points of elliptic curve on this finite field are shown in Table1.

Therefore, the chosen curve contains 17 points with β = (1, 4) which is the base
point or we can say point generator of this EC curve. Suppose, Alice wants to encrypt
and embed a message “hello” then she does the following.

4.1 Phase 1

ECC-Elgamal algorithm on elliptic curve domain parameter are (p, a, b, β, n, h)

where β is the generating point and h is the cofactor, n is the order of elliptic curve.
For example: p = 13, a = 1, b = 1, n = 17, and generally h = 1.

Table 1 Set of points on Elliptic curve

(1, 4) (1, 9) (4, 2) (4, 11) (5, 1) (5, 12) (7, 0) (8, 1) (8, 12)

(10, 6) (10, 7) (11, 2) (11, 11) (12, 5) (12, 8) (0, 1) (0, 12) ∞
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Key generation technique

1. select a random number d = 3 that (d < n).
2. compute α = d * β = 3 * (1, 4) = (0, 12) which is the public key of Bob.
3. d is the private key and α is the public key of Bob.

Representation of message into elliptic curve points
Convert the message into ASCII values and then converts that values into points

on the curve using Koblitzs method. For example,

1. Assuming that the curve parameters are p = 13, a = 1, b = 1, n = 17, k = 10 where
p is the prime number in which the EC curve is defined over, a and b are the
constant values, n is the order of the curve and k is an auxiliary base parameter
which is known by both parties.

2. Let the message that is to be encoded is S = ‘h’ = 104
3. Now check x = Sk + 1, x = Sk + 2, x = Sk + 3 under the mod p and so on.

If x = 0, y does not exist.
If x = 1, y exists.

4. So, the point will be Pm = (1, 4).
5. Other messages will also be converted by the same manner.

Encryption

1. Alice gets the public key (α) of Bob.
2. Select a random number e = 2 which is the private key of the Alice (e < n).
3. Compute c1 = e ∗ β = (8, 12) and c2 = Pm + e ∗ α = (1, 4) + 2 ∗ (0, 12) =

(12, 8)
4. Pc = (c1, c2) is the pair of points of ciphertext.
5. Repeat the steps until all messages are not converted into points.

Generating the binary data sequence

1. β is the point generator with order n = 17 and let m = 4.
2. Convert the decimal numbers (0 − n) using base-3 sequence generator format,

as shown below:

0000
0001
0002
0010
0011
.
.
.

3. State a matrix P of (18 × 4) in the above form same as the matrix described in
[12]

4. Circularly right shift each row of P by one element.
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5. Encrypted message is C = (P(8, 12), P(12, 8)), where x1 = 8, y1 = 12 and
x2 = 12, y2 = 8.

6. By applying algorithm proposed by [12] scheme, the sequence for the point
P(8, 12) = 2002 and P(12, 8) = 2011 can be calculated. With the application
of their algorithm points are converted to ciphertext, which is then transmitted in
binary form by converting 0 ⇒ 00, 1 ⇒ 01, 2 ⇒ 10. Therefore, the message to
be transmitted is embedded into cover image as 1000001010000101.

4.2 Reverse Process of Phase 1

Reversing the data sequence into points

1. Gets the embedded secret message 1000001010000101 and reverse the binary
sequence to get 20022011

2. From ciphertext, extract four digits: 2002 and circularly shifting left by one ele-
ment: 0022.

3. Converts this sequence in to decimal form and store it in T i.e. 0022 will be in
the form of: 0 ∗ 33 + 0 ∗ 32 + 2 ∗ 31 + 2 ∗ 30 = 8 = T

4. To get the point P(x1, y1), calculate (T + 1) which is the index value of gener-
ating point matrix i.e. P(x1, y1) = (8, 12) = c1 represents e ∗ β.

5. Other points are recovered by repeating the same steps.

Decryption

1. Compute M = d ∗ c1 = 3 ∗ (8, 12) = (10, 6) where d is private key of Bob.
2. Compute Pm = c2 − M = (1, 4).
3. Pm represents the message.

Representation of elliptic curve points into message

1. For decoding, compute

x − 1

k
= 1040 − 1

10
∼= 104 = ‘h’ (1)

4.3 Phase 2

In phase 2, cover image is divided into equally distributed 16 blocks with equal
number of pixels without disturbing the pixel number 3045–4045 otherwise picture
characteristic may be disturbed. Then create multiple circular queue in which put the
first byte of all blocks in one circular queue and second byte in another one and so
on. Subtract 255 from the values of second circular queues and sort it in decreasing
order for dynamically selecting index value for embedding secret message in LSBs
of the pixel of cover image.
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5 Result and Analysis

In our novel proposed method, different cover image and stego image are considered
which are simulated by using MATLAB. Images and their corresponding histogram
are shown in Fig. 3. The difference between histogram of stego image and original
cover image is very negligible when histogram is considered.
Estimating stego image with original image requires a quality measurement. Mean
square error (MSE), peak signal to noise ratio (PSNR) and security for different

Fig. 3 a, c, e, g is the original cover images and their histograms and b, d, f, h is the stego images
and their corresponding histograms
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images are commonly used measures for comparing image quality. MSE and PSNR
are two error metrices that are used to compare the various image compression
techniques.

5.1 Mean Square Error

Cumulative squared error between stego and original image is measured by MSE.
The mathematical formula for MSE is:

MSE = 1

mn

m∑

x=1

n∑

y=1

(OIx,y − SIx,y)
2 (2)

where OIx,y and SIx,y are the original image and stego image respectively and m,n
are the dimensions of the image and x , y are the coordinates of the image.

5.2 Peak Signal to Noise Ratio

PSNR is a measure of peak error which is measured in decibels (dB). In image
steganography, generally the message is embedded inside the cover image such that
the visual quality of the reconstructed image is not affected much. PSNR value
reduces the visual attacks by human eye. Higher PSNR value points better visual
quality of image due to lower distortion. A higher PSNR value is good because it
means that the ratio of signal to noise is higher. Here signal indicates the original
image and noise indicates the stego image. The mathematical formula for PSNR is:

PSN R = 10log10
OI 2max

MSE
(3)

where OImax is the maximum pixel value of the original image. So, if we find a
method which is having minimum MSE value and higher PSNR value, we can say
that it is a better one.

5.3 Security

Security is used to protect data from unwanted attacks and intruders. Sometimes by
active warden images are manipulated such as cropping or rotating that may destroy
the hidden message, but as we use dynamic selection procedure secret data is scat-
tered all over the image such that in case ofmanipulation the loss of data isminimized
which improves the security.
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Table 2 Observed PSNR and MSE values for our proposed algorithm on the basis of the ECC and
RSA algorithm
Cover
image

Size of
cover image
(in KB)

Quantity of
ciphertext
embedded
(in bytes)

MSE value
(using ECC
based
steganography)

PSNR value
(using ECC based
steganography) in
dB

MSE value (using
RSA based
steganography)

PSNR (using RSA
based
steganography) in
dB

Leaf 263 256 0.1719 69.3954 0.0154 75.4603

263 880 0.1878 68.3039 0.1535 68.1297

Color 263 256 0.0103 70.4576 0.0020 71.8344

263 880 0.0133 69.0316 0.0138 68.0343

Man 263 256 0.0028 69.9379 0.0266 70.4063

263 880 0.0034 68.6841 0.8801 68.5222

Cat 263 256 0.0652 69.9989 0.0042 70.2718

263 880 0.3122 68.8985 0.2072 66.3775

Leaf 1044 256 0.0022 81.0628 0.0306 61.3133

1044 880 0.0032 80.2141 0.0922 56.1176

Color 1044 256 0.0091 82.1406 0.0033 70.7104

1044 880 0.0122 80.4940 0.0126 65.9148

Man 1044 256 0.0018 82.9372 0.0011 81.3320

1044 880 0.0033 81.0246 0.0029 80.9725

Cat 1044 256 0.0081 80.2097 0.0037 73.6933

1044 880 0.0112 79.8262 0.0142 63.7023

Table 3 Comparison with other research for large data embedding in different image size

Name of the scheme Avarage calculated PSNR (dB) Security Visual imperceptibility

Wang and chen [7] 44.25 Medium Good

Nag et al. [10] 30.48 Very poor Poor

Swain and lenka [8] 59.08 Medium Good

Jain et al. [11] 67.22 Good Better

Proposed algorithm 74.56 Very good Best

After analysis of Fig. 3, one can easily observe that there is no visual artifact between
the stago image and original image and their histogram. Result analysis of our pro-
posed algorithm using various parameters is shown in Table 2. Table 3 shows the
comparison of the other research. Using Fig. 4, it can be observed that embed small
quantity of cipher into images with same size, PSNR value of RSA is better than
ECC but embed large amount of cipher into images of same size, PSNR value of
ECC is much more better than RSA. If the image size is large, it does not depend on
the ciphertext size means PSNR value of ECC is always better than RSA with lower
MSE value. For ECC, the difference between PSNR values of large and small quan-
tity of cipher embedded is less compared to RSA. By result analysis, increasing the
secret data size, PSNR value is increased up to 80.49 dB andMSE value is decreased
by 0.0122. A high-quality image should aspire for 40 dB and above [11]. Higher the
PSNR value means higher the performance. Security of secret transmission over the
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Fig. 4 Result analysis of proposed algorithm

Internet/transmission channel and confidentiality of secret message is also better as
proposed algorithm uses ECC cryptography instead of RSA [13] and LSB substi-
tution in a dynamic manner. Our proposed scheme gives a better imperceptibility,
higher PSNR value and minimum MSE value which concludes better performance
as compared to the other existing algorithms. Compared to other steganographic
methods proposed by other researcher, our scheme is stronger and highly secured by
ECC algorithm for securing any kind of secret message.

6 Conclusion

In this paper, to enhance the security in data communication, circular queue LSB sub-
stitutions based crypto–stegno scheme is proposed. The major objective of the pro-
posed scheme is to provide two label security. First, an efficient ECC-cryptosystem
is used to hide content of the message. Second, a strong circular queue LSB substitu-
tions based embedded method are used to hide existence of the message in a digital
image. To prove the superiority of the scheme, a comparative study with the simi-
lar existing approaches is also performed. After comparison with the experimental
results and histogram analysis, it is observed that our scheme, not only maintains the
confidentiality but also gets successful to achieve the higher PSNR and low MSE
value, than others.
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Outdoor Obstacle Detection Module
to Assist Visually Challenged

Anuradha Lakshmanan, S. Gayathri Devi, M. Meena Nisha
and M. Dhanalakshmi

Abstract Autonomous navigation is of utmost importance for people suffering from
visual impairment problems in their daily life. At present, a device known as Elec-
tronic Travelling Aids (ETA) is used by the visually impaired to detect static objects.
As it is to be held by hand, it limits them from performing some of their activities.
The objective of this project is to provide a hands-free module which focusses on
dynamic objects (car) in an outdoor environment. This is achieved by using Rasp-
berry Pi module, camera and ultrasonic sensor. The vehicle is captured by the camera
in real time and detected using image processing techniques and Haar Cascade clas-
sifier. The ultrasonic module scans for the obstacle in three different directions, and
then intimates the user to move away from the obstacle using an audio output, which
is provided through headphones. The above-mentioned modules are incorporated
into a waist belt. This prototype would be a better choice than the existing mod-
ules as it is long-lasting, hands-free, detects dynamic objects and helps the user in
dauntless navigation in the outdoor environment.

Keywords Visual impairment · Raspberry pi · Haar cascade classifier · Ultrasonic
sensor · Dynamic obstacle · Hands-free waist belt
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1 Introduction

Vision impairment refers to when you lose a part or all of your ability to see (vision).
This cannot be fixed by usual means such as glasses or contact lenses. 2011 WHO
statistics show that there are 285 billion people in the world with visual impairment,
39 billion of people are blind, 246 billion are with low vision and 15 million people
are blind in India [1]. However, it is estimated that the number of people with vision
impairment could triple due to population growth and ageing. For example, by 2050,
there could be 115 million people who are blind, up from 38.5 million in 2020. The
statistics reveal that the causes of visual impairment are due to cataract (47.9%),
glaucoma (12.3%) and age-related macular degeneration (AMD) (8.7%). Mobility
is one of the major problems encountered by the visually impaired people in their
daily life. By the roll of vision, people are able to move from one place to another.
Without the vision, people will feel insecure while walking even in familiar places
such as home, workplace. So, they need assistance for their mobility. It is impossible
for a person to be always there to assist them. A common assistive device used by
the visually impaired are the white cane. It is a mechanical cane which will provide
tactile feedback when they sense an obstacle in front of them [2]. Ultrasonic sensors
are widely used for the detection of obstacles in front [3–7]. Currently, a device
known as Electronic Travelling Aids (ETA) is used to help the blind in managing a
daily routine [8, 9]. The main drawbacks of ETA are that they are not long-lasting,
they are uncomfortable to hold for long periods of time and they can detect only
static, nonspecific objects [10]. Most of the assistive devices that are available in
the market fail to provide for a hands-free environment for the blind. Hands-free
environment will be convenient for the visually impaired and gives them a more
sophisticated and aesthetic environment. Most of the devices are designed in a way
that they are to be held in the hand and used indoors [11]. This will make the visually
impaired to limit someof their activities as the normal persons do. This project aims to
provide an economical, hands-free travelling guide to help the visually impaired get
informed about an approaching dynamic object (car) in an outdoor environment [12].
It provides an improved navigation to the user by communicating to the user through
voice alert or a buzzer output, thus enabling an easy and comfortable navigation to
the user [13].

2 Methodology

Dynamic objects (cars) in the outdoor environment are detected by Raspberry Pi 3,
Pi camera and ultrasonic module using image processing techniques. The classifier
module used in the detection process is obtained using Haar training. Depending on
the distance of the object calculated by the ultrasonic sensors, the user is intimated to
move away from the approaching object via buzzer or audio output. These assistive
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Fig. 1 Flow diagram

modules are incorporated into a waist belt, thus making it a hands-free module.
Figure 1 depicts the flow of designing the outdoor obstacle detection module.

2.1 Block Diagram

The Raspberry Pi camera is used to capture the nearing car in real time. The reso-
lution of the captured frames is changed using image processing techniques and it
is then detected using Haar Cascade classifiers. On detection, the ultrasonic module
is triggered and the distance between the vehicle and the user is calculated. When a
specified threshold is reached, the user is provided with an audio output that specifies
the direction in which the user has to move in order to avoid the vehicle.
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2.2 Image Acquisition

The images used for training are acquired manually by taking pictures of multiple
cars in different locations at various angles using a 5 Mp Omni vision Raspberry Pi
camera module. The sample set, containing 2033 positive (car) and 1041 negative
(non-vehicle) images is fed into the classifier for the training process. The resolution
of the captured image is 2592 × 1944.

2.3 Image Processing

The image has to be processed before detection. On powering up the Raspberry pi,
the video of the approaching car is captured in real time using Raspberry Pi camera
at 1080 pixels and 30 frames per rate. The captured video is converted into image
frames. Then, the grey scale conversion and alteration of resolution is performed to
facilitate the detection process.

2.4 Haar Training

Haar feature-based cascade classifiers are a machine learning approach which is
extremely rapid in detecting the objects in an image and video [14]. Every region
of the image is analysed using a set of classifiers called Haar features that act as a
funnel calledHaarCascade [15]. Figure 2 explains the generation of classifiermodule
using the features extracted froman obtained sample data set containing large number
of positive and negative images. The preliminary training and the acquiring of the
trained file (XML module) are done in the Windows platform and using the Visual
Studio 2017 software. It is later incorporated into the Raspberry Pi module using its
terminal. The OpenCV computer program and its related modules are used for the
real-time computer application.

Fig. 2 Steps involved in
Haar training
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2.5 Distance Measurement

The HC-SR04 ultrasound module is used to measure the distance of the detected
car from the user. A pulse of 10 µs is used to trigger it. The transmitter emits a
high-frequency ultrasonic sound, which bounces off any nearby solid objects. Some
of that ultrasonic noise is reflected and detected by the receiver on the sensor. That
return signal is then processed by the control circuit to calculate the time difference
between the signal being transmitted and received. This time it can subsequently be
used, along with some clever math, to calculate the distance between the sensor and
the reflecting object. Depending on the distance measured, the output is intimated to
the user, either through buzzer or headphones.

3 Device Set up

The prototype to detect dynamic objects (car) in an outdoor environment employs
the Raspberry Pi 3, Raspberry Pi camera, Ultrasonic sensors, buzzer module and any
type of headphones.

3.1 Raspberry Pi Module

The Raspberry Pi 3 Model B is used which is a single-board computer with wireless
LAN and Bluetooth connectivity. It is basically a mini computer which works just as
fast as a home PC depending on the model. It has a Quad Core 1.2 GHz Broadcom
BCM2837 SoC (system on a chip) which includes an ARMCortex A-53 64-bit CPU
and a 40-pin extended GPIO. A 1 GB RAM memory range is available on board.
It consists of four ports, namely Full-size HDMI, CSI Camera port for connecting
Raspberry Pi camera, DSI Display port for connecting a display, a MicroSD port for
loading the OS and storing the data. In Raspberry Pi Model B, the Ethernet port is
provided by a built-in USB Ethernet.

3.2 Raspberry Pi Camera

The Raspberry Pi Camera Board plugs directly into the CSI connector on the Rasp-
berry Pi. It is able to deliver a crystal clear 5 MP resolution image, or 1080p HD
video recording at 30 fps. The camera board attaches to the Raspberry Pi via a
15-way ribbon cable. There are only two connections to make: the ribbon cable
needs to be attached to the camera PCB and the Raspberry Pi itself.
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3.3 Hc-Sr04 Ultrasonic Module

The HC-SR04 ultrasound module is used for the purpose of calculating the distance
between the user and the detected car. Pulse duration is the full time between the
sensor outputting an ultrasonic pulse, and the return pulse is being detected by the
sensor receiver [16]. The Python script measures the pulse duration, and then calcu-
late the distance (Eq. 1) from this. This pulse duration is multiplied with speed of
ultrasonic and then divided by two. Mathematically,

Distance (m) � Time duration (s) × 34300 (m/s)

2
(1)

where
Speed of ultrasound in air � 34300 m/s

3.4 Buzzer/Audio

SB-01 buzzer is initially connected to Raspberry Pi. Based on the obstacle detected
by single ultrasonic, the buzzer module is activated. This emits a shrill sound on
detection. In case of a single ultrasonic sensor, a buzzer output is produced. Once the
car has been detected, the ultrasonic module determines its distance from the user.
The buzzer then emits a loud beep thus alerting the user.

4 Results and Discussions

Conventionally, people suffering from visual impairment problems used walking
sticks to navigate. At present, Electronic Travel Aids (ETA) is used to detect static
objects. The aim of the project is to provide a hands-free module to detect dynamic
objects (car) in an outdoor environment. This is done using Raspberry Pi, camera
and Ultrasonic sensors.

4.1 Real-Time Output

Theworking of the prototype is tested in the outdoor environment using theRaspberry
Pi and its camera module. This uses real-time streaming video, which means that the
video capturing and the detection process are carried out simultaneously.
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Fig. 3 Final prototype

4.2 Ultrasonic Output

Using the ultrasonic module, the distance of the detected obstacle is found. Once the
car is detected, the ultrasonic module is triggered. The module detects the car up to
a range of 5 m. Three ultrasonic sensors at three different angles (±180° and +90°)
in the form of an array are used. For single ultrasound, once the car is detected, the
ultrasonic module determines its distance from the user. The buzzer then emits a loud
beep thus alerting the user. In this case, the user is not given any useful commands
to avoid the obstacle which is the drawback with this setup. So, the ultrasonic array
setup is used. In the case of an ultrasonic array, an audio output given via headphones
is used. This tells the user to move in a particular direction in order to avoid the car
(Fig. 3).

4.3 Buzzer/Audio Output

The buzzer emits loud beeps as a moving car passes, provided it is within the ultra-
sonic range. This output is further improved using an audio output (Table 1) via
headphones.

Table 1 Audio output Object position Sensor reading (m) Reading output

Left 0–5 Move right

Straight 0–5 Move right or left

Right 0–5 Move left
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4.4 On-Field Detection

All the supporting modules (Raspberry Pi module, Raspberry Pi camera and Ultra-
sonic sensors) explained in the methodology is incorporated into a waist belt (Fig. 3).
The ultrasonic sensors are fitted onto the belt and focussed in such a way that all the
three major directions (±180° and +90°) are covered.

During the on-field detection, the user is made to stand in an outdoor environment
(road) with the belt worn around his/her waist. It is observed that for every car that
approached the user, detection occurred and the audio output is heard. It states the
proper direction that the user has to move in order to avoid the vehicle. It is also
observed that the detection of other obstacles like static objects, people in motion
and bicycles are ignored. The detection speed for multiple cars is found to be quick
and there is minimum or no time lag.

5 Conclusion

The detection of cars in an outdoor environment is performed using Raspberry Pi
module, camera and Ultrasonic array. The classifier module is generated by the
features extracted from a manually obtained sample data set including positive (car)
and negative (non-vehicle) images. It is initially tested on virtual platform followed
by real-time detection alongwith reducedmisclassifications. Single ultrasonic sensor
and buzzer are interfaced with Raspberry Pi to detect and calculate the distance of the
detected car in front of the user. An ultrasonic array of three ultrasonic sensors and
headphones are interfaced to the Raspberry Pi to detect and calculate the distance of
the car in three directions surrounding the user. An audio output intimates the user
whether to move right (or) move left (or) move left or right based on the direction of
the approaching car.

Further work is to add on to the level of accuracy in detection by using ultrasonic
sensors with higher range and to integrate three Raspberry Pi cameras or pan and tilt
setup to improve direction specificity. The algorithmmay be extended to differentiate
various dynamic obstacles in the outdoor environment so as to provide amore precise
output.
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Design of PID Controller for Maximum
Power Point Tracking for PV Energy
Systems

Saurabh Bhowmik, Raval Parth Pradip and Chitrangada Roy

Abstract Modeling of PID control system in DC–DC boost converter with vari-
able input DC voltage at varying irradiation levels in the solar PV system has been
implemented in this paper. The proposed model of PID controlled DC–DC boost
converter prevents overshoot and oscillations of the output voltage obtained from
it and tracks maximum power. Design and simulation of a PID control system is
to soothe the output voltage of the DC–DC boost converter. The implementation
results using constant irradiation and variable irradiation level with constant temper-
ature are presented. Result and analysis supports the validity and advantages of the
PID method.

Keywords DC–DC boost converter · PID controller · Irradiation · Maximum
power point tracking · Solar cell

1 Introduction

Solar energy is the renewable form of energy, which can be utilized and stored
in the form of voltage. However, due to its very low efficiency and unregulated
characteristics makes it underrated. In the past few years, many new inventions and
methods were proposed to overcome this problem. Solar Photovoltaic (PV) cell
generates unregulated voltage from the solar radiations but it is very less [1]. To get
the maximum power from the given system, its maximum power should be known
by maximum power point tracking methods. DC–DC converters help to enhance or
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PID
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Fig. 1 General block diagram for control of DC–DC converter

Fig. 2 Basic modeling of solar cell

reduce the voltage that is generated from the solar cell to acquire maximum power
at specific voltage. To get maximum power with the help of DC–DC converters
different types of controllers are used. Here, PID and normal pulse generator are
used to generate the specific voltage for maximum power (Fig. 1).

2 Modeling of Solar Cell

Modeling of solar cell for different irradiation and temperature is proposed in Fig. 2
[3]. Now accordingly, the generated voltage from the solar cell is fed to the DC–DC
converter. This solar cell can be tuned for a specific purpose.

3 Designing of DC–DC Boost Converter

DC–DCconverter increases or decreases the unregulated voltage from the solar panel
[2]. Here, themain focus is on increasing the voltage, so the boost convertermodeling
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Fig. 3 Basic circuit for DC–DC boost converter

is proposed. A general model of the boost converter is shown in Fig. 3. Unregulated
DC input voltage from solar cell, L is the induction, C is the capacitance, and output
voltage will be taken across resistor R. The switching of MOSFET is given by the
PID controller [3].

4 Designing of PID Controller

To control the switching of MOSFET in DC–DC boost converter, different types
of controllers are used like P, D, PI, PD, PID, many more, and I. PID controller
controls the switching of MOSFET to get the desired output voltage from DC–DC
boost converter. Proportional, Derivative and Integral operations are used to reduce
the error and for stability of step response in the system. These can be achieved by
controlling the gains Kp, Ki, and Kd. The general equation for PID controller is given
in Eq. 1 [4].

U(t) � Kp e(t) + Ki

∫ t

0
e(t)dt + Kd

d e(t)

dt
. . . (1)

Here, e(t) is the error in voltage output with respect to reference voltage. There
are some fixed rules gain values, which is given in Table 1.

The generalized diagram for PID controller for DC–DC boost converter is shown
in Fig. 4.

Here, constant 1 comes from output voltage, constant 2 comes from capacitor
current, and constant 3 goes to gate of MOSFET in the boost converter.

Table 1 Rules for selecting
gain in PID controller

Parameter Response
speed

Stability Output
accuracy

Kp High Decreases Good

Ki Low Decreases Good

Kd High Increases No effect



486 S. Bhowmik et al.

Fig. 4 Generalized diagram of PID controller for DC–DC boost converter

Fig. 5 DC–DC boost converter without using PID controller

Fig. 6 DC–DC boost converter with using PID controller

5 Simulation Results

For modeling and simulation purpose, we have used MATLAB Simulink software.
Figure 5 shows the diagram of system without using PID controller and Fig. 6 shows
the system with PID controller.
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Table 2 System parameters
of variables

System parameters Corresponding values

Irradiation [700, 500, 450, 550, 600, 430] W/m2

Temperature 30 °C

Inductance 57.14e–6 H

Capacitance 0.35e–3 F

Constant 25

Kp 0.0033

Ki 2.5

Kd 0.0027

Input voltage 4–8.5 V

Output voltage 25 V

5.1 Parameters Values

Following are the values useful for the system in Table 2.

5.2 Simulation Results

Figure 7 shows the output waveform of system without using PID controller and
Fig. 8 shows the output waveform system with PID controller.

The Fig. 7 gives three-output waveform at different irradiation levels. The third
graph gives the output voltage of the solar cell which is varying in the range of

Fig. 7 Output waveform of the system without using PID controller
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Fig. 8 Output waveform of the system with using PID controller

4.2–8.5 V at different irradiation levels and further, it is fed as the input of the boost
converter. The unregulated variable voltage is because of the frequent changes in
irradiation levels. The second graph gives output current of DC–DC converter with
respect to time at different irradiation levels. The first graph gives the output of
DC–DC boost converter with respect to time without using PID controller in the
boost converter. Where it is observed that output voltage of the boost converter has
increased and is varying in the range of 25–40 V at five different irradiation levels.
In order to obtain maximum power irrespective to any available voltage from the
solar cell, it is required to track the voltage to 25 V (as per calculation). Thus, the
PID controller has been introduced to provide gate pulse and to drive the MOSFET
of the boost converter, so to obtain maximum power.

The Fig. 8 gives three-output waveform at different irradiation levels using PID
controller. The third graph gives the output voltage of the solar cell which is varying
at different irradiation levels. The second graph gives output current of DC–DC
converter which is almost linear with respect to time at different irradiation levels.
The first graph gives the output of DC–DC boost converter with respect to time using
PID controller in boost converter. Where it is observed that output voltage of the
boost converter has increased and is almost linear (average of 25 V) at five different
irradiation levels which is required to obtain maximum power from the system.

6 Discussion and Conclusion

As we can see that because of the variable irradiation levels that have been given at
different instant of time, the voltage level changes with that. Now with normal pulse
generator, the output voltage changes with great difference in voltages. Now with
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the help of PID controller, we are able to achieve less overshoot and more constant
voltage. The output waveform was magnified for better results and can be observed
that it has less difference in output voltage.

Nowwith the help of comparing the results, it can be concluded that PID controller
is more suitable for the linear system. It has overshoots and zero state errors but in
minimal. We can achieve good results with less error with the help of PID controller
for solar cell.
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Fleet Tracking Using Internet of Things

Yogesh Goyal, Spandan Buragohain, K. Srihari and Arun Kumar Singh

Abstract Vehicle tracking is a very crucial aspect of organizing and optimizing the
fleet under consideration. The real-time tracking is done with the help of a hardware
system, which uses GPS to acquire the data is then transmitted to a remote server.
This data then can be retrieved by the user with the help of the mobile application.

Keywords NodeMCU · GPS · Fleet management · Google maps

1 Introduction

Vehicle has become one of the most crucial parts of the society, and this vehicle can
be considered as private vehicles, fleet for transportation of goods, or the means of
public transport. Vehicle becoming the crucial part also brings into the question of
their security and optimized uses in the case of public transport and fleets. For this
purpose, a tracking system is suggested which will provide the real-time location
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of the vehicle to the requesting user as per their needs. Vehicle tracking system is
electrical system which are installed in the vehicles, and this system uses Global
Positioning System (GPS) to get the location of the vehicle; a system to analyze this
data, and then transmit it to the server unit [1–5]. Vehicle tracking helps in enhancing
the security by constant monitoring of its location and can decrease the misuse of
it. Fleet owner using the vehicle for transportation can use the tracking system to
optimize the vehicle use by considering the availability of the vehicle at a given time
as well as the progress of goods being transported. Vehicle tracking can also be used
in public transportation or transportation provided by large organizations, a user can
check the status of the vehicle at any time which can help a user the user to use their
time effectively [6–8].

Vehicle tracking system has basically two components at the hardware end, first
the GPS unit, this is used to get the location along with the time detail of the vehicle.
The other includes the microcontroller unit which receives raw data from the GPS
system, conversion of the data and then transmitting of data.

1.1 Global Positioning System (GPS)

GPS is a space-based satellite navigation system that provides the location and time
of a person or vehicle or any device in every weather and anywhere on the Earth
24 hours a day. It is a constellation of about 24 satellites orbiting the earth at altitudes
of approximately 11,000 miles (Fig. 1).

GPS satellites are orbited high enough to avoid the problems associated with land-
based systems. It is a pillar for the global vehicle tracking system. The GPS receiver
will receive the signal information from the satellite andwith the help of triangulation;
the exact location of the vehicle is traced. The GPS receiver must receive the signal
with at least three satellites to calculate the 2D position and tracking movement.
If GPS receiver is made to receive the signal for four or more satellites, then the

Fig. 1 GPS module NEO 6M with antenna [11]
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Fig. 2 NodeMCU SOC [12]

receiver can calculate and the 3D position of the user is determined. Uncorrected
positions determined from GPS satellite signals produce accuracies in the range of
5–100 m [1]. In this work, the GPS module used is U-Blox NEO 6 M by U-Blox,
and this has low-power consumption and high level of integration capability with
flexible connectivity [9]. When the GPS module receives data, it is then processed
by the processing unit inbuilt or that to any other hardware.

1.2 NodeMCU

NodeMCU is an open source IoT platform. It is an eLua-based firmware for the
ESP8266 Wi-Fi SOC from Espressif (Fig. 2).

It is interactive and programmable, and it helps in reducing the redundant work
for configuration and manipulating hardware. It also integrates GPIO, PWM, IIC,
1-Wire, and ADC. This development kit has an FCC-certified Wi-Fi module, with
PCB antenna [10]. Wi-Fi feature is provided by ESP8266 which enable the user to
connect to Wi-Fi and to establish a TCP/IP HTTP communication with the server.

2 Methodology

2.1 Block Diagram

Block diagram in Fig. 3 describes the working of the system. Here, the processing
unit is NodeMCU development kit. The code for this is written with the language C
and was compiled using the Arduino IDE. The NodeMCU unit was connected to the
GPS module U-Blox NEO 6M.



494 Y. Goyal et al.

Fig. 3 Tracking device

(a) (b)

Fig. 4 Flowchart a for data reception from GPS, b for data transmission to server

The GPS module gets connected to the GPS satellite so as to obtain the location
information and time. This data is then transferred to the NodeMCU. NodeMCU
then using the Wi-Fi module ESP8266 connect to a Wi-Fi hotspot and establishes
the TCP/IP HTTP connection to an independently made server. After the connection
is established, the data is sent to the server using the GET method. The system then
waits to receive the acknowledgement from the server. Figure 4 represents the flow
of the process.
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2.2 Back-End: Server and Application

The server was made independently. When the server receives the request for the
hardware unit to establish a connection, a PHP script authenticates the hardware
unit, and this authentication is done with the help of a variable key. Once the process
of validation is complete, the data is received from the system and the location data
along with the time of data being received is stored in the database.

This stored data can be viewed by the user using amobile application. This mobile
application upon execution requests the server for the latest location received. Server
upon receiving the request also authenticates that the user has the authorization to
access the given set of data or not. This process of authentication is also done by a
PHP session after which it queries the database for the newest entry of the location
data and the time. This data is then phrased to create a JSON object and is sent to the
requesting application. When this is received by the application, it parses the object
to extract the longitude, latitude and time data. The application then adds a mark
with the obtained set in the Google Map API and updates the UI.

2.3 Practical Model and Result

Figure 5 shows the data as observed on the server. Figure 6 shows the practical model
developed for the purpose of data transmission and Fig. 7 shows the result obtained
on the user side mobile application.

Fig. 5 Data as observed on the server
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Fig. 6 Practical model of the transmitting unit

Fig. 7 Data set plot of the received data, user end



Fleet Tracking Using Internet of Things 497

3 Conclusion

The practical system for the purpose of vehicle tracking was designed and imple-
mented in the project. TheGPSmodule at timesmay provide incomplete, insufficient
data, as observed in Fig. 6.Where there are no dots representing the change of vehicle
location. This may also be attributed to the loss of connectivity between the server
and the hardware unit.
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IOT-Based Navigation for Visually
Impaired Using Arduino and Android

Aashis Kumar, Monika Jain, Rahul Saxena, Vidyanshu Jain,
Siddharth Jaidka and Tushar Sadana

Abstract Likemany other projects, ultrasonic sensors have been used in devices that
enable a visually impaired person to tackle obstacles. However, little has been done
to expand the navigation in a broader context, and to enable the visually impaired
person to go about hands-free and connect with the world like normal people do. This
paper is derived from the in-depth study of the real-life scenarios and problem faced
and proposes an advancement of the existing smart stick technology. The system is
designed to act like a navigation guide through voice outputs consisting of ultrasonic
sensors, Arduino Uno R3, HC05 Bluetooth module, and an Android application. The
Android application is used as a navigation tool to calculate the shortest distance from
the source and the location, and the ultrasonic sensors attached to the person’s knees
look out for obstacles while the blind person walks as per the directions narrated
to him on an earphone, and upon detection of an obstacle, the HC05 triggers a
warning and the Android application describes the environment to the person. With
this project, we seek to take a step closer in narrowing the gap between blind people
and us while keeping it within the reach of even the poorest.

Keywords Blind · Arduino · Ultrasonic sensor · Android application ·
Navigation · Environment description

1 Introduction

Visually impaired people unlike us have a hard time interactingwith the environment,
especially because of their inability to judge their relative position as a reference in
an area. They face a hard time getting employment and have to hugely rely on their
friends and family for even the smallest of the task.
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India houses to more than half the blind population in the globe [1], and the stats
are ever rising. Science has made a lot of progress but has failed to come up with
a satisfactory and feasible solution to cater the need of blind people. IoT brought
about many devices that sought to bridge the gap between the blind and the normal
people. Some of the research led to the development of smart sticks that allowed
them to tackle hurdles, while some used beacons to let the blind know what they are
touching or what is around them.

The beacon method proposed by Korial and Abdullah [2] proposed a method to
implement beacon system that a smartphone can capture and let the blind person
know the things around them. The proposal was to install low-power consumption
beckons in an indoor environment. This method had a major flaw, as time passes by
the person gets acquainted with the things around the room and navigates around
with a lot fewer difficulties. Also, the time taken to configure the beacons and their
low scalability would make anyone give a second thought.

Shoval et al. [3] developed a NavBelt that was a portable wearable computer
designed to help the blind avoid obstacles indoor. The information was conveyed to
the blind by different audio sounds. The method did not clearly distinguish between
sounds, though an ideal method to navigate indoor this method did not convey the
momentary position of the person in the room nor made the sounds easily distin-
guishable.

Smart stick using infrared sensors for indoor navigation was an idea proposed by
Innet and Ritnoom [4]. Upon detection of the obstacle, the stick produced different
vibrations, and the vibration pattern was hard to distinguish and moreover made the
person unable to use both his hands freely.

All the recent developments were either for indoor use or if suitable for outdoor
used probes that enabled the blind person to use both of his hands freely. Our project
aims to implement a cheap navigation tool that is easy to scale and can be used indoor
and outdoors easily. We aim to use the power of smartphone and microcontroller at
its fullest to enable GPS navigation, obstacle detection, and allow the blind person
to get a description of the environment or what exactly is in his way through his
smartphone, that now even the poorest can afford.

2 System Design

The system consists of an ultrasonic sensor attached to the blind person’s feet about
25 cm from the ground. The sensor has a physical connection to a sling bag coated
with reflective tape which makes it easier for the vehicles or other people to notice
the blind person. The sling bag houses an Arduino and his Android phone is com-
municating through Bluetooth. Upon detection of an obstacle, the Arduino sends
an alarm to the Android device and a voice command can be heard by the blind
person that a danger is present forward. The blind person can use his phone camera
(triggered by a click of earphone’s button) to take the picture of his surroundings,
which then returns a statement in simple languages as audio commands. The blind
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Fig. 1 Proposed model

person can use his phone to hear audio commands to the destination he wants to go
to. The phone also broadcasts real-time location of the person to the server which
would be visible to his friends and family. Also, the app broadcast an SOS message
upon triple click of earphone’s button to everyone on his SOS list.

2.1 System Configuration

The proposed system follows the architecture as shown in Fig. 1.

2.2 Microcontroller

Arduino Uno is based on ATmega328P. The board consists of 14 input/output
pin, 6 analog inputs, a 16 MHz and a quartz crystal [5]. The microcontroller
can be connected directly to the computer. The microcontroller has a low power
consumption of 5 V and a flash memory of 32 KB. Arduino easily interfaces with
Android phones (Figs. 2, 3).
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Fig. 2 Arduino Uno R3

2.3 Obstacle Detection Unit

Ultrasonic Sensor: The module sends 40 kHz waves and detects for any pulse
signal deflected back. The module used, HC-SR04 provides distance measure-
ment of 2–400 cm with an accuracy of 3 mm. The module is attached to the
person’s leg. About 25 cm above the ground, it continuously looks for obstacles
and sends a trigger message as soon as there is an obstacle detected based on the
flowchart shown in Fig. 4. The obstacle is decided based on the following formula:
Test distance � (high − level time velocity of sound (340M/S)/2.

2.4 Warning Unit

BluetoothModule: TheHC-05module provides a transparent wireless serial connec-
tion setup. The module is fully qualified Bluetooth V2.0 + EDR 3Mbps Modulation
with 2.4 GHz radio transceiver and baseband. The module stays in constant commu-
nication with the Android phone and sends a warning signal to the phone as soon as
the ultrasonic sensor detects an obstacle (Fig. 5).

Android Application: The Android application stays in constant communication
with the Bluetooth device. Upon detection of an obstacle, the message is commu-
nicated through the Bluetooth. A warning message saying “obstacle detected” can
be heard over the earphone. The app captures an image and converts it into input
stream upon the click of the button of the earphone. The input stream is sent to the
API discussed in Sect. 2.5 which returns a string in plain English. The string is again
played on the earphone. A service runs in the background detecting for triple taps
of the earphone’s button. An SOS message is immediately sent to the person’s loved
ones if the triple tap service is triggered.
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Fig. 3 Logical diagram of the obstacle detection

2.5 APIs and Database

Object Detection API: Microsoft Vision API [6] takes an input stream from the
Android device and returns the description and tags of the image recognized. The
blind person can click on his earphone’s button to trigger the camera and take a photo.
The app then sends the bitmap to the API, which then returns to the description of
the image (Figs. 6, 7).

Navigation API: Indoor Atlas [7] uses radio signals, geomagnetic field, inertial
sensor data, barometric pressure, camera data, and other details from the embedded
sensors of the smartphone to provide precise data of the location of the user that the
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Fig. 4 HC-05 Bluetooth module

Fig. 5 ANDROID device running the app



IOT-Based Navigation for Visually Impaired Using Arduino … 505

Fig. 6 Microsoft vision API [6]

Fig. 7 Screenshot of indoor atlas console [7]

normal positioning system fails to do. The API uses the floor plan of the area and
needs to be trained with providing waypoints for the detection to start working. It
provides a high ability to scale the system with a much greater accuracy as compared
to tradition GPS with no hardware cost (Fig. 8).

Database: DeepStreamHub [8] is a real-time database providing 3 ms response
time. The app stays in constant communication with DeepStreamHub to update real-
time coordinates to the loved ones of the blind person. Anyone who is added to the
trusted list of the blind person can view the location and receive SOS messages.



506 A. Kumar et al.

Fig. 8 Screenshot of DeepStreamHub [8]

3 Results

The ultrasonic sensors are attached to both the left and right feet of the blind person
above 25 cm of the ground. The ultrasonic on both the left and right feet reduces the
chances of collision from obstacles when one of the feet is behind the other. Also,
attaching the ultrasonic sensors to the feet gives the blind person’s hand mobility
to move freely while traveling. The Arduino, Buzzer, and the Bluetooth sensor are
kept in a sling bag whose straps are covered with reflective tape. The reflective tapes
promote visibly for any car or person far away from the blind person, thus reducing
the chances of the cars or other persons with the blind person (Fig. 9).

The blind person starts to walk while the ultrasonic sensor looks out for obstacles.
The setup can successfully detect chairs, trees etc. above the ground level. A buzzer
is triggered along with an output voice message that an obstacle has been detected by
the ultrasonic sensor. The blind person can then take out his phone and with the click
of his earphone’s button click a picture which returns the description of the image.

To navigate through the app, the location needs to be fed to the android applica-
tion. The application uses a pretrained blueprint to increase its efficiency in location
prediction. The location is predicted with an accuracy of 1 m. The blind person then
puts the phone in its pocket and listens to the navigation commands sent by the API,
while the ultrasonic sensor looks for the obstacles in his way. And thus, the blind
person is able to successfully move and reach his required destination.
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Fig. 9 Connections

4 Conclusion and Future Work

The suggested method showed a great improvement over the previous methods. It
helped the blind go from one location to the other without the use of external probes
like a stick. A separate application for accessing the GPS location of the person was
implemented which showed the location of the person indoor or outdoor with an
accuracy of 1 m. The results for indoor and navigation within a small area showed
little to no errors and helped the visually impaired a lot. Further, this idea can be
worked on various other platforms like iOS and Windows. Also, the location setting
can be extended to work through voice commands.
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Implementation of Lightweight Crypto
Processor Using Logistic Map for
Wireless Sensor Network
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Abstract Use of a suitable cryptographic algorithm for wireless sensor networks
is important due to the limitations of energy, computation capability and storage
resources of the sensor nodes. Among two basic types of cryptographic techniques,
namely asymmetric and symmetric key cryptography, symmetric cryptography tech-
nique is considered to be efficient over other in terms of computation cost. In sym-
metric key encryption, the secret key is known prior to encryption and decryption
process. Therefore, in a wireless sensor network where keys are pre-distributed with
Key Pre-distribution Schemes (KPS), can be used by both sides, i.e. sender and
receiver nodes. In this paper, we will discuss symmetric key encryption techniques
that can be efficiently used in wireless sensor network and explain the design possi-
bilities and computation cost of using symmetric key cryptographicmethod.We have
discussed the design of a crypto processor using a well-known chaotic map called
Logistic map. Also, we have performed some experiments on the crypto processor
and the results were stated.

Keywords Symmetric key encryption · Wireless sensor nodes ·
Encryption standards · Block cipher · Stream cipher · Security ·
Key pre-distribution scheme
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Fig. 1 Symmetric key encryption setting

1 Introduction

Because of the limitations of node function, it is preferable to use symmetric key
encryption technology [1, 2] over the use of public key encryption technology [3].
A series of securitymechanisms for wireless sensor network is studied under security
protocol IEEE802.15.4, based on Advanced Encryption Standard (AES) algorithm
[1]. The Security Protocols for Sensor Network (SPINS) is established based on the
symmetric key system, and a more practical security scheme for sensor networks
in the security system is put forward. Simply symmetric key ciphers are used to
communicate certain secret data among twoparties over communication channel. The
both parties need to agree on a same key called symmetric key (say Ka and Kb; Ka =
Kb) and uses an encryption algorithm E at the sender side and similarly a decryption
algorithm D at destination end. The process can be shown diagrammatically as in
shown Fig. 1.

In general, the communication channel is assumed to public and therefore, there
is always chance of eavesdropper who tries to sneak into the communication channel
being his objective to understand the messages. Eavesdropper knows the algorithm
E and D, but not Ka or Kb at the same time, whichmade it difficult for him to decrypt
the actual message being sent. The symmetric key encryption is categorized into two
types block ciphers and stream ciphers. In block ciphers, a block of data is encrypted
at a time whereas in stream cipher process 1 bit at a time. In wireless sensor network
application point of view stream cipher is considered to bemore usefulwhere a sensor
node detects an event in real time and the same needs to be forwarded to Base station.
Essentially, block cipher will be mostly applicable when there is a need of deal with
tons of data. Due to advancement in processing power block cipher is used widely,
where n-bit block of plaintext is processed by the encryption algorithm to produce
a ciphertext block and same n-bit block is decrypted by the decryption algorithm
to get back the plaintext. Block cipher may be of two types, namely Transposition
cipher and Substitution cipher. The transposition cipher is rearrangement of the bits
using a transposition function, whereas substitution cipher substitute number of bits
with different set of bits.

Although cryptography is said to be amethod for secure communication, still there
is a possibility of attack. Typically, the objective of attacking an encryption system
is to recover the key in use rather than simply to recover the plaintext of a single
ciphertext. There may be cryptanalytic attacks where it tries to gather knowledge of
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the algorithm from sample plaintext and ciphertext and attempts to find out the key
used. Another type of attack may be Brute-force attack where it tries every possible
key to obtain plaintext. Therefore, it is important to estimate the amount of effort or
time required to cryptanalysis successfully before using it in a specific application.
As we have stated earlier that wireless sensor nodes are less capable of complex
computation and therefore light version of cryptographic method is to be adopted.
Stream cipher takes one byte of plaintext as input to the encryption algorithm and
produces a ciphertext. It uses pseudorandom number at each step of encryption. The
algorithm is simple but yet robust against attack. In rest of the paper, we discuss
about stream cipher in details and its applicability option in wireless sensor network
environment.

2 Stream Cipher

Typical stream cipher encrypts plaintext one byte at a time; although a stream cipher
may be designed to operate on one bit at a time or on units larger than a byte at
a time. In stream cipher, a key is input to a pseudorandom bit generator [4] that
produces a stream of 8-bit numbers that are apparently random. The output of the
generator, called a keystream, is combined one byte at a time with the plaintext
stream using the bit-wise exclusive-OR (XOR) operation. For example, if the next
byte generated by the generator is 01101100 and the next plaintext byte is 11001100,
then the resulting ciphertext byte is 11001100 ⊕ 01101100 = 10100000 (ciphertext
bitstream). Decryption requires the use of the same key bitstream sequence 10100000
⊕ 01101100 = 11001100 (plaintext bitstream).

The stream cipher is similar to the one-time pad but the difference is that a one-
time pad uses a genuine random number stream, whereas a stream cipher uses a
pseudorandom number stream [5]. Figure 2 is a representative diagram of stream
cipher structure.

The basic idea is to generate a key stream z = z1z2 . . . and use these bitstream to
encrypt a plaintext string x = x1x2 . . . according to the rule in Eq.1.

Fig. 2 Stream cipher setup
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y = y1y2 . . . = e(z1)(x1)e(z2)(x2) . . . (1)

Definition 1 A synchronous stream cipher is a tuple(P,C, K , L , E, D) together
with a function g, such that the following conditions are satisfied.

• P is a finite set of possible plaintext.
• C is finite set of possible ciphertext.
• K , the keyspace, is a finite set of possible keys
• L is a finite set called keystream alphabet
• g is the keystream generator. g takes a key form set K as input and generates a
infinite string z1z2 . . . called the keystream, where zi ∈ L for all i ≥ 1.

• For each z ∈ L , there is an encryption rule ez ∈ E and a corresponding decryption
rule dz ∈ D. ez : P → C and dz : C → P are functions such that dz(ez(x)) = x
for every plaintext element x ∈ P .

As the pseudorandom byte generator is the key function in the stream cipher, we will
discuss the possibility of design of random number generator which is applicable in
wireless sensor network in the next section.

3 Principles of Random Number Generations

Random bitstream generation is an important cryptographic function. These random
bits streams are used in both key generation and encryption process. While in gener-
ation and assignment of keys to sensor nodes, we used a specific key pre-distribution
scheme [6, 7] to preload the keys to a sensor node from a key pool of keys generated
using random number generator. In case of encryption we can design a pseudoran-
dom bitstream generator that produce bitstreamwhich is used for encryption in latter
phase.

In essence, there are two fundamentally different strategies for generating random
bits or random numbers. One strategy, which until recently dominated in crypto-
graphic applications, computes bits deterministically using an algorithm. This class
of random bit generators is known as pseudorandom number generators (PRNGs) or
deterministic random bit generators (DRBGs). The other strategy is to produce bits
nondeterministically using some physical source that produces some sort of random
output. This latter class of random bit generators is known as true random number
generators (TRNGs) or nondeterministic random bit generators (NRBGs).

Definition 2 Let k, l be positive integers such that l ≥ k + 1. A (k, l)-bit generator
is a function f : Zk

2 → Z
l
2 that can be computed in polynomial time (as a function of

k). The input s0 ∈ Z
k
2 is called the seed, and the output f (s0) ∈ Z

l
2 is called generated

bitstream. It will always be required that l is a polynomial function of k.

The function f is deterministic; therefore the bitstream f (s) is dependent only
on the seed.
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3.1 Logistic Map as Sequence Generator

The logistic map is a type of recurrence relation which is a polynomial mapping
of degree 2 and chaotic behaviour can arise from very simple nonlinear dynamical
Eq.1 [8]. In the year 1976 biologist Robert May [9] discussed the logistic equation
as Simple mathematical models with very complicated dynamics.

Mathematically, the logistic map is written as

xn+1 = r xn(1 − xn) (2)

where xn is a number in the between [0, 1] and the parameter r are those in the interval
[0, 4]. Algorithm for Logistic Map sequence generator is given in Algorithm 1.

Algorithm 1 LogisticMap()
1: x0 ← seed � 0 < seed < 1
2: r ← val � 0 < val ≤ 4
3: for i = 0 → ∞ do
4: xn+1 ← r xn(1 − xn)
5: end for

3.2 Chaotic Behaviour Analysis of the Logistic Map

Chaotic behaviour does not exist for all values of r . It can be seen from the following
experiments by setting different values of r . At first we set values of r = 2.8 and
we consider initial seed as x0 = 0.35. It is seen that it doesn’t give any randomness
after some iteration Fig. 3a. Increasing the value of r to r = 3.0 and setting same
initial seed as x0 = 0.35 just oscillates the sequence between two values as shown
in Fig. 3b.

(a) x0 = 0.35 and r = 2.8 (b) x0 = 0.35 and r = 3.2

Fig. 3 Chaotic behaviour analysis: plot of first 100 points of the orbit
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Fig. 4 Plot of first 50 points
of the orbit [x0 = 0.35
(blue), x0 = 0.70 (red) and
r = 3.5]

Fig. 5 The bifurcation
graph for logistic map

In the next experiment we take two cases, case1with the initial value of x0 = 0.35
and case2 with initial value x0 = 0.7 and set the value of r = 3.5. It is seen from
Fig. 4 that both converge rapidly to a stable period of orbit 4.

It can also be shown that convergence occurs for any initial condition in the interval
(0, 1) while we consider value of r = 3.5.

The general behaviour of the logistic map depends critically on value of parameter
r , as we have already seen in the previous examples. If we produce graphic that
captures the change in behaviour as a function of r and r ∈ [0, 4] , we get a graph
called bifurcation graph as shown in Fig. 5.

Fromvarious experiments, it is seen thatwhenparameter r in the rangeof 3.5699 <

r ≤ 4, the numbers generated in successive iterations of themapping become chaotic
in nature.

Therefore we consider two nearly identical x0 = 0.35 and x0 = 0.3501 as initial
seed conditions with the parameter r = 4. This shows the chaotic behaviour, which
is often thought of as ‘sensitive dependence on initial conditions’. In this scenario,
even though the orbits are nearly identical at the start, after 100 points or so, there’s
no way to detect, either statistically or by looking at Fig. 6, any such correlation
between the two orbits.
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Fig. 6 Plot of two nearly
identical seed [x0 = 0.35
and x0 = 0.3501

4 Hardware Implementation of Logistic Sequence
Generator

As random number generator is the basics for stream cipher, an efficient processor
that can compute the bitstream is often desirable. Considering the limitations of a
sensor node in wireless sensor network, design of lightweight hardware architecture
[10, 11] for generation of random sequence is an important issue. The function f (x)
for Logistic map can be implemented in two type of architecture by taking the basic
equation in the form of the following equations.

xn+1 = 4xn(1 − xn) (3)

xn+1 = 4xn − 4xnxn (4)

Designmakes simplewhile we set r = 4.Withminimal requirement ofmultiplier,
adder, shift registers and subtractor blocks aLogisticMap sequence generatormodule
can be designed as shown in Fig. 7a, b using the said equations. The initial seed is
feedback by module Z−1 to the module Z0, where it is subtracted from constant 1.
Then, multiplication with r = 4 is done by 2-bit shift register, the resultant value
then passed to multiplier to get 4x(1 − x). Then, MUX selector selects this output
to the output register, which is the generated Logistic sequence.

In the second design two 2-bit shift registers are used. The first shift register
produces 4x by taking value of x from the feedback and second shift register finds
4xx from the output xx produced by the multiplier.

(a) Design with equation (3) (b) Design with equation (4)

Fig. 7 Simulink block design for logistic sequence generator
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The requirement of hardware for designing a Logistic bitstream depends of num-
ber of precession considered.

5 Model for Stream Cipher Using Logistic Sequence
Generator

The basicmodel for streamcipher inwireless sensor network is depicted in Fig. 8. The
key pre-distribution scheme discussed in [7], assigns a set of keys Ki = {k1, k2, . . .}
to the sensor nodes i , which were generated using a Logistic sequence generator.
Sensor nodes having a shared key may undergo message exchange using that key.
The key is passed to Logistic sequence generator, which produce random byte stream
then and performs the encryption over plaintext. Similarly, the receiver sensor node
uses the same key for its key chain to decrypt the message. If it requires further
forwarding of the message, then the same strategy is being used, which is shown
in Fig. 9. Figure 9 shows process of message transmission in case of multiple hop

Fig. 8 Stream cipher setup for WSN
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Fig. 9 Secure message forwarding in WSN multi-hop path

paths. Sensor S1 encrypts the sensing data using shared key of sensor S2, sensor S2
then decrypts the data and encrypts the same with the shared key of sensor S3 and so
on.

6 Experimental Results

For our experiments, we take simple 8-bit logistic sequence generator. We take
eight registers to store the 8 successive sequence produced by the generator. 8-bit
precision is the initial seed to the logistic generator. The generator produces 8-bit
sequences which are stored in 8 registers successively. Bitstreams are fetched from
each significant bit of the registers. Figure 10a shows an example of the method used,
where 16 numbers of bitstream outputs were shown by taking x0 = [1011010].

Encryption process is simply the XOR with the sequence of plaintext bitstream,
which is as shown clearly in Fig. 10b. For the experiment, we take 8-bit stream

(b)(a)

Fig. 10 a A bitstream generation process, b encryption of plaintext ‘CRYPTOGRAPHY ’ using
8-bit sequence generator
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Fig. 11 Overlapping plot of
plaintext and cipher text
bitstream

generator and plaintext ‘CRYPTOGRAPHY ’ is converted to ASCII character, then
converted to binary 8-bit and perform bit-wise XOR operation to get ciphertext.

Correlation between the plaintext and ciphertext is found to be 0.0161. A over-
lapping plot with plaintext (Blue line) and ciphertext (Red line) is shown in Fig. 11.
Similarly, decryption can be done in the similar manner by the receiver sensor.

7 Conclusion

In this paper, we have discussed requirement of symmetric cipher as a security tool
for wireless sensor network. We have discussed importance of lightweight crypto
processor for a sensor node. Symmetric cipher is a simple but yet effective technique
of encryption. Implementation of symmetric cipher requires random bitstream gen-
erator, which is discussed here. Hardware implementation of Logistic Map based
sequence generator is discussed with its minimum requirement of logic units in two
possible ways. Wireless sensor network uses key pre-distribution scheme prior to
deployment of sensor node into target field, the same logistic sequence generator can
be used to generate a key pool, from where keys are preloaded to the sensor nodes.
In case of multi-hop path, the same crypto processor can be used for encryption and
decryption processes, until data reached at its final destination.
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Application of IoT-Enabled Smart
Agriculture in Vertical Farming

Sutanni Bhowmick, Bikram Biswas, Mandira Biswas, Anup Dey,
Subhashis Roy and Subir Kumar Sarkar

Abstract Vertical farming is an unconventional farming technique that has gained
relevance in recent years, as existing agricultural lands fail to meet the needs of the
growing population. Smart monitoring of the ambient parameters in vertical farming
can improve the productivity and quality of the crops. A system has been proposed to
develop sensor arrays that can measure the ambient parameters and upload the data
onto the ThingSpeak Cloud, using the Intel Edison wireless module. The web-based
application can be used to analyze and monitor the light, temperature, humidity, and
soil moisture of the vertical farming stacks. Using the Virtuino app, a SMS can be
sent if the parameters fall below a threshold value.
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1 Introduction

Increase in the worldwide population combined with the rise in per capita consump-
tion of modern man has led to increased demand for food. To meet the growing
demands and to feed the masses, more agricultural land is required. This has led to
increased pressure on existing farmlands (which are being harvested multiple times
in a year) as well as necessitated the acquisition of more land for agriculture. But an
increased understanding of the adverse effects of deforestation has led man to think
of alternative ways to optimize land use in agriculture. One such solution is vertical
farming. This technique involves growing crops in a vertically stacked manner in an
indoor controlled environment. Vertical farming is environment-friendly and pesti-
cide free. But this technique is highly critical as it requires constant monitoring of the
ambient parameters. Vertical farming is usually practiced in large warehouses which
can be several storey’s tall. The sunlight is replaced by LED lights. The control-
ling parameters for vertical farming are mainly ambient light, ambient temperature,
soil moisture, and humidity. Several automation techniques have been previously
suggested for optimizing resource use, such as accommodation of actuation by auto-
mated irrigation systems [1, 2], but wireless monitoring using IoT in the field of
vertical agriculture has not been previously suggested.

The ambient parameters must be monitored for each stack along the vertical
columns. This requires a set of sensors for each vertical stack. The large amounts of
data generated by these sensors need an efficient data management system. Using
the Internet of Things (IoT), we can efficiently manage the sensor data, identify
redundant sensor readings, and visualize it with the help of web-based applications
[3]. Thus, a convenient IoT-based systemmay be developed for vertical farming. The
concept of vertical farming has been shown in Fig. 1 where the levels represent the
vertical farming stacks.

Internet of Things (IoT) is an emerging concept and a paradigm that seeks to
connect a variety of things or objects that are able to interact and coordinate with
each other with the help of wireless and wired connections [4, 5]. Aided by the
internet and the advances in cloud computing technology, IoT has extensive scope of
application in multiple areas such as transport, health care, security, communication,
infotainment, and smart cities. From a functional point of view, the IoT needs a set
of basic components or modules to facilitate the connection of “things”:

• A module for interaction with local IoT devices (smart sensors). This module
acquires observations from sensors and forwards it to remote servers for analysis
and storage.

• A module for interaction with remote IoT devices.
• Module for application specific data analysis and processing.
• User interface module (web or mobile).

From the data flow point of view, the IoT comprises of the following:

(a) End Devices––These are the sensors or actuators which directly interact with
the surrounding environment to acquire some information (sensors) or per-
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Fig. 1 Diagrammatic representation of vertical farming aided by ambient sensor arrays

form some changes on the surroundings (actuators). These devices must be
lightweight and power efficient. They are not OS based, and are often referred
to as dumb devices as they have no decision-making capabilities.

(b) Propagation Node––The propagation node gathers and stores data. These are
based on the operating system. The nodes check the efficacy of the incom-
ing sensor data and prunes redundant data. Data from the propagation node is
periodically bundled and sent to the cloud via ipV6 or ipV4.

(c) Filter Gateway and Machine Learning––Once the data is uploaded through the
internet onto the cloud, it is sent for analysis and storage.

The proposed system comprises of (1) the set of sensors that facilitate the moni-
toring of the ambient conditions; namely, ambient light sensor, soil moisture sensor,
humidity sensor, and ambient temperature sensor, (2) a data transmission pathway
through which the sensor data can be communicated wirelessly using a microcon-
troller and a wireless module, and (3) a web-based application to visualize the sensor
data.
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Fig. 2 Prototype of the proposed system

2 System Overview

See Fig. 2.

3 System Design

Vertical farming is mostly practiced indoors and hence, there is no sunlight. The
sunlight is simulated with the use of LED lights that enable the plants to carry out
photosynthesis. Thus, monitoring the ambient light is necessary to provide optimum
photonic energy for proper photosynthesis. Hence, our system uses an ambient light
sensor. Temperature and moisture are also critical for the health of the plants in an
indoor environment [6]. This creates the need for using temperature and humidity
sensors. Finally, monitoring the soil moisture constantly and generating an alarm if
the moisture level falls below a set threshold, is required. For this, we have used soil
moisture sensor [7]. The four sensors together form a sensor array. The data from the
sensorsmust be constantlymonitored in real time in order to initiate necessary actions
that will ensure the health of the growing crops. The proposed system uses Intel
Edison wireless module that is mounted on an Arduino prototype. The Intel Edison
is a computer-on-module that has found extensive use as a development system for
wearable devices and IoT-based applications. Computer-on-Modules (COMs) are
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complete embedded computers built on a single circuit board. The board runs on
Linux OS with developmental support for Arduino IDE, Eclipse, and Intel XDK.
In our system, the board has been programmed to receive the readings from the
aforementioned sensors, generate an alarm when soil moisture falls below optimum
threshold, and upload the sensor readings onto the cloud. The program is pushed
through the serial port of the Arduino prototype and is available in the application
section. The backend service calls the .exe of this application. Since, it is Linux
based, the PuTTY tool is used to configure the Edison Board with theWireless Local
Area Network (WLAN) to facilitate communication with the Internet.

To facilitate themonitoring of the sensor data remotely, a web-based user interface
has been made with the help of ThingSpeak. ThingSpeak is an open-source IoT
application that facilitates the storage and retrieval of data from “things” using the
HTTP protocol over a local area network or the internet. A channel was created on
ThingSpeak platform and was named “Farm”. The API Keys of the channel were
used on the programming end so that the sensor data could be viewed in the channel.
Four fields were created for the purpose of visualizing the data from the four sensors.
Hence, with the help of ThingSpeak, remote monitoring of sensor value is possible.
For themobile-basedmonitoring interface, Virtuinowas used. Virtuino is anAndroid
app which shows the sensor data graphically and also allows sending of SMS when
the sensor reading crosses a threshold (which can be programmed).

The components of the sensor array are as follows:

• AmbientLight SensorV2 (SKU:DFR0026)––this analog sensor is used tomeasure
the light intensity. The illumination range varies from 1 to 6000 lx.

• SHT1xHumidity andTemperature sensor (SKU:DFR0066)––the humidity sensor
is pre-calibrated in a precision humidity chamber. The sensor output is in%humid-
ity or relative humidity. The temperature sensor provides the room temperature
value in degree Celsius.

• Soil Moisture sensor (SKU: SEN0114)––the soil moisture has two probes to pass
current through the soil. The resistance value obtained reflects themoisture content
of the soil. Presence of water improves the soil conductivity and vice versa.

4 Results and Discussion

Figure 3 shows the graphical reading of the ambient temperature sensor in degree
Celsius. Figure 4 shows the Virtuino graphs for temperature and humidity sensors.
The Virtuino can be programmed to send SMS when the temperature and humidity
values fall above or below predetermined thresholds. The threshold values depend
upon several factors like the type of crop grown, etc., Figures 5 and 6 show the
Virtuino and the ThingSpeak graphs for the soil moisture sensor, respectively. The
soil moisture sensor is calibrated in terms of moisture levels. If the soil moisture falls
below a certain predefined level, the buzzer rings an alarm that can notify the farmers
to switch on the irrigation system for the concerned vertical stack.
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Fig. 3 Results for the temperature sensor obtained from ThingSpeak

Fig. 4 Results for the
temperature and humidity
sensor obtained from
Virtuino
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Fig. 5 Results from the soil moisture sensor obtained from Virtuino

Fig. 6 Results from the soil moisture sensor obtained from ThingSpeak

5 Conclusion

The proposed system when implemented on the vertical farming warehouses, can
allow users to achieve proper monitoring and control of the ambient parameters. As
the demand for agricultural land increases, and the trend shifts toward unconventional
farming methods, such as vertical farming, the proposed system can be extensively
used to achieve smart agriculture. Futurework includes integration of the systemwith
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RFID technology such that each vertical stack can be uniquely identified. The system
can be further improved by accommodating actuation such as automated irrigation
system and temperature control. Incorporation of pH sensors and gas sensors into the
existing system can further address the criticality of the vertical farming technique.
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R-11/183/17 fund for the financial support.
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UVM-Based Verification IP of AMBA
AXI Protocol Showing Multiple
Transactions and Data Interconnect

Shivani Malhotra and Neelam Rup Prakash

Abstract Many advanced protocols are emerging and are being used widely in the
industry these days. One such protocol is the AMBAAdvanced Extensible Interface
Protocol by ARM processors. This protocol provides significant attributes which did
not exist in the previous Advanced High-Performance Protocol. This paper presents
practical results of some of those attributes of this protocol. Now, it should be noted
that verification of such protocols is a tedious task and consumes a lot of time.
Hence, a Verification IP should be created which acts as a catalyst in the verification
process. A Verification IP already contains the necessary mechanisms for testbench
generation and can be easily integrated to other tools.

Keywords Advanced microcontroller bus architecture (AMBA) · Advanced RISC
machine (ARM) · Advanced extensible interface (AXI) · Advanced
high-performance bus (AHB) · Verification intellectual property (VIP) · Universal
verification methodology (UVM)

1 Introduction to AMBA

The Advanced Microcontroller Bus Architecture was developed by ARM Ltd. in
1996 and is a registered trademark of ARM Ltd. It is actually a family of protocol
guidelineswhich is open to the public and sets out a policy for the interlink and control
the practically working structures that constitute a SoC. It also helps to design the
embedded processors who possess one or more CPUs and several peripherals. It
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defines a common backbone for Soc blocks that accolades a multipurpose planning
approach [1].

Several buses are described in the AMBA specifications which are based on dif-
ferent generations:

• Advanced High-performance Bus (AHB)
• Advanced System Bus (ASB)
• Advanced Peripheral Bus (APB)
• Advanced Extensible Interface (AXI)
• Advanced Trace Bus (ATB)

The abovementioned protocols are, in fact, a predefined standard for embedded
processors as they are registered skillfully and as such, no authorities are entailed to
utilize them. These specifications have been obtained to fulfill the following signifi-
cant conditions:

• It ensures that the growth of embedded microcontroller products is made smooth
and easy with just one or sometimes more than one signal processors.

• Other necessity is to become technologymaverick andmake sure thatmultipurpose
outlying libraries get drifted across a wide ranging of IC processes and be apt for
various design implementation technologies [1].

• Also to promote customizable system structure to outdo the freedom of processor,
issuing a progress enchiridion for improved cached CPU fundamentals plus the
growth of outlying libraries.

• Another important condition is to reduce the necessary silicon substructure in
order to carry out on-chip and off-chip transmission efficiently for both operation
and manufacturing test.

2 Introduction to AXI Protocol

The latest generation of AMBA that is AXI protocol targets high performance and is
used in high-frequency system designs. This latest generation protocol has an edge
over previous generations like APB, AHB as it enables high-frequency operation
without using complex bridges. And if backtracking is done, it would be compatible
with the existingAHB andAPB protocols. This VIP [2] can be used to verify the AXI
bus in any kind of project and supports many simulators like Aldec Riviera PRO,
Cadence Incisive Enterprise Simulator, Vivado Simulator, Mentor Graphics Questa
Prime, and Synopsys VCS (Fig. 1).
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Fig. 1 AXI verification IP

3 Key Features of AXI Protocol

3.1 Individual Address/Control and Data Phases

Themain features ofAXI protocol is the presence of independent and discrete address
and data buses for transmission of data between themaster and slave. Several masters
and slaves can be present in AXI.

3.2 Unaligned Transfers

For the bursts which are formed of data transfers exceeding one-byte boundary, it is
not necessary that the initial byteswhich have to be ingressed needs to be alignedwith
the built-in width threshold. It happens when the value of the address (AxADDR) is
not a multiple of the size of the data being transferred (AxSIZE) [3].
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3.3 Multiple Outstanding Addresses

AXI protocol utilizes transaction ID tags for delivering manifold outstanding
addresses. There are no restrictions on order of data packets sent during the read
and write transactions and can be completed in any order. Hence in the AXI proto-
col, we can complete the out-of-order transactions by permitting every port to work
as multiple ordered ports. These features enhance the performance of interconnects
and increase the efficiency of the system [4]. We can order only those transactions
which have a valid ID and there is no restriction even if they have different IDs.
There are five transaction IDs present in AXI which are:

AWID––This ID tag is used for the write address group of signals.
WID––This can be defined as the write ID tag for a write transaction.
BID––This ID tag is used for the write response.
ARID––This is the ID tag for the read address group of signals.
RID––This can be defined as the read ID tag for a read transaction.

3.4 Out-of-Order Transaction Completion

This protocol supports the accomplishment of transactions which are out of order.
In this, an ID tag is provided to every transaction across the interface. It is necessary
for the protocol to complete the transactions with the same ID tag in order but this
does not apply for transactions with different ID tags, they can be completed in any
order.

4 Analysis and Results

In this paper, simulation results of two basic yet most important attributes which
clearly help this protocol to stand aside from previous generation protocols have
been explained. These results have been obtained from DVE Synopsys tool. So,
given below are those features along with their VPD as a result of DVE Synopsys
which is basically a waveform viewer by Synopsys.

4.1 Separate Address/Control and Data Phases

We know that the identity of information that will be conveyed is explained by
the transaction on address channel containing address and control data [2]. The
interchange of data between master and slave is performed with help of a write
data channel to the slave or a read data channel to the master. In write transactions,
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Fig. 2 AXI master slave interface

in which whole data get transferred from master to slave, a supplementary write
response channel is there in AXI protocol that allows a write transaction completion
signaling from slave to master.

All the five individual channels contain a set of data signals and utilize a two-way
VALID and READY handshake process (Fig. 2).

Read/write address channels [5]

All the read and write transactions possess their individual address channels. The
necessary address and control data is transferred by a suitable address channel.

Read data channel

The data pair comprising read data and its response is transmitted by the read channel
from slave to the master. This channel comprises of:

• A data bus, which can be of the width ranging from 8 to 1024 bits.
• A read response signaling the fulfillment report of the read transaction.

Write data channel

The write data is transmitted from master to slave through this channel. It involves
a data bus, which can be of the width ranging from 8 to 1024 bits.

Write response channel

This channel issues various procedures for the slave acknowledge the write transac-
tions. All write transactions use accomplishment indications. These indications are
in form of signals which occurs for single time only for individual bursts.

Following are the simulation results referring to individual address/control and
data buses for read and write transactions (Figs. 3, 4, 5 and 6).
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Fig. 3 Simulation result showing the read address/control signals and Arid value of 3 which is of
4 bits

Fig. 4 Simulation result showing the read data of 64 bits with the same Arid value

Fig. 5 Simulation result showing write data of 64 bits along with the strobe signals

Fig. 6 Simulation result showing write data, strobe signals and the write response with Arid of 3
and 4 in write address channel
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4.2 Out-of-Order Completion

The AXI Protocol supports the completion of transactions which are not in order. In
this, the protocol provides an ID tag to every transaction present across the interface.
This ID tag plays a great role in deciding the order of transactions. It is the requirement
of this protocol that the transaction with same ID tags need to be accomplished in
same sequence, whereas the ones with different ID tags can be accomplished out of
order [6].

The inclusion of this feature has improved the system performance to a great
extent in two ways:

(1) The transactions with fast-responding slaves can be enabled by the interconnect
to move forward of the prior transactions having slow going slaves.

(2) Read data which is out of order can be returned by complex slaves. For example,
a data item which has to be accessed later might be available before the data
item which is to be accessed earlier [1].

Following are the simulation results showing the out-of-order completion attribute
of AXI Protocol (Figs. 7 and 8).

Fig. 7 Simulation result showing read data and Arid of decimal values 8, 9, and 10

Fig. 8 Simulation result showing out-of-order completion
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5 Conclusion

The verification IP has been successfully designed and verified by using DVE Syn-
opsys tool. Test cases concerning Multiple Transactions and Data Interconnect were
run and the results were obtained. In the future, more work can be carried out based
on some other key features of AXI protocol such as unaligned transfers, atomic
accesses, etc. Also, some efforts can be made in the field of AXI Bridge to add
external connectivity.
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Prospect of Improving Internet of Things
by Incorporating Software-Defined
Network

Rohit Kumar Das, Arnab Kumar Maji and Goutam Saha

Abstract Internet of Things (IoT) is gaining a significant amount of importance in
the field of networking. It uses low-cost devices to provide the application to the
users. IoT devices are resource-constraint device, so they suffer from the constraints
of availability, reliability, flexibility, and security. Lots of research attention has been
given to minimize these challenges. By integrating the features of Software-Defined
Network (SDN), most of the IoT issues can be overcome. This paper presents a
detail investigation of IoT issues which can be improved by incorporating SDN. The
resources used for SDN are equippedwith huge computational power. This particular
feature can help IoT devices to overcome the constraint problem. The virtualization
concept of SDN will help to resolve the scalability issues of IoT. Similarly, many
other issues can be resolved at a very low cost. Researchers are finding that SDN-
based IoT is much powerful than that of the exiting IoT system.

Keywords Internet of things · Software-defined network · Integration ·
Challenges and issues

1 Introduction

Internet of Things (IoT) is an evolutionary paradigm shift in the world of networking
where each and everything is getting connected to each other and also to the internet.
The conversion of objects from traditional to smart is done by using the technologies
of computing, embedded and sensor systems, Internet protocols, communication
mechanisms, etc. [1].
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Fig. 1 Three-layer IoT architecture [1]

As shown in Fig. 1, the bottom Perception Layer, the middle Network Layer, and
the upper Application Layer together form the basic IoT architecture. They support
and communicate with each other to convey the expected administrations to the
end clients. An IoT device consists of physical objects and sensor devices which
are the basic components of Perception Layer. Network Layer is responsible for
providing connectivity to the sensor device(s) from the bottom layer to the upper
Application Layer. Data transmissions achieved by using technologies like RFID,
Wi-Fi, Bluetooth LowEnergy, Infrared, ZigBee, etc. TheApplication Layer provides
the required services to the end users.

The Internet of Things can be viewed as a global network which allows human-
to-things and things-to-things communication by providing a unique identity to each
and every object [2].

Software-Defined Network (SDN) with high-level language and Application Pro-
gramming Interface (API) can provide dynamic and automatic management of net-
work devices, including services, topology, traffic paths, packet handling policies
and Faults, Configuration, Accounting, Performance, and Security (FCAPS) control
the network operator [3]. By incorporating the SDN concept in IoT, some critical
issues of IoT like availability, flexibility, scalability, data management, security, and
hardware dependencies can be handled relatively with lesser resources [4].

The SDN architecture as shown in Fig. 2, consists of Infrastructure Layer, Control
Layer, and Application Layer. Infrastructure Layer also known as data plane which
consists of network devices that forward the data based on the decisions made by the
controller. Control Layer is regarded as the control plane of SDNwhere the controller
performs overall functions of the network. South-Bound Application Interface (SBI)
provides the communication interface between the data plane and control plane.
Application Layer provides the required services to the end user by communicating
with the controller through North-Bound Application Interface (NBI).

In contrast to the traditional network, the control plane and the data plane are
separated in SDN structure. The control plane is placed in a central location, whereas
the data plane is distributed over the network. The controller resides in the control
plane which can control the overall network performance. The data plane is regarded
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Fig. 3 Incorporation of SDN controller in IoT network

as simple forwarding elements (switches), which direct the packet according to the
rules provided by the controller [5].

OpenFlow allows SDN functions to be implemented both in hardware and soft-
ware. The existing infrastructure with OpenFlow as a protocol, new concepts, and
experiment can be carried out.

SDN with IoT can propose an organized administration structure, which can
enhance the reconfigurable and adaptable feature of the system. The application sce-
nario of SDN can be extended with IoT as shown in Fig. 3, where different IoT
applications can be controlled by the SDN controller which gets the data from the
data plane that passes through the OpenFlow switch to the SDN controller. SDN
can present new conceivable outcomes for organizing administration and setup tech-
niques [6].

The existing IoT system can be augmented easily with less hardware maneuver-
ing. With SDN controller, abstractions can be created and modified. As IoT is still
evolving, integration of SDN can help in network management in a more efficient
manner. To incorporate SDN with IoT, the focus has to be made on the SDN con-
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Fig. 4 SDN and IoT
integration

IoTSDN

Existing
Network

NetworkNetwork

Controller

troller. This can be implemented by integration of SDN and IoT together in one
control plane that will also look after the existing legacy network infrastructure as
shown in Fig. 4.

2 IoT Key Challenges and Opportunities with SDN
Solutions

There are several challenges for SDN-based IoT systems which are discussed in the
next subsection.

Both SDN and IoT have their own limitations which make a more challenging job
for the combination of both the systems. Some of the challenges of IoT available in
the literature are listed below which we can be overcome by SDN-based IoT system:

i. Availability: IoT should provide the anywhere anytime facility in terms of
both hardware and software [2]. This can be well addressed by SDN, where the
availability of the hardware will be monitored and controlled by the controller
in the Control layer and application from the Application layer [7].

ii. Reliability: Reliability refers to the proper working of the system based on its
specification. Reliability is even more critical and has more stringent require-
ments when it comes to the field of emergency response applications. In order
to have an efficient IoT, the underlying communication must be reliable [2].
SDN can improve this challenge of IoT by providing a distributed environment
for controllers. Each controller will constantly supervise the lower perception
layer devices and the upper application layer. In the case of emergency response
applications, SDN controller can allocate all the underlying available channel
bandwidth to the emergency dedicated line.
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iii. Interoperability: IoT consolidates an arrangement of devices. Consequently,
interoperability between different devices is a difficult issue [8]. Home system
slicing [9] is a mechanism where different devices work together to provide
the necessary action based on OpenFlow and Simple Network Management
Protocol (SNMP) to control and configure the network elements. This approach
can be utilized with Smart Home or Smart City, where different applications
work together in a uniform way. Path Computation Element (PCE) can also
help in gradual or partial migration to SDN [10].

iv. Heterogeneity: Factors that lead to heterogeneity problem are operating condi-
tions, functionality, resolutions, hardware platforms, service pattern, implemen-
tations, and interaction modes [11]. This challenge of IoT can greatly reduce
the overall performance of the network. Multi-network Information Architec-
ture (MINA) [12] is an adaptable middleware with reflective self-observing
that reallocates application flow and maintaining proactive plans approach to
address this problem of heterogeneity for multi-network IoT environment by
providing a centralized global view much like SDN for overlay structure and
can perform analysis of the network state [13].

v. Scalability: Adding new devices, services, or functions to the network without
affecting the existing network is one major challenge [14]. Scalability is not a
major issue in SDN.Movingwhole network control over the control plane of the
network (SDN) makes it much simpler to handle the network. The controller
of the network gets the network wide view which empower itself to control
policies and applications [15].

vi. Security: IoT is made up of millions of devices where communication between
them is done by exchange of millions of data in which providing security mea-
sure becomes important [10]. SDN can increase the security of the system. Only
the controller of the system allows for the analysis and approval of connections
and traffic flow. During the connection establishment phase between the con-
troller and switches, the controller can first check for the tagger (authentic label)
of the switch and according to its police accept or reject the particular switch
[16].

vii. Performance: The performance of IoT is depended not only to the services it
is providing but also to the underlying technologies been used to deliver those
services. Enhancement in the field of protocols and technologies are needed
to provide upgradation in the performance of IoT [2] which is a challenging
task. SDN can enhance performance in controlling the IoT devices by adding
multiple controllers [17].

3 Existing Literature

There have been few works done on the combined approach of IoT and SDN in
recent years. Some of them are listed below:
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Qin et al. [12] proposed aMulti-network InformationArchitecture (MINA),which
is an IoT deployment framework for facilitating heterogeneous access network with
the help of SDN controller that will translate services requirements into low-level
network requirements and handle the traffic flows of the abiding certain QoS con-
straints.

Jararweh et al. [18] proposed a framework based on Software-Defined Internet of
Things (SDIoT). They have presented a comprehensive software-defined framework
for managing the IoT processes and applications. SDIoT integrates the network,
store, and provide security from one control model.

Wu et al. [16] developed a framework for IoT multi-networks development based
on SDN (UbiFlow) formonitoring ubiquitous flow control andmobilitymanagement
in multi-networks. UbiFlow achieves distributed mode of operation by partitioning
geographical locations and setting up a controller for each partition where switches
from different partitions are partially connected.

Flauzac et al. [17], a cluster-based IoT for SDN scheme has been proposed by the
authors where each cluster head is considered as a coordinator (controller) and each
cluster represent an SDN domain. The cluster head is responsible for monitoring
and controlling the traffic flow inside its domain only. The communication between
two different clusters is done via cluster heads only which use inter-domain link. By
consider clustering method, it also emphasis the distributive mode for SDN.

Zhang et al. [19] describe the implementation for software-defined network IoT
controller which can execute IoT applications. The IoT controller can cause the
IoT device to operate based on the functions provided by the IoT applications. The
controller can load IoT applications program interface associated with the set of
functions.

Han and Ren [20] have considered using OpenFlow protocol in Wireless Sensor
Network. The authors have used the centralized concept of SDN in Wireless Sen-
sor Network (WSN) by having a master node (controller) programmed by NOX as
Network Operating System (NOS) and center nodes (OpenFlow switches).

De Oliveira et al. [21] have proposed a framework based on TinyOS for SDN
in WSN, which enables for multiple controllers. It consists of SDN-enabled sensor
nodes in the data plane and SDN controller node in the control plane. The SDN-
enabled sensor nodes find an SDN controller for communication. The controller
keeps the track of topology change, applications, apply policies, and manage the
traffic flow.

4 Research Issues

After going through the literature, it is found that there are several research issues
to provide interoperability among heterogeneous IoT devices that may crop up
presently. They are as follows:
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i. SDN is a centralized-based approach where the controller is regarded as a cen-
tral entity which controls the overall function of the network. The centralized
architecture of SDN cannot be considered as a reliable and efficient one as it
can prompt issues like a bottleneck, load, failure, security, etc. Research is been
carried out to make control plane more flexible and distributive with more than
one controller, which can likewise solve the scalability problem of the controller.

ii. The most common protocol for IoT is 6LoWPAN and for SDN is OpenFlow.
Most of the characteristic of these two protocols are the same. Research can
be carried out for the development of hybrid protocol that can be used for IoT-
based SDN network. There can be a possibility of incorporating the features of
the SDN protocol with IoT protocol to form the hybrid protocol.

iii. SDN utilize OpenFlow and IoT depends on IEEE 802.15.4 specialized standard.
This is a prominent area where research can be carried out on how to use these
technologies with the existing infrastructure.

iv. IoT devices are required to be authenticated, the data transmitted by them must
be securely presented, and the applications provided by IoT based on the data
collected from the IoT devices must be validated so the integrity is maintained.
This is a prominent area of research, where both IoT and SDN security mecha-
nism can be further implemented on the system.

v. The network should be able to provide connectivity to all the resource-
constrained devices which are usually low powered. The current state-of-the-art
for IoT devices is that it should transmit data up to the cloud. This usually
consumes a huge amount of energy. Researchers are focusing on placing the
computing power nearer to the IoT device as an edge network (Fog Comput-
ing).

5 Conclusion

In this paper, we have ventured to incorporate the SDN concept in IoT so that the
existing difficulties of IoT like availability, scalability, reliability, interoperability,
heterogeneity, hardware dependencies, and others can be handled relatively with
lesser resources and in a more efficient manner. The existing IoT system can be
augmented easily with less hardware maneuvering. This particular endeavor has not
attained its maturity yet. This resulted in various open research issues which are
discussed in this paper. The integration of SDN feature for IoT network opens more
interesting research areas but can enhance the overall performance of the network. In
this paper, we have tried to provide an overview of how SDN and IoT can be merged
together so that it can provide better network functionalities.
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Smart Healthcare Systems Using Cloud
Computing Environments

Jayashree Agarkhed, Ramegowda Ashalatha and Siddarama R. Patil

Abstract The involvement of Information and Communication Technology (ICT)
for the adoption of smart cities in India is in high demand today. The healthcare
service solution uses cloud computing based future technology which uses the com-
ing Internet of things technology to access the patient’s details and their confiden-
tial healthcare information. The rapid circulation of mobile cloud computing model
is associated with massive amounts of energy spent by the cloud data centers. So
enhancing the energy efficiency of those data centers, has to they turn out to be
a leading challenge in the healthcare industry. Mobile cloud computing provides
services by bringing the plentiful resources of medical data in cloud computing to
the nearness of mobile devices to authorize the performance of the application and
preserve the battery life.

Keywords Mobile computing · Offloading · Smart city · Health care

1 Introduction

The concept of cloud computing is playing a salient role in the medical industry.
Due to heavy workload, the pharmaceutical sector often struggles with active move-
ment. Patients’ access to their report from all places is quite complicated because of
network traffic. The healthcare industry requires fast and effective access to medi-
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cal resources access such as patient medical reports and scan copies from the cloud
server. To solve the problem, the proposed model is effective since the proxy server
is accessing the stochastic process. For example, suppose scenario is that, a patient
is accessing the resources from the particular location. These resources have been
placed in another place whose position has distance. The proposed solution suits
perfectly in this type of situation. The proxy server is installed near a typical loca-
tion of the patient. If the patient tries to access the resources of their own from the
mobile devices, then the resources are located on the proxy server rather than the
cloud server. It makes the easy way to get rid of network traffic and makes offloading
effective. The stochastic process makes the network bandwidth very effective one
[1]. Mobile cloud provides a robust and ubiquitous resource pool for mobile devices.
In the meantime, the Central Processing Unit (CPU) in mobile systems remains the
most power-hungry component which consumes battery lifetime consistently and
steadily. A power estimation model provides vision regarding the power breakage
concerned with hardware components. The experimental result demonstrates that
although energy consumption changes drastically based on the workload, the moni-
tor and the CPU are the two most significant power consuming components. Various
wireless mobile network technologies and their cooperation are undergoing rapid
development and deployment. The ultimate goal is to facilitate mobile handsets to
efficiently run applications that usually run on the more powerful desktop or laptop
Personal Computers (PCs) while allowing users to enjoy the freedom of mobility [2].
However, due to their miniaturization, even the most potent mobile handsets today
are unable to compete against their desktop siblings concerning resources, especially
battery life and storage or network capacity. Mainly because of working, entertain-
ing, and living environments, the resources are abundant and often mostly idle on
desktop PCs. This article will investigate how an offloading process provides service
and for resource-constrained mobile handsets in cloud systems [3]. One of the chal-
lenging techniques adopted inmobile cloud computing is the offloading process. This
technique allows common computational offloading to different devices that include
mobile devices, cloud, and proxy server. A universal and flexible architecture max-
imizes the computational gain concerning variant metrics such as minimizing the
response time, dropping the energy consumption, and growing the lifetime in the
network. The novel design is used to systematize computation offloading of vari-
ous medical resources on the interrupted network connections because of the nature
of mobile devices. This technique assists the pharmaceutical industry to avoid the
slowness in patients to access their details in mobile from the cloud.

In the existing work, the goal of the virtual machine is right-sizing the cloud
virtual data centers which can be made possible through consolidating the multiple
workloads into a small number of servers. The dynamic nature of data centers on
Virtual Machines (VMs) arrives at the system from time to time and releases the
resources when finishing their tasks. Because of its dynamic nature, queuing theory
and stochastic process are especially useful in this scenario. It allows us to understand
the behavior of a complex system and to guide the intention of resource management
policies in cloud data centers. But each time, the user will access the cloud, and some
drawbackmay occur such as bandwidth that will be increased based on the number of
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users to access the cloud. The communication cost is raised and then the web traffic
may happen at this time. Therefore a technique as called offloading can be used [4].
The offloading process means the arrangement of enormous resources like memory,
CPU, and communication cost which includes bandwidth as the primary resource
and aims to preserve these precious smart devices resources as much as possible.
The objective is to cover the reduced response time for a user application running on
resource-constrained intelligent devices. Less resource consumption usually leads
to more energy savings in smart machines. Here, the cloud proxy directly accesses
the cloud securely. The cloud proxy shares the resources with the data users based
on offloading. The remaining structure of the paper organized as follows. The fol-
lowing section presents the literature survey. Section 3 gives the system architecture.
Section 4 presents the result analysis part. Section 5 presents the conclusion part.

2 Related Work

The personal health records of patients are required to store in the form of domains.
Depending upon the level of the necessary security, these medical records need to
be secure in the private or public area [5]. The mobile health monitoring system has
to preserve the cloud to present high-quality service [6]. The cloud system has been
secured using a hybrid system based on smart card technology. The users are authen-
ticated to increase the confidentiality in healthcare system using cloud technology.
The medical and confidential data can be made secure by making use of near-field
communication [7]. Scaled data can be processed using mapReduce technique on the
cloud network. The health monitoring made practiced using IoT technology. It also
helps in the remote monitoring system of the patients in the hospital [8]. Health mon-
itoring scheme makes use of the sensors for high security. It uses the cryptographic
measures in the cloud to overcome various types of attacks [9]. Mobile healthcare
systems need to secure the privacy of the user’s data. They provide end-to-end encryp-
tion facility for patient’s confidential data over the private clouds [10]. The health
monitoring system’s privacy is made secure from unauthorized parties. The system
uses cloud storage for ensuring privacy preservation of healthcare systems [11]. The
healthcare systems require privacy for themobile data [12]. The encryption technique
has fattribute method for providing access control using auditing issues in cloud sys-
tems [13]. The health monitoring system’s privacy made secured from unauthorized
parties uses cloud storage for ensuring privacy preservation of healthcare systems
[14].

3 System Architecture

Doctors from the hospital send medical reports of the patients to the cloud. Their
port has to be encrypted before uploading it to the cloud. The doctor defines access
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control policy in the form of access control tree on reports to assign which attributes
the cloud proxy should obtain if they want to access specific medical reports [15].
The medical reports are encrypted using attribute encryption method. The access
control policy is embedded in the ciphertext of the symmetric key. The cloud proxy
sends the request to the trusted authority. Trusted authority can get the request to
access the file. Once trusted authority approves the file request from the proxy cloud,
who obtains the attribute keys that fulfill the access control policy can make use of
the ciphertext and retrieve the file. Then the uploaded files are stored in the different
data centers. Consider the case where a cloud proxy wants to share data with a set of
patients in offloading. It will help to minimize the communication costs and energy
usage. Moreover, predictive pushing reduces the number of redundant transfers and
reduces the storage costs of the mobile devices. We deal with that although it is
difficult to predict the file consumption of a user with a high degree of accuracy; low
prediction accuracy will still generate a significant impact because of the increase in
content availability due to content replication on the patients [16].

Figure 1 gives the overall process flow for the security system in cloud comput-
ing. Significant entities involve the doctor, trusted authority, cloud proxy server and
third-party auditor who are responsible for auditing the data resources. Cloud data
center requires some cloud servers for cloud data storage. Doctors are responsible
for generating the secret key for their secret files and then encrypting and uploading
them to the server. The data users share their resources through wireless access point
in the cloud data centers. The data auditing method is performed by the cloud auditor
by making use of data file cipher text.

3.1 Offloading Process

The offloading is one of the techniques for balancing the incoming load in distributed
systems. Mobile network cloud computing delivers the possibility to protect energy
through the accomplishment of massive load computations remotely in cloud sys-
tems. The offloading is one of the primary features of mobile cloud computing to
improve the energy consumption of the mobile devices. The technique is used to
enhance the performance of application’s execution environment for faster process-
ing [17]. Offloading aims to enhance the performance and save the energy before
making the offloading decision, we have to identify the parts of an application that
are be migrated to the cloud. It is usually achieved by partitioning the application
into separate independent components. Many algorithms are used to partition com-
putations between a mobile system and a cloud server [18]. The resource access get
slower in the network traffic mainly because of more number of users access in the
network. All the files are obtained for the sake of getting single type resources. If the
user wants to access any of the required documents, they have to access all the files
present. It makes very difficult for the user as well as for the network. To resolve this
problem efficiently, we are using the technique called stochastic process. It moves
apart from one format. It only processes the particular asked form of data [19]. The
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Fig. 1 Process flow

bandwidth maintenance is the primary issue to deal with for quicker access to the
resource from the cloud server as well as from the proxy server. Stochastic processes
are one of the fundamental solutions which divide the data into different sort of types
as per type of the file. It shares majorly into video, audio, document, and images.
Even in the report, it is separated into excel, word document and so on. It helps to
avoid the high bandwidth to access the file. Since the bandwidth is lessened, the
accessing time is also getting reduced, so it makes user-friendly process [20].
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Fig. 2 Resource access time

4 Result Analysis

4.1 Improving Data Storage Capacity and Processing Time

Mobile cloud computing allows the users to store and access the data on the cloud
through wireless networks so. Here the users can protect the constrained quantity
of energy and storage volume on their mobile devices. The multimedia applications
that need massive processing capabilities are transferred to the storage cloud system
to execute. On completing the execution, results are returned to the mobile device
[21]. The access time of the cloud data can be reduced comparatively by the usage
of the proxy server than the cloud server as shown in Fig. 2. The graph depicts the
resource access time in milliseconds with a number of the cloud users accessing the
data files from the cloud servers. It says that the time taken to access the data from
cloud server is more than the time taken to obtain from the cloud proxy server.

5 Conclusion

The security, privacy, and management of healthcare systems within smart cities
deliver computing services and resources in cloud computing technology. The cloud
adoption in the healthcaremanagement system for smart city improves health services
for public lives. Mobile cloud computing is one of the evolving mobile technology
trends that combine the advantages of both mobile computing and cloud computing.
Mobile cloud computing technology dramatically reduces the energy consumption
in mobile devices. In the mobile cloud computing with massive computations, the
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tasks are transferred to the cloud proxy server and only the results are sent back to the
mobile devices. Thus, it reduces the processing time as well as the consumed power.
An efficient technique knownas offloadingprocess has beenused to reduce the energy
consumption of mobile cloud computing in this work. Therefore, to better utilize
the resources in the cloud, a trade-off between transmission energy cost and local
execution energy cost gets executed. Though many tasks have made an effort to find
the balance point, only a subset of those studies focuses on energy efficiency, while in
many cases they merely focus on response time as well as resource consumptions. A
large part of the researches usesmodeling and simulation. The security establishment
in the offloading process is an area of concern in the future work. The best possible
way to accomplishing the security in an offloading process is the authorization of the
resources which is accessed from the cloud proxy server. The approval for accessing
the resources between the cloud proxy and patients is a significant way to avoid the
leakage of unnecessary data resources to other users. It also prevents the colliding of
data resource among the patients. It also makes sure that the reports of the patients
have reached the right patients.

References

1. Rana J, Bajpayee A (2015) HealthCare monitoring and alerting system using cloud computing.
Int J Recent Innov Trends Comput Commun 3(2):102–105

2. Yang K, Ou S, Chen HH (2008) On effective offloading services for resource-constrained
mobile devices running heavier mobile internet applications. IEEE Commun Mag 46(1)

3. Azhar M, Laxman M (2014) Secured health monitoring system in mobile cloud computing.
Int J Comput Trends Technol 13(3):138–142

4. Shen D, Luo J, Dong F, Fei X, Wang W, Jin G, Li W (2015) Stochastic modeling of dynamic
right-sizing for energy-efficiency in cloud data centers. Future Gener Comput Syst 48:82–95

5. Islam MR, Habiba M, Kashem MII (2017, January) A framework for providing security to
personal healthcare records. In: 2017 international conference on networking, systems and
security (NSysS), pp 168–173. IEEE

6. Lin H, Shao J, Zhang C, Fang Y (2013) CAM: cloud-assisted privacy preserving mobile health
monitoring. IEEE Trans Inf Forensics Secur 8(6):985–997

7. Moudgil K, Maheshwari R, Parekh HB, Devadkar K (2017) Cloud-based secure smartcard
healthcare monitoring and tracking system. In: 2017 second international conference on elec-
trical, computer and communication technologies (ICECCT), pp 1–8. IEEE

8. Vibha MB, Rakshitha Kiran P, Raju Gondkar R, Nataraja P (2017, February) Load balancing
streamed healthcare data using MR technique. In: 2017 international conference on innovative
mechanisms for industry applications (ICIMIA), pp 641–645. IEEE

9. Jadhav A, Bhiksham V, Vishwapathi P (2014, September) Mobile health monitoring technique
using cloud computing. Int J Recent Technol Eng (IJRTE) 3(4):10–12

10. Prasad DH, Srikanth M (2015) Mobile healthcare monitoring system in mobile cloud comput-
ing. Int J Comput Technol Appl 6(1):43–46

11. Manjunath S, Koteswara Rao N (2014) Privacy towards cloud based mobile health monitoring
services. Int J Sci Res Comput Sci (IJSRCS) 2(6):1–6

12. Wang B, Song W, Lou W, Thomas Hou Y (2017) Privacy-preserving pattern matching over
encrypted genetic data in cloud computing. In IEEEConference onComputerCommunications,
IEEE INFOCOM 2017, pp 1–9. IEEE



552 J. Agarkhed et al.

13. Tong Y, Sun J, Chow SSM, Li P (2014) Cloud-assisted mobile-access of health data with
privacy and auditability. IEEE J Biomed Health Inform 18(2):419–429

14. Aledhari M, Marhoon A, Hamad A, Saeed F (2017, July) A new cryptography algorithm to
protect cloud-based healthcare services. In: Proceedings of the Second IEEE/ACM Interna-
tional Conference on Connected Health: Applications, Systems and Engineering Technologies,
pp 37–43. IEEE

15. Kurle AS, Patil KR (2015) Survey on privacy preserving mobile health monitoring system
using cloud computing. Int J Electr Electron Comput Syst (IJEECS) 3(4):2347–2820

16. Bahwaireth KS, Tawalbeh L, Basalamah A, Jararweh Y, Tawalbeh M (2015, November) Effi-
cient techniques for energy optimization in mobile cloud computing. In: 2015 IEEE/ACS 12th
international conference of computer systems and applications (AICCSA), pp 1–8. IEEE

17. Bruneo D (2014) A stochastic model to investigate data center performance and QoS in IaaS
cloud computing systems. IEEE Trans Parallel Distrib Syst 25(3):560–569

18. Dattatraya PY, Agarkhed J (2016) Offload computation in cloud assisted wireless sensor net-
works. In: 2016 2nd international conference on advances in electrical, electronics, information,
communication and bio-informatics (AEEICB), pp 660–664. IEEE

19. XiaY, ZhouM, LuoX, Pang S, ZhuQ (2015)A stochastic approach to analysis of energy-aware
DVS-enabled cloud datacenters. IEEE Trans Syst Man Cybern Syst 45(1):73–83

20. Ma X, Cui Y, Wang L, Stojmenovic I (2012, December) Energy optimizations for mobile
terminals via computation offloading. In: 2012 2nd IEEE international conference on parallel
distributed and grid computing (PDGC), pp 236–241. IEEE

21. Agarkhed J, Mundewadi S, Patil SS (2016, March) Mobile health monitoring system using
cloud computing. In: International conference on wireless communications, signal processing
and networking (WiSPNET), pp 1301–1305. IEEE



Cloud-Based Multilayer Telemedicine
Architecture: A Case Study

Snigdha Mishra, Samten D. Bhutia, Nadeem Akhtar and Sourav Dhar

Abstract Telemedicine is a life-changing product of this era, which is used to dis-
tribute health and medical information and services over a given area. Low-cost
sensors, wireless systems, and internet of things (IoT) based tele-health care brings
about constant care and a comprehensive monitoring capability both at home and
at work. Real-time monitoring and timely responses have helped to cater a wide
array of patient needs. Telemedicine provides to patients, living in secluded areas,
an opportunity to receive care from specialists practising far away without paying a
physical visit to them.Hybridization of technologies can provide a universal platform
to healthcare experts across the globe to share information and discuss patient issues
irrespective of their geographical location. This paper aims to establish and simulate
cloud-based integrated multilayer telemedicine diagnosis software which takes in
certain symptoms from the user and provides a diagnosis by consulting databases at
the local, regional and the national level.

Keywords IoT · QoL · Cloud computing · Telemedicine · Differential diagnosis ·
k-Nearest neighbours’ algorithm

1 Introduction

IoT-based telemedicine has broken the distance barriers and improved the medical
facilities that would often not be easily available in remote areas [1]. Saving of lives in
critical care and emergency situations has become possible to a large extent due to the
implementation of telemedicine [2]. It permits exchanges between the long-suffering
patients and health workers with both dexterity and conformity. The transmission of
medical, imaging and health informatics data from one site to another is also taken
care of. Telemedicine enables a better quality of life (QoL) and a cost-effective
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care for patients with life-threatening diseases, such as chronic respiratory diseases,
diabetes, cardiovascular disease and even cancer [3]. It also comprises applications
for fit people, who want to maintain/ improve their health by constant monitoring.
The telemedicine will be advantageous from different perspectives viz. the patient’s
perspective, the provider’s perspective and the economic perspective.

From a patient’s perspective, access to the high-quality and modern healthcare
infrastructures in underserved areas, such as rural communities, is amongst the sig-
nificant and most important promised benefits of telemedicine. It also allows the
patient to obtain a ‘second opinion’ diagnosis from diverse sources [4].

As can be seen froma provider’s perspective, telemedicine provides prompt access
to statistics of an individual patient or a particular topic that can be vital or even
lifesaving [2]. By the use of ‘tele-assistance’ (e.g. tele-consultation with specialists)
[5–7], it is expected that the doctors will also be beneficial to get expert advice which
can help further in reduction of medical errors.

From economic development and QoL perspective, telemedicine provides
advancement in delivery of services, keeps money in the local economy, helps busi-
ness employment and retention, leads to development of workforce and provides
better QoL and longevity [4].

2 Proposed Architecture

Authors, earlier, have introduced single layer architecture of telemedicine in their pre-
vious work [8]. Extending the work of [8], Fig. 1 depicts the multilayer telemedicine
network. Here, the patient can be monitored continuously with help of a set of sen-
sors and the measured data may be fed to the diagnosis software either automatically
through wireless sensor network (WSN) or manually. The diagnosis software at the
patients end is interfacedwith a control unit in the local/rural hospital or health centre
(layer-I) via link 1 which is a wireless technology for a low-range communication.
The rural health centre has a database consisting of common diseases, their symp-
toms, tests to be undertaken to make a diagnosis and a differential diagnosis. The
rural health centre is wirelessly connected to the regional hospital/ district hospi-
tal database (layer-II) via link 2. The district hospital has a database comprising of
common along with typical diseases, their symptoms, tests to be undertaken to make
a diagnosis and a differential diagnosis. The typical diseases are more severe than
common diseases and require more extravagant examination for which facilities may
not be available in district hospital. Thus, the district hospital is further connected to
some metro hospital (Layer-III) via link 3. The metro hospital has a huge database
comprising of common, typical as well as critical diseases, their symptoms, tests
to be undertaken to make a diagnosis and a differential diagnosis. The critical dis-
eases involve life-threatening diseases that need to be attended on priority and those
patients are to be monitored round the clock. Hence, this cloud-based architecture
will provide quick diagnosis.
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Fig. 1 Multilayer telemedicine network architecture

3 Creation of Database

Three different databases have been created, each for the local/ rural, regional/district
and metro hospitals respectively. The databases comprise the diseases, their symp-
toms, diagnostic tests along with differential diagnosis. These diseases have been
classified as common, typical and critical and shown in tree diagram in Fig. 2.

Fig. 2 Tree diagram for the classification of diseases
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3.1 Entity Relationship Diagram (ERD)

The primary object that the ERD represents is the entity which has an independent
existence. It could either be a physical object (e.g. a person, car or a house) or an
abstract object (e.g. a job, a school course or a company). The specific properties
that define an entity are called attributes. The ‘entity type’ describes a particular
set of entities with similar attributes. This describes the schema or intentions for a
group of entities which utilize the same structure. The entity types in the database
are addressed by their name and attributes.

The entity set is the group of all entries of a specific entity type in the database
at any given instant. Figure 3 shows the E-R model for the telemedicine network.
Our first job is to identify the entities for the model. The patient(s), symptom(s)
and disease(s) are chosen as the three entities and the connection among them is
determined.

For each of the three entities, name and identity are taken as constant character-
istics as they are unique to themselves. The relationship among them can be easily
understood from the E-R model. The diagnosis of disease for a patient may be done
by considering multiple symptoms.

• Many symptoms can lead to a single disease.
• Many diseases can have some common symptoms.
• A patient has a disease due to which he may show one of many symptoms.
• Not all symptoms will be present in one patient.

Fig. 3 ERD of the diagnosis software
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3.2 Data Flow Diagram (DFD)

The primary objective of DFD is to graphically represent the flow of data through an
information system and modelling its process features. Input and output data of the
system and where the data will be stored are precisely shown in DFD. Hence, visu-
alization of data processing is made easy by DFD. However, information regarding
the timing and types (sequential or parallel) of processes are not depicted in DFD
(Fig. 4).

The 0-level DFD, or the context-level DFD, shows the ‘Telemedicine system’
bubble interacting with the user in terms of the user query and system response. The
internal organization of the system is not shown in context-level DFD and the entire
system is shown as a single process.

This level 0 DFD is then ‘exploded’ to produce the level 1 DFD which depicts
some of the particulars of the system beingmodelled. The first ‘process’ is the task of
reading the symptoms from a patient and storing them for the purpose of comparing
with either of the databases. The user is given a choice as to which database hewishes
to refer to. Depending on the choice made by the user, he is provided access to the
local, regional or the national database enlisting various diseases, their symptoms,
tests required for diagnosing them and a differential diagnosis. This procedure is
followed for the diagnosis of the disease by the system and providing the results
back to the user.

Fig. 4 DFD of the diagnosis software
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3.3 Diagnosis Algorithm

The symptoms of the patient are coded in the form of zeroes and ones, depending on
whether they are present or absent, and stored in the form of a matrix.

The databases are created in the same fashion coding the presence and absence of
symptoms in the form of zeroes and ones and stored in the form of another matrix.

The classification takes place through k-nearest neighbours’ algorithm.
The k-nearest neighbours’ (k-NN) algorithm is an effective non-parametric tech-

nique for classification and regression. The k-NN can predict the values or class
memberships of objects depending on the k neighbouring training examples in the
feature space. The k-NN is an instance-based learning (lazy learning), here only the
local approximation of the function is carried out, and hence all computations are
delayed until the classification completes. The k-NN is one of the primary machine
learning algorithms: assuming k as a small positive integer, an object is categorized
by a majority choice of its neighbours, with the object being allotted to the class most
likely amongst its k closest neighbours. Unity value of ‘k’ signifies that the object
has been assigned to the class of the single nearest neighbour.

The algorithm can be potted as

1. k is a predefined small positive integer with a new sample.
2. k entries are selected in the given database those are closest to the new sample.
3. The utmost general classification of these entries is identified.
4. The new sample is assigned this classification.

Figure 5 demonstrates an example of k-NN-based classification. Let us consider
that the green pentagon is the test sample which needs to be classified either to the
class of blue triangles (class-I) or to the class of red stars (class-II). If ‘k’ value is
3 (circle with solid line), then it is assigned to class-II since there are two stars and
one triangle inside the first circle. On the contrary, ‘k’ value is 5 (circle with dashed
line), then it is assigned to class-I (since there are three triangles and two stars inside
the second circle).

Fig. 5 Example of k-NN
classification
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4 Validation of Telemedicine Software

We can comprehend the working of the cloud-based telemedicine system by con-
sidering the case of a certain patient in a rural dispensary or hospital who must be
diagnosed (shown in Fig. 1).

Let us assume that the patient comes to us with the following symptoms:

• Vomiting
• Diarrhoea
• Rectal bleeding
• Abdominal pain
• Weight loss

• Rashes
• Inflammation of eye
• Tiredness
• Lack of concentration
• Dehydration

We enter the details in the diagnosis software and find out the diagnosis in case
of each of the following:

Layer-I: The local hospital or rural dispensary.
Layer-II: The regional/district hospital.
Layer-III: The national/metro hospital

Figure 6 shows a window of the diagnosis software which enlists various param-
eters, or rather, symptoms based on which the diagnosis is made. This includes
parameters such as breath rate, body temperature, etc.

Fig. 6 Window for entering the symptoms
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Fig. 7 Generation of patients chart

Fig. 8 Choice of database

The next window of the diagnosis software, which is shown in Fig. 7, generates
the patient chart containing all of his/her symptoms along with a graph showing the
deviations from normal body temperature, blood pressure and breath rate. From here,
we can proceed to diagnosing the patient with the help of the patient chart.

Figure 8 shows a window which has provisions for the user to determine whether
he/shewants to refer to the local hospital or dispensary, regional hospital or a national
hospital subject to the severity of the patient.

The diagnosis made may be same or different in case of each of the levels of the
databases. In order to make an appropriate diagnosis, the relevant tests should be
carried out based on which the patient shall be treated.
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5 Discussion and Conclusion

Currently, there exist a few software models, according to our literature survey, that
can be used for transmission of data from telemedicine perspective. The traditional
methods involve only data transfer from one station to another. In our work, we have
designed and validated themultilayer cloud-based telemedicine network architecture
by developing a user interface usingMATLAB for both implementing data transfer as
well as to diagnosing the diseases using k-nearest neighbour algorithm. Furthermore,
with the consultation of a doctor, we have validated the software with a case study.
The system has been designed assuming a limited number of symptoms and diseases.
Withmore research and consultationwith amedical team, larger databases containing
more number of diseases, symptoms and tests can be incorporated.
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Smart Water Pump Controller

Urmika Sengupta, Priyanka Kumari, Tuhin Paul and Md Ruhul Islam

Abstract This project aims toward developing a technology for controlling water
pumps that can be made with smartphones. A representation of an Android-based
application ismadewhich serves as amodel throughwhich the operations of thewater
pump can be controlledwith the help of amicrocontroller likeNodeMCUand aWi-Fi
router. Theminimumoperating systemversion required for the application isAndroid
Lollipop. The project depicts the connections between the required equipment in
brief. The proposal can be helpful to prevent wastage of water as well as electricity
on implementation. Also, it makes us aware of how much electricity is consumed
normally which is not available in other models. Finding the amount of water present
in any tank overhead or underground is a difficult task. Usually, anyone will end up
climbing up the stairs to the tank, for checking the water level manually or will
be hearing the sound of water overflowing from the overflow outlet. But nowadays
many such electronic indicators are available in the market which are able to fix
some problem, but they are often costly enough to empty your pocket to quite an
extent in your pocket and are usually difficult to install. Most of the systems which
are available in market currently, generally use dipped electrodes or float switches,
which can be a headache in the long run. We present a different way of finding the
water level using an ultrasonic module with the help of Arduino. Since the method is
contactless, so various issues related to the electrodes, for example, corrosion would
not affect this system, Furthermore, this Arduino water level indicator is much easier
to install than regular systems.
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Keywords Hardware · Android · ES8266 · Water pump · Reservoir

1 Introduction

Every day thousands of pumps are used tofill upwater tanks. The process of switching
ON the pump and switching it OFF after the tank is filled is a manual process, i.e.,
tank has to be manually checked continuously if enough water has been filled, if not
so, then the pump has to be switched ON manually to fill it up, then we also need to
keep a check that if the tank is filled completely or if water is overflowing and turn
the pump OFF accordingly. After a tank is filled up, lots of water is wasted before
turning the pump off. According to a case study, the amount of water that an average
household wastes per day through leakages or overflowing adds up to 10,000 gallons
of water each year [from web]. The present rate of wastage during day-to-day life in
present day is a major concern at the time when water level has gone down below the
critical level making it a huge problem to get water which is fit for drinking purpose
at number of locations all over the world [1]. It is also seen that even though the tank
is filled, there is no one present at that moment to switch the pump off. The result of
it is wastage of water. This project proposes a technology to put an end to the ancient
or age-old practices. Smartphones nowadays are widely used technology in today’s
daily life [2]. Apps have made daily life more convenient. Everything nowadays is
one touch away from sending money to launching a nuclear missile. Smartphones,
nowadays, are one of the basic needs of an average human and as a step toward the
achievement of Digital India, this project shows a way to prevent the wastage and
reducing water wastage by bringing it down to 0% using Application for Android-
based platform and hardware [2]. This application can be helpful to check the water
level in a tank and then to turn the pump ON and OFF from his house accordingly.

2 Problem Definition

The main problem that arises with manual water pumps available in the market is
that you have to be physically present to switch the pump ON and OFF. Another
matter on concern is that there is no information regarding the water level so people
have almost no idea how much time they should keep the motor ON so that the
tank fills up without overflowing. We, here, are trying to overcome the problem of
overflowing which is a wastage of water as well as extra consumption of electricity.
Also, normally pumps do not give out the amount of water consumed or amount
of electricity consumed during the duration of the pump running. This smart pump
controller is intended to overcome these problems and help to ease the routine activity
of almost every individual with a simple and effective solution.
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3 Analysis of Problem

We will use Arduino for connecting various sensors and modules. Sensors will be
used for the purpose of collecting various information like amount of water flowing
into the tank, level of water in the tank presence of water in the underground reser-
voir tank. An Android application is built for the purpose of collecting and providing
information to the user. Android application can be used to fix time of switching ON
and switching OFF the pump. The Android application will have a facility of record-
keeping of the daily usage of water as well as amount of electricity consumed. For
calculation of the electricity consumed, we will be using formula power consumed
� watt × time used. And, unit � power consumed/1000. And, the level of water in
the tank is determined depending on the reading of the ultrasonic sensor.

The modules that will be used are

(i) An Arduino,
(ii) Moisture sensor,
(iii) Ultrasound sensor,
(iv) Breadboard,
(v) Jumper wires,
(vi) Relay,
(vii) Node MCU, and
(viii) Android app.

4 Proposed Solution Strategy

Figure 1 shows us a basic layout of the system that will be working using the Android
application connection via ES8266 to the hardware and using Arduino UNO by
replacing Amtega128.

Fig. 1 Block diagram [1]
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5 Design Strategy for the Solution

Figure 2 shown above gives complete working modes including hardware and soft-
ware (i.e., Android application) and their internal decision-making schemes and
parameters.

Fig. 2 Working model flow diagram
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Fig. 3 An Arduino UNO [2]

6 Working Principle

6.1 Arduino UNO

An Arduino is originally a microcontroller-based kit. It can be purchased and used
or can be assembled and make the same at home using the components, owing to
its open-source hardware feature. The communication and controlling or operating
many devices is possible with this microcontroller-based kit [3].

In Arduino Uno, 14 digital pins are present that can be used both as input or
output (of which 6 can be used as PWM outputs), 6 analog inputs, a 16 MHz crystal
oscillator, an USB connection, a power jack, an ICSP header, and a reset button [4]
(Fig. 3).

6.2 Raindrop Sensor

Raindrop sensor comprises a board on which nickel is coated in the form of straight
lines which are parallel to each other. The principle that plays a role is resistance
principle. When there is no drop of water on board the resistance becomes high, and
therefore we get high voltage according to the formula, V � IR, where V, I, and R
represent voltage, current, and the resistance, respectively. In presence of raindrop,
the resistance reduces because water is a conductor of electricity and presence of
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Fig. 4 A raindrop sensor

water connects lines made out of nickel on the board in parallel, so the decrease in
resistance results in reduced voltage across the circuit board [5] (Fig. 4).

6.3 Ultrasound Sensor

Thismodule emits ultrasoundwaves having frequency 40,000Hz. Themode through
ultrasound wave’s travel is air and if there is any object or obstacle on its path, the
wave bounces back to the module. Considering travel time of wave to return and the
speed of the sound, the distance of object from the module can be calculated.

In HC-SR04 ultrasonic module, four pins, namely, Ground, VCC, Trig, and an
Echo pin are present. The pins present in module which is marked as Ground and
VCC need to be connected to the Ground and the 5 V pins present on the Arduino
board, respectively. Whereas the Trigger and the Echo pins can be connected to any
of the digital input/output pins present on the Arduino board [4] (Fig. 5).

6.4 Breadboard

Breadboard is themost basic and important tool to design and test any circuit. Solder-
ing wires and components to make a circuit is not required if a breadboard is used. It
is easier to connect components and reuse them this way. Since components are not
fixed using any extra component like glue/soldering,we can change our circuit design
at any point. With soldering the whole setup of wires and components performing
any change becomes a tedious job. A breadboard is a collection of conductive metal
connection ports put in a box made of plastic, where each clip is insulated with
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Fig. 5 Ultrasonic sensor [4]

another clip [from web]. Number of holes is made on the plastic box, arranged in
a specific pattern. A breadboard consists of two regions also known as strips, these
strips are, namely, bus strips and socket strips. To distribute power supply to the
circuit a type of strip known as bus strips is generally used. Bus strips consist of two
columns, out of those two, one serves as power voltage and other as ground. Most of
the components in a circuit are held by socket strips. A socket strip consists of two
sections each with 5 rows and 64 columns. Every column is electrically connected
from inside [4] (Fig. 6).

Fig. 6 A breadboard [10]
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Fig. 7 A relay module [7]

6.5 Relay

Relays are electrical switches that are controlled by another switch remotely [6], e.g.,
a horn switch. A small amount of current flowing through the relay circuit allows
the controlling of a higher current circuit. The relay that is used here for controlling
power is a Single Pole Double Throw (SPDT) which has magnetizing coil terminals
and they operate on 6 V DC supply. Terminals of relay used are described as follows
[7] (Fig. 7).

6.6 NodeMCU

A NodeMCU includes a particular type of firmware that runs on the ESP8266 Wi-Fi
system on a chip which is made by Espressif systems, a Chinese manufacturer, and
hardware is based on the ESP-12 module. The term “NodeMCU” usually refers to
the firmware rather than the development kit [8]. The firmware uses the scripting lan-
guage Lua. NodeMCU is nothing [6] but basically a combination of Esp8266 Wi-Fi
module along with USB jack and some input/output pins. So that the microcontroller
can directly be powered using a mobile phone. To know its working, we can consider
the datasheet of Esp8266 Wi-Fi chip [9] (Fig. 8).

7 Implementation and Result

See Table 1.
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Fig. 8 An ES8266 [8]

Table 1 Implementation and results

Sl. no. Test case Response

1 Testing Arduino by blinking in-built
LED

LED blinking
Arduino working message

2 Water is applied to the raindrop sensor
plate

Analog reading of the sensor displayed
on serial monitor

3 Finding obstacle/water-level distance
using ultrasonic sensor

Depth of water displayed

4 Turning ON lamp using low-level
trigger

Bulb glowing

5 User sending ON through App In-built LED of Arduino turns ON

6 User sending OFF through App In-built LED of Arduino turns OFF

7 User clicks on switch button Tank is full

8 Click the status button on menu Display status of the pump

9 User enter wrong time, i.e., past time Timer will not set

10 User clicks OFF switch when time is
not completed

Display alert message

8 Conclusion

We have successfully automated the process of filling up the tank from critical level
to the desired level. The connection between the application and Arduino is working
seamlessly. The users have the option to choose between the pump to be switchedON
or switched OFF. There is an additional provision in which the pump gets switched
ON itself if the level of the water reaches below the critical level and switches OFF
itself when the water level reaches the threshold level. The user can also monitor the
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amount of electricity that has been used by motor during its runtime. The connection
between Arduino and relay is wired and not wireless. The connection of Arduino
and application is connected to the same router so that it can have a fixed range
and cannot be accessed from anywhere. The working as well as the exchange of
information happens locally and it does not involve the connection of the Internet
for updating values.
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IoT-Based Smart Home

Khara Nanda Sharma, Nirmal Rai, Manish Tamang, Jabrang Basumataray
and Swastika Chakraborty

Abstract In recent years, there has been a huge growth in the field of IOT-based
smart home, where different home appliances are connected to the cloud such that
a user can control and monitor it remotely. This paper presents a concept for con-
trolling and determining the actual state of the appliances through the mechanism of
automatic feedback to the user. A circuit consisting of current sensor at the device
side is used to determine whether the device is actually active or not. Smart mon-
itoring of electricity and water usage using sensors and IoT is also proposed and
implemented in this paper.

Keywords IoT · Smart home · Smart switch ·Water flow sensor · Raspberry pi

1 Introduction

In IoT-based smart home various things like lightning, home appliances, security
cameras, etc are connected to the Internet. In addition to this, various information
collected through electronic sensors are sent to the user through the Internet. Such
a system enables a user to control and monitor their home environment remotely
through the Internet.

Considerable amount of work has been done in the field of smart home. Various
research groups are working on this domain, such as MIT, Siemens, Cisco, IBM,
Xerox, Microsoft, etc [1]. Bluetooth- and Ethernet-based smart home have also been
implemented [2]. Patru et al. [3] has presented a solution for connecting more types
of home appliances in one system using gateways. Malche and Maheshwary [4]
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Fig. 1 Design concept of the IoT-based smart home system

has discussed the functions of smart home and its applications and introduces FLIP
architecture. FLIP developed by Frugal Labs Bangalore, India is an open-source IoT
platform.

All the smart-home-relatedworks are focused on controlling andmonitoring oper-
ations and the available literature shows that no work has been done for providing
feedback from the devices to the users.

This paper presents a smart home concept which enables remote controlling of
appliance, monitoring of electricity, and water consumption as well as provides feed-
back to the user about the real status of the appliances (Fig. 1).

2 System Design

The entire system design can be divided into three parts. They are user interface,
controller with feedback, and water and electricity monitoring unit.

The user interface part consists of an Android app (Fig. 2). It enables the user to
control the appliances remotely through the Internet as well as monitor electricity
and water consumption in their homes.
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Fig. 2 Android app for user
interface

The controller controls the home appliances as well as connects them to the
Internet. The Raspberry Pi acts as the controller. The current sensor detects the
real state of the appliances. Output signal from the current sensor is processed and
forwarded to the user, enabling him to know the real state of the device.

The water flow sensor is used to monitor the water consumption. The electricity
consumption monitoring is done by processing the output from the household digital
electric meter (Fig. 3).

3 Working of the System

3.1 Appliances Feedback System

As the user at remote location does not have any information about the status of
device, i.e., device is active or not. To overcome this problem the concept of feedback
is implemented. For feedback, the current sensor senses the flow of current and its
output is fed to Arduino for processing and finally its output is fed to Raspberry Pi
for sending information to the user (Fig. 4).
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Fig. 3 Device setup

Fig. 4 Appliances feedback system

Current sensor (ACS712) is used to sense the current flowing through the appli-
ance. It works on the principle ofHall effect and produces output voltage proportional
to the current flowing in the circuit.

3.2 Water and Electricity Monitoring Unit

Flow sensor measures the speed of fluid passing through a pipe to measure the
volumetric flow using laws of electromagnetic induction. As the fluid flows through
the pipe, the rotor rotates and electric pulse is generated at the output of sensor. By
processing the number of pulses, we can determine the water consumption of the
house.

Consumptionof energy ismeasuredby counting the pulses from theLEDpinof the
digital energy meter. Each pulse indicates 0.0,001,562 KWH of power consumption.
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Fig. 5 Output of Android app

The Arduino unit will count the number of pulses and forwards the count value
to Raspberry Pi by serial communication. The energy consumption and cost are
calculated and saved in Raspberry Pi database. The user can access the information
through the Android app.

4 Testing and Results

For testing the operation of feedback system, we checked feedback information in
the Android app after removing the electric bulb from its holder. When the bulb was
removed the “DEVICE STATUS” changed from “on” to “disconnected.” After this,
when we connect a damaged bulb, the “DEVICE STATUS” still showed “discon-
nected” status as shown in Fig. 5. The “DEVICE STATUS” changed to “on” when
we connect a working bulb.

For testing the electricitymonitoring unit, wemade a setup as shown in Figs. 6 and
7, consisting of a load of 60Wbulb and a digital electricmeter. After switching on the
bulb, we determined the time interval between two pulses or LED blink. The value
obtained by multiplying the power of the bulb and time interval was approximately
equal to the value specified for the meter. Testing of water consumption through flow
sensor was done manually by passing a fixed quantity of water through the sensor.

5 Conclusion

The above-proposed system can be used to design a smart home based on IOT. The
system enables a user to remotely control their home appliances as well as monitor
the electricity and water consumption of their homes. The concept of appliances
feedback implemented in the system enables the user to know the real status of the
appliances.
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Fig. 6 Testing of electricity
consumption monitoring unit

Fig. 7 System setup for
electricity monitoring
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Implementation of Home Surveillance
System Using Local Area Network
and Internet of Things

Amit Agarwal, Rigzing Norbu Sherpa and Ankit Kumar Singh

Abstract As the home surveillance and security via IP address are getting more
popular since they are wirelessly monitored and need not to physically monitor it.
This is mostly related to physically handicapped people and old people at home.
TCP/IP network is a web of network where different physical devices like electronic
devices and home appliance can be connected and allows the people to access the
data from anywhere. This paper focuses on key points like establishing connection
between controllers through static IP address, transfer of data from different sensor
nodes to central hub and then to the web server. This data will be accessed from local
area network and from any part of the world using the Internet.

Keywords Internet of things · ESP8266 Wi-Fi module · Networks · Security ·
Sensors

1 Introduction

Internet of things (IoT) [1] is interconnection of different devices to a network for
exchanging data and to control devices as per the application. Modern IoT systems
have used standards ofTCP/IP protocol suite [2] ofwhichmost of the IoT applications
are of low-power end devices and because of this IoT employs low-energy-layer-2
technologies, such as IEEE 802.15.4 [3], Bluetooth, low-power Wi-Fi module. Most
of the IoT applications are performed by sensors and actuators for various controlling
and monitoring parts [4].

Kanase et al. [5] have worked on smart hospitals using IOT which comprises only
one client, which sends data to the Internet. Razzaq et al. [6] focus on the fact that
IOT has security issues but it did not mention how security issues can be solved.
Chari et al. discussed on monitoring of system on a cloud through wired system
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network [7], which itself is the limitation for network-based IoT system. Sfikas et al.
use the MQTT protocol [8, 9]. An MQTT client is running at each of the available
sensors, connected but due to the fact MQTT protocol uses few bytes to describe the
content of messages. So there is a limitation in the amount of data being sent to the
web server. In this paper, we have resolved the above issues using a wireless network
system. This system ismore flexible, as it does not always need the Internet to receive
and send data to the web server.We have also resolved the security issues to an extent
using local area network ssid and password. We have used HTTP protocol [10] as it
will be able to send larger bytes of data.

2 System Design

Figure 1 shows the hardware model of our system design. It comprises three clients
(client here is the sensor module in the room as shown in Figs. 2 and 3), network
interface between client and website. Each client (client 1 as shown in Fig. 4, client
2 as shown in Fig. 5, and client 3 as shown if Fig. 6) comprises following hardware
module:

(i) Sensor device from where all the input data is collected from the surroundings
and are converted into proper digital signal for processing part in the controller.
As per the device configuration.

Fig. 1 Hardware system block diagram
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Fig. 2 Dedicated Ip
addresses of each client

Fig. 3 Different clients in
different areas of the house

Fig. 4 Client 1 with IR
sensor and Wi-Fi module in
Room 1
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Fig. 5 Client 2 with DHT sensor and Wi-Fi module in Room 2

Fig. 6 Client 3 with gas sensor and Wi-Fi module in Room 3

(ii) Controller portion, which plays the key role in the subsystem of client for
processing the collected data for further transmission via transfer block. The
controller that is used in it is ESP8266-01.

(iii) The transfer block is used for transmitting theprocesseddata to network through
IP address. Its transmission range is max 100 m.

(iv) UART device is used for uploading the code onto the controller.

2.1 Software System Design

The system model consists of three major module, i.e., network block, server block,
and website. These network blocks allow all the three clients to get connected to the
user at a time through single IP address. Server block is the key part of the system
as it collects all the data which are collected by the individual client/subsystem and
also it itself creates a protected network onto which other subsystem can get attached
to it through IP address. Also, the HTML code that is used in creating webpage in
the website is coded into it. It is also named as an access point since server gives the
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Fig. 7 Different client data in the website

Fig. 8 Client 2 data in the website

access point for the website to the clients. Finally, in the website, all collected data
gets displayed and can be accessed by simply connecting the server Wi-Fi network
and then writing the server IP address onto the device browser, which is used by the
user for surveying the collected data. For creating website basic HTML is used with
CSS code for designing the website.

Figure 7 shows different client data available in the website. After security veri-
fication each client data will be displayed. Figures 8 and 9 show the data for client 2
(humidity, temperature, and light illumination) and client 3 in the website.
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Fig. 9 Client 3 data in the
website

3 Conclusion

We have implemented home surveillance system which can be accessed locally as
well as through the Internet from any part of the world. We designed a standalone
system which consists of sensors along with wireless connectivity. This standalone
system was named as clients and put in different parts of the house (room1, room2,
etc. along with dedicated IP addresses). We collected all the data from different
clients (temperature, humidity, light illumination, and gas sensor) and uploaded to
the website with proper user credentials.
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