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Abstract. The neural architecture and the input features are very substantial in
order to build an artificial neural network (ANN) model that is able to perform a
good prediction. The architecture is determined by several hyperparameters
including the number of hidden layers, the number of nodes in each hidden
layer, the series length, and the activation function. In this study, we present a
method to perform feature selection and architecture selection of ANN model
for time series prediction. Specifically, we explore a deep learning or deep
neural network (DNN) model, called deep feedforward network, an ANN model
with multiple hidden layers. We use two approaches for selecting the inputs,
namely PACF based inputs and ARIMA based inputs. Three activation func-
tions used are logistic sigmoid, tanh, and ReLU. The real dataset used is time
series data called roll motion of a Floating Production Unit (FPU). Root mean
squared error (RMSE) is used as the model selection criteria. The results show
that the ARIMA based 3 hidden layers DNN model with ReLU function out-
performs with remarkable prediction accuracy among other models.

Keywords: ARIMA - Deep feedforward network - PACF - Roll motion
Time series

1 Introduction

Artificial neural network (ANN) is one of nonlinear model that has been widely
developed and applied in time series modeling and forecasting [1]. The major
advantages of ANN models are their capability to capture any pattern, their flexibility
form, and their free assumption property. ANN is considered as universal approximator
such that it is able to approximate any continuous function by adding more nodes on

hidden layer [2—4].
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Many studies recently developed a more advanced architecture of neural network
called deep learning or deep neural network (DNN). One of the basic type of DNN is a
feedforward network with deeper layers, i.e. it has more than one hidden layer in its
architecture. Furthermore, it has also been shown by several studies that DNN is very
promising for forecasting task where it is able to significantly improve the forecast
accuracy [5-10].

ANN model has been widely applied in many fields, including ship motion study.
The stability of a roll motion in a ship is a critical aspect that must be kept in control to
prevent the potential damage and danger of a ship such as capsizing [11]. Hence, the
ship safety depends on the behavior of the roll motion. In order to understand the
pattern of the roll motion, it is necessary to construct a model which is able to explain
its pattern and predict the future motion. The modeling and prediction can be conducted
using several approaches. One of them is time series model.

Many researches have frequently applied time series models to predict roll motion.
Nicolau et al. [12] have worked on roll motion prediction in a conventional ship by
applying time series model called artificial neural network (ANN). The prediction
resulted in remarkable accuracy. Zhang and Ye [13] used another time series model
called autoregressive integrated moving average (ARIMA) to predict roll motion. Khan
et al. [14] also used both ARIMA and ANN models in order to compare the prediction
performance from each model. The results showed that ANN model outperformed
compared to ARIMA model in predicting the roll motion. Other researches have also
shown that ANN model is powerful and very promising as its results in performing roll
motion prediction [15, 16].

Another challenge in performing neural network for time series forecasting is the
input or feature selection. The input used in neural network time series modeling is its
significant lag variables. The significant lags can be obtained using partial autocorrelation
function (PACF). We may choose the lags which have significant PACF. Beside PACF,
another potential technique which is also frequently used is obtaining the inputs from
ARIMA model [17]. First, we model the data using ARIMA. The predictor variables of
ARIMA model is then used as the inputs of the neural network model. In this study, we
will explore one of DNN model, namely deep feedforward network model, in order to
predict the roll motion. We will perform feature selection and architecture selection of the
DNN model to obtain the optimal architecture that is expected to be able to make better
prediction. The architecture selection is done by tuning the hyperparameters, including
number of hidden layers, the number of hidden nodes, and the activation function. The
results of the selection and its prediction accuracy are then discussed.

2 Time Series Analysis: Concept and Methods

Time series analysis aims to analyze time series data in order to find the pattern and the
characteristics of the data where the application is for forecasting or prediction task
[18]. Forecasting or prediction is done by constructing a model based on the historical
data and applying it to predict the future value. Contrast with regression model where it
consists of response variable(s) Y and predictor variable(s) X, time series model uses
the variable itself as the predictors. For instance, let Y; a time series response variable at
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time ¢, then the predictor variables would be Y, |,Y; 5, Y; 3,Y;_4. The variables
Yi_1,Yi—2, Y3, Y,_4 are also called lag variables. There are many time series models
that have been developed. In this section, we present two time series models which
have been widely used for forecasting task, namely autoregressive integrated moving
average (ARIMA) and artificial neural network (ANN). We also present several
important and mandatory concepts in order to understand the idea of time series model.
They are autocorrelation and partial autocorrelation.

2.1 Autocorrelation Function (ACF) and Partial Autocorrelation
Function (PACF)

Let Y; a time series process, the correlation coefficient between Y, and Y, is called
autocorrelation at lag k, denoted by p,, where p, is a function of k only, under weakly
stationarity assumption. Specifically, autocorrelation function (ACF) p, is defined as
follows [19]:

COV(Y[, thk)
=g
Var(Y;)

()

Hence, the sample autocorrelation is defined as follows:
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Then, partial autocorrelation function (PACF) is defined as the autocorrelation
between Y, and Y,_; after removing their mutual linear dependency on the intervening

variabels ¥_,Y ,...,Y . Itcan be expressed as Corr(Y,Y [Y .Y ....Y ). PACF

t—k+1

2)

in stationary time series is used to determine the order of autoregressive (AR) model
[20]. The calculation of sample partial autocorrelation is done recursively by initial-

izing the value of partial autocorrelation at lag 1, (2)11 = p,. Hence, the value of sample
correlation at lag k can be obtained as follows [21, 22]:
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PACF is used to determined the order p of an autoregressive process, denoted by AR
(p), one of the special case of ARIMA(p, d, q) process, where d = 0 and g = 0. It is also
used to determined the lag variables which are chosen as the inputs in ANN model [23].

2.2 The ARIMA Model

Autoregressive integrated moving average (ARIMA) is the combination of autore-
gressive (AR), moving average (MA), and the differencing processes. General form of
ARIMA(p, d, q) model is given as follows [19]:
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Y; denotes the actual value, B denotes the backshift operator, and a, denotes the white
noise process with zero mean and constant variance, a, ~ WN(0, 62). ¢;(i = 1,2, .., p),
0;(j=1,2,...,q), and u are model parameters. d denotes the differencing order. The
process of building ARIMA model is done by using Box-Jenkins procedure. Box-
Jenkins procedure is required in order to identify p, d, and g; the order of ARIMA
model, estimate the model parameters, check the model diagnostics, select the best
model, and perform the forecast [24].

2.3 Artificial Neural Network

Artificial neural network (ANN) is a process that is similar to biological neural network
process. Neural network in this context is seen as a mathematical object with several
assumptions, among others include information processing occurs in many simple
elements called neurons, the signal is passed between the neurons above the connection
links, each connection link has a weight which is multiplied by the transmitted signal,
and each neuron uses an activation function which is then passed to the output signal.
The characteristics of a neural network consist of the neural architecture, the training
algorithm, and the activation function [25]. ANN is a universal approximators which
can approximate any function with high prediction accuracy. It is not required any prior
assumption in order to build the model.

There are many types of neural network architecture, including feedforward neural
network (FFNN), which is one of the architecture that is frequently used for time series
forecasting task. FFNN architecture consist of three layers, namely input layer, hidden
layer, and output layer. In time series modeling, the input used is the lag variable of the
data and the output is the actual data. An example of an FFNN model architecture
consisting of p inputs, a hidden layer consisting of $m$ nodes connecting to the output,
is shown in Fig. 1 [26].

The mathematical expression of the FFNN is defined as follows [27]:

F(x,v,w) = gz{z;il Vg1 [ZL W/‘ixiz:| }, (5)

where w is the connection weight between the input layer and the hidden layer, v is the
connection weight between the hidden layer and the output layer, g;(.) and g;(.) are the
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Fig. 1. The example of FFNN architecture.
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activation functions. There are three activation functions that are commonly used,
among others include logistic function, hyperbolic tangent (tanh) function, and rectified
linear units (ReLLU) function [28-30] The activations functions are given respectively
as follows:

8 = (©
o) =S 7
g(x) = max(0, x). (8)

2.4 Deep Feedforward Network

Deep feedforward network is a feedforward neural network model with deeper layer,
i.e. it has more than one hidden layer in its architecture. It is one of the basic deep
neural network (DNN) model which is also called deep learning model [31]. The DNN
aims to approximate a function f*. It finds the best function approximation by learning
the value of the parameters 6 from a mapping y = f(x; ). One of the algorithm which
is most widely used to learn the DNN model is stochastic gradient descent (SGD) [32].
The DNN architecture is presented in Fig. 2. In terms of time series model, the rela-

tionship between the output ¥; and the inputs ¥_,Y .....¥  in a DNN model with 3
hidden layers is presented as follows:

s r q p
Y, = Z %8 (Z Big (Z Vik8 <Z Hlet—Z) )) + &, 9)
=1 j=1 k=1 =1
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Input Hidden Hidden Hidden

Output

Fig. 2. The Example of DNN architecture.

where ¢ is the error term, o;(i=1,2,....5), B(i=1,2,...,5j=12,...,r),
(G =12,...rk=1,2,...,q), and Oy(k=1,2,...,¢;1=1,2,...,p) are the
model parameters called the connection weights, p is the number of input nodes, and g,
r, s are the number of nodes in the first, second, and third hidden layers, respectively.
Function g(.) denotes the hidden layer activation function.

3 Dataset and Methodology

3.1 Dataset

In this study, we aim to model and predict the roll motion. Roll motion is one of ship
motions, where ship motions consist of six types of motion, namely roll, yaw, pitch,
sway, surge, and heave, which are also called as 6 degrees of freedom (6DoF). Roll is
categorized as a rotational motion. The dataset used in this study is a roll motion time
series data of a ship called floating production unit (FPU). It is generated from a
simulation study conducted in Indonesian Hydrodynamic Laboratory. The machine
recorded 15 data points in every one second. The total dataset contains 3150 data
points. Time series plot of the data set is presented in Fig. 3.

3.2 Methodology

In order to obtain the model and predict the dataset, we split the data into there parts,
namely training set, validation set, and test set. The training set which consists of 2700
data points is used to train the DNN model. The next 300 data points is set as validation
set which is used for hyperparameter tuning. The remaining dataset is set as test set
which is used to find the best model with the highest prediction accuracy (Fig. 4). In
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Fig. 3. Time series plot of roll motion.

order to calculate the prediction accuracy, we use root mean squared error (RMSE) as
the criteria [33]. RMSE formula is given as follows:

RMSE =, [+> (Y1 — (1)’ (10)

where L denotes the out-of-sample size, Y, ;; denotes the I-th actual value of out-of-

sample data, and Y, (I) denotes the I-th forecast.
The steps of feature selection and architecture selection is given as follows:

er YZI "'1Y2700 Y20711Y2702' ,_,,Y3000 Y3001r .,.,Y3150

Training Set Validation Set Test Set

Fig. 4. The structure of dataset.

1. Feature selection based on PACF and ARIMA model, the significant lags of PACF
and ARIMA model are used as the inputs in DNN model.

2. Hyperparameter tuning using grid search, where we use all combinations of the
hyperparameters, including number of hidden layer: {1, 2, 3}, number of hidden
nodes: [1,200], activation function: {logistic sigmoid, tanh, reLU}. The evaluation
uses the RMSE of validation set.

3. Predict the test set using the optimal models which are obtained from the hyper-
parameters tuning.

4. Select the best model based on RMSE criteria.
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4 PACF Based Deep Neural Network Implementation

4.1 Preliminary Analysis

Our first approach is using PACF of the data for choosing the lag variables that will be
set as the input on the neural network model. At first, we have to guarantee that the
series satisfies stationarity assumption. We conduct several unit root tests, namely
Augmented Dickey-Fuller (ADF) test [34], Phillips-Perron (PP) test [35], and
Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test [36, 37], which are presented in
Table 1. By using significant level o = 0.05, ADF test and PP test resulted in the p-
values are below 0.01, which conclude that the series is significantly stationary. KPSS
test also resulted in the same conclusion.

Table 1. Stationarity test using ADF test, PP test, and KPSS test.

Test | Test statistic | P-value | Result

ADF | —9.490 0.01 Stationary
pPp —35.477 0.01 Stationary
KPSS 0.030 0.10 Stationary

4.2 Feature Selection

Based on the PACF on Fig. 5, it shows the plot between the lag and the PACF value.
We can see that the PACFs of lag 1 until lag 12 are significant, where the values are
beyond the confidence limit. Hence, we will use the lag 1, lag 2, ..., lag 12 variables as
the input of the model.
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Fig. 5. PACEF plot of roll motion series.
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4.3 Optimal Neural Architecture: Hyperparameters Tuning

We perform grid search algorithm in order to find the optimal architecture by tuning the
neural network hyperparameters, including number of hidden layers, number of hidden
nodes, and activation functions [38]. Figure 6 shows the pattern of RMSE with respect
to the number of hidden nodes from each architecture. From the chart, it is apparent that
there is a significant decay as a result of increasing the number of hidden nodes. We
can also see that the increase of number of hidden layers affects the stability of the
RMSE decrease. For instance, it can be seen that the RMSEs of 1 hidden layer model
with logistic function is not sufficiently stable. When we add more hidden layers, it
significantly minimize the volatility of the RMSEs. Hence, we obtain the best archi-
tectures with minimal RMSE which is presented in Table 2.

Activation
M logistic
relu

M tanh

N
Hi\ \W Muk \J"‘\;l\’\\‘\ vavA“Jvk‘f‘4'/"A’\1va~v'w

VAN, Vo A

Fig. 6. The effect of number of hidden nodes to RMSE.

4.4 Test Set Prediction

Based on the results of finding the optimal architectures, we then apply theses archi-
tectures in order to predict the test set. We conduct 150-step ahead prediction which
can be seen in Fig. 7 and we calculate the performance of the models based on the
RMSE criteria. The RMSEs are presented in Table 3. The results show that 2 hidden
layers model with ReLU function outperforms among other models. Unfortunately, the
models with logistic function are unable to follow the actual data pattern such that the
RMSE:s are the lowest. Furthermore, the performance of the models with tanh function
are also promising for the predictions are able to follow the actual data pattern although
ReLU models are still the best.
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Table 2. Optimal architectures of PACF based DNN.

Activation function | Number of hidden layers | Number of hidden nodes
Logistic 1 156
Logistic 2 172
Logistic 3 179
Tanh 1 194
Tanh 2 81
Tanh 3 80
ReLU 1 118
ReLU 2 119
ReLU 3 81

—s— thidden logistic
—=— 2-hidden logistic
—=— 3-hidden logistic
—e— actual data

0.50

025

0.00

-0.25

-0.50

1 15 30 45 60 75 90 105 120 135 150

Time
075

0.50

RMSE

0.00

1 15 30 45 60 75 920 105 120 135 150 1 15 30 45 60 75 90 105 120 135 150
Time Time

Fig. 7. Test set prediction of PACF based DNN models.

5 ARIMA Based Deep Neural Network

5.1 Procedure Implementation

We also use ARIMA model as another approach to choose the input for the model. The
model is obtained by applying Box-Jenkins procedure. We also perform backward
elimination procedure in order to select the best model where all model parameters are



68 N. Suhermi et al.

Table 3. The RMSE of test set prediction of PACF based DNN models.

Architecture RMSE
1-hidden layer logistic | 0.354
2-hidden layers logistic | 0.360
3-hidden layers logistic | 0.407
1-hidden layer tanh 0.252
2-hidden layers tanh 0.406
3-hidden layers tanh 0.201
1-hidden layer ReLU | 0.408
2-hidden layers ReLU |0.150
3-hidden layers ReLU |0.186

significant and it satisfies ARIMA model assumption which is white noise residual.
Then, the final model we obtain is ARIMA ([1-4, 9, 19, 20], 0, [1, 9]) with zero mean.
Thus, we set our DNN inputs based on the AR components of the model, namely
Yo, Y2, Y3, Y4, Y9, Y119, Yi20}

We then conduct the same procedure as we have done in Sect. 4. The results are
presented in Table 4 and Fig. 8.

Table 4. The RMSE of test set prediction of ARIMA based DNN models.

Architecture RMSE
1-hidden layer logistic | 0.218
2-hidden layers logistic | 0.222
3-hidden layers logistic | 0.512
1-hidden layer tanh 0.204
2-hidden layers tanh 0.274
3-hidden layers tanh 0.195
1-hidden layer ReLU | 0.178
2-hidden layers ReLU |0.167
3-hidden layers ReLU |0.125

6 Discussion and Future Works

In Sects. 4 and 5, we see how the input features, the hidden layers, and the activation
function affect the prediction performance of DNN model. In general, it can be seen
that the DNN models are able to predict with good performance such that the prediction
still follow the data pattern, except for the DNN model with logistic sigmoid function.
In Fig. 7, it is shown that PACF based DNN models with logistic sigmoid function
failed to follow the test set pattern. It also occured to the 3-hidden layers ARIMA based
DNN model with logistic sigmoid function, as we can see in Fig. 8. Surprisingly, the
models are significantly improved when we only used 1 or 2 hidden layers. The model
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Fig. 8. Test set prediction of ARIMA based DNN.

suffers from overfitting when we used 3 hidden layers. In contrast, the other models
with tanh function and ReLU function tend to outperform when we use more layers, as
we can see in Tables 3 and 4. It is also shown that in average, ReLLU function shows
better performance, compared to other activation functions. Gensler et al. [39] also
showed the same results where ReLLU function outperformed than tanh function for
forecasting using deep learning. Ryu et al. [40] also obtained the results that DNN with
multiple hidden layers can be easily trained using ReLU function because of its sim-
plicity; and performs better than simple neural network with one hidden layer.

Based on the input features, our study shows that the input from ARIMA model
performs better than PACF based inputs. In fact, ARIMA based model has less features
than the PACF based model. It is considered that adding more features in the neural
input does not necessarily increase the prediction performance. Hence, it is required to
choose correct inputs to obtain the best model. In time series data, using inputs based
on ARIMA model is an effecctive approach to build the DNN architecture.

Based on the results of our study, it is considered that deep learning model is a
promising model in order to handle time series forecasting or prediction task. In the
future works, we suggest to apply feature and architecture selection for other advanced
deep learning models such as long short term memory (LSTM) network. In order to
prevent overfitting, it is also suggested to conduct regularization technique in the DNN
architecture, such as dropout, L1, and L2.
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