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Abstract. Multivariate time series modeling is quite challenging particularly in
term of diagnostic checking for assumptions required by the underlying model.
For that reason, nonparametric approach is rapidly developed to overcome that
problem. But, feature selection to choose relevant input becomes new issue in
nonparametric approach. Moreover, if the multiple time series data are observed
from different sites, then the location possibly play the role and make the
modeling become more complicated. This work employs Support Vector
Regression (SVR) to model the multivariate time series data observed from three
different locations. The feature selection is done based on Vector Autoregressive
(VAR) model that ignore the spatial dependencies as well as based on Gener-
alized Spatio-Temporal Autoregressive (GSTAR) model that involves spatial
information into the model. The proposed approach is applied for modeling and
forecasting rainfall in three locations in Surabaya, Indonesia. The empirical
results inform that the best method for forecasting rainfall in Surabaya is the
VAR-based SVR approach.
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1 Introduction

Global warming has caused climate change which affected the rainfall. As a tropical
country, Indonesia has various rainfall pattern and different amount of rainfall in each
region. The rainfall becomes hard to predict because of this disturbance. The climate
change that is triggered by the global warming causes the rainfall pattern becomes more
uncertain. This phenomenon affects the agricultural productivity, for example, in East
Java province, Indonesia [1], United State [2], and Africa [3]. The capital city of East
Java, Surabaya, also suffers climate change as the effect of global warming.

The rainfall has a huge variance in spatial and time scale. Therefore, it is necessary to
apply a univariate or multivariate modeling to predict rainfall. One of the multivariate
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models commonly used is Vector Autoregressive Moving Average (VARMA), which is
an expansion of ARMA model [4]. If the spatial effect from different locations is
considered, then Generalized Space Time Autoregressive (GSTAR) model play into
role.

In this research, we apply Vector Autoregressive (VAR) and GSTAR to model the
rainfall. The VAR model does not involve location (spatial) information, while GSTAR
model accommodates the heterogeneous locations by adding the weight to each
location. The comparison and application of VAR and GSTAR models has already
done Suhartono et al. [5] to determine the input in Feed-forward Neural Network
(FFNN) as nonparametric approach. There are two types of time series prediction
approach: parametric approach and nonparametric approach. Another nonparametric
approach which is widely used is Support Vector Regression (SVR) as the modification
of Support Vector Machine (SVM) [6–9] which handles the regression task. The main
concept of SVR is to maximize the margin around the hyper plane and to obtain data
points that become the support vectors.

This work does not handle outliers if they exist. This paper is organized as follows.
Section 2 explains the theoretical part. Section 3 describes the methodology. Section 4
informs empirical results and discussion. At last, Sect. 5 shows the conclusion.

2 Literature Review

2.1 Vector Autoregressive (VAR) Model

The VAR model order one, abbreviated as VAR(1), is formulated in Eq. (1) [4]:

_Y t ¼ U0 þU _Y t�1 þ at; ð1Þ

where _Y t ¼ Y t � l, with l ¼ E Y tð Þ. The at is m� 1 vector of residual at time t, _Y t is
m� 1 vector of variables at t, and _Y t�1 is m� 1 vector of variables at t � 1ð Þ: The
parameter estimation is conducted using conditional least square (CLS). Given m series
with T data points each, then VAR(p) model could be expressed by (2).

yt ¼ dþ
Xp
i¼1

Uiyt�i þ at: ð2Þ

Equation (2) can also be expressed in the form of linear model as follows:

Y ¼ XBþA ð3Þ

and

y ¼ XT � Im
� �

bþ a; ð4Þ

with � is Kronecker product, Y ¼ y1; . . .; yTð Þ m�Tð Þ, B ¼ d;U1; . . .;Up
� �

m� mpþ 1ð Þð Þ,
and X ¼ X0; . . .;Xt; . . .;XT�1ð Þ mpþ 1ð Þ�Tð Þ. The vector of data at time t is
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Xt ¼
1
yt
..
.

yt�pþ 1

0BB@
1CCA

mpþ 1ð Þ�1ð Þ

and A ¼ a1; . . .; aTð Þ m�Tð Þ, y ¼ vec Yð Þð Þ mT�1ð Þ, b ¼ vec Bð Þð Þ m2pþmð Þ�1ð Þ, and
a ¼ vec Að Þð Þ mT�1ð Þ. The vec denotes a column stacking operator such that:

bb ¼ X
0
X

� ��1
X

0 � Im

� �
y: ð5Þ

The consistency property and asymptotic normality property of the CLS estimate bb
is shown in the following equation.

ffiffiffiffi
T

p bb � b
� �

!d N 0,C�1
p �

X� �
, ð6Þ

where X0X=T converges in probability towards Cp and !d denotes the convergence in
distribution. The estimate for R is given as follows:

bR ¼ T � mpþ 1ð Þð Þ�1
XT
t¼1

batba0t; ð7Þ

where bat is the residual vector.

2.2 Generalized Space Time Autoregressive (GSTAR) Model

Given a multivariate time series Y tð Þ : t ¼ 0;�1;�2; . . .f g with T observations for
each series, the GSTAR model for order one with 3 locations is given as [5, 10, 11]:

Y tð Þ ¼ U10Y t � 1ð ÞþU11W lð ÞY t � 1ð Þþ a tð Þ; ð8Þ

with Y tð Þ is (T � 1) random vector at t, U10 is a matrix of coefficient, U11 is spatial
coefficient matrix, and W lð Þ is an (m � m) weight matrix at spatial lag l. The weight

must satisfy w lð Þ
ii ¼ 0 and

P lð Þ
i6¼j w

lð Þ
ij ¼ 1. The a tð Þ is vector of error which satisfies i.i.d

and multivariate normally distributed assumption with 0 vector mean and variance-
covariance matrix r2Im.

Uniform Weighting
Uniform weighting assumes that the locations are homogenous such that:

Wij ¼ 1
ni
; ð9Þ
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where ni is the number of near location and Wij is the weight location i and j.

Inverse Distance Weighting (IDW)
The IDW method is calculated based on the real distance between locations. Then, we
calculate the inverse of the real distance and normalize it.

Normalized Cross-Correlation Weighting
Normalized cross-correlation weighting uses the cross-correlation between locations at
the corresponding lags. In general, the cross-correlation between location i and location
j at time lag k, i.e. the corr Yi tð Þ; Yj t � kð Þ	 


, is defined as follows:

qij kð Þ ¼ cij kð Þ
rirj

; k ¼ 0;�1;�2; . . .; ð10Þ

where cij kð Þ is cross-covariance in location i and location j. The sample cross-
correlation can be computed using the following equation.

rij kð Þ ¼
PT

t¼kþ 1 Yi tð Þ � Yi
� �

Yj t � kð Þ � Yj
� �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPT

t¼1 Yi tð Þ � Yi
� �2PT

t¼1 Yj tð Þ � Yj
� �2q : ð11Þ

The weighting is calculated by normalizing the cross-correlation between locations.
This process generally results in location weight for GSTAR 11ð Þ model, which is as
follows:

wij ¼ rij 1ð ÞP
j6¼i rij 1ð Þ�� �� for i 6¼ j: ð12Þ

2.3 Support Vector Regression (SVR)

The SVR is developed from SVM as a learning algorithm which uses hypothesis that
there are linear functions in a high dimensional feature space [6–9]. SVM for regression
uses e� insensitive loss function which is known as SVR. The regression function of
SVR is perfect if and only if the deviation bound equals zero such that:

f xð Þ ¼ wTu xð Þþ b; ð13Þ

where w is weight and b is bias. The notation u xð Þ denotes a point in feature space F
which is a mapping result of x in an input space. The coefficients w and b is aimed to
minimize following risk.

R f xð Þð Þ ¼ C
n

Xn

i¼1
Le yi; f xið Þð Þþ 1

2
wk k2 ð14Þ

Where
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Le yi; f xið Þð Þ ¼ 0 ; yi � f xið Þj j � e;
yi � f xið Þj j � e ; otherwise:

�
ð15Þ

The Le is a e–insensitive loss function, yi is the vector of observation, C and e are
the hyper parameters. The function f is assumed to approximate all the points (xi, yi)
with precision e if all the points are inside the interval. While infeasible condition
happens when there are several points outside the interval f �e. The infeasible points
can be added a slack variable n; n� in order to tackle the infeasible constrain. Hence, the
optimization in (14) can be transformed into the following.

min
1
2

wk k2 þC
1
n

Xn

i¼1
ni þ n�i
� �

; ð16Þ

with constrains wTu xið Þþ bð Þ � yi � eþ n�i ; yi � wTu xið Þ � bð Þ� eþ ni and n; n� 	 0,
and i ¼ 1; 2; . . .; n. The optimization in that constrain can be solved using primal
Lagrange:

L w; b; n; n�; ai; a�i ; bi; b
�
i

� � ¼
1
2 wk k2 þC

Pn
i¼1 ni þ n�i

� �� ��Pn
i¼1 bi w

Tu xið Þþ b� yi þ eþ n�i
	 
�Pn

i¼1 b
�
i yi � wTu xið Þ � bþ eþ n�i
	 
�Pn

i¼1 aini þ a�i n
�
i

� � ð17Þ

The Eq. (17) is minimized in primal variables w, b, n; n� and maximized in the
form of non-negative Lagrangian multiplier ai; a�i ; bi; b

�
i . Then, we obtain a dual

Lagrangian with kernel function K xi; xj
� � ¼ u xið ÞTu xj

� �
. One of the most widely used

kernel function is Gaussian radial basis function (RBF) formulated in (18) [6]:

K xi; xj
� � ¼ exp �

xi � x2j

 
2r2

0@ 1A ð18Þ

@ðbi; b�i Þ ¼
Xn

i¼1
yiðbi � b�i Þ � e

Xn

i¼1
ðbi þ b�i Þ

� 1
2

Xn

i¼1

Xn

j¼1
ðbi � b�i Þðbj � b�j ÞK xi; xj

� �
: ð19Þ

Then, we obtain the regression function as follows.

f x; bi; b
�
i

� � ¼ Xl

i¼1

ðbi � b�i ÞK xi; xj
� �þ b: ð20Þ

The SVM and SVR are extended for various fields. It is also developed for mod-
eling and analyzing survival data, for example, done by Khotimah et al. [12, 13].
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2.4 Model Selection

The model selection is conducted using out-of-sample criteria by comparing the
multivariate Root Mean Square Error (RMSE). The RMSE of a model is obtained
using the Eq. (11) for training dataset and (12) for testing dataset, respectively.

RMSEin ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
MSEin

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

Yi � bYi

� �2
s

; ð21Þ

where n is the effective number of observation in training dataset.

RMSEout ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
nout

Xnout
i¼1

Ynþ l � bYn lð Þ
� �2

s
; ð22Þ

with l is the forecast horizon.

3 Data and Method

The dataset that is used in this research is obtained from Badan Meteorologi, Klima-
tologi, dan Geofisika (BMKG) at Central of Jakarta. The rainfall is recorded from 3
stations: Perak I, Perak II, and Juanda for 34 years and 10 months. The dataset is
divided into in-sample (training) and out-of-sample (testing) data. The in-sample spans
from January 1981 to December 2013. The data from January 2014 to November 2015
is out-of-sample for evaluating the forecast performance.

The analysis is started by describing the rainfall pattern from 3 locations and model
them using VAR and GSTAR. Once the right model with significant variables is
obtained, it is continued with VAR-SVR and GSTAR-SVR modeling using the vari-
ables obtained from the VAR and GSTAR, respectively [5]. This kind of feature
selection using statistical model was also studied by Suhartono et al. [14].

4 Empirical Results

4.1 Descriptive Statistics

The descriptive statistics of accumulated rainfall from three locations is visualized in
Fig. 1. The means of rainfall at station Perak 1, Perak 2, and Juanda are respectively
45.6 mm, 43.1 mm, and 58.9 mm. These means are used as threshold to find period
when the rainfall is lower or greater at each location. Figure 1 shows that from April to
May there is a shift from rain season to dry season. There is a shift from dry season to
rain season in November. The yellow boxplots show the rainfall average at that period
is lower than overall mean, while the blue ones show the opposite. The yellow and blue
boxplots are mostly in dry season and rain season, respectively.
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4.2 VAR Modeling

Order identification in VAR is conducted based on partial cross-correlation matrix from
stationary data, after being differenced at lag 36. Lag 1 and 2 are significant such that
we use non-seasonal order 2 in our model. We also use seasonal orders 1, 2, 3, 4, and 5
since we can see that lags 36, 72, 108, and 144 are still significant. Hence, we have 5
candidate models: VARIMA (2,0,0)(1,1,0)36, VARIMA (2,0,0)(2,1,0)36, VARIMA
(2,0,0)(3,1,0)36, VARIMA (2,0,0)(4,1,0)36, and VARIMA (2,0,0)(5,1,0)36.

VAR’s residual must satisfy white noise and multivariate normality assumptions.
The test results show none of the model satisfies the assumptions for a = 5%. The Root
Mean Square Error (RMSE) of the out-of-sample prediction for five models is sum-
marized in Table 1.

Fig. 1. The boxplots for rainfall per month and dasarian at station Perak 1 (a); Perak 2 (b); and
Juanda (c) (Color figure online)

Table 1. Cross tabulation before and after merging stadium category.

Model Location Overall RMSE
Perak 1 Perak 2 Juanda

VARIMA (2,0,0)(1,1,0)36 62.32484 47.51616 56.44261 55.76121
VARIMA (2,0,0)(2,1,0)36 45.70456 41.19213 48.4053* 45.19871
VARIMA (2,0,0)(3,1,0)36 40.13943 37.04678* 51.56591 44.76059
VARIMA (2,0,0)(4,1,0)36 39.44743* 36.86216 49.98893 42.48063*
VARIMA (2,0,0)(5,1,0)36 41.60190 37.73775 49.20983 43.11405

*Minimum RMSE
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Table 1 shows that VARIMA (2,0,0)(4,1,0)36 has the smallest overall RMSE.
Hence, we choose it as the best model. The equation of VAR model for location Perak
1 is given as follows.

cy1t ¼ y1t�36 þ 0:08576 y1t�1 � y1t�36ð Þ � 0; 1242ðy1t�2 � y1t�38Þþ
0:15702 y2t�2 � y2t�38ð Þþ 0:0564 y3t�2 � y3t�38ð Þ � 0:73164ðy1t�36�
y1t�72Þ � 0:60705 y1t�72 � y1t�108ð Þ � 0:50632 y1t�108 � y1t�144ð Þþ
0:14915 y2t�108 � y2t�144ð Þ � 0:21933 y1t�144 � y1t�180ð Þ

VAR model for location Perak 1 show that the rainfall in that location is also
influenced by the rainfall in other location. The equation of VAR models for location
Perak 2 and Juanda are given as follows, respectively.

cy2t ¼ y2t�36 þ 0; 07537 y1t�1 � y1t�36ð Þ � 0:10323ðy1t�2 � y1t�38Þþ
0:09673 y2t�2 � y2t�38ð Þþ 0:0639 y3t�2 � y3t�38ð Þþ 0:16898ðy1t�36�
y1t�72Þ � 0:8977 y2t�36 � y2t�72ð Þþ 0:07393 y1t�72 � y1t�108ð Þ�
0:70884 y2t�72 � y2t�108ð Þ � 0:38961 y2t�108 � y2t�144ð Þ�
0:20648 y1t�144 � y1t�180ð Þ

cy3t ¼ y3t�360:0767 y1t�1 � y1t�36ð Þþ 0:06785 y3t�1 � y3t�36ð Þ � 0:09053ðy1t�2 � y1t�38Þ
þ 0:11712 y3t�2 � y3t�38ð Þ � 0:74691 y3t�36 � y3t�72ð Þ�
0:07787 y2t�72 � y2t�108ð Þ � 0:58127 y3t�72 � y3t�108ð Þ�
0:32507 y3t�108 � y3t�144ð Þ � 0:16491 y3t�144 � y3t�180ð Þ

The rainfall at station Perak 2 and Juanda are also influenced by the rainfall in other
locations.

4.3 GSTAR Modeling

We choose GSTAR ([1,2,3,4,5,6,36,72]1)-I(1)(1)36 as our model. Residual assumption
checking in GSTAR shows that this model does not satisfy assumptions for a = 5%.
The prediction for out-of-sample is done with two scenarios: using all the variables and
using only the significant variables. The results are shown in the Table 2.

Table 2. The RMSEs of out-of-sample from STAR ([1,2,36,72,108,144,180]1)-I(1)36

Location Model with all variables Model with only significant variables
Uniform Inverse

distance
Cross
correlation

Uniform Inverse
distance

Cross
correlation

Perak 1 271.2868 62.2626 61.7325 68.7310 61.7713 61.0599*
Perak 2 55.1563* 56.1579 56.1562 66.2657 56.1511 55.6316
Juanda 79.1952 75.5786* 76.776 109.9268 76.0599 76.1471
Total 166.2688 66.3322 66.2888* 84.0611 65.2016 64.8629*

*Minimum RMSE
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The GSTAR model equations for locations Perak 1, Perak 2, and Juanda are given
in the following, respectively.

cy1t ¼ y1t�36 þ 0:0543608 y2t�1 � y2t�37ð Þþ 0:042241 y3t�1 � y3t�37ð Þþ
0:0444963 y2t�2 � y2t�38ð Þþ 0:034576 y3t�2 � y3t�38ð Þþ
�0:81419 y1t�36 � y1t�72ð Þð Þþ �0:69679 y1t�72 � y1t�108ð Þð Þþ
�0:57013 y1t�108 � y1t�144ð Þð Þþ 0:039493 y2t�108 � y2t�144ð Þþ
0:030688 y3t�108 � y3t�144ð Þþ �0:34571 y1t�144 � y1t�180ð Þð Þþ
�0:21989 y1t�180 � y1t�216ð Þð Þþ 0:038646 y2t�180 � y2t�216ð Þþ
0:0300298 y3t�180 � y3t�216ð Þ

and

cy2t ¼ y2t�36 þ 0; 035769 y1t�1 � y1t�37ð Þþ 0:040401 y3t�1 � y3t�37ð Þþ
0:029355 y2t�2 � y2t�38ð Þþ 0:033157 y3t�2 � y3t�38ð Þþ �0:84879ðy2t�36�ð
y2t�72ÞÞþ 0:022607 y1t�36 � y1t�72ð Þþ 0:0255357 y3t�36 � y3t�72ð Þþ
�0:72905 y2t�72 � y2t�108ð Þð Þþ �0:55416 y2t�108 � y2t�144ð Þð Þþ
�0:36629 y2t�144 � y2t�180ð Þð Þþ �0:20078 y2t�180 � y2t�216ð Þð Þ:

and

cy3t ¼ y3t�36 þ 0:103666 y3t�1 � y3t�37ð Þþ 0:089536 y3t�2 � y3t�38ð Þþ
�0:78084 y3t�36 � y3t�72ð Þð Þþ �0:6609 y3t�72 � y3t�108ð Þð Þþ
�0:44531 y3t�108 � y3t�144ð Þð Þþ �0:31721 y3t�144 � y3t�180ð Þð Þþ
�0:18268 y3t�180 � y3t�216ð Þð Þ:

4.4 Forecasting Using VAR-SVR and GSTAR-SVR Model

The VAR-SVR and GSTAR-SVR modeling use grid search method to determine the
hyper parameters, i.e. epsilon, sigma, and cost. Finding these hyper parameters values
is in purpose of to obtain the minimum RMSE of out-of-sample data. VAR-SVR model
uses the variables of VARIMA (2,0,0)(4,1,0)36, which is the best VAR model, as the
inputs. Then, GSTAR-SVR model uses the significant variables of GSTAR
([1,2,3,4,5,6,36,72]1)-I(1)(1)36 with normalized cross-correlation weight. The predic-
tion of the out-of-sample data (testing data) are given in Table 3. It shows that the
RMSE of VAR-SVR model at Perak 2 is the smallest. It means that VAR-SVR model
performs better at Perak 2 than other locations.

Table 3. The VAR-SVR model with smallest RMSE

Location Epsilon Cost Sigma RMSE Out sample

Perak 1 8.67 � 10−4 2270 1.3 � 10−7 38.57858
Perak 2 8.65 � 10−4 2100.1 1.09 � 10−7 34.03217
Juanda 8.69 � 10−4 3001 1.08 � 10−7 47.75733
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The results in Table 4 also show that the RMSE of GSTAR-SVR model at Perak 2
is the smallest. Compared to GSTAR-SVR, the best model with the smallest overall
RMSE is VAR-SVR. The VAR-SVR and GSTAR-SVR models are used to forecast the
rainfall from November 2015 to November 2016. The forecast results in testing dataset
as well as one year ahead forecasting are given in Figs. 2 and 3.

Table 4. The GSTAR-SVR model with smallest RMSE

Location Epsilon Cost Sigma RMSE out sample

Perak 1 9 � 10−5 355 5 � 10−7 41.68467
Perak 2 8 � 10−8 450 3 � 10−7 32.90443
Juanda 10−9 280 7 � 10−7 50.33458

Fig. 2. The rainfall observation (black line) and its forecast (red line) at testing dataset using
VAR-SVR model at station Perak 1 (top left); Perak 2 (middle left); Juanda (bottom left); and
one-year forecasting (right) at each location. (Color figure online)
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5 Conclusion

First, the best VARIMA model used to forecast rainfall in Surabaya is VARIMA
(2,0,0)(4,1,0)36. Second, the forecast of GSTAR ([1,2,3,4,5,6,36,72]1)-I(1)(1)36 using
the only significant input (restricted form) and normalized cross-correlation weight
resulted in the smallest RMSE than the other GSTAR forms. Third, the hybrid VAR-
based SVR model with VARIMA (2,0,0)(4,1,0)36 as feature selection produced
smallest RMSE than other models. Thus, the spatial information does not improve the
feature selection of SVR approach used in this analysis.

Acknowledgement. This research was supported by DRPM under the scheme of “Penelitian
Dasar Unggulan Perguruan Tinggi (PDUPT)” with contract number 930/PKS/ITS/2018. The

Fig. 3. The rainfall observation (black line) and its forecast (red line) at testing dataset using
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one-year forecasting (right) at each location. (Color figure online)
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