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Preface

Carbon being one of the most fundamental elements in nature, carbon-based mate-
rials have attracted a great deal of attention during the past century. All organisms
on Earth consist of carbon-based structures, and many materials important to human
society are based on carbon. Carbon is the Group 14 element that has four valence
electrons and forms different types of chemical bonds (covalent bonds) using several
hybridizations (sp, sp2, and sp3). Chemists are quite familiar with this flexibility, as
it allows the formation of a wide variety of very interesting materials. The chemistry
of electrically conductive carbon is currently one of the most important research
areas in science. Many researchers and engineers are working on the design and
synthesis of new carbon-based materials that will play important roles in human
society as electronic polymers, plastics, medicines, and fuel, with the range of
potential applications constantly increasing.

However, physicists have not been as familiar with carbon and carbon-based
materials as chemists. The research targets of solid-state physics emphasized solids
other than carbon until late in the twentieth century, when epochal discoveries
drastically changed the trend of solid-state physics. The discovery of supercon-
ductivity in metal-intercalated graphite and fullerene attracted the interest of many
physicists, who established a research community. Interestingly, superconductivity
was also discovered in carbides. Subsequently, the discovery of carbon nanotubes
expanded the scope of research, not only in solid-state physics but also extending
into mesoscopic physics. A decisive push toward the next step was the discovery
of exciting physics in graphene, the name given to one layer of the stack of planar
layers of carbon atoms that form graphite. The discovery that electrons governed by
relativistic quantum physics play an important role in graphene’s properties drew
the attention of a large number of physicists at the beginning of the twenty-first
century. Currently, this intensified scrutiny is expanding to topological materials.
Thus, without exaggeration, carbon occupies a central position in solid-state physics
and mesoscopic physics.

Carbon’s importance currently extends beyond abstract science into the technol-
ogy of electronics. Organic materials tested successfully for usability in transistor
applications include polycyclic hydrocarbons like pentacene, fullerene, carbon
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vi Preface

nanotubes, diamond, and graphene, and this has stimulated the development of
all-carbon transistors that may someday support most of society’s electronics.
The desire to replace the traditional inorganic materials in electronics with new
carbon-based substitutes has gradually diffused to the communities of chemists,
physicists, and applied physicists, although it cannot be said that the trend has
become dominant in mainstream electronic engineering. Currently, the likeliest
future for carbon-based electronics may be their complementary use in electronics
together with conventional inorganic materials, i.e., maximizing the advantages of
each, such as ease of design, printable fabrication, flexibility, wearability, and wide
applicability. The similar future is considered for the use of carbon-based materials
in solar cells.

This book includes both the fundamental science and many applications of
carbon-based materials. The fundamental theory relevant to these materials, their
synthesis and characterization, their physical properties (physics), and their applica-
tions are fully described, which will contribute to the advancement of not only basic
science in this research field but also of the technology based on these materials. The
book’s targets are researchers and engineers in the field and graduate students who
specialize in physics, chemistry, and materials science. Thus, this book addresses the
physics and chemistry of the most interesting materials in the twenty-first century.

Okayama, Japan Yoshihiro Kubozono
August 2018
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Chapter 1
Graphite and Intercalated Compound
Superconductors: Atomic and Electronic
Structures

Ritsuko Eguchi and Fumihiko Matsui

Abstract Graphite is a carbon allotrope with a unique anisotropy. The in-plane
bonds of carbon have a strong covalent bonding characteristic, while out-of-plane
bonding of carbon is due to the weak van der Waals interaction. Graphite can be
easily exfoliated, i.e., a sheet of graphite called graphene can be easily separated.
By intercalating metallic atoms, the property of graphite can be drastically altered.
For example, CaC6 is known as a graphite intercalation compound (GIC) supercon-
ductor having transition temperature of 11.5 K at ambient pressure. In the first half
of this chapter, the brief history of GIC discovery as a superconducting material is
outlined, and then the current understanding of GIC superconducting mechanism
is described. In the second half of this chapter, the experimental verification of the
atomic and electronic structures of the pristine graphite and GIC using photoelectron
spectroscopy and diffraction is introduced. Finally, this chapter is summarized and
expanded into future prospects.

Keywords Graphite · Intercalation · Photoelectron spectroscopy · Photoelectron
diffraction

1.1 Introduction

Graphite is a carbon allotrope with a unique anisotropy. The in-plane bonds of
carbon have a strong covalent bonding characteristic, namely, σ bonds due to sp2

hybridization. A layer of honeycomb network structure is formed by sharing three
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Fig. 1.1 Crystal structures of graphite stacked in ABABAB (left column) and ABCABC (right
column) sequences. Hexagonal cell is shown in both crystal structures

sp2 electrons of three adjacent carbons. The in-plane CC bond length is 1.421 Å.
Moreover, the out-of-plane bonding of carbon is the result of the weak van der Waals
interaction caused by delocalized π orbitals. The interplanar spacing of the carbon
layer is about 3.35 Å. Graphite can be easily exfoliated, i.e., a sheet of graphite
called graphene can be easily separated. The physical properties of graphene are
explained in detail in Chap. 2. The carbon layer in graphite is stacked in two different
forms, which are AB sequence (ABABAB ...) and ABC sequence (ABCABC ...), as
shown in Fig. 1.1. The former is called α-graphite having a hexagonal structure,
and the latter is called β-graphite having a rhombohedral structure. The hexagonal
α-graphite is more stable than the rhombohedral β-graphite. In the case of α-
graphite, there are tri-coordinated and penta-coordinated carbon atoms; however,
in the case of β-graphite, only the tetra-coordinated carbon exists. A β-graphite can
be converted to diamond without repositioning its bonds. The physical properties of
diamond are described in detail in Chap. 3.

Graphite intercalation compounds (GIC) are old and new superconducting
materials. Currently, the maximum transition temperature (Tc) value of a GIC
superconductor (CaC6) at ambient pressure is 11.5 K [1, 2]. Members of the GIC
superconducting family have not changed for many years, except the Tc of BaC6,
which was confirmed as 65 mK in 2015 [3]. Recently, a new series of bimetal-
intercalated graphite superconductor, CaxK1 − xCy, was successfully synthesized
[4]. When K and Ca atoms are intercalated, graphite flakes turn into golden super-
conducting compounds (Fig. 1.2). This chapter focuses on the superconductivity

http://dx.doi.org/10.1007/978-981-13-3417-7_2
http://dx.doi.org/10.1007/978-981-13-3417-7_3
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Fig. 1.2 Photograph of Ca-
and K-intercalated graphite
flake sample

of the GICs. In the first half of this chapter, the brief history of GIC discovery as
a superconducting material is outlined, and then the current understanding of the
GIC superconducting mechanism is described. In the second half of this chapter,
the experimental verification of the atomic and electronic structures of the pristine
graphite and GIC using photoelectron spectroscopy and diffraction is introduced.
Finally, this chapter is summarized and expanded into future prospects.

1.2 Graphite Intercalation Compounds (GICs)

Over the years, GICs have attracted a considerable amount of attention from
chemists and physicists due to their exciting electronic properties. In GICs, atoms
and molecules are inserted into the space between the honeycomb carbon layers
as intercalants. Intercalation provides a variation of many physical properties in
graphite. Intercalated metals and molecules exist as intercalants of electron donor
or acceptor type. This means that intercalation with different chemical species and
concentrations may change the free carrier concentration in a graphite. As a result,
GIC exhibits various electronic, thermal, and magnetic characteristics.

The synthesis of the first GIC, graphite sulfate, was reported by Schaffaütl in
1841 [5]. The systematic study of GICs began in the early 1930s, and “stage” was
determined using X-ray diffraction techniques. Subsequently, its physical properties
were systematically studied in the early 1940s. Since the discovery of GICs,
comprehensive reviews of GICs have been reported: by Rüdorff in 1959 [6], Ebert
in 1976 [7], H. Selig and L. B. Eber in 1980 [8], Ebert and Scanlon in 1980 [9],
and Forsman et al. in 1983 [10]. A representative review of GICs was reported
by M.S. Dresselhaus and G. Dresselhaus in 2002 [11]. GICs have been used as
an anode material in batteries represented by the lithium-ion battery. Furthermore,
superconductivity was observed in metal-intercalated graphite. In this chapter, based
on the literature reported so far, we focused on the superconductivity of metal-
intercalated graphite and its physical and chemical properties.

GICs possess a characteristic structure, in which atoms and molecules are
inserted in the space between carbon layers. Another way of looking at the structure
is to focus on the fact that one or several consecutive carbon layers are present
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Fig. 1.3 Schematic represent of the different stages in GICs

between the intercalated atom layers. Depending on the number of consecutive
carbon layers located in between the intercalated atom layers, the structural name
of a GIC is defined. For example, the first stage (or stage 1) for one carbon layer,
the second stage (or stage 2) for two carbon layers, and the third stage (or stage
3) for three carbon layers, and so on. Figure 1.3 shows a schematic diagram of the
different stages in GICs.

As mentioned above, intercalated metals and molecules act as electron donor-
or acceptor-type intercalants. Intercalants of the electron donor type are alkali and
alkaline earth metals and rare earth metals (such as Li, Na, K, Cs, Ca, Sr, Ba, Sm,
Eu, Yb, and Tm). Intercalants of the electron acceptor type are halogens, acids, and
metal halides (such as Br2, ICl, IBr, AlCl3, FeCl3, CuCl2, SbCl5, MoCl5, AsF5,
SbF5, HNO3, H2SO4, H3PO4, and HF) [11]. In addition to these representative
binary and ternary (binary-element-intercalated) GICs, more complex materials are
also reported. For a donor intercalant, liquid ammonia is used as a solvent for
the intercalation of metals, such as Li, Na, K, Rb, Cs, Co, Sr, and Ba, to form a
stoichiometric compound C12M(NH3)2 (M = metals).

Various synthetic methods have been developed for the preparation of GICs, such
as two-zone vapor transport technique (Fig. 1.4a), liquid intercalation method, and
electrochemical method. To prepare a target material, various parameters, such as
temperature, vapor pressure, gas, and reaction time, must be accurately controlled in
each method. For metal-intercalated graphite exhibiting superconductivity, pioneers
used vapor transport technique for synthesizing GICs. However, intercalation of
alkaline earth metals into graphite has proven to be much more difficult than that of
any alkali metals. For CaC6, vapor Ca reacts only on the surface region of graphite,
and intercalation into graphite crystals is insufficient. This reduces the quality of
the sample and does not show a sharp drop in magnetization at Tc and diamagnetic
saturation. To overcome this problem, a new reaction method for graphite and metals
has been developed. This reaction is carried out between pyrolytic graphite platelets
and molten lithium-calcium alloy at about 350 ◦C, under pure argon atmosphere
(Fig. 1.4b) [1]. The reaction time can be between few days to 10 days. Despite
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Fig. 1.4 (a) Two-zone vapor
transport technique and (b)
reaction technique using
metal alloy

the lower Ca concentration compared to the Li content, Li is not present in the
final reaction product, and Ca is homogeneously intercalated in the bulk graphite.
The quality of the sample was improved using this method, showing a sharp drop
in magnetization and a crystal structure of CaC6. Using this method with Ca/K/Li
alloy, the synthesis of ternary GIC, CaxK1 − xCy, became possible.

1.3 Superconductivity in GICs

In 1965, superconductivity of Tc = 0.14 K was observed in KC8, the interlayer
K-intercalated graphite [12, 13], which is a stage 1 compound. This was the first
observation of superconductivity in GICs. Note that, no superconductivity was
observed in KC24 (stage 2), KC36 (stage 3), and KC48 (stage 4), suggesting that
the alternating arrangement of metal and graphene layers (stage 1 structure) is
important for superconductivity to occur in GICs. The K-intercalated graphite was
prepared by heating highly purified K metal with highly oriented pyrolytic graphite
(HOPG) in an evacuated tube. It was possible to obtain a gold compound as KC8.
The magnetic susceptibility of KC8 under a magnetic field H//c exhibited type I
characteristic, while that under H⊥c exhibited type II characteristic [13], where c
represents the perpendicular direction with respect to the carbon plane, as shown in
Fig. 1.1. A KC8 compound produced with stoichiometric amounts of the elements
(Tc = 0.39 K) showed a higher anisotropy in the Hc2 values, 25 Oe for a magnetic
field H⊥c and 250 Oe for H//c [12]. A large variation in Hc2 (Hc), as a function
of magnetic field directions, was observed as a result of the anisotropy of mean
free path, reflecting the two-dimensional (2D) crystal structure. Thus, the mean free
path and the electrical conductivity in the carbon plane are much higher than those
along the c axis. This anisotropy behavior was observed in other metal-intercalated
graphite superconductors, such as CaC6, YbC6, and SrC6, which is described later.

Subsequently, the Rb- and Cs-intercalated graphite, RbC8 and CsC8, were also
discovered using an annealing synthesis method in the same manner as KC8;
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however, these GICs exhibited quite low Tc (less than 1 K) [12, 14, 15] like KC8 [12,
13]. Furthermore, the high-pressure syntheses were successfully achieved in other
metal intercalations, which increased the Tc up to 1.9 K at 33 kbar (=0.33 GPa)
for LiC2 [16], 5 K for NaC2 [17], and 1.5–5.5 K for KC3, KC4, and KC6 [17, 18].
These results imply that there are metastable phases, such as MC2 or MC3, that are
different from MC8 (M: metal atom).

Moreover, ternary GICs, such as KHgC8 (1.9 K) [19], RbHgC8 (1.44 K) [19],
KTl1.5C4 (2.7 K) [20], and CsBi0.55C4 (4.05 K) [21], were also synthesized. In these
GICs, not only an electron transfer from intercalants to graphite but also a change in
spacing between the graphite layers may affect superconductivity significantly. The
spacing between graphite layers strongly depends on the Tc, which is described
later. Thus, superconductivity of GICs was a significant research subject up to
the late 1980s–early 1990s. However, in 1991, the discovery of metal-intercalated
C60 fullerene compounds with higher Tc (=18 K) [22] drastically changed this
situation and research on fullerene intercalated compounds attracted attention of
many researchers.

In 2005, the discovery of superconductivity in CaC6 (Tc = 11.5 K [1]) and YbC6
(Tc = 6.5 K [2]) made a major breakthrough in the GIC research. CaC6 provided the
highest Tc (=11.5 K) among the GICs discovered so far. The Tc further increased
under high pressure (Tc = 15.1 K at 7.5 GPa) [23]. The increase in Tc originated
from a pressure-induced phonon softening related to an in-plane Ca phonon
mode. Unfortunately, above 8 GPa, Tc suddenly decreased to 5 K, suggesting the
occurrence of phase transition (probably a structural phase transition). After the
discovery of superconductivity in CaC6 and YbC6, the other alkaline earth metal
(or alkaline earth plus alkali metal)-intercalated graphite, SrC6 (Tc = 1.65 K) [24]
and Li3Ca2C6 (Tc = 11.15 K) [25], were also reported. Recently, a new GIC
superconductor, BaC6 (Tc = 0.065 K), was discovered [3], and the binary-element-
intercalated graphite compounds, CaxK1 − xCy (Tc ≤ 11.5 K), were synthesized [4].
Thus, the family of superconducting GICs has been well established; however, the
no superconductors with Tc greater than 11.5 K have been reported yet.

The characteristic behaviors and parameters of GIC superconductors are exhib-
ited in various experiments. The magnetization as a function of magnetic field,
M(H), of CaC6 indicated clear critical points, Hc1 and Hc2, which means that CaC6
is a type II superconductor. Hc2 was about 2500 Oe at 2 K with the magnetic field
oriented along the c axis (Hc2(‖c)), while that measured with the magnetic field in
the ab plane was about 7000 Oe (Hc2(⊥c)) [1]. Such anisotropy of the critical field
was observed in YbC6 and SrC6, where Hc2(⊥c)/Hc2(‖c) (the anisotropy parameter)
is approximately 2 [2, 24]. This anisotropy depends on the ratio of the electron
masses along the two directions, ‖c and ⊥c, which was followed by the Ginzburg-
Landau theory. The value of the anisotropy parameter (2) was smaller than that for a
pure graphite (7). This difference indicates that the band structure and Fermi surface
are more three-dimensional (3D) in GIC superconductors as compared to those in
pure graphite [2].

The crystal structure of KC8 and RbC8 shows the AαAβAγAδA stacking along
the c axis, which corresponds to the face-centered orthorhombic structure (space
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Fig. 1.5 Plots of Tc as a function of (a) d and (b) ionic radius in MC6 (M: Ca [1, 2], Yb [2], Sr
[24], and Ba [3]) and MC8 (M: K [12, 13], Rb [12, 15], and Cs [12])

group: Fddd). Here, “A” refers to the honeycomb carbon layer, and “α,” “β,” “γ,”
and “δ” refer to the metal layers (or different location) [14]. Moreover, the crystal
structure of CaC6 refers to the AαAβAγA stacking (rhombohedral structure, space
group; R3m) [1]. The structures of YbC6 [2], SrC6 [26], and BaC6 [3] correspond to
the AαAβA stacking (hexagonal structure, space group: P63/mmc). The spacing, d,
between the carbon layers increases depending on the size of intercalant atoms; the
value of d is 4.52 Å for CaC6 [1], 4.57 Å for YbC6 [2], 4.95 Å for SrC6 [24], 5.25 Å
for BaC6 [3], and 5.35 Å for KC8 [11]. The value of Tc of GIC superconductors
strongly depends on the value of d, indicating that the smaller d realizes GIC
superconductors with higher Tc. Moreover, CaC6 has the smallest value of d as
compared to the other GICs, BaC6 [3] and MC8 (M: K, Rb, and Cs) [12–15], which
have values of Tc less than 1 K; exceptionally Tc for YbC6 is higher than 1 K [2].
The summary of Tc as a function of d is shown in Fig. 1.5a.

The highest Tc (=15.1 K) of Ca was realized at 7.5 GPa due to the further
shrinkage of d [3, 24]. This is probably because the electron-phonon coupling
sensitively changes against both in-plane intercalant and out-of-plane C phonon
modes, resulting in the change of Tc [24], i.e., the small size of an intercalant
decreases the d to produce high-Tc GIC. This relationship between Tc and ionic
radius of the intercalants is also shown in Fig. 1.5b. The ionic radii are referred to
M2+ ions for MC6 and M1+ ions for MC8. The application of pressure to GIC can
decrease the d value directly to realize a high-Tc GIC. As mentioned previously, the
highest Tc of CaC6 was achieved under the pressure of 7.5 GPa [23]. The Tc values
varied with dTc/dP ∼0.50 K GPa−1 in the pressure range of 0–1.2 GPa [27]. The
KC8 and SrC6 compounds showed Tc of 1.7 K at 1.5 GPa [28] and 2 K at 1 GPa [24],
respectively. The Tc value of SrC6 increased with dTc/dP ∼0.35 K GPa−1 [24]. In
YbC6, Tc also increased with the applying pressure and reached the value of 7.1 K at
1.8 GPa with dTc/dP ∼0.37 K GPa−1 [27]. Thus, all GIC superconductors showed
pressure dependence similar to that of CaC6.



8 R. Eguchi and F. Matsui

New superconducting CaxK1 − xCy compounds were successfully synthesized in
2016 [4]. These compounds were synthesized by immersing HOPG or Kish graphite
in melted Li/K/Ca alloy (Fig. 1.4b). The Tc value of CaxK1 − xCy continuously
increased with the increasing x, indicating the binary-element intercalation of Ca
and K in graphite. Interestingly, the structure of CaxK1 − xCy (0 ≤ x ≤ 0.6) is
the same as that of KC8, i.e., face-centered orthorhombic structure (space group:
Fddd). Therefore, CaxK1 − xCy was represented as “CaxK1 − xC8” [4]. The d value
of CaxK1 − xC8 (0 ≤ x < 1) was independent of x, which is nearly equal to one fourth
of the lattice constant c (21.4 Å); d = 5.35 Å, which is enlarged as compared to that
of CaC6 (4.50 Å). The x independence of d (x < 1) suggested that the structure of
CaxK1 − xC8 was dominated by the K atom because of the larger ionic radius of K+
(1.38 Å) than that of Ca2+ (1.00 Å).

The pressure dependence of resistance in CaxK1 − xC8 (x = 0.6) was measured
in a pressure range from 2.0 to 43 GPa [4]. A Tc value of 10.5 K was observed
at 2.0 GPa. With more pressure, Tc increased and reached a maximum Tc value of
11.6 K at 3.3 GPa and then rapidly decreased to 4 K at 15 GPa. Thereafter, Tc slowly
decreased, and no superconducting transition down to 1.9 K was observed at 43 GPa.
This behavior is qualitatively similar to that observed for CaC6. The successful
synthesis of superconducting binary-element-intercalated graphite may open a path
for finding new graphite superconductors through a combination of various metals.
Furthermore, details of the electronic and atomic structures for CaxK1 − xCy were
elucidated by the photoelectron holography (PEH) technique, as discussed in Sect.
1.5 later. The 3D atomic arrangement around the intercalant atom was visualized,
which provides a deeper understanding of the mechanism of superconductivity.

1.4 Superconducting Mechanism of GIC Superconductors

The physical properties of CaC6 have been extensively studied to elucidate the
superconducting mechanism because the highest Tc value of GICs was reported in
CaC6 under ambient and high pressure. The intercalants of alkali and alkaline earth
metals provide electrons to the graphene layers in GICs, resulting in partially filled
graphene π bands. In addition, the interlayer band, which is delocalized over the
interstitial space of carbon layers, forms the free-electron-like Fermi surface. This
interlayer band is hybridized with the π* bands. This aspect is different from that of
the simple electron doping of the π* bands. The results of soft X-ray photoelectron
spectroscopy suggested that not only the C 2p states but also the Ca 3d-derived
states are located at the Fermi level [29]. The theoretical study suggested that the
presence of the interlayer band was essential for stabilizing the superconductivity
in GICs [30]. The interlayer band originated from the s band of the intercalant Ca.
Thus, the interlayer band plays an important role for the superconductivity of GICs.
The electron-phonon coupling, λ, due to the out-of-plane C phonon and in-plane
Ca phonon was large enough to explain the relatively high Tc of GICs [31]. To
experimentally elucidate the contribution of the Ca phonon to superconductivity,
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the Ca isotope effect coefficient was reported in 2007 [32]. Based on the BCS
theory [33], the isotopic effect shows that Tc depends on the mass of the nuclei,
because a change in mass affects the lattice vibrations, which play an important
role in the formation of the electron pairing in superconducting states. This means
that it can indicate the phonon modes that are directly involved in the mechanism
of superconductivity. The temperature-dependent magnetic susceptibility of CaC6
synthesized using 40Ca and 44Ca clearly showed the shift in Tc, where a lower Tc
was observed in 44Ca intercalated graphite as compared to that of 40Ca intercalated
graphite. This result indicates that superconductivity is dominated by coupling of
the electrons by the Ca phonon modes.

The superconducting mechanism of GICs is deeply debated based on the
experimental and theoretical studies on superconducting CaC6. The result of the
in-plane magnetic penetration depth suggested isotropic s-wave pairing, and the
value of 2�(0)/kBTc (=3.6 ± 0.2) indicated a weakly coupled superconductor
[34], where 2�(0) and kB are the superconducting gap and Boltzmann constant,
respectively. Note that the BCS theory predicted the universal value of 2�(0)/kBTc,
that is, 3.528. The specific heat measurements showed the anomaly characteristics of
superconducting transition just at Tc, which indicates bulk superconductivity [35].
The temperature and magnetic dependence of electronic-specific heat provided a
fully gapped superconducting parameter, namely, an isotropic s-wave BCS gap. The
λ value of 0.70 ± 0.04 suggested that the high Tc of CaC6 was explained by the
intermediate coupling of the BCS scenario [35]. Scanning tunneling spectroscopy
(STS) provided a clear superconducting gap in the quasiparticle density of states.
An isotropic gap of �(0) was evaluated to be 1.6 ± 0.2 meV by fitting with the gap
function of a conventional BCS theory, and 2�(0)/kBTc = 3.66 was slightly higher
than the value expected in the weak coupling limit [36]. Furthermore, the presence
of gap anisotropy was discussed, based on theoretical [37] and experimental [38]
studies.

1.5 Atomic Structure of Graphite and GIC

1.5.1 Principle of Photoelectron Diffraction and New
Holography Algorithm

To elucidate the mechanism of superconductivity, it is essential to directly visu-
alize the 3D atomic arrangement around the intercalant atom. There are various
types of approaches to atomic level structural analysis, such as X-ray diffraction,
scanning transmission electron microscopy, and scanning probe microscopy. In this
section, the PEH technique is described. When an atom is excited with X-ray, a
photoelectron is emitted. Photoelectrons from localized core levels are excellent
element-specific probes for atomic structure analysis. Due to the shallow probing
depth of photoelectrons, PEH is a powerful method to study the local surface
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and subsurface atomic structures in 3D. Information on the photoelectron-emitting
atoms and the atomic arrangement around them is recorded as a photoelectron holo-
gram in the photoelectron intensity angular distribution (PIAD). Forward focusing
peaks (FFPs) at local interatomic directions [39–41] and diffraction rings around
them appearing in the photoelectron hologram show the 3D atomic positions of the
surrounding atoms with respect to the photoelectron-emitting atoms. A conventional
reconstruction algorithm for PEH was based on the Fourier transform of the
photoelectron hologram. However, the reconstructed image was greatly distorted
by the effect of FFP without phase information. Recently, the scattering-pattern-
extraction algorithm with maximum entropy method (SPEA-MEM), which is a new
holographic algorithm for atomic arrangement reconstruction, was developed [42].
3D images of atomic arrangements around the photoelectron-emitting atoms can be
obtained directly from element-specific photoelectron holograms.

The photoelectron wave function in the case of a simple s-wave with kinetic
energy Ek is expressed as an outgoing wave: �0 = exp (ikr)/r. Wave number
k = √

2meEk/� is the length of the wave vector k. r is the distance from the
excited atom. me is the mass of the electron. The photoelectron wave function �0
emitted from the atom is partially scattered by the surrounding N atoms, resulting
in a scattered wave �s = ∑N

i=1 ψ s
i . Consequently, interference occurs between the

direct and scattered waves. We observe it as PIAD I (θ, φ) = |�0 + �s|2.
Strictly speaking, the kinetic energy of the photoelectron E

cryst
k should be defined

from the inner potential of the crystal, E0. The difference between E
cryst
k and Ek is

V0 = E0+W. The work function of the surface is represented by W. For graphite,
V0 is 17.17 eV. This value is obtained from the measurement value of the kz band
dispersion of the valence band, which is described later [43].

For example, a photoelectron scattering process with a 13-atom graphene cluster
is simulated. Figure 1.6a shows the real part of the photoelectron wave function.
The amplitude was rescaled by multiplying the distance r from the excited atom
indicated by the central white circle. The kinetic energy of photoelectrons Ek was
500 eV. Figure 1.6b shows the variation in photoelectron intensity in real space
χ (r) = (

I − �0
2
)
/�0

2. The intensity of the photoelectron “tail” is formed at the
position of the scatterer atom just like that in a comet. A photoelectron hologram
χ(θ , φ) is an angular distribution measured by a detector located far from the
sample. This photoelectron intensity tail is detected as FFP. Furthermore, if the
phase difference between ψ s

i and �0 is 2πn (n: integer number), the two waves
constructively interfere and form diffraction rings around the FFP. Figure 1.6c shows
the relationship between the atomic arrangement in real space and the hemispherical
photoelectron hologram. The intensity of photoelectrons increases in the direction
in which the diffraction rings overlap.

The measured C1s PIADs from graphite are shown in Fig. 1.7 [44]. A 2 mm
diameter graphite single crystal was cleaved in air and mounted on a sample holder.
The normal direction of the surface was aligned along the photon incident axis. The
kinetic energies were (a) 500 eV and (b) 800 eV. Note that the diffraction ring arcs
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Fig. 1.6 (a) Real part of the photoelectron wave function from the central carbon atom in a
C13 cluster, (b) photoelectron intensity in the real space χ (r), and (c) simulated photoelectron
hologram χ(θ , φ) from a C253 graphene cluster

Fig. 1.7 C1s photoelectron holograms from graphite. Kinetic energy was (a) 500 eV and (b)
800 eV [44]. (Copyright 2012 The Physical Society of Japan)
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of the two PIADs have different radii corresponding to the different wave numbers
of the photoelectrons.

The PEH reconstruction algorithm, SPEA-MEM, uses a fitting-based approach
of diffraction rings and FFP with simulated data under maximum entropy method
scheme [42]. In this case, the fitting of diffraction intensity oscillations as a function
of the polar angle from the scatterer atom direction of the various CC atomic
distances was applied to the entire set of the measurement data. As shown in Fig. 1.8,
the real space images of several graphite layers above the photoelectron-emitting
atom as well as the layers containing emitting atom were clearly reproduced [44].
The in-plane lattice vector and interlayer spacing of graphite were determined with
an accuracy of 1% (Fig. 1.8a) and 3% (Fig. 1.8d), respectively. The atomic structure
of graphite is shown in Fig. 1.9a. There are four types of atomic sites in the unit
cell; thus, atomic images seen from each atomic site are superimposed. Note that
some of the reconstructed spots are stronger. For the emitting atom layer image
shown in Fig. 1.8a, the second nearest atomic image from the center emitting atom
position appears brighter than the first nearest atomic image. This is because the
atomic images from the two different sites overlap at the same position, as shown
in Fig. 1.9b. Contrarily, for the atomic image of the upper layer shown in Fig.
1.8b, the first nearest atomic image appears more intense. The schematic diagram
of Fig. 1.9c–i illustrates how different stacking structures result in modulation of
reconstructed atomic image intensity. As shown in Fig. 1.9c–e, there are various
types of graphene stacking structures. The “B” layer can be stacked on an “A” layer
with a translational shift equal to the CC bond length in the CC bond direction
shown in Fig. 1.9d, or the “B” layer can be stacked with a translational shift in the
opposite direction, as shown in Fig. 1.9e. The stacked structure can be determined
from the modulation of the atomic image contrast, as shown in Fig. 1.4f–i. For the
layers stacked in the AA and AB sequences, the bright spots form triangular (Fig.
1.9f) and hexagonal (Fig. 1.9i) lattices, respectively.

The contrast modulation of the graphene lattice in one layer above (Fig. 1.8b)
strongly indicates that the two adjacent layers are stacked in the AB sequence. In
contrast, the contrast modulation of the graphene lattice in two layers above (Fig.
1.8c) indicates that the graphene layer is stacked in the same way as the emitting
atom layer. Therefore, the reconstructed 3D atomic image shows that this graphite
crystal has an ABAB (Bernal) stacking structure. Further, contrast modulation can
be used to determine the in-plane and stacking structure of few-layered graphene
[45] and GICs [46].

1.5.2 Atomic Arrangement Imaging of GIC Cleaved Surface

This PEH method was applied for the structural analysis of (Ca,K)C8, supercon-
ductor (Tc = 9.9 K). The photoelectron spectra of the cleaved surface of (Ca, K)C8
showed only the C 1s and K 2p peaks. The Ca 2p peak intensity was less than a few
hundredths of the intensity of the K 2p peak. The observation of the K dominant
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Fig. 1.8 Reconstructed atomic arrangement image of graphite from C1s PD patterns [44]. The (a)
graphite layer including the emitter atom, and the (b) first and (c) second layers above the emitter
atom are shown. (d) Vertical cross sections of the real space images for the xz (left) and yz (right)
planes. (Copyright 2012 The Physical Society of Japan)

structure on the cleaved surface means that the Ca atoms are dispersed in bulk
and are likely to form high-Tc domains. Figure 1.10a, b shows the full hemisphere
C 1s and K 2p photoelectron holograms with a kinetic energy of 600 eV [46]. The
incident direction of the soft X-ray was aligned along the surface normal. From these
holograms, the atomic image from the cleavage surface was directly reconstructed.
Graphene atomic images were collected on the in-plane cross sections of layers
3.3 Å and 5.7 Å above the photoelectron-emitting C atoms, and the stacking
structures were determined as AB and AA type, respectively. An intercalant metal
atomic layer was observed between two AA-stacked graphenes, as shown in Fig.
1.10c, d. A K atomic image showing 2 × 2 periodicity, occupying each second
central position of the C hexagonal prism, was reconstructed.

These results revealed that a preferential cleavage takes place in the K atom
insertion layer without the Ca atoms. This is likely to be the most fragile part
of the crystal samples. It is important to note that the cleavage planes do not
necessarily represent the average bulk structure. The surface and bulk structures and
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Fig. 1.9 (a) Graphite crystal model. Atomic configuration models of (b) emitter atom layer, (c)
AA, (d) AB, and (e) AB’ bilayer stacking structures. Graphene clusters can be stacked on top of
the A graphene layer in three different ways. (f–i) The schematic structure model in each stacking
geometry and the expected signal intensity ratio at the center; the first- and second-neighboring
atoms in the reconstructed real space images

composition may be substantially different, especially in layered systems. Special
precautions must be taken when using sensitive methods, such as ultraviolet angle-
resolved photoelectron spectroscopy (ARPES) or scanning probe microscopy.



1 Graphite and Intercalated Compound Superconductors: Atomic. . . 15

Fig. 1.10 (a) C 1 s and (b) K 2p photoelectron intensity angular distributions (holograms) from
(Ca,K)Cy. (c) Atomic arrangement image of C (blue) and K (orange) layers. (d) Structure model
of the cleaved surface region of (Ca,K)Cy [46]. (Copyright 2016 The Author(s))

Surface phonons are often softened by bulk truncation, structural modification,
and interaction with adsorbates. Recently, superconductivity of In [47] and Pb
monoatomic layers [48] and FeSe ultrathin films [49] has been discovered and
attracted substantial fundamental interest. As mentioned above, PEH is one of
the most effective methods to study the surface and subsurface atomic structures
in 3D. This method of directly visualizing the atomic arrangement by element
selective PEH is expected to be a powerful tool for developing new superconducting
materials.
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1.6 Electronic Structure of Graphite and GIC

1.6.1 Transition Matrix Elements and Photoelectron Structure
Factors

The electronic and chemical properties of a material are mainly determined by the
movement of electrons near the Fermi level. The valence electron interaction and
photoelectron interference are projected as PIAD patterns in momentum space. The
valence band and core level photoelectron energy distribution curves reflect the
density of states and compositions, respectively. Based on the principle of energy
and momentum conservation in photoelectron emission process, photoelectron
spectra resolved in all emission directions provide rich information on the atomic
and electronic structures.

The ARPES of a valence band is a powerful technique to study such electrons.
2D Fermi surface mapping reveals the driving force of the electronic structure phase
transition, such as charge density wave and superconductivity. Under higher kinetic
energy conditions, the Brillouin zone appears within a small solid angle, where
the transition matrix elements are approximately constant. 3D Fermi surfaces can
be mapped using high angle-resolved electron spectrometer [50]. It is noteworthy
that photoelectron spectroscopy using high photon energy probes the intrinsic bulk
electronic states because of the long inelastic mean free path of the high kinetic
energy electrons [51–53]. However, we encounter diffraction effects under higher
kinetic energy conditions. In this chapter, the measurement of band dispersion by
ARPES will be described. Furthermore, the photoelectron intensity variation among
different Brillouin zones is discussed in detail.

Interlayer interactions induce the well-known degeneracy of the π band to two
bands, a lower binding energy band πL and a higher binding energy band πH. In the
photoelectron spectrum, the πL and πH bands appear alternately for each Brillouin
zone along the kz direction. Consequently, oscillation of the binding energy as a
function of the photon energy was observed at the bottom of the π band dispersion.
This is explained by considering the constitutive and deconstructive interference of
the pz orbitals in the unit cell called the photoelectron structure factor. An analytical
formula of the photoelectronic structure factor of graphite is shown.

We start with the transition matrix, M, between the initial and final states under
the dipole approximation scheme. PIAD I(θ, φ) is proportional to the square of M.

I (θ, φ) ∝ D (EB, q) |M|2δEf,hν+Eiδk,q+G

M = 〈f|e · r|i〉

D(EB, q) is the density of states in the Brillouin zone at binding energy EB and at
q. The two delta functions ensure the law of energy and momentum conservation.
Therefore, the relations Ef = hν+Ei and G = k − q = αa∗+βb∗+γ c∗ (α,β,γ :integer
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numbers) hold for the primary photoelectron excitation process. The dipole operator
e · r is expressed using spherical harmonics.

e · r =
1∑

σ=−1

√
4π

3
eσ Y1σ (θ, φ)

For σ = 1 helicity, e1 = 1, e0 = 0, and e−1 = 0. For x-polarization, e±1 = ∓1/
√

2
and e0 = 0.

The initial state |i〉 with the wave vector q and energy Ei is written by a Bloch
state in tight-binding approximation as

|i〉 = 1√
N

∑

j

∑

nν

eiq·R′
unν (q) ϕnν

(
r − R′) ,

R′ ≡ Rj + τn,

where N is the total number of atoms and R
′

is the position vector of the nth atom
at τ n in the jth unit cell at Rj. ϕnν(r) is the νth orbital of the nth atom, which is the
product of a radial function Rnl(r) and a spherical harmonics Ylm(θ , φ). unν(q) is its
LCAO coefficient. The final state |f〉 with the wave vector k and energy Ef is also a
Bloch state in bulk and is written as

|f〉 = 4π
∑

l′m′
il

′
e−iδl′ Y ∗

l′m′ (θk, φk) Yl′m′ (θ, φ) REf,l
′(r).

Using the above equations for the initial and final states, a formula for the matrix
elements is derived. G = k − q is a reciprocal vector.

M = 1√
N

∑

j

∑

nν

e−i(k−q)·R′
unν (q) Anν

= ∑

nν

exp (−iG · τn) unν (q) Anν

where the “angular distribution from atomic orbital ADAO” Anν is defined as
follows [54]:

Anν ≡ 〈f (r) |e · r|ϕ (r)〉 =
∑

l′=1±1

Rl′
∑

m′
eσ Yl′m′ (θk, φk) c1 (l′,m′, l, m

)

σ = m′ − m

Rl′ is the radial part of the transition matrix element and is a constant complex
number depending on l, l

′
, and photon energy. The Gaunt coefficient c1(l

′
, m

′
, l, m)

is nonzero only when σ = ± 1 or 0.
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If the initial state consists of only one type of atomic orbital, the ADAO term can
be separated out of the absolute value as

|M|2 =
∣
∣
∣
∣
∣

∑

n

exp (−iG · τn) un (q)

∣
∣
∣
∣
∣

2

|A (θ, φ)|2 = |F (k)|2|A (θ, φ)|2.

where “photoemission structure factor PSF” F(k) [55] is introduced as

F (k) =
∑

n

exp (−iG · τn) un (q) .

The term |F|2 is the intensity distribution in the reciprocal k space independent
of the kinetic energy of photoelectrons or the angle of incidence of photons. This
factor is derived from the interference of photoelectron waves from different groups
of atoms in the unit cell and is similar to the structural factor of X-ray or electron
diffraction that replaces the scattering factors by the coefficient of each atomic
orbit in the LCAO wave function [56]. The PIAD from the valence band can be
understood as the product of the band dispersion, PSF, and ADAO in simple cases.
In the following description, it is shown how these terms work on the actual systems
using single-crystal graphite data.

There are four carbon atoms in the unit cell of a graphite. The intralayer bond
of carbon has strong covalent properties, i.e., σ bonds with sp2 hybridization. The
layer of the honeycomb network structure is formed by sharing three sp2 electrons
of three adjacent carbon atoms. Moreover, the interlayer bond of carbon is caused by
the weak van der Waals interactions produced by delocalized π orbitals. As shown
in Figs. 1.1 and 1.11a, there are three- and five-coordinated carbon atoms in the
Bernal stacked structure.

Fig. 1.11 (a) Graphite atomic structure and (b) Brillouin zone
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The four C 2pz orbitals pA, pB, pC, and pD, in the unit cell form the π band
dispersions. The wave function of the π band ϕ(q, r) is as follows:

ϕ (q, r) = 1√
N

∑

n

eiq·rAn uApA + eiq·rBn uBpB + eiq·rCn uCpC + eiq·rDn uDpD

= 1√
N

∑

n

eiq·Rn
[
eiq·d4/2

(
uApA + eiq·d1uBpB

)

+e−iq·d4/2
(
uCpC + e−iq·d1uDpD

)]

d1, d2, d3, and d4 are the position vectors of the neighboring C atoms. The in-plane
and interlayer phase factors are introduced as follows:

g (q) = eiq·d1 + eiq·d2 + eiq·d3

h (q) = eiq·d4 + e−iq·d4 = 2 cos q · d4

The matrix elements Hij= 〈pi| H| pj〉 are classified as follows: Coulomb integrals,
Hii = εp, and resonance integrals between two p orbitals, HAB = HCD = − Vppπ

and HAC = Vppσ . The secular equation is

⎛

⎜
⎜
⎝

εp − E Vppπg

Vppπg∗ εp − E

Vppσ h 0
0 0

Vppσ h 0
0 0

εp − E Vppπg∗
Vppπg εp − E

⎞

⎟
⎟
⎠

⎛

⎜
⎜
⎝

uA

uB

uC

uD

⎞

⎟
⎟
⎠ = 0

which leads to

EπL = εp − 1

2

√
(
2Vppπ |g|)2 + (

Vppσ |h|)2 − Vppσ |h|
2

EπH = εp − 1

2

√
(
2Vppπ |g|)2 + (

Vppσ |h|)2 + Vppσ |h|
2

Eπ∗
L

= εp + 1

2

√
(
2Vppπ |g|)2 + (

Vppσ |h|)2 − Vppσ |h|
2

and

Eπ∗
H

= εp + 1

2

√
(
2Vppπ |g|)2 + (

Vppσ |h|)2 + Vppσ |h|
2

.

Note that εp ∓
√(

2Vppπ |g|)2 + (
Vppσ |h|)2

/2 corresponds to the binding energy
of the π (−) and π ∗ (+) band dispersions, for graphene. The third term ∓Vppσ |h|/2
represents the further degeneration of the π (−) and π ∗ (+) bands. The LCAO
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coefficients for the π bands (πH and πL) are as follows. uA = ± uC ∝ εp − E,
uB ∝ Vppπ g∗ , and uD ∝ ± Vppπ g. uA

2+uB
2+uC

2+uD
2 = 1. The following equation

is for the PSF of the π band. The plus and minus signs correspond to the H and L
bands, respectively.

F = e−iG·d4/2
(
uA + e−iq·d1uB

)
± eiG·d4/2

(
uC + eiq·d1uD

)

Finally, the PSF formula for graphite Brillouin zone is obtained [43]. Note that
G · d1 = 2π (2α+β)/3 and G · d4 = πγ . For the even Brillouin zone along the
kz direction (γ=2n)

∣
∣FπL

∣
∣2 = 2

(
εp − EπL

)2 + Vppπ
2gg∗

[

Vppπ

3∑

x=1

sin (G · d1 + q · dx)

]2

∣
∣FπH

∣
∣2 = 2

(
εp−EπH

)2 + Vppπ
2gg∗

[

εp − EπH − Vppπ

3∑

x=1

cos (G · d1 + q · dx)

]2

.

For the odd Brillouin zone along the kz direction (γ=2n + 1):

∣
∣FπL

∣
∣2 = 2

(
εp−EπL

)2 + Vppπ
2gg∗

[

εp − EπL − Vppπ

3∑

x=1

cos (G · d1 + q · dx)

]2

,

∣
∣FπH

∣
∣2 = 2

(
εp − EπH

)2 + Vppπ
2gg∗

[

Vppπ

3∑

x=1

sin (G · d1 + q · dx)

]2

.

Figure 1.12a, b shows the structure factor for the πH and πL bands, respectively.
The C 2pz atomic orbitals at � for the πH and πL bands are depicted together as
Fig. 1.12c, d, respectively. Note that the pz orbitals in the πL band (bonding) are
aligned to be in antiphase, and the pz orbitals in the πH band (anti-bonding) are
aligned to have the same phase. The alignment of these πL and πH bands produces
destructive and constructive interference, respectively, in the first Brillouin zone and
vice versa in the second Brillouin zone.

The cross sections of the valence band dispersion of graphite close to the plane
of symmetry of HAH and LAL are shown in Fig. 1.13. The photon energy was set
and maintained at 80 eV. The analyzer was set and maintained at 60◦ off from the
incident light. The acceptance angle mode of the analyzer was ±30◦ perpendicular
to the plane containing the incident light, its electric vector, and the direction to
the center of the analyzer entrance slit. The valence band consists of one π band
and three σ bands. A schematic 3D band dispersion is shown in Fig. 1.13b. The
red, yellow, green, and blue bands correspond to π , σ 3, σ 2, and σ 1 (or 2s) band,
respectively. The π band from the Fermi level to the binding energy of 8 eV consists
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Fig. 1.12 Square of structure factors (PSF), |F|2, for (a) πH band and (b) πL band. The color
scale indicates the PSF intensity with white and black corresponding to 1 and 0, respectively. C
2pz atomic orbitals at � for (c) πH and (d) πL bands [43]. (Reprinted with permission from [43].
Copyright 2018 American Physical Society)

of a C 2pz orbital. Two σ bands from about 5–12 eV are made from the C 2px and
2py orbitals. The σ 1 band of 12–20 eV is mainly from the C 2s orbitals.

The left and center columns of Fig. 1.14 are the PIADs of graphite obtained using
He II (40.8 eV) and linearly polarized synchrotron radiation, respectively. In the
latter case, the photon energy was adjusted to 45.2 eV to suppress the influence of
Umklapp scattering. The brightness is proportional to the photoelectron intensity.
The graphite has honeycomb carbon sheets, whose electronic structure exhibits
sixfold symmetry. The hexagon in Fig. 1.14 represents the first Brillouin zone of
graphite. As shown in Fig. 1.14i, the center of the hexagon is the �/A point, the
vertex is the K/H point, and the midpoint of one side is the M/L point.

The photoelectrons at the Fermi level shown in Fig. 1.14a, e are from the vicinity
of the H points, where the π bands degenerate. In the case of non-polarized light
excitation, all six points are bright; however, only four points are observed in the
case of linearly polarized light excitation. This is due to the characteristic of pz

ADAO, as shown in Fig. 1.14l.
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Fig. 1.13 (a) Valence band dispersion of graphite along the K�MK/HALH symmetry plane. The
photon energy was 80 eV. (b) 3D band diagram of graphite at the HALH plane

As the binding energy increases to 2.0 eV, the π band is dispersed to the M/L
points. Although six M points appear to be bright, the outside region of the M point
of the second Brillouin region remains dark. This is explained by the PSF of the
π band shown in Fig. 1.14i. The photoelectron intensity along the KM/HL line
outside the first Brillouin region is calculated as zero, which is consistent with the
experimental observations. This intensity inequality between the first and second
Brillouin zones means that this π band is a “same-phase (bonding) band.”

A σ band appears at the �/A point with the binding energy of 4.0 eV. The π band
appearing as a ring-shaped feature is dispersed to the �/A point, and the σ band
is dispersed toward the M/L points. As shown in Fig. 1.14h, for linearly polarized
light, note that the σ band intensity is observed only at the four M/L points. This
indicates that the σ band is composed of the px and py atomic orbitals.

The overall characteristics of the intensity distribution are determined by the
ADAO, Aν, and modified by the PSF. The PIAD measurements, along with the
combination of a display-type analyzer and linearly polarized light, allow the
analysis of atomic orbitals and bonding characters. From Aν, it is possible to
determine the atomic orbital that forms the bands, and the bonding nature can
be determined from the PSF. In other words, phase relations between the atomic
orbitals in the unit cell can be deduced [43, 55, 56, 57].

The valence band dispersion of the graphite π band along the kz axis was
measured using the photon energy of 60–230 eV. The oscillation in binding energy
was observed for π band dispersion during photon energy scanning. The binding
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Fig. 1.14 (a–d) PIADs of graphite excited by the He II (40.8 eV) radiation. The hexagon
represents the Brillouin zone. (e–h) PIADs excited by the linearly polarized synchrotron radiation
(45.2 eV). The electric vector is along the horizontal direction. (i) Structure factor of the graphite π

band. ADAO from (j) px, (k) py, and (l) pz atomic orbitals calculated for the photoelectron kinetic
energy of 36 eV
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Fig. 1.15 Graphite band dispersion measured at �/A as a function of the photon energy. Binding
energy at the bottom of the π band dispersion plotted as a function of wave number [43] (Reprinted
with permission from [43]. Copyright 2018 American Physical Society)

energy at the bottom of the π band, as a function of photon energy, is plotted in Fig.
1.15. The horizontal axis is the wave number normalized by the reciprocal lattice
c*. The integer positions correspond to the � points. Considering the inner potential
as a fitting parameter, the kinetic energy of each data point was converted into wave
number so that the minimum and maximum values appear at � point.

At odd number points, the binding energy at the bottom of the π band is low. At
even number points, the binding energy is high. The former corresponds to the πL
band. The latter corresponds to the πH band. This oscillation is well explained by
the PSF effect in the kz direction, as shown in Fig. 1.12a, b. The πL band is formed
by the pz orbitals that are in antiphase with each other forming deconstructive
interference at kz = 2nc* � points. The πH band is formed by the pz orbitals aligned
in the same phase forming constructive interference at kz = 2nc* � points. Thus, the
PSF effect leads to complete disappearance of one π band and a 4 π band dispersion.

Fitting was done by finding the position of � points using a simple sine curve.
From this fitting, the resonance integral between the interlayer pz orbitals, Vppσ was
derived as 0.5 eV. Furthermore, the inner potential of the graphite from the vacuum
level was determined to be 17.17 eV. This value roughly corresponds to the midpoint
between the bottom of π and σ bands at the � point.
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1.6.2 Valence Band Dispersion of GIC

The details of the electronic structures of CaC6 were clarified by the ARPES
experiment. ARPES is powerful technique to experimentally determine the band
dispersion of the valence band and Fermi surfaces. Details of ARPES are given
in Sect. 1.6.1. The ARPES study of CaC6 was reported in 2009 [58]. Its results
suggested that the graphene sheet plays an important role in GIC superconductivity
and no interlayer bands are observed. The electron-phonon coupling on the Fermi
surface, derived from the π* band, was strong and anisotropic. Moreover, Sugawara
et al. reported that a small electron pocket derived from the π* band appears
near the Fermi level at the K point [59]. The triangular Fermi surface at the K
point was formed in the π* band, and almost no opening of the superconducting
gap was observed. This result was explained by the simple rigid band shift by
electron doping. In addition, they pointed out that an extra structure at the � point
was observed. Neither a simple rigid band shift nor the π* band, folding due to
the superstructure of the Ca intercalant, explained this observation [59]. It was
suggested that the free-electron-like spherical Fermi surface observed at point � is
due to the interlayer coupling of CaC6. The superconducting gap was estimated to be
between 1.8 ± 0.2–2.0 ± 0.2 meV at different momentum points around the � point,
and 2�(0)/kBTc was determined to be 4.1 ± 0.5 [59], indicating an intermediate or
strong coupling regime. Two superconducting gaps of �Eπ∗= 0.5 ± 0.1 meV and
�EIL= 0.4 ± 0.1 meV are present in both π* and the intermediate layer [60]; thus, it
was suggested recently that both bands are involved in superconductivity. Therefore,
although the electronic structure is still being studied, the ARPES research at high
energy resolution can provide the electronic structure of the GIC superconductor to
clarify the origin of superconductivity.

1.7 Future Perspectives of GIC Superconductor

The most critical problem in the research of GIC superconductors is that the
materials exhibiting Tc higher than 11.5 K found for CaC6 [1, 2] have never
been synthesized in the past decade. Figure 1.16 shows the evolution of transition
temperatures Tc in GIC superconductors [61]. The trial for designing new GIC
with higher Tc through intercalation of single element has always failed. As
described in Sect. 1.3, the binary-element-intercalated graphite (the ternary GICs)
compounds were successfully synthesized in the late 1980s, and new GICs have
been discovered in recent years, e.g., CaxK1 − xCy (x = 0.33–0.7). Their structure
and pressure dependence of superconductivity were fully investigated [4], and this
study expanded the viewpoint of the GIC research to design new GIC compounds.
Although Tc did not exceed 15.1 K for CaC6 at 7.5 GPa, the intercalation of binary
or ternary elements may be effective to enhance the GIC superconductors.
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Fig. 1.16 Evolution of
transition temperatures (Tc)
in GIC superconductors
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The strategy for realizing a higher Tc than 11.5 K at ambient pressure (or 15.1 K
at high pressure) is still unclear. However, the recent discovery of superconductivity
in graphene may become a key for realizing higher Tc in GICs. Moreover, the
surface region of GIC may have different superconducting phases from those of
bulk crystals. If the superconducting phase in the confined region can be selec-
tively detected, this region may be utilized for electronic devices. The techniques
of scanning tunneling spectroscopy (STS), conduction atomic force microscopy
(AFM), and magnetic force microscopy (MFM) may be available for detecting
superconducting phase in the surface region. As described in Sect. 1.5, the PEH
of Ca0.6K0.4C8 was successfully measured to clarify its surface structure [46]. The
PEH method is effective to clarify the surface structure of the GIC superconductors,
implying that the superconducting phase structure in the surface region can be
determined as well. The microprobe and holography techniques may enable the
detection and utilization of high-Tc superconducting phase appeared only in the
confined region different from bulk superconductivity. Part of Sects. 1.3, 1.4, and
1.6.2 refers to [61] (Copyright 2016 IOP publishing).
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Chapter 2
Physics of Graphene: Basic to FET
Application

Hidenori Goto

Abstract Graphene is a single layer of carbon atoms that are arranged in a two-
dimensional honeycomb network. Since the successful isolation of graphene in
2004, its peculiar nature has been extensively studied. The linear dispersion relation,
which is described by the massless Dirac equation, induces striking phenomena
explained by relativistic quantum physics. In addition, the carrier mobility of
graphene considerably exceeds that of silicon, which makes graphene a promising
material for future electronics. This chapter aims at introducing the basic properties
of graphene concisely to a broad readership. After summarizing the development of
the study on graphene briefly, we provide the theoretical description of the electronic
properties and experimental procedures to study graphene field-effect transistor
(FET). Finally, two methods for carrier doping in graphene are discussed based on
our recent study.

Keywords Graphene · Two-dimensional material · Field-effect transistor ·
Mesoscopic physics · Carrier doping

2.1 Introduction

2.1.1 History of Study on Graphene and 2D Electron System

The electronic structure of graphene has been theoretically studied since the 1940s
[1–3]. The peculiar electronic properties, such as linear dispersion relation and
anomalous magnetic response, which are discussed in Sect. 2.2, were already
predicted at that time. The two-dimensional (2D) structure had been believed to be
unstable against long-range fluctuation [4]; thus, it was surprising that the graphene
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was firstly isolated from graphite using a simple technique with an adhesive tape
[5–7], and its intriguing properties were found successively [8, 9].

Prior to the discovery of graphene, a variety of 2D electron systems had
been studied. For example, the transport property of disordered 2D systems was
understood by the interference of wave functions or weak Anderson localization
[10, 11]. The notion about phase coherence in wave function initiated mesoscopic
physics [12]. Moreover, clean 2D systems had been studied in Si inversion layer
or GaAs/AlGaAs heterojunction, in which electrons are confined in a potential
valley at the interface. The magnetotransport in these systems enabled us to explore
the novel macroscopic quantum phenomena, integer and fractional quantum Hall
effects [13–15]. Besides, a dilute 2D system that forms a solid lattice called
Wigner crystal has also been studied using electrons floated on the surface of liquid
helium [16].

Graphene is classified into various clean 2D systems. The differences from the
previous systems are as follows. (1) Graphene is a monoatomic layer, which can be
isolated from other materials. Thus, it is possible to study the intrinsic properties of
graphene by suspending it in vacuum or by putting it in between inert materials.
(2) The kinetic energy of carrier in graphene is proportional to its momentum,
which is contrasting to the common knowledge in classical and quantum physics,
where the kinetic energy is quadratic in the momentum. This means that the
carrier in graphene obeys the massless Dirac equation or Weyl equation rather than
the Schrödinger equation. Consequently, graphene provides a unique opportunity
to study relativistic quantum physics within the framework of condensed matter
physics. In addition, the peculiar band structure suppresses back scattering of
carriers to enhance their mobility. Further, future electronic devices utilizing high
mobility are expected, although some problems, such as the opening of the band
gap, must be solved. Even after over 10 years from the discovery [5–7], this inex-
haustible study has revealed the peculiar properties and application possibilities of
graphene.

Graphene exhibits too many interesting phenomena to cover all the topics
completely in this chapter. To have a better understanding for various properties of
graphene and related materials, textbooks and review papers [17–23] are provided
at the end of the chapter. Standard textbooks about quantum mechanics [24, 25],
solid-state physics [26, 27], and semiconductor physics [28, 29] are also listed as
references to underlying fundamental physics.

2.1.2 Extension of Study on Graphene and Future Perspectives

The findings of graphene have stimulated the interest in other materials. First, the
method of isolating graphene, which is called micromechanical cleavage technique,
has been applied to other 2D layered materials (2DMs) in which layers are
stacked with the weak van der Waals force [30, 31]. These materials include black
phosphorus (BP), as shown in Fig. 2.1b [32, 33]; hexagonal boron nitride (h-BN),
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Fig. 2.1 Schematic top and side views of various 2D materials. (a) Graphene, (b) black phospho-
rus, (c) hexagonal boron nitride, and (d) molybdenum disulfide

as shown in Fig. 2.1c; and transition metal dichalcogenides (TMDs) such as MoS2,
as shown in Fig. 2.1d [34, 35]. These materials have similar crystal structure to
graphene (Fig. 2.1a); however, they show distinct transport properties. Graphene is
a zero-gap semiconductor, BP is a semiconductor, h-BN is an insulator, and TMDs
are metals or semiconductors depending on materials and crystal structures. The
combination of metallic, semiconducting, and insulating 2DMs with van der Waals
force may realize innovative 2D devices which are flexible, transparent, and light in
weight [36].

Further, monoelemental layered materials other than graphene have attracted
much attention in recent years. In addition to phosphorene from BP [32, 33],
silicene from Si [37], germanene from Ge [38], and so on [39, 40] were predicted,
and some of them have been realized experimentally. These novel 2DMs have
buckled honeycomb structure similar to graphene, and they are expected to have
the following merits over graphene. These materials have an intrinsic band gap,
which is superior to graphene for application to semiconducting and optical devices.
In addition, strong spin-orbit interaction in these materials may induce novel
phenomena, such as quantum spin Hall effect [41, 42], which is not observed in
graphene. Furthermore, the valley degree of freedom in the band structure can be
utilized to valleytronics [43–45]. The stability in the atmospheric condition is a key
issue for the practical application of these materials.

Furthermore, a theoretical study on graphene has introduced the Dirac or Weyl
equation and topological notion to solid-state physics [41, 42, 46]. In particular, the
concept of topological insulator (TI) was proposed based on the graphene structure
[42], which opened new research discipline. The TI has a band gap in bulk; however,
no-gap state at the surface [47–49]. The surface state has a linear dispersion in which
momentum and spin has correlation similar to those in graphene, i.e., the direction
of the real spin is locked by that of the momentum in TI. The study of topological
quantum materials, such as Weyl semimetal and Dirac semimetal [50], has also
been initiated. These semimetals are regarded as an extension of graphene to the 3D
space, i.e., a carrier is described by an analogue of 3D Weyl equation.
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2.2 Theoretical Aspects

In this section, the crystal and electronic structures of graphene are described
in accordance with references [51, 52]. The characteristic transport phenomena
induced by the linear dispersion relation are also explained.

2.2.1 Crystal Structure

The atomic number of carbon is 6, which means that a carbon atom has six electrons
in the atomic orbitals (1s2, 2s2, and 2p2), among which two electrons of 1s2 are
bound in the inner shell and other four (2s2 and 2p2) are valence electrons. One of
the 2s electrons is excited so that (2s, 2px, 2py, and 2pz) orbitals can be hybridized.
In graphene, three orbitals of 2s, 2px, and 2py are hybridized to sp2 orbitals. These
three sp2 orbitals lie in an identical x-y plane and extend to 120◦ in angle to each
other. The sp2 orbitals form strong σ bonds, which lead to a planer honeycomb
network. The residual 2pz electron, called π electron, forms the weak π bond. The
π electron not only leads to weak van der Waals interaction between the graphene
layers but also works as a carrier of electric conduction.

Figure 2.2a shows the honeycomb network of graphene. The unit cell indicated
by a diamond shape includes two atoms, A (white circle) and B (gray circle). The
honeycomb network itself is not the Bravais lattice because the arrangement of
atoms is different when viewed from A or B atom. However, each atom forms a
hexagonal lattice; thus, they are called A or B sublattice. The primitive vectors are
indicated by a1 and a2, although the other ways to select them are allowed. Lattice
length a is 2.46 Å, and the distance of the nearest neighbor atoms is a/

√
3 = 1.42 Å.

Figure 2.2b shows the reciprocal lattice structure and its unit vectors, b1 and b2.
These vectors satisfy the relation of ai·bj = 2π δi,j, where δi,j is Kronecker’s delta,
i.e., δi,j = 1 when i = j and 0 in other cases. The first Brillouin zone is obtained
by the Wigner-Seitz method [26], and it takes the shape of a regular hexagon. The
points with high symmetry, �, K, K′, and M points are indicated in the first Brillouin
zone. The other vertices of the hexagon are equivalent to K or K′ point because
those can be transferred to K or K′ point by the translation of b1 and/or b2. Since
two 2pz electrons are provided by A and B atoms in the unit cell, the first Brillouin
zone is perfectly filled with the electrons, i.e., the Fermi level is situated at the zone
boundary [26].

Finally, the evolution of the crystal structure from graphene to graphite is
discussed. A bilayer graphene consists of two graphene layers, where two layers
are shifted from each other by +δi or −δi indicated in Fig. 2.2a. The A sublattice in
the top layer is right above the B sublattice in the bottom layer or vice versa; thus,
this structure is called AB stacking. The trilayer graphene is obtained by putting one
more layer on bilayer. There are two arrangements for the topmost layer, called ABA
or ABC stacking. In ABA stacking, the top layer is arranged in the same position as



2 Physics of Graphene: Basic to FET Application 33

b2

a1

a

δ1

δ2 δ3

b1

a2

x

y

K

K’

MA

)b()a(

B

a/ 3

Fig. 2.2 Crystal lattice and reciprocal lattice of graphene. (a) Crystal structure of graphene. The
white and gray circles construct A and B sublattices, respectively. a1 and a2 indicate primitive
lattice vectors whose length is a. δi (i = 1–3) indicate vectors from an A atom to B atoms of
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the bottom layer. In ABC stacking, the shift of the top layer from the middle layer is
the same as the shift of the middle layer from the bottom layer. The band structure
of graphene layers depends on layer number and stacking manner significantly [53].
The distance between layers in graphite is c = 3.34 Å.

2.2.2 Band Structure

We consider the electronic properties of π electron with a tight-binding model [26].
We set the coordinates of A and B atoms in the jth unit cell to RA,j and RB,j, and
the atomic orbital functions around these atoms to ϕA(r − RA,j) and ϕB(r − RB,j).
In the tight-binding approximation, the wave functions of A and B sublattices are
constructed of the atomic orbital functions as follows:

�A (r)= 1√
N

N∑

j=1

eik·RA,j ϕA
(
r−RA,j

)
, �B (r)= 1√

N

N∑

j=1

eik·RB,j ϕB
(
r−RB,j

)
,

(2.1)
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where N is the number of unit cells. �A(r) and �B(r) are wave functions in
periodical potential; thus, these functions must satisfy the Bloch’s theorem. This
was proved by replacing r with r + T, where T is a translational vector in the crystal
lattice.

�A (r+T )= 1√
N

N∑

j=1
eik·RA,j ϕA

(
r+T −RA,j

)= 1√
N

N∑

j=1
e
ik·

(
R′

A,j +T
)

ϕA

(
r−R′

A,j

)

= eik·T 1√
N

N∑

j=1
e
ik·R′

A,j ϕA

(
r − R′

A,j

)
= eik·T �A (r) ,

where R′
A,j = RA,j − T is also the coordinate of A atom; thus, the last equation

holds. The wave function �(r) of the system is expressed by linear combination of
the Bloch functions �A(r) and �B(r):

� (r) = cA�A (r) + cB�B (r) , (2.2)

where cA and cB are the complex coefficients. Equations (2.1) and (2.2) are inserted
into the Schrödinger equation, H�(r) = E�(r). Further, the equation is multiplied
by ϕA*(r − RA,i) or ϕB*(r – RB,i) from the left side and integrated over r. We
consider the hopping and overlap integrals only between the nearest neighbor atoms
as follows:

∫
ϕ∗

A

(
r − RA,i

)
ϕA

(
r − RA,j

)
dr = δi,j ,∫

ϕ∗
B

(
r − RB,i

)
ϕB

(
r − RB,j

)
dr = δi,j ,∫

ϕ∗
A

(
r − RA,i

)
ϕB

(
r − RB,j

)
dr = s0δRA,i ,RB,j −δl

(l = 1, 2, 3) ,
∫

ϕ∗
A

(
r − RA,i

)
HϕA

(
r − RA,j

)
dr = αδi,j ,∫

ϕ∗
B

(
r − RB,i

)
HϕB

(
r − RB,j

)
dr = αδi,j ,∫

ϕ∗
A

(
r − RA,i

)
HϕB

(
r − RB,j

)
dr = −γ0δRA,i ,RB,j −δl

(l = 1, 2, 3) ,

where δRA,i ,RB,j −δl
(l = 1, 2, 3) selects the nearest neighbor atoms, as shown in

Fig. 2.2a. The hopping integral is −γ 0 = −2.8∼ −3.16 eV [20], and the overlap
integral s0 is assumed to 0 for simplicity. Besides, the energy of the 2pz orbital α is
set to 0. Within this approximation, we obtain two equations:

−γ0f (k) cB = EcA ,

−γ0f
∗ (k) cA = EcB ,

which are unified in a matrix form

−γ0

(
0 f (k)

f ∗ (k) 0

)(
cA

cB

)

= E

(
cA

cB

)

, (2.3)
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Fig. 2.3 Dispersion relation of graphene based on tight-binding model. (a) Band structure of
graphene drawn in a periodic zone scheme. (b) The contour plot of energy dispersion. The contour
lines are drawn against |E/γ 0| from 0 to 3 with an increment of 0.2. The lines are convergent to
K and K′ points at E/γ 0 = 0 and � point at |E/γ 0| = 3. The dashed hexagon indicates the first
Brillouin zone. (c) Density of states per unit cell

where

f (k) =
3∑

j=1

eik·δj = exp

(
ikya√

3

)

+ 2 exp

(

− ikya

2
√

3

)

cos

(
kxa

2

)

(2.4)

is introduced for the off-diagonal elements. By solving the secular equation,

∣
∣
∣
∣

E γ0f (k)

γ0f
∗(k) E

∣
∣
∣
∣ = 0,

we obtain eigenvalues

E± = ±γ0 |f (k)| (2.5)

for eigenvectors 1√
2

(
1

∓ f ∗/ |f |
)

. E+ and E− correspond to the energy of conduc-

tion and valence bands, respectively. The dispersion relation, E± = ± γ 0|f (k)|, is
shown in Fig. 2.3a, where

|f (k)| =
√
√
√
√1 + 4 cos

(
kxa

2

)

cos

(√
3kya

2

)

+ 4cos2

(
kxa

2

)

.
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The contour plot of the energy dispersion is shown in Fig. 2.3b. One can see that
E/γ 0 = 0 at K and K′ points where the Fermi energy is situated. These independent
two points are together called a valley according to semiconducting materials. The
contour lines at |E/γ 0| = 1 are straight lines and form a regular hexagon. The
vertices of the hexagon are M point which is a saddle point. The maximum or
minimum value, |E/γ 0| = 3, is taken at � point. The density of states D(E) is
proportional to the increment of the area enclosed by the contour line from E to
E + dE. Thus,

D(E) ∝
∮

√
dkx

2 + dky
2

∣
∣gradkE

∣
∣

=
∫

dkx∣
∣∂E/∂ky

∣
∣

,

where D(E) is analytically expressed by the first elliptic integral [20] and shown in
Fig. 2.3c. Note that D(E) = 0 at E = 0 and is divergent at |E/γ 0| = 1.

2.2.3 Electronic Property

2.2.3.1 Linear Dispersion Relation

Further, the band structure around the K and K′ points is discussed. The off-diagonal
element f (k) and f* (k) in Eq. (2.3) is 0 at these points. For example, at K′ point of
K′ = 4π/3a(1, 0)

f
(
K ′) =

3∑

j=1

eiK ′·δj = exp(0i) + exp (−2πi/3) + exp (2πi/3) =1 + ω2 + ω = 0,

where ω = (−1 + i
√

3)/2 is the cubic root of 1. The intralayer coupling between
A and B atoms vanishes at K and K′ point; thus, the energy of each sublattice is
degenerated at E = 0. This is the reason why the gap is not opened in graphene. In
the vicinity of K′ point, we expand f (K′ + k) for small k.

f
(
K ′ + k

) = f
(
K ′) + k · (divkf (k)|k=K ′

) = k ·
(

3∑

j=1
iδj e

iK ′·δj

)

= ik · (δ1 + δ2ω
2 + δ3ω

) = ik ·
{

1
2 (2δ1 − δ2 − δ3) +

√
3i
2 (δ3 − δ2)

}

= ik ·
(√

3a
2 ey +

√
3a
2 iex

)
=

√
3a
2

(−kx + iky

)
,

where two vectors (1/2) (2δ1 − δ2 − δ3) and (
√

3/2) (δ2 − δ3) have the same length√
3a/2 and are normal to each other. Thus, the matrix in Eq. (2.3) is written as

H = γ

(
0 kx − iky

kx + iky 0

)

= γ |k|
(

0 e−iθ

eiθ 0

)

, (2.6)
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Fig. 2.4 Enlarged energy
band around the Dirac point.
(a) Linear dispersion relation
around K′ point and (b)
density of states around E = 0
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where γ =
√

3
2 γ0a and k = (kx, ky) = |k|(cosθ , sinθ ). By solving the secular

equation, we obtain eigenvalues

E± = ±γ |k| ≡ ±�vF |k| (2.7)

for eigenvectors 1√
2

(
1

± eiθ

)

. The band structure is shown in Fig. 2.4a. Conical

valence and conduction bands are contacted to each other at their apexes called
the Dirac point. In Eq. (2.7), the Fermi velocity is introduced by vF = γ /�∼106

m/s. The linear dispersion relation expressed by Eq. (2.7) is the same for photon,
E = c|p| by regarding light velocity c as vF and momentum p as �k. The expression
for photon is given from Einstein’s relation, E = �ω; de Broglie’s relation, p =
�k; and light velocity, c = ω/|k|, where ω is the angular frequency and k is the
wave number vector of photon. The energy of the relativistic particles is obtained by
E = √

c2p2 + m2c4. This is reduced to the quadratic dispersion, E = mc2+p2/2m,
when m �= 0 and p/m << c, while the linear dispersion, E = c|p|, when m = 0.
For this reason, the carrier in graphene is sometimes called massless Dirac fermion.
However, it should be noted that the carrier in graphene actually moves as if it has
a mass of m∗ = �k/vF based on semiclassical approximation [54]. Nevertheless, the
massless character at the Dirac point is a distinguished property of graphene.

Concerning the linear dispersion relation, we notice that both group velocity
vg = dE/dk and phase velocity vp = E/k are equal to vF for E > 0. In quantum
mechanics, vg indicates the velocity of a wave packet, which corresponds to the
classical motion of a particle, while vp shows the velocity of each wave constructing
the wave packet. In general, vg is not equal to vp due to the nonlinear dispersion
relation, which spreads the width of wave packet after a certain amount of time has
elapsed. For the carrier in graphene, such broadening of the wave packet does not
occur because of no dispersion.

The Fermi surface is circular at low energy; thus, the carrier density at energy
E = ± γ |k| is

n = 4 × πk2

(2π)2 = k2

π
= E2

πγ 2 ,
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where the factor 4 comes from the degeneracy due to spin and valley. By differenti-
ating n with E, one can obtain the density of states D(E) per unit area

D(E) = dn

dE
= 2 |E|

πγ 2
. (2.8)

Figure 2.4b shows the E dependence of D(E). D(E) = 0 at E = 0 and increases in
proportion to |E|. Note that the linear band dispersion and linear density of states
are in contrast to those in conventional 2D systems. In a conventional system, the
dispersion relation takes a quadratic form, E = �

2k2/2m∗ , and the density of states
D(E) = gm∗ /2π�2 is constant, where m* is the effective mass in the band and g is
the degeneracy of spin and valley.

The discussion around K′ point also holds around K point. For K = 4π/3a(−1, 0),

we obtain f (K + k) =
√

3a
2

(
kx + iky

)
. This also gives the same band dispersion

and density of states as K′ point.

2.2.3.2 Absence of Back Scattering

To discuss the motion of carriers at the vicinities of K and K′ points, effective mass
or k·p approximation is applied to the tight-binding model [55]. Then, Hamiltonian
is given by replacing a wave vector k in Eq. (2.6) with an operator k̂ ≡ ∇/i [55].
The equation at the vicinity of K′ is given by H�(r) = E�(r), where

H = γ

(
0 k̂x−ik̂y

k̂x+ik̂y 0

)

= γ

[

k̂x

(
0 1
1 0

)

+ k̂y

(
0 −i

i 0

)]

=γ
(
k̂xσx+k̂yσy

)=γ k̂·σ,

(2.9)

� (r) =
(

FA (r)

FB (r)

)

=
(

FA

FB

)

eik·r .

FA(r) and FB(r) are the envelope functions of Bloch function with wave vector K′
for A and B sublattices, respectively, and note that the definition of wave function is

different from Eq. (2.2) on tight-binding model. Here, σx =
(

0 1
1 0

)

, σy =
(

0 −i

i 0

)

,

and σz =
(

1 0
0 −1

)

are Pauli matrices, which are related to the amplitudes of FA(r)

and FB(r). Thus, σ is called pseudospin and not related to real electron spin. Solving
the effective mass equation, we obtain eigenvalues E = ± γ |k| for eigenfunctions,

�±(r) = F± (θ) eik·r , F± (θ) = 1√
2

(
1

± eiθ

)

.

The equation in the eigenstates, γ k̂ · σ�± = ±γ |k| �±, is transformed into(
k̂ · σ/ |k|) �± = ±�±. The operator on the left hand side, k̂ · σ/ |k|, shows the
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component of pseudospin projected to the wave vector, which is called the chirality.
The eigenstates of energy are also those of chirality. The fact that the eigenvalue of
the chirality is ±1 means that σ is parallel or antiparallel to k for positive or negative
E, respectively. This is also confirmed by calculating the expectation values of the
pseudo spins:〈σ x〉 = 〈�±|σ x|�±〉 = ± cos θ , 〈σ y〉 = ± sin θ , and 〈σ z〉 = 0 for

�±(r) = 1√
2

(
1

± eiθ

)

eik·r .

The correlation between the directions of the wave vector and pseudospin leads
to an intriguing scattering phenomenon. Consider that the carrier with E > 0
is scattered from wave vector k to k′ where the angle between k and k′ is θ .
Assuming that the scattering potential does not affect the pseudospin, the scattering
probability is

p (θ) ∝ ∣
∣
〈
k′∣∣V |k〉 〈F (θ) |F(0)〉∣∣2 ∝ |〈F (θ) |F(0)〉|2 =

∣
∣
∣
∣
1

2

(
1, e−iθ

)( 1
ei0

)∣
∣
∣
∣

2

= cos2 θ

2
,

where eik · r is expressed by |k〉.The result shows that p(θ ) is maximum at θ = 0 and
minimum at θ = π . In particular, p(π ) = 0 means the absence of back scattering
[55]. Although the scattering to the direction of θ �= π is possible, it can be
observed that the multiple scattering to backward direction is also suppressed by
the interference of time-reversed paths. For example, we consider the third-order
scattering process from k to –k. The scattering amplitude contains summation
of terms 〈−k|V|k′′〉〈k′′|V|k′ 〉〈k′ |V|k〉〈F(π )|F(θ ′′)〉〈F(θ ′′)|F(θ

′
)〉〈F(θ

′
)|F(0)〉 for

wave vector k′ and k′′, where the energy denominator is abbreviated for
simplicity. Consider the contribution of two time-reversed trajectories indicated
in Fig. 2.5 to the summation. 〈k′′|V|k′ 〉 = 〈−k

′ |V|−k′′〉 when V has time
reversal symmetry [24]; thus, the orbital parts, 〈−k|V|k2〉〈k2|V|k1〉〈k1|V|k〉 and
〈−k|V|−k1〉〈−k1|V|−k2〉〈−k2|V|k〉, are identical. Moreover, the pseudospin parts
〈F (π)| F (θ2)〉 〈F (θ2) |F (θ1)〉 〈F (θ1) |F(0)〉 = e−i π

2 cos π−θ2
2 cos θ2−θ1

2 cos θ1
2

and 〈F (−π)| F (θ1 − π)〉 〈F (θ1 − π) |F (θ2 − π)〉 〈F (θ2 − π) |F(0)〉 =
ei π

2 cos π−θ2
2 cos θ2−θ1

2 cos θ1
2 have the same absolute value with different sign.

Consequently, two trajectories interfere so that they are cancelled. This result is also

Fig. 2.5 Trajectories of an
electron which scatters to
back direction. (a) Solid path
and (b) dashed path indicate
two time-reversed
trajectories. The scattering
amplitude of the two
trajectories is cancelled
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explained by Berry’s phase. When an electron makes a round trip in the K′ valley,
the pseudospin is also rotated by 2π . Note that wave function gains the Berry’s
phase of π when the pseudospin is rotated by 2π . The path indicated with a solid
line gains the phase of π /2, while the path with a dashed line gains the phase of
−π /2. Thus, two wave functions have different phase of π , and the interference
works to be cancelled. In this way, back scattering is significantly suppressed in
graphene. The interference is broken by phase decoherence due to electron-electron,
electron-phonon, or spin-flip scattering. Further, the intervalley scattering breaks
the interference, although it needs a significant change in the wave vector and can
occur only for short-ranged scattering due to defects or edges.

Some readers may notice that the phenomenon is similar to weak anti-
localization in disordered 2D systems [56]. In the absence of spin-orbit interaction,
the time-reversed paths from k to −k interferes so that the interference is intensified
and wave functions are localized [10, 11]. The spin-orbit scattering develops the
phase of spin components in the two paths oppositely, and consequently, the two
paths interfere to be cancelled. Thus, the coupling of spin and orbit takes an
important role for the interference, and its effect is most prominent in graphene.
Note again that pseudospin in graphene is not real spin but results from the crystal
structure with two sublattices.

Physics discussed at K′ point holds at other valleys with little modification. At
the K point of 4π/3a(−1, 0), the above discussion holds by replacing kx with –kx.
When an electron with E > 0 goes around K′ or K point in the clockwise direction,
σ rotates clockwise about K′ point, while counterclockwise about K point.

2.2.3.3 Magnetic Field Effect

The electronic property of 2D materials is significantly affected by the perpendicular
magnetic field, B. Lorentz force due to the magnetic field causes circular motion of
charged carriers, and the orbital energy is quantized to Landau levels. The effect of
magnetic field on the orbital motion is included by replacing k̂ in the Hamiltonian
with k̂

′ = k̂ + eA/�, where A is the vector potential defined as B = rot A.
Neglecting the Zeeman energy, the Hamiltonian in a conventional 2D system is

H = �
2k̂′2

2m
= �ωc

(

a+a + 1

2

)

.

The creation and annihilation operators are introduced by a+ = l√
2

(
k̂′
x + ik̂′

y

)

and a = l√
2

(
k̂′
x − ik̂′

y

)
, respectively, where ωc ≡ eB

m
is the cyclotron frequency

and l ≡
(

�

eB

)1/2
is the magnetic length. These operators satisfy the follow-

ing relation: [a, a+] = 1, a |n〉 = √
n |n − 1〉, a+ |n〉 = √

n + 1 |n + 1〉, and
a+a|n〉 = n|n〉. Thus, the energy levels are split to Landau levels |n〉 with eigen
energies En = (n + 1/2) �ωc (n = 0, 1, 2, . . . ).
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Fig. 2.6 Density of states in graphene. (a) Density of states D(E) is a linear function of energy E
when no magnetic field is applied. The shaded states are occupied by electrons. (b) The Landau
levels under a large perpendicular magnetic field. The states at E < 0 and half of the states at E = 0
are occupied

In contrast, the Hamiltonian for graphene around K′ point is

H = γ

(
0 k̂′

x − ik̂′
y

k̂′
x + ik̂′

y 0

)

=
√

2γ

l

(
0 a

a+ 0

)

.

The eigen energies are given by En = ± γ
l

√
2n against eigenstates

(
0
|0〉

)

for n = 0

and

(± |n − 1〉
|n〉

)

for n = 1, 2, . . . . The zero energy state in graphene is in contrast

to that in the conventional 2D system, where the minimum energy is not zero but a
finite value, E0 = 1/2 �ωc. This is because an electron acquires Berry’s phase of π

when it makes a circler motion around the K or K′ point. The electronic property
under magnetic field has been one of the most important research fields in graphene
[8, 9, 57–59].

As shown in Fig. 2.6, there is no density of states at E = 0 under no magnetic
field, while Landau levels for n = 0 appear at E = 0 under the magnetic field. As a
result, the orbital energy of the electrons increases by applying a magnetic field. The
increase of free energy F with B means the negative magnetization

(
M ≡ − ∂F

∂B
< 0

)

or diamagnetism. This is the reason why the large diamagnetism is observed in
graphene and graphite [2].

2.3 Experimental Aspects

In this section, an experimental procedure is described in the context of fabrication
and measurement of graphene FET. The operation of graphene FET and p-n junction
is compared with those of conventional inorganic semiconductors, according to
which the characteristic transport property of graphene is emphasized. In addition,
the advantages and disadvantages of graphene for application are summarized.
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2.3.1 Fabrication of Graphene FET

2.3.1.1 Preparation of Graphene

So far, many methods have been developed to prepare graphene. These are classified
into two categories: top-down and bottom-up methods. A typical example of the top-
down method is mechanical exfoliation of graphite using an adhesive tape [5]. This
method can produce high-quality graphene, although the size of flakes becomes
much smaller than that of the initial graphite. Other examples of the top-down
method are thermal expansion of graphite intercalated compounds [60] and the
reduction of oxidized graphite [61]. A common difficulty for the top-down methods
is that the size and thickness of graphene layer cannot be controlled. To solve this
problem, the bottom-up methods such as chemical vapor deposition (CVD) are
developed [62]. A precise control of deposition condition, such as the kinds of used
gasses, substrates, and growth temperature, has improved the quality of graphene.
The thermal decomposition of SiC substrate also produces large area of graphene
with controlled layer number [63]. In the following sections, sample fabrication
using exfoliated graphene is described based on our study.

2.3.1.2 Identification of Graphene

The mechanical cleavage method can produce graphene under dry condition. After
repeating the exfoliation of graphite several times, the adhesive face of the tape
with thin graphite layers is put down on a SiO2/Si substrate. Rubbing the back
of the tape allows some graphene flakes to be transferred on the substrate. This
method enables us to find many graphene flakes with different layer number, N. The
electronic property of graphene layers significantly depends on N; thus, it must be
distinguished definitely. For this purpose, the various methods have been used such
as optical microscopy, Raman spectroscopy, and atomic force microscopy (AFM).
Figure 2.7 shows how we determine N with these three methods [64].

First, N is easily distinguished by the contrast of the optical microscope image
when the thickness of SiO2 on the Si substrate is optimized [65]. Figure 2.7a shows
an optical micrograph of graphene flakes prepared on the SiO2 layer of 300 nm. It
is observed that the color becomes deep with increasing the layer number. When the
color image is split to R/G/B channels, the contrast of few-layer graphene is most
prominent in G channel. The intensity in G channel is digitized and quantified by
using an image analyzing software such as imageJ [66] to determine N.

Second, Raman spectroscopy, which is a versatile tool to investigate the elec-
tronic structure of graphitic materials, is applicable to identification of N [67, 68].
Graphene has prominent two peaks at around 1590 and 2700 cm−1, which are called
G and 2D peaks, respectively. As shown in Fig. 2.7b, the ratio of intensity of these
peaks I(G)/I(2D) and the shape of 2D peak significantly depend on N [69]. Raman
D peak is observed at around 1350 cm−1 when defects are present, which is useful
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Fig. 2.7 Three methods to distinguish layer number of graphene flakes. (a) Left: microscope
image of graphene flakes. Inset: histogram of green intensities in the microscope image enclosed
with dashed lines. The number, 0–4, indicates the layer number of graphene, which gives the peak
of the histogram. Right: layer number dependence of relative green shift (RGS). RGS is defined
by (Gs − Gf)/Gs, where Gf and Gs are the green intensities of FLG and the substrate, respectively.
(b) Left: Raman spectra of the N-layer graphene (N = 1–4) and bulk graphite. The spectra are
normalized to give the same 2D peak intensity. Right: layer number dependence of ratio of G
and 2D peak intensities. (c) Left: atomic force microscope image. Right: height steps across the
surfaces of SiO2, mono-, and bilayer graphene. Some of the figures were used in the supplementary
information of [64] (Copyright 2013 The Author(s))
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to verify the quality of graphene. In addition, Raman spectroscopy is effective to
distinguish the ABA and ABC stacking manner of few-layer graphene [70] and
geometries of armchair and zigzag edges [71].

Finally, AFM can measure the height of the graphene layer from the substrate
directly. As shown in Fig. 2.7c, the distance between monolayer and bilayer
graphene was measured to be 0.35 nm, which agrees well with the literature value,
0.334 nm. The distance between the SiO2 surface and monolayer graphene was
0.80 nm, which is reasonable considering the additional van der Waals distance
between the two materials [9]. AFM is also applicable to investigate the flatness of
graphene layer [72, 73].

2.3.1.3 Preparation of Devices

After finding out the suitable graphene flakes, we attach electrodes to them. The
exfoliated flakes are at most 10 μm in size; thus, microfabrication techniques, such
as photolithography or electron-beam lithography (EBL), are required to design
the electrodes. Graphene has the chemical stability for organic solvent and heating
process, which makes microfabrication of graphene easy. The flakes on substrates
are coated with polymer resists, which change the solubility after an exposure of UV
light or electron beam. The resolution of the photolithography is in principle limited
by the wavelength of the light, however, to several μms because of imperfect contact
between a photomask and a substrate. EBL is superior to the photolithography for
the high resolution and the accurate alignment. The flexible design of electrodes
is also advantage of EBL for the purpose of laboratory research. Figure 2.8 shows
typical procedure to make a graphene Hall bar with EBL.

2.3.2 Characteristics of Graphene FET

2.3.2.1 Output and Transfer Characteristics

First, we introduce the characteristics of typical inorganic FET in metal-oxide-
semiconductor (MOS) structure to compare them with graphene FET. Figure 2.9a
shows a schematic of inorganic MOS-FET, which is made of p-type semiconductor
exhibiting an enhanced n-channel operation. The device has three electrodes: drain,
source, and gate electrodes labeled with D, S, and G. D and S are highly n doped,
thus, noted with n+. The drain voltage Vd is applied to D, while S is grounded, i.e.,
source voltage Vs is 0. Drain current Id flowing between D and S is controlled by Vd
and gate voltage Vg. At Vg = 0, Id = 0 because of the n+-p-n+ structure. By applying
positive Vg, the conduction band bends downward at the interface. Consequently,
electrons accumulate at the interface called inversion layer (refer Fig. 2.9b), and Id
starts to flow because of the n+-n-n+ structure. A set of Id-Vd curves for several
Vg values is called output characteristics (Fig. 2.9c). Id increases in proportion to
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(b) (c)

Fig. 2.8 Preparation procedure of graphene device with Hall bar structure. (a) Transfer of
graphene flakes on SiO2/Si substrate. (b) Resist coating and prebake. Hatched regions are exposed
by electron beam. (c) Development after exposure of electron beam. (d) Oxygen plasma etching.
The residual resist works as an etching mask. (e) Removal of the resist. (f) Resist coating and
prebake. Hatched regions are exposed by electron beam. (g) Development after exposure to
electron beam. (h) Vacuum deposition of metal for electrodes. (i) Lift-off. The disused metal is
removed
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Fig. 2.9 Structure and characteristics of MOS-FET. (a) Schematic structure and terminal config-
uration. (b) Energy band diagrams at Vg = 0 and Vg > 0. (c) Output characteristic based on the
simple model. (d) Transfer characteristic in the saturation region
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Vd at small Vd satisfying Vd << Vg − Vth (linear region), and it saturates with
large Vd for Vd >> Vg − Vth (saturation region). Moreover, Id − Vg curve is called
transport characteristics (Fig. 2.9d). With the increasing Vg, Id starts to increase at
the threshold voltage Vth. From the transport curve, we can evaluate the mobility of
the device, which is an important parameter characterizing the FET operation. The
mobility is defined by μ ≡ v/E, where v is the drift velocity of carriers and E is an
applied electric field. Depending on the magnitude of Vd, mobility is obtained by
the following formulae [28]:

Id = Wμ

L
Co

(
Vg − Vth

)
Vd in the linear region, (2.10)

Id = Wμ

2L
Co

(
Vg − Vth

)2 in the saturation region, (2.11)

where L and W are channel length and width, respectively, and Co is the capacitance
of gate insulator per unit area. For a detailed deduction of these equations and
physical meaning of the both regions, see Ref. [28].

Compared with inorganic MOS-FETs, graphene FET shows very different
characteristics because of the linear energy dispersion with no energy gap. Figure
2.10a shows the structure of typical four-terminal graphene FET which is often used
for research purpose. The current I flows between the electrodes at both ends (noted
by I+ and I−) and the potential difference V between two electrodes placed inside
(noted by V+ and V−) is measured. The V-I curves measured at various Vg show
a linear Ohmic relation, as in Fig. 2.10c. The sheet conductance σ is evaluated
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Fig. 2.10 Structure and characteristics of graphene FET. (a) Schematic structure and terminal con-
figuration of the four-terminal graphene FET. (b) Band diagrams of a gate electrode and graphene.
The Fermi level of graphene is controlled by Vg. (c) Output and (d) transfer characteristics
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by σ = L
W

dI
dV

, where L is the distance between the voltage electrodes and W the
width of graphene channel. In this chapter, σ always means the sheet conductance
with a unit of S (=�−1) and is hereafter simply termed conductivity. Typical σ -Vg
curve is illustrated in Fig. 2.10d. As described in Sect. 2.2.2, the Fermi energy EF
of non-doped graphene is situated at the Dirac point. Thus, the conductivity σ takes
minimum at around Vg = 0. When positive Vg is applied, electrons are accumulated
in graphene, and the conductivity increases (refer Fig. 2.10b). Moreover, application
of negative Vg accumulates holes, also increasing the conductivity. In this way,
graphene FET shows ambipolar behavior, which operates by both n- and p-type
carriers. The carrier density induced by gate voltage is given by n = CoVg/e = αVg,
where Co = ε0ε/d is geometrical capacitance determined by relative permittivity ε

and thickness d of the gate insulator. ε0 = 8.854 × 10−14 F cm−1 is permittivity
of vacuum, and positive/negative n means the electron/hole density, respectively.
Co = 11.5 nFcm−2 and α = 7.18 × 1010/cm2 V for 300 nm-thick SiO2 with ε = 3.9.
Corresponding to Eq. (2.10) for MOS-FET in the linear region, the conductivity is
expressed by

σ = |n|eμ = Co |Vg − Vn| μ . (2.12)

Vn ∼ 0 is the charge neutrality point, meaning that σ takes the minimum value at
Vg = Vn. This equation is oversimplified because the conductance at Vn and the
energy dependence of scattering are neglected. For comprehensive discussion of σ -
Vg curve, see Ref. [54, 73, 74]. Furthermore, Vg in Eq. (2.12) should be replaced by
Veff indicated in Fig. 2.10b; the potential difference between the gate electrode and
graphene decreases from Vg to Veff, after the shift of Fermi energy due to the carrier
accumulation. This correction can be neglected when Co is very small as in the case
of 300 nm-thick SiO2. However, the effect becomes important for large Co, which
will be discussed in Sect. 2.4.1.

From Eq. (2.12), the mobility is given by

μ = 1

Co

∣
∣
∣
∣

dσ

dV g

∣
∣
∣
∣ . (2.13)

The hole mobility μh and electron mobility μe are obtained in the regimes at Vg < Vn
and Vg > Vn, respectively. For the graphene FET prepared on SiO2/Si substrate, σ

often increases linearly with respect to |Vg|, as shown in Fig. 2.10d, indicating that μ
is independent of Vg. Similarly, μ of MOS-FET is also considered to have a constant
value. However, there is an important difference between the two FETs. Based on
the Drude model [26], the mobility is given by

μ = eτ

m∗ . (2.14)



48 H. Goto

For MOS-FET, constant scattering time, τ , and effective mass, m*, give constant
mobility. In contrast,

μ = eτvF

�kF
= eτvF

�
√

πn
= eτvF

�

√
πα

∣
∣Vg

∣
∣

holds for the graphene FET. Thus, constant mobility means that τ depends on
|Vg|1/2. Such scattering is known to be long-ranged Coulomb scattering by charged
impurities [54, 74, 75]. For graphene devices on the SiO2/Si substrates, this is one
of the most important scattering factors limiting the mobility.

2.3.2.2 Graphene p-n Junction

The transport property through the graphene p-n junction is very different from
that in a conventional p-n junction made of inorganic semiconductors. This is
also because of the linear dispersion in graphene and interpreted by the tunneling
phenomena in relativistic quantum physics.

It is well known that the p-n junction formed by inorganic semiconductors is
used for rectification of electric current. Figure 2.11 shows the band diagram of the
p-n junction and a principle of the rectification. The alignment of the Fermi energy
between the p- and n-type semiconductors forms built-in potential �E (>0) at the
interface. When a positive voltage is applied to the p side, the current increases
abruptly with a decrease in �E. In contrast, when a negative voltage is applied to
the p side, �E increases to suppress the current. This explains the rectifying IV
characteristics of the p-n diode.

In contrast, the graphene p-n junctions do not exhibit this rectifying property.
Figure 2.12a shows a band diagram and Fermi circle of the graphene p-n junction.
The potential energy indicated by the dashed line is higher in the p region than that

EF Ea

EF

ΔE
conduction band

EF

valence band

n-type

Ed

p-type n-typep-type
(b)(a)

Fig. 2.11 p-n junction of conventional semiconductors. (a) Band diagrams of p- and n-type
semiconductors. Ea and Ed indicate the acceptor and donor levels, respectively. (b) Band diagram
of a p-n junction. As a result of the alignment of EF, the potential step �E is built at the interface
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Fig. 2.12 p-n junction of graphene FET. (a) Band diagrams and Fermi circles of n- and p-doped
graphene. An electron of the black circle with group velocity vg

i is incident normal to the interface.
It is transmitted as a hole of the white circle with group velocity vg

t. (b) Fermi circles of graphene
p-n junction in which an obliquely incident electron is transmitted or reflected. The arrows vg

i, vg
t,

and vg
r indicate group velocity of incident, transmitted, and reflected electron waves, respectively

in the n region, which is realized by applying different gate voltages locally. When
an electron was injected from n to p-doped graphene, the electron does not reflect
but can transmit through the interface with a probability of 1. This is because the
electron in the n region is transformed to the hole in the p region with the same
group velocity, vg

i = vg
t. For the graphene n-p-n junction, an electron in one n

region can be transmitted to the other n region through the p region. This perfect
tunneling through a potential barrier is called Klein tunneling, which is suggested in
relativistic quantum dynamics. This phenomenon is in contrast to the conventional
quantum physics, where an electron can tunnel the potential barrier with certain
probability. In this way, graphene offers a unique opportunity to study relativistic
quantum phenomena [76, 77].

Further, let us look at the junction from a top side. As described, a normally
injected electron from the n side is transmitted to the p side without reflection.
Figure 2.12b shows the Fermi circle of n- and p-doped graphene and shows how
an obliquely injected electron is transmitted and reflected. The momentum parallel
to the interface, which is indicated by the dashed line, is preserved. Thus, an injected
electron with group velocity vg

i is reflected with vg
r in the n region or transmitted to

vg
t in the p region. The transmission probability is T = cos2θc / cos2(θc/2 + θv/2)

[78]. When the magnitude of a wave vector in the n- and p-doped graphene is
equal, θc = −θv and T = cos2θc. As shown in the lower panel in Fig. 2.12b,
an electron wave packet is refracted as if it is transmitted to a material with the
negative refractive index [78, 79]. This type of peculiar refraction is a popular topic
in optics with metamaterials [80] and may be studied using an electron wave in
graphene.
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2.3.3 Advantages and Disadvantages of Graphene for Device
Application

2.3.3.1 Advantages of Graphene

Graphene has a lot of advantages in device application. They are classified according
to specific properties of graphene.

A1: (linear energy dispersion) high carrier mobility, long coherence length, and long
spin relaxation length

A2: (strong sp2 bonding) chemically inert and stable, flexible and robust, and high
heat conductivity

A3: (atomically thin layer) transparent, lightweight, large specific surface area, and
less short-channel effect

A4: (carbon-based material) low cost and easy fabrication of devices
A5: (no energy gap) good contact with metal electrodes

In particular, high mobility is one of the most prominent properties of graphene.
The larger μ means the better performance of FET; high mobility enables rapid oper-
ation, low power dissipation, and high sensitivity. Compared with μ = 1450 cm2/Vs
for Si at 300 K [28], the typical μ value reaches 10,000 for graphene on SiO2/Si
substrates. The mobility is expressed by μ = eτ /m∗ (Eq. (2.14)). In graphene,
τ is significantly enhanced because of the absence of back scattering. τ is also
enhanced in high-quality graphene without impurities or lattice defects. In addition,
m* (∼�k/vF) is extremely small around the Dirac point, which also increases μ.
The mobility of graphene is still limited by the scattering because of the charge
impurities on SiO2/Si. The mobility can be improved furthermore by suspending
graphene in vacuum [81–83] or by putting graphene on chemically inert and
atomically flat h-BN [73, 84]. Actually, μ of 0.2–1 × 106 cm2/Vs was achieved
for suspended graphene at low temperature [81, 83].

Large μ offers unique opportunity to study some new physical phenomena. First,
an increase in τ enhances the mean free path (or elastic scattering length) l (≡
vFτ ) over 1 μm [81]. When the sample size L is much larger than l, transport is
diffusive. In the graphene, the opposite condition (L < l) can be prepared, which
realizes the ballistic transport with no scattering in the system. Second, a large μ

also increases the coherence length and spin relaxation length. These characteristic
lengths express how long the coherence of phase or spin is preserved. Such long
characteristic lengths are useful to study mesoscopic physics and spintronics [85,
86].

Strong sp2 bonding [87] between the carbon atoms is important in mechanical
applications, such as microelectromechanical systems (MEMS) [88]. It is also
known that thermal conductivity is extremely enhanced in monolayer graphene due
to the 2D character [89].

Graphene is an extremely thin material; thus, the transparent property [90] is
suitable for electrodes in solar cell [91]. The large specific surface area is applicable
to supercapacitors. Furthermore, atomically thin graphene may not suffer from
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short-channel effect [28], which causes inevitable problems when miniaturizing
FET devices.

Because of no energy gap, Schottky barrier [28] is not formed at the interface
between graphene and metal electrodes, which establishes their good electrical
contact. This made graphene good candidate for research targets. An example is the
superconducting proximity effect [92, 93], which is not observed if there is large
contact resistance between graphene and superconducting electrodes.

2.3.3.2 Disadvantages of Graphene

A major problem for an application is that graphene has no energy gap. Finite
current can flow even at the Dirac point, and perfect OFF state is not realized (see
Fig. 2.10d). Thus, the on/off ratio of the graphene FET, which is defined by the ratio
of the maximum and minimum current, is relatively low. In addition, the output
characteristic is linear and not saturated as shown in Fig. 2.10c, which decreases
the cutoff frequency for the radiofrequency application [94]. Consequently, it
may be difficult to prepare practical logic devices and high-speed devices from
graphene [94]. Thus, TMDs and other 2DMs with a band gap have attracted much
attention recently. Some methods are proposed to open the band gap by breaking
the symmetry of graphene layers as follows:

1. Monolayer graphene with the breaking of AB sublattice symmetry [43]
2. Bilayer graphene under a perpendicular electric field [95, 96]
3. ABC-stacked trilayer graphene under a perpendicular electric field [97, 98]
4. Graphene nanoribbons [99, 100]
5. Graphene derivatives such as graphane [101]

The size of a band gap is variable by the magnitude of electric field for (2) and (3)
and by the width of graphene nanoribbon for (4). One problem is that the mobility
may be decreased with opening the band gap. To reconcile high mobility and large
band gap is a challenge for the future.

2.4 Application of Graphene FET: Carrier Accumulation
in Graphene

In the final section, an application example of graphene FET is given based on
our recent study [64, 102–104]. We attempt carrier doping in graphene with two
methods by evaluating the carrier density quantitatively. As a result, the problem
that prevents the effective carrier accumulation is clarified.

The electronic structure of graphene has two singularities. One is the topological
singularity at E = 0 (K/K′ point or the Dirac point). This singularity leads to Berry’s
phase which affects the motion of carriers as described at Sect. 2.2.3. The other is
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van Hove singularity at E = ±γ 0 ∼ ±3.0 eV (M point). The electron correlation
is enhanced at this energy because the density of states diverges as in Fig. 2.3c.
In addition, the Fermi surface is a regular hexagon with high symmetry at M
point (refer Fig. 2.3b), which can give rise to various ordered phenomena, such as
superconductivity, ferromagnetism, and spin/charge density waves [105–108]. For
superconductivity, occurrence of chiral d-wave superconductivity [108] is predicted
besides conventional s-wave superconductivity.

However, such an exotic state has not been realized due to the experimental dif-
ficulty of achieving the high energy state. As shown in Fig. 2.3b, the carrier density
required to reach the van Hove singularity is 1/4 carriers per carbon atom, i.e.,
9.5 × 1014 cm−2. So far, two methods have been often used to control the number of
carriers. One utilizes an electric field effect in the FET structure (gating method) as
shown in Fig. 2.10b. The other uses electron transfer between the dopants and target
materials (doping method). In general, these two methods are assumed to work
equivalently for carrier accumulation. Both methods have been used to control the
carrier density and electric conductance in semiconductors [28]. Furthermore, each
method has been successfully utilized to induce superconductivity in materials, such
as SrTiO3 [109, 110] and TMDs [111, 112], by enhancing the carrier density. In this
section, we explore the possibility of high-density carrier accumulation in graphene
using these two methods.

2.4.1 Electric Field Effect on Few-Layer Graphene with Ionic
Liquid Gate

First, carrier accumulation with the gating method is discussed. The carrier density
n induced by Vg is expressed as n = CgVg/e, where Cg = ε0ε/d is the geometrical
capacitance, which was denoted with Co in Sect. 2.3. As described in Sect. 2.3.1,
SiO2 with ε of 3.9 and d of 300 nm is often used for the gate electric for
graphene FETs, which leads to Cg = 11.5 nF cm−2. The maximum gate voltage
applicable to 300 nm-thick SiO2 is at most Vg ∼ 100 V, which can induce carrier
density of n = CgVg/e ∼ 7.2 × 1012 cm−2. Therefore, to accumulate higher
density of carriers in graphene with the gating method, it is necessary to use a
gate dielectric with much larger capacitance. Cg can be enhanced by increasing
ε or by decreasing d. To use high-κ (high dielectric constant) materials such as
Pb(Zr0.47Ti0.53)O3 (PZT, ε > 1000), SrTiO3 (STO, ε = 140), Ta2O5 (ε = 25)
[28], etc. is one approach to increase Cg. The other approach, a reduction of d,
is achieved by using an electric double layer (EDL) for a gate dielectric [113].
When applying gate voltage to a target material via an electrolyte such as an
ionic liquid, the EDL is formed at the interface between the material and the
electrolyte, which works as a very thin gate dielectric. Although the applicable
gate voltage is limited to several volts to avoid chemical reaction, the achievable
carrier density is nevertheless expected to be 101–102 times larger than that with
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Fig. 2.13 Layer number dependence of capacitance at EDL. (a) Experimental capacitances
evaluated with three methods. The blue solid circles and red open circles indicate the CEDL values
measured in hole-carrier and electron-carrier regimes, respectively, using two-terminal devices.
The green triangles indicate the CEDL values evaluated from Hall coefficients. The orange squares
indicate the CEDL values directly measured with AC. The black solid line shows calculated
CEDL. (b) Calculated capacitances as a function of N. Geometrical capacitance Cg, quantum
capacitance Cq, and EDL capacitance CEDL are indicated by blue, red, and black lines, respectively.
Reproduced from our previous report [64] (Copyright 2013 The Author(s))

conventional gate insulator. For example, Cg of EDL formed between an ionic
liquid, [1-butyl-3-methylimidazolium][hexafluorophosphate] (bmim[PF6]), and an
Au electrode is 9.7 μF cm−2 [114], which is 103 times larger than Cg of
300 nm-thick SiO2. When applying Vg = 2 V using bmim[PF6], carriers of
CgVg/e = 1.2 × 1014 cm−2 can be accumulated in the Au electrode. Among a
variety of ionic liquids, there is an ionic liquid that has extremely large Cg [115].
Furthermore, applicable Vg can be raised at low temperature [116]. Thus, the electric
field effect using ionic liquid gate may enable us to reach the van Hove singularity in
graphene.

According to our previous study [64], we discuss the capacitance CEDL between
the ionic liquid, bmim[PF6], and few layers of graphene to explore the possibility
of novel physical property in highly doped graphene. Figure 2.13a shows CEDL
values as a function of layer number, N, which is experimentally evaluated with
three methods. As shown in Fig. 2.13a, measured CEDL is much smaller than
Cg = 9.7 μF cm−2 obtained for the Au electrodes. CEDL is minimum for monolayer
graphene. With an increase in N, CEDL increases and takes the maximum value
of 3 μF cm−2 at N ∼ 4. With a further increase in N, CEDL slightly decreases
to saturate. Even at maximum CEDL, the carrier concentration is estimated to be
4 × 1013 cm−2 for Vg = 2 V.

The reason why CEDL for monolayer graphene is so small is explained by the
concept of quantum capacitance [117–119], as mentioned in Sect. 2.3.2. As shown
in Fig. 2.10b, when the positive gate voltage Vg is applied to the ionic liquid, the
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Fermi energy changes by �EF (�EF < 0) so that the actual voltage difference Veff
between the ionic liquid and graphene becomes smaller than Vg. Thus, the applied
voltage is divided into two components: –eVg = �EF – eVeff or

Vg = −�EF

e
+ Veff ≡ Q

Cq
+ Q

Cg
≡ Q

CEDL
, (2.15)

where Veff is the effective voltage difference between the ionic liquid and graphene,
which accumulates charges ±Q according to Q = CgVeff. We consider that the
deficient voltage due to −�EF/e is applied to an imaginary capacitor, whose

capacitance is Cq ≡ eQ
−�EF

= e2D(E)
2 , called quantum capacitance. As a result, the

total capacitance CEDL ≡ Q/Vg is expressed by a series connection of two capacitors,

CEDL =
(
C−1

q + C−1
g

)−1
. For graphene, Cq is extremely small because of the small

D(E) around the Dirac point. When the conventional SiO2 gate dielectric is used,
the Cg is still smaller than Cq of graphene, and the effect of Cq does not appear.
However, for the ionic liquid gate, Cg of EDL can exceed Cq, which leads to CEDL
∼ Cq << Cg. Thus, the ionic liquid-gated graphene is a unique system where the
effect of Cq becomes prominent because of large Cg and small Cq.

The expressions for Cg and Cq of monolayer graphene can also be deduced from
the electrostatic energy condensed between the ionic liquid and graphene. As shown
in Fig. 2.14a, application of gate voltage changes total energy UEDL which consists
of two kinds of contributions; one is electric field energy Ug condensed between the
ionic liquid and graphene, and the other is the band filling energy Uq to accumulate
electron to change the Fermi energy. Ug and Uq are expressed by the following
equations (refer Fig. 2.14a) and related to the capacitances Cg and Cq, respectively:

Ug = 1

2

∫

E · Ddr = 1

2
εILε0E

2d ≡ Q2

2Cg

, (2.16)

Uq =
∫ EF

0
ED(E)dE ≡ Q2

2Cq

, (2.17)

where E and D (=εε0E) in Eq. (2.16) indicate the electric field and electric
displacement, respectively, while E in Eq. (2.17) indicates the energy of an
electron measured from the Dirac point. From Eqs. (2.16) and (2.17), one obtain
familiar expressions Cg = ε0ε/d and Cq = e2D(E)/2. Furthermore, the equation
of total energy UEDL = Ug + Uq agrees with the energy of the series capacitors,
1/CEDL = 1/Cg + 1/Cq. Note that the expression of Cq is different from the conven-
tional quantum capacitance for 2D materials, Cq = e2D(E) [117]. This is because
D(E) for graphene is a linear function of E, while it is constant for conventional
2D electron systems. Even in the graphene, if the capacitance is estimated from
AC impedance, which is measured with small AC voltage superimposed by the DC
voltage, Cq = e2D(E) should be used by neglecting E dependence of D(E).
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Fig. 2.14 Electrostatic energy in EDL capacitor between an ionic liquid and (a) monolayer
graphene/(b) few-layer graphene. Total energy consists of the electric field energy Ug and band
filling energy Uq, which are illustrated at upper and lower panels, respectively. Ug and Uq are
related to the geometrical and quantum capacitances, respectively

The above discussion about the monolayer graphene can be developed for N-
layer graphene (refer Fig. 2.14b). The positive and negative charges, ±Q (Q > 0), are
placed on each side of EDL; +Q is at the side of an ionic liquid, while –Qq1, . . . ,–
QqN are distributed in 1, . . . , Nth layers of FLG. The ordinals are given from the
interface. Ug and Uq are written by referring to Fig. 2.14b and extending Eqs. (2.16)
and (2.17)

Ug = Q2

2CIL
+ Q2

2Cgr

N−1∑

i=1

⎛

⎝1 −
i∑

j=1

qj

⎞

⎠

2

≡ Q2

2Cg
, (2.18)

Uq = 1

N

N∑

i=1

∫ EFi

0
EDN(E)dE ≡ Q2

2Cq
, (2.19)

where Ug is sum of the field energy in the EDL and ith and i + 1th layer of graphene
(i = 1 to N − 1). CIL and Cgr are the geometrical capacitances in EDL and adjacent
graphene layers, respectively. DN(E) is the density of states for N-layer graphene,
and DN(E)/N is that per one layer. EFi is the Fermi energy of ith layer. Assuming
the constant DN(E) = DN(0) for simplicity, Eq. (2.19) is reduced to

Uq = DN(0)

2N

N∑

i=1

EFi
2 = Q2N

2e2DN(0)

N∑

i=1

qi
2 ≡ Q2

2Cq

. (2.20)
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Ug is minimum when q1 = 1 and q2 = . . . = qN = 0, while Uq is minimum when
q1 = . . . = qN = 1/N. The actual distribution of qi is determined by minimizing

the total energy UEDL = Ug + Uq under the restriction of
N∑

i=1
qi = 1. This can be

solved using the method of Lagrange multipliers. Once qis are determined, Cg and
Cq are obtained from Eqs. (2.18) and (2.20). Calculated capacitances Cg, Cq, and
CEDL are shown in Fig. 2.13b as a function of layer number N. With increasing N,
Cq increases, while Cg decreases. CEDL is determined by smaller capacitance of Cg
and Cq; thus, CEDL increases to saturate with an increase in N. The calculated CEDL
is also indicated in Fig. 2.12a, which shows a good agreement with the experimental
data.

Physical meaning of layer number dependence of three capacitances is explained
as follows. Cq is proportional to DN(E) which increases with N. However, note
that the electric field is screened by three to four layers and cannot penetrate into
the thicker layer than the screening length. Thus, Cq increases with N and DN(E),
but saturates in thicker graphene layers. Moreover, decrease in Cg is due to the
penetration of electric field into the interior layer of FLG. This corresponds to the
expansion of d of the EDL capacitor, and the advantage of thin EDL is spoiled. With
the increasing N, Cg also saturates because of the screening of the electric field. The
magnitude relation of Cq and Cg is inversed at N = 4; thus, CEDL of thicker FLG is
determined by Cg, which is significantly smaller than Cg for N = 1.

Finally, we investigate the condition of an ionic liquid to reach the van Hove
singularity of the monolayer graphene. From Eq. (2.15), the required gate voltage is

Vg = γ0

e
+ ne

Cg
. (2.21)

Inserting γ 0/e = 3 V and n = 9.5 × 1014 cm−2 into Eq. (2.21), we obtain
Vg = 3 + 160/Cg, where the units of Vg and Cg are V and μF cm−2, respectively.
For example, if we can apply Vg of 5 V to an ionic liquid with Cg of 80 μF cm−2,
Fermi energy can shift to the van Hove singularity.

2.4.2 Doping Effect on Monolayer Graphene with Electron
Transfer Molecules

Further, we discuss carrier doping by utilizing electron transfer between graphene
and adsorbed molecules. Combining graphene with organic molecules can offer
rich physics through carrier accumulation or energy-band modification. First, a high
density of carriers may be accumulated in graphene densely covered with molecules.
If a carrier of 9.5 × 1014 cm−2 (0.25/carbon atom) is accumulated, the Fermi energy
EF reaches the van Hove singularity, leading to various ordered states [105–108].
Further, if the molecule is exactly deposited to cause a difference in the potential
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Fig. 2.15 Molecular structures used in this study. (a) Electron acceptor molecules and (b) electron
donor molecules. TDAP is added to the molecules used in our previous report [103]

energy between two sublattices of graphene, a novel graphene with an energy gap
would be produced. Although the effects of the adsorbed molecules and atoms on
the electronic properties of graphene have been extensively studied [120–124], there
has been no quantitative study on what property of molecules influences electron
transfer between molecules and graphene. In this section, we investigate the carrier
accumulation in graphene by depositing diverse electron acceptor/donor molecules
on graphene. Details of this study are reported in Ref. [103].

Figure 2.15 shows the eight electron acceptor molecules and five donor
molecules used in this study; one donor molecule, 1,3,6,8-tetrakis(dimethylamino)
pyrene (TDAP), was added since our previous report [103]. The molecules were
thermally deposited on graphene under a vacuum of 10−4 Pa, and the gate voltage
dependence of conductivity σ (Vg) was measured in situ. The Vg for which σ (Vg)
provides the minimum value is called a “charge neutrality point” (Vn). The carrier
density induced for graphene, Ncarrier, was evaluated from a variation of the Vn value
when the molecules are adsorbed on graphene. The shift of Vn was investigated by
increasing the molecular thickness, i.e., against the number density Nmolecule of the
adsorbed molecule. The Ncarrier value increased linearly with Nmolecule, but it started
to saturate at a very low molecular coverage corresponding to approximately 0.1
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Fig. 2.16 Doping efficiency of various molecules. (a) Doping efficiency of electron acceptor
molecules as a function of redox potential or LUMO level. (b) Doping efficiency of electron donor
molecules as a function of redox potential or HOMO level. The dashed lines indicate Fermi energy
of non-doped graphene. The blue lines indicate calculated results. (c) Comparison of our data with
doping efficiency of adsorbed atoms reported by other groups [122–124] (Reproduced from our
previous report [103] by permission of John Wiley & Sons Ltd)

monolayers. The carrier doping efficiency, Ncarrier / Nmolecule, was determined at the
linear region of Nmolecule ∼ 1013 cm−2 (refer Fig. 2.1d of Ref. [103]). Hereafter,
the above doping efficiency is denoted as Nhole/Nacceptor or Nelectron/Ndonor for
electron acceptor/donor molecules. Figure 2.16a, b shows plots of Nhole/Nacceptor
and Nelectron/Ndonor as functions of the redox potential E1

1/2(A) and E1
1/2(D) of

the molecules, respectively [103]. E1
1/2(A) and E1

1/2(D) are directly related to the
LUMO and HOMO levels (ELUMO and EHOMO), respectively [125], which are also
indicated in Fig. 2.16. The dashed vertical lines shown in the graphs correspond
to the Fermi energy of graphene, EF

0 (= −4.57 eV [126]). These graphs show
the intuitive consequence in which electron transfer enhances at ELUMO < EF

0
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Fig. 2.17 Electron transfer process between molecules and graphene. Energy diagrams of
molecules and graphene are shown before and after electron transfer. (a) Electron transfer from
graphene to acceptor molecules. (b) Electron transfer from donor molecules to graphene

or EHOMO > EF
0. As shown in Fig. 2.16, it is notable that a new data point

(at E1
1/2(D) = 0.006 V [127]) from TDAP added to this report clearly shows

the rise of Nelectron/Ndonor when EHOMO ≥ EF
0. However, a weak dependence

of the doping efficiency on the redox potential cannot simply be explained by
considering only the energy difference (ELUMO < EF

0 or EHOMO > EF
0) described

above.
Figure 2.17a, b shows the energy diagram of graphene and the electron acceptor

molecules. The occupancy of the LUMO level is given by the modified Fermi
distribution function:

Nhole

Nacceptor
=
[

1 + 1

2
exp

(
ELUMO − EF

kBT

)]−1

, (2.22)

where the degeneracy factor, 1/2, comes from the spin degeneracy of the LUMO
level. kB and T are the Boltzmann factor and temperature, respectively. After
the electrons are transferred to the molecules, the EF of graphene decreases so
that Nhole = ∫ 0

EF−E0
F
D(E)dE holds. Note that graphene has a small density of

states, D(E), which is expressed as D(E) = 2|E|/πγ 2 (Eq. 2.8) because of the
linear energy band of graphene. The relationship between Nhole and Nacceptor is
expressed as
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Nhole

Nacceptor
=
[

1 + 1

2
exp

(−E1
1/2 (A) + 0.13 + γ

√
πNhole

kBT

)]−1

. (2.23)

The details of derivations of the Eq. (2.23) are included in the supporting informa-
tion of Ref. [103].

Nhole was numerically calculated as a function of Nacceptor by using Eq. (2.23),
and the doping efficiency at Nacceptor = 1 × 1013 cm−2 is shown as a function
of E1

1/2(A) in Fig. 2.16a with a blue curve (theoretical curve). The theoretical
curve follows the experimental plots (Fig. 2.16a). This model also explains why
Ncarrier saturates at a very low Nmolecule. As the approach of EF to ELUMO suppresses
electron transfer, the maximum hole number is evaluated from the equation Nmax

hole =
∫ 0

ELUMO−E0
F
D(E)dE. Nmax

hole was estimated to be at most 1.6 × 1013 cm−2 even when

using the strongest electron acceptor, F4TCNQ. This value is consistent with the
Nmax

hole value of 1 × 1013 cm−2 obtained previously for F4TCNQ-deposited graphene
[121].

The model was simultaneously applied to electron donor molecules, and an
equation similar to Eq. (2.23) was derived as

Nelectron

Ndonor
=
[

1 + 1

2
exp

(
E1

1/2 (D) − 0.13 + γ
√

πNelectron

kBT

)]−1

. (2.24)

The theoretical curve of Nelectron/Ndonor against E1
1/2(D) showed an agreement with

the experimental data, as shown in Fig. 2.16b. In addition to our data, the doping
efficiencies of metal atoms K [122], Ti, Fe, Pt [123], and Tl [124], which were
reported previously, were plotted as a function of E1

1/2(D) evaluated from their
work functions [128] (Fig. 2.16c). All reported data points fall onto the theoretical
curve, indicating the validity of our model. Thus, we clarified that the electron
transfer was determined by the energy difference between EF and LUMO/HOMO
levels. Thus, the doping efficiency could definitely be scaled by the redox potential
without considering any other parameters such as molecular size and symmetry.
Furthermore, the important conclusion derived from this study is that the maximum
carrier concentration that can be experimentally accumulated is limited by the small
D(E) of graphene. Finally, we give the condition of electron transfer molecules to
reach the van Hove singularity. From the above discussion, the electron acceptor
molecule with ELUMO ≤ EF

0 − γ 0 ∼ −7.6 eV or electron donor molecule with
EHOMO ≥ EF

0 + γ 0 ∼ −1.6 eV is required, although to achieve this condition may
be difficult.

To summarize, it is difficult to produce highly carrier-doped graphene because
of the small D(E) of graphene. For EF of graphene to reach a van Hove singularity
(M-point), combining both the gating method and doping method may be effective
because the conditions imposed on an ionic liquid and an electron transfer molecule
are alleviated. Other perspective is to decrease the energy of the van Hove
singularity. For example, the energy is lowered by uniform expansion of graphene,
which facilitates carrier doping by molecular adsorption or the electric field.
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Chapter 3
Physics of Heavily Doped Diamond:
Electronic States and Superconductivity

Takanori Wakita, Kensei Terashima, and Takayoshi Yokoya

Abstract Diamond is a popular material, not only as a gem but also for basic
and applied research owing to its extraordinary properties. The discovery of
superconductivity in heavily doped diamond has increased its importance. Although
the highest superconducting critical temperature (Tc) is 10 K, it is regarded as a
superconductor with a potentially high Tc, owing to the strong covalent bonding
between carbon atoms and the light atomic mass of carbon. In this chapter, after
reviewing the fundamentals of the electronic states of pristine and doped diamond,
we describe the electronic states, together with the vibrational properties, of boron-
doped superconductive diamond, which have been revealed by photoemission
spectroscopy and other experimental techniques.

Keywords Heavily doped diamond · Electronic states · Superconductivity ·
Photoemission spectroscopy · Impurity band

3.1 Introduction

Diamond is one of the most popular gem materials. Diamond is also known as
a technologically important material [1], owing to its extraordinary properties
such as its high hardness, high thermal conductance at room temperature, very
small thermal expansion, high breakdown voltage, and so on. The hardness and
high thermal conductivity warrant its use in, for example, glass cutters and heat
sinks, respectively. For the synthesis of electrical and optical devices, doped
semiconducting diamond made with a chemical vapor deposition (CVD) technique
has been utilized [2], mainly because of the capability of controlling the dopant
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concentration. Recently, the nitrogen-vacancy center in diamond has been paid
attention to as a qubit in quantum computers [3].

In terms of the electronic structure, diamond is classified as an insulator with
a 5.50 eV bandgap at room temperature [4]. Although impurity-doped diamond has
been studied for several decades, it was not until the twenty-first century that heavily
boron-doped diamond was found to be a superconductor [6]. According to the BCS
theory of a superconductivity, in the superconducting phase, electrons form Cooper
pairs, and they are condensated into a coherent state that can be described with one
wave function. The superconducting critical temperature (Tc) is expressed by

kBTc = 1.13�ωD exp

(

− 1

N(EF) · V

)

, (3.1)

where kB is the Boltzmann constant, � is the Dirac constant, ωD is the Debey
frequency, N(EF) is the density of states at the Fermi energy (EF), and V is the
interaction potential. This formula shows that the higher ωD is beneficial to an
increase in Tc. Therefore, diamond is a promising material for high-temperature
superconductivity, owing to its high ωD originating from the strong covalent
bonding between carbon atoms and the lighter atomic mass of carbon.

Understanding of the superconductivity in diamond is not straightforward, as
it emerges in the vicinity of the semiconductor-to-metal transition, where the
mechanism of the superconductivity depends on the electronic states that are
indeed realized. Hence, experimental and theoretical investigations of the electronic
states are crucial. On the experimental side, photoemission spectroscopy (PES)
offers the advantage of directly observing the electronic states of a material over
a wide energy range, from the valence band to the core levels, including the
superconducting gap as well as yielding momentum information of the valence
band. In addition, the results can be compared with the theoretical models in an
intuitive manner. PES has, therefore, played a crucial role in the study of the
electronic and chemical states of heavily boron-doped diamond, as described in
Sect. 3.3.

In this chapter, we describe the electronic states of pristine and doped diamond
as well as of heavily boron-doped superconducting diamond. For the experimental
data of boron-doped diamond superconductor, we mainly focus on PES results.
Some results from related studies using other methods are also presented. This
chapter is organized as follows. In Sect. 3.2, we explain the basic knowledge of
the electronic states of pristine (insulating) and doped (semiconducting) diamond.
We describe the doping dependence of the electronic states in detail in the latter part
of this section, expecting that it will contribute to future investigations by young
researchers. Readers familiar with the subjects in this part can skip it. In Sect. 3.3, we
describe the physical properties and electronic states of superconductive diamond.
Finally, in Sect. 3.4, we present a summary and give future prospects of the study of
superconducting diamond.
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3.2 Electronic States of Diamond

3.2.1 Crystal Structure and Basic Electronic States

3.2.1.1 Crystal Structure

Selected physical properties of diamond are listed in Table 3.1, with those of silicon
and germanium for comparison. Diamond is one of the allotropes of carbon, others
of which include graphite, graphene, fullerene, and carbon nanotubes. Figure 3.1a
shows the conventional unit cell of diamond, which belongs to the O7

h-Fd3m space
group, with a lattice parameter of 3.57 Å at 300 K. The unit cell contains two
crystallographically inequivalent carbon atoms, namely, sites C1 and C2, which
are identical in their chemical states. A carbon (C) atom has six electrons, with the
electronic configuration of 1s22s22p2. The bonds between C atoms in diamond are
formed with the four sp3 hybrid orbitals (ϕ111, ϕ11̄1̄, ϕ1̄11̄, and ϕ1̄1̄1), consisting of a
linear combination of four states, 2s (ϕ2s), 2px (ϕ2px ), 2py (ϕ2py ), and 2pz (ϕ2pz ),
in the 1s22s2p3 configuration,

ϕ111 = 1/2(ϕ2s + ϕ2px + ϕ2py + ϕ2pz)

ϕ11̄1̄ = 1/2(ϕ2s + ϕ2px − ϕ2py − ϕ2pz)

ϕ1̄11̄ = 1/2(ϕ2s − ϕ2px + ϕ2py − ϕ2pz)

ϕ1̄1̄1 = 1/2(ϕ2s − ϕ2px − ϕ2py + ϕ2pz) (3.2)

Although the 1s22s2p3 configuration has a higher energy by 4 eV than
1s22s22p2 [7], the covalent bond formation between the neighboring sp3 orbitals
reduces the total energy of the system sufficiently to stabilize a tetrahedral local

Table 3.1 Basic physical parameters of pristine diamond, silicon, and germanium at 300 K [1, 7,
10, 12]

Physical property Diamond Silicon Germanium

Space group of crystal structure O7
h(Fd3m) O7

h(Fd3m) O7
h(Fd3m)

Lattice constant (Å) 3.57 5.43 5.65

Bandgap (eV) 5.48 1.12 0.66

Electron mobility (cm2/Vs) 2000 1450 3900

Hole mobility (cm2/Vs) 1600 505 1800

Breakdown electric field (MV/cm) 5.6 0.3 0.1

Saturation electron velocity (×107cm/s) 2.7 1.0 0.6

Thermal conductivity (W/cmK) 20.9 1.48 0.6

Debye temperature (K) 1860 645 374

Dielectric constant 5.7 11.9 16.2
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Fig. 3.1 (a) Crystal
structure, (b) primitive
translation vector, and (c)
Brillouin zone(BZ) of
diamond [10]

structure. A diamond crystal, then, consists of a three-dimensional (3D) network
of the tetrahedral connections of C atoms with Fd3m symmetry (so-called
diamond structure), instead of the two-dimensional hexagonal atomic network
in graphite formed with the sp2 hybrid orbital. The 3D network of the bonding
and antibonding states of the covalent bonds constitutes the valence and conduction
bands, respectively (Fig. 3.2 [11]). The distance between the C atoms in a diamond
crystal is 1.544 Å, which is 66 % of the Si–Si distance in a Si crystal. The close
distance between the C atoms corresponds to a wide energy gap between the
bonding and antibonding states, giving rise to the large bandgap between the
valence and conduction bands, and the strong covalent bonding between C atoms
makes diamond the hardest material.
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Fig. 3.2 Upper: Boundary surface diagrams for s and p atomic orbitals and that for the sp3 hybrid
orbital. Lower: Conceptional picture of electron energy level: one electron energy levels for hybrid
orbitals, bonding and antibonding electron levels for interacting atoms, and formation of bands for
a large number of interacting atoms [11]

3.2.1.2 Electronic Band Structure

The diamond structure can be regarded as a pair of intersecting FCC lattices, which
are displaced from each other along the [111] axis by 1/4th of the body diagonal
length of the unit cell. The diamond lattice has the same primitive unit vector as
the FCC lattice and, therefore, also the same reciprocal lattice and Brillouin zone
(BZ) (see Fig. 3.1). The upper panel of Fig. 3.3 shows the calculated band dispersion
of diamond along the high symmetry lines of the BZ derived by a first principles
calculation using the WIEN2k package [17], which shows good overall agreement
with literature [15].

The whole valence bands have both the energy maximum and the bottom at
the � point in the BZ with the calculated bandwidth of ∼21.5 eV. Along the �X

and �L lines, we see three bands. The higher binding energy (EB) band, which
is downward convex (EB = 14–21.5 eV), has a strong s orbital character. The flat
band around 13 eV has both the s and p orbital characters. The other two bands,
which are upward convex and show larger dispersion, (EB = 0–15 eV) have a strong
p orbital character. The orbital characters of each band can be seen from the total
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Fig. 3.3 Upper: Band structure of diamond obtained by first principles calculation using the
WIEN2k package [17], where input parameters are set as follows: lattice parameter a = 3.567 Å,
RKmax = 7, and k-point = 1000. The Perdew-Burke-Ernzerhof [16] form of the generalized gradient
approximation was used as the exchange-correlation functional. Lower: Total and partial density
of states of diamond

and partial density of states in the lower panel of Fig. 3.3. The top band is doubly
degenerate, and, actually, it splits into two bands along the LW and WK lines.
Hence, the total number of bands is four. These four bands with spin-up and -
down states originate from eight electron states of two C atoms in the unit cell
(each atom has four valence electron states). The diamond structure does not have
an inversion symmetry at the center of the bond between the two nearest-neighbor
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C atoms. This gives rise to a splitting (6–13 meV[5]) of the p bands at � near EF
owing to spin-orbit coupling (the band calculation in Fig. 3.3 does not include this
effect). The conduction band has a local minimum along the �X line. Thus, the
bandgap is indirect with a width of 5.50 eV [4] (Fig. 3.3 shows a smaller value of
the bandgap than the experimentally obtained one, since the calculated bandgap
generally depends on the form of exchange-correlation functional).

3.2.2 Semiconducting Behavior and Energy Diagram

3.2.2.1 Natural Diamond

In the early studies of natural diamonds using infrared and ultraviolet absorption
spectroscopy, it was found that there are two types of natural diamonds: one has
nitrogen (N) impurities and the other does not [1]. These are called type I and II
diamonds, respectively (Table 3.2). Most natural diamonds tend to incorporate N
atoms, where the N impurities appear to be distributed into small aggregates, and
these are called type Ia diamond. The diamonds synthesized by high-pressure and
high-temperature methods usually contain N atoms as well, but these N atoms are in
isolated substitutional lattice sites. This type of diamond is very rare in nature and is
classified as type Ib diamond. Type II diamond, which hardly has any N impurities,
is also very rare in nature. It was found that one specimen of type II diamond shows
an exceptional behavior of appreciable electrical conductivity, and such diamonds
are called type IIb diamond to distinguish them from the insulating type II diamonds,
which are called type IIa diamond [1]. Type IIb diamond is extremely rare in nature.

3.2.2.2 Impurity Doping to Diamond

After the discovery of type IIb diamond, it was found that it is a p-type semiconduc-
tor including boron (B) atoms as impurities [1]. This finding has opened a path to

Table 3.2 Classification of natural diamond [1]

Type Features

Ia N atoms are included. Most natural diamonds tend to incorporate N atoms, where
the N impurities appear to be distributed into small aggregates.

Ib N atoms are included. The N atoms are on isolated substitutional lattice sites. This
type of diamond is very rare in nature. The diamond synthesized by high-pressure
and high-temperature methods usually contains N atoms in this form.

IIa N atoms are hardly included. This type of diamond is very rare in nature.

IIb N atoms are hardly included, but B atoms are incorporated. As a result of B
doping, the system shows a semiconducting behavior. This type of diamond is
extremely rare in nature.
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Fig. 3.4 Impurity levels of doped atoms in diamond, silicon and germanium. The values (in eV)
are measured from top of the valence band for accepters and from the bottom of the conduction
band for donors [7]

electrical applications of diamond, although it has been a long process to establish
the synthesis method of diamond with a controlled impurity concentration [14].
After much effort, diamond is currently used as a semiconductor by doping with
appropriate atoms, similar to other semiconductors, such as Si. As for electron- or
n-type doping, one might think that doping with N atoms would be appropriate,
because N atoms have one extra valence electron as compared to C atoms. As
found for type Ib diamond, however, N-doped diamond remains insulating because
the ionization energy of the donor level is too deep (1.7 eV) [1] and the thermal
excitation of electrons into the conduction band at room temperature is nearly zero.
Instead, phosphorous is known as a promising dopant owing to the formation of a
relatively shallow donor level with the ionization energy of 0.6 eV [19]. Regarding
hole-doping, as found for type IIb diamond, B atoms form an accepter level with
the ionization energy of 0.37 eV, owing to a deficiency of one valence electron as
compared to C atoms [1]. The impurity levels of dopants in diamond are summarized
in Fig. 3.4.

3.2.2.3 Bohr’s Hydrogen Atom Model

The concentration of B atoms in type IIb diamond was estimated to be ∼5 ×
1016 cm−3 [1], and that of P atoms in reference [19] was estimated to be approx-
imately 1018 cm−3. Dividing the impurity concentrations by the atomic density of
diamond 1.76 × 1023 cm−3 shows that the doping level of the former is 0.000028%
and that of the latter is 0.00057%, indicating that both are in the lightly doped regime
for diamond (we will later see the impurity concentration dependence of the physical
properties of diamond, including the heavily doped regime). The magnitude of the
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ionization energy of a shallow impurity level in such a lightly doped semiconductor
is approximately expressed using Bohr’s hydrogen atom model [7–10, 12],

Eimp = e4me

2(4πεε0�)2 �
(

13.6

ε2

me

m0

)

eV, (3.3)

where e is the magnitude of an electron charge, ε is the static relative dielectric
constant of the material, m0 is the electron rest mass, and me is the effective mass of
an electron in the periodic potential of the crystal. In comparison with the expression
for the magnitude of the ionization energy of atomic hydrogen e4m0/2(4πε0�)

2

(�13.6 eV), e2 and the electron mass are replaced by e2/ε and me, respectively.
The Bohr radius of the impurity state (the effective Bohr radius, a∗

B) is expressed in
the same way,

a∗
B = 4πεε0

�
2

mee2
�
(

0.53 ε

me/m0

)

Å. (3.4)

Taking a simple average of the longitudinal and the transverse effective masses (ml

and mt ) in diamond as me for electrons (ml = 1.56m0, mt = 0.28m0 [18], and
the average is 0.92m0) with ε = 5.7 [1], we then obtain Eimp � 0.39 eV and
a∗

B � 3.3 Å. For holes, we obtain Eimp � 0.20 eV and a∗
B � 6.4 Å, if we take a

simple average of the light-hole and heavy-hole effective masses (mlh and mhh) in
diamond as me (mlh = 0.26m0, mhh = 0.57m0 [18], and the average �0.47 m0). The
discrepancies between the above experimental values and the calculated values will
be improved by taking into account the effect of the short-range part of the impurity
potential and the precise electronic structure of the band edges [8].

3.2.2.4 Comparison with Si in Hydrogen Atom Model

For the impurity levels in lightly doped Si, we can calculate Eimp and a∗
B in the

same manner with the effective electron masses of Si (ml = 0.97m0, mt = 0.19m0,
mlh = 0.16m0, and mhh = 0.52m0 [7]) and ε = 11.7, leading to Eimp � 0.058 eV
and a∗

B � 10.7 Å for electrons and Eimp � 0.034 eV and a∗
B � 18.2 Å for holes. It

is clear that the values of Eimp for diamond are larger by approximately one order
of magnitude than those for Si. The experimental values of Eimp for the shallow
impurity levels in Si show the same trend with the calculated ones as seen in Fig. 3.4
[7], which also shows the values of Ge for comparison. This trend is mainly because
of the relatively large difference in the static relative dielectric constant ε, as Eimp
is proportional to the square of 1/ε but to the first power of me, and the latter shows
a relatively small difference between diamond and silicon.

The magnitude of ε in a semiconductor is related to the size of the bandgap [9]. If
a bandgap vanishes, the material becomes a metal, meaning that ε becomes infinite,
owing to the property of metals whereby electrons in them move arbitrarily far from



74 T. Wakita et al.

their original positions within a crystal under the influence of an external electric
field. In a material with a narrow bandgap, the spatial distribution of electrons is
still easily deformed by an external electric field, resulting in a large value of ε.
Conversely, a wider bandgap can lead to a smaller value of ε. In fact, ε of diamond (a
wide bandgap material) is small, almost half the value of that of Si. The small ε value
results not only in a large value of Eimp, as seen above, but also in a small value of
a∗

B, which is proportional to ε. Actually, the values of a∗
B in diamond obtained above

are approximately 1/3 of those in Si for both electrons and holes. These features
concerning ε are also important in the nonmetal-to-metal (NM-M) transition under
increase of the carrier concentration, as will be seen later.

3.2.2.5 Hydrogen Crystal Model of the NM-M Transition in a Doped
Semiconductor

When the dopant concentration (n) in a semiconductor increases, a nonmetal-to-
metal (NM-M) transition occurs around a certain critical concentration (nc). The
simplest explanation for this transition is to consider it as the result of an increase
in the overlapping of the ground state wave functions of electrons on neighboring
impurity atoms. By considering the NM-M transition in a virtual hydrogen crystal,
the nc can be roughly estimated [7]. If we imagine a virtual crystal of hydrogen
atoms with a simple cubic lattice and a variable lattice constant a, then the crystal
in an insulating phase with large values of a would show a transition into a
metallic phase when a becomes smaller than a certain critical value ac. The values
of ac and nc can be calculated from the metallic side by considering a critical
condition for the lattice constant in the formation of an electron bound state due
to a screened Coulomb potential produced by a hydrogen nucleus (proton). The
Coulomb potential energy in a metallic phase acting on an electron is screened by
other electrons. This screened Coulomb potential energy is expressed by using the
Thomas–Fermi approximation as follows [7],

U(r) = − e2

4πεε0r
exp(−ksr). (3.5)

Here we assume ε=1 for the hydrogen crystal and then ks=(4(3/π)1/3n
1/3
0 /aB)1/2

where n0 is the electron concentration. 1/ks is called Thomas-Fermi screening
length.

The numerical calculation in reference [21] shows that this potential has a bound
state when 1/ks is larger than 0.83991aB, demonstrating that the system in this
model can be an insulator under such a condition. Using the relation n0 = 1/a3

for a simple cubic lattice, we obtain the relations ac = 4(3/π)1/3(0.83991)2aB �
2.78aB and nc = 1/a3

c � 0.047/a3
B. These relations are usually expressed as

n
1/3
c aB � (0.047)1/3 � 0.36. For various semiconductors, it has been reported that

the experimentally obtained criterion n
1/3
c a∗

B � 0.26 ± 0.05 has almost universal
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applicability [30]. It should be emphasized here that a smaller value of a∗
B will lead

to a larger value of nc, and one of the examples of such a case is diamond as seen
below.

3.2.2.6 Other Models for NM-M Transition: Mott–Hubbard Model and
Anderson Localization

The above hydrogen crystal model for the NM-M transition is based on the criterion
for the bound state due to the screened Coulomb potential. The NM-M transition
in a system with one electron per unit cell such as the hydrogen crystal is also
predicted by a tight binding model with an electron–electron Coulomb interaction
U on the same lattice site, known as the Mott–Hubbard model [31]. If U is larger
than the bandwidth W , this model leads to a band splitting into two bands, the
lower and the upper Hubbard bands separated by U (Fig. 3.5 [32]). Each electron
is accommodated in the lower Hubbard band and localized at each atomic site, and
thus the system is insulating. When U is comparable to W (U ≈ W ), the splitting
of the Hubbard bands disappears, and the NM-M transition occurs in a continuous
manner as a function of U (Mott–Hubbard transition) [32].

Another scenario for the NM-M transition proposed for a doped semiconductor
is one in which the transition is triggered by disorder [33, 34], which is known
as the Anderson transition. When a quantum mechanical system is sufficiently
disordered by impurity incorporation, the diffusion of electrons can be completely
suppressed owing to coherent backscattering off random impurities, resulting in
the localization of electrons (Anderson localization). In the simplest model for this
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Fig. 3.6 Schematic picture
of the DOS N against the
energy E in the Anderson
model when the energy
distribution of the random site
energies is not so wide as to
localize the whole band.
E

(1.2)
c are the mobility edges,

and the states in the shaded
regions are localized.
(Reprint with permission
from [35] Copyright 1994 by
American Physical Society)

localization, randomly distributed site energies are assumed; in other words, only
the diagonal matrix elements of the Hamiltonian are considered to be disordered
(so-called diagonal disorder). If the energy distribution of the random site energies
is not so wide as to localize the whole band, only the electrons with energies near the
band edge would be localized, because the smaller energy differences between the
states near the band edge and the impurity states will lead to stronger scattering than
the larger differences between the states in the band center and the impurity states
will do. Then, the NM-M transition can occur when, as the impurity concentration
increases, the chemical potential of charge carriers crosses a certain energy Ec,
which separates the localized states in the band tail from the extended states in the
band center (Fig. 3.6). Ec is called the mobility edge.

Both of these two models ushered in a new quantum mechanical view of NM-
M transitions. It is, however, concluded that neither the Mott–Hubbard model nor
the Anderson localization picture alone is sufficient to explain the experimental
observations for NM-M transitions in doped semiconductors [35]. A pure Mott–
Hubbard transition picture could be inadequate because of the existence of high
disorder in most materials that display a NM-M transition. Owing to ubiquity of
Coulomb interactions among electrons in materials, a pure Anderson localization
picture is also too simple. Hence, it is important to consider a NM-M transition in
a doped semiconductor in terms of both the disorder and the interactions among
electrons [35].

3.2.2.7 Impurity Concentration Dependence of Electronic State

To see how the electronic state in a doped semiconductor depends on the impurity
concentration, it will be instructive to start by looking at the temperature dependence
of the electric conductivity σ(T ) in a doped semiconductor, which is generally
expressed by the following equation,

σ(T ) = σ0 exp(−Ea/kBT ), (3.6)
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Fig. 3.7 Hypothetical
schematic picture of the
change in the electronic states
due to impurity doping in
semiconductor. D0 + D−
bands are the impurity states
and the shaded regions are
localized states. (Reprint with
permission from [20]
Copyright 1978 by Scottish
Universities Summer Schools
in Physics)

where Ea is the activation energy. σ(T ) will be zero at T = 0. When the impurity
concentration increases and exceeds the critical concentration nc, σ(T ) becomes
finite at T = 0, and the system becomes metallic. Figure 3.7 shows a hypothetical
sketch of the change in the density of states depending on the impurity concentration
in a doped semiconductor [20], which is depicted mainly based on the temperature
dependence of the electric conductivity and the Hall coefficient of Ga-doped Ge.
The density of states (DOS) of the bulk band is assumed to be proportional to

√
E.

The vertical axis is increased such that the height of the impurity level seems to be
constant, even if the height of the impurity level increases according to an increase
in the impurity concentration.

In the following description of the impurity concentration dependence of σ(T )

and the electronic state of the system, we will use the terms applicable to electrons
for convenience, and it is always possible to rephrase them with the terms proper for
holes. When the impurity concentration is low (n � nc), the electron conduction
is caused by the excitation of electrons from the localized neutral impurity (D0)
level to the conduction band with an activation energy E1. When the impurity
concentration increases but is still in the range of n � nc, a D0 band is formed
owing to the increase in the interaction between the D0 levels. At the same time,
conduction with an activation energy E2 is clearly observed in the low temperature
range, where E2 < E1. To illustrate this conduction, the D− band model was
proposed [22]. Owing to the decrease in the average distance between impurities
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following the increase in n, doubly occupied D− sites are formed by the excitation
of electrons from the D0 site to another neighboring D0 site. The wave function of
the D− site is approximately 3–4 times larger than that of the D0 site and forms
a wider band than the D0 band (Fig. 3.7a). However, in the D− band consisting
of randomly existing D− sites, the electrons are considered to be localized at the
carrier concentration below the mobility edge. In the D− band model, therefore, the
conduction with E2 is explained to be due to the transition from the localized states
to the mobility edge within the D− band. As the concentration further increases,
the D0 and D− bands (so-called impurity bands) begin to merge owing to disorder
and a stronger overlap of the wave functions (Fig. 3.7b). At n = nc, EF exceeds
the mobility edge, leading to E2 = 0, and a transition to a metallic state occurs
(Fig. 3.7c). At this concentration, EF is presumed to remain below the bottom of
the conduction band. When the concentration exceeds ncb, the impurity bands and
the conduction band completely merge. For n ≥ ncb, EF enters the conduction
band, and a truly metallic conduction is observed, similar to that of an impure metal
(Fig. 3.7d).

In the impurity concentration range of nc < n < ncb, the screening by free
carriers increases as n increases, leading to a rapid increase in the static relative
dielectric constant. As a result, the bottom of the conduction band shifts downward,
as depicted in Fig. 3.7. There is, then, a plausible argument that this shift is large
enough that the impurity and conduction bands already overlap with each other at nc.
Such an argument as to whether EF is actually below the bottom of the conduction
band at nc will be discussed later.

3.2.2.8 Effect of Compensation

A so-called compensated semiconductor contains a small amount of the other
type of dopant, which ionizes a fraction of the major dopants through electron
transfer from donors (D0) to acceptors (A0). As a result, a compensated system has
both ionized donors (D+) and acceptors (A−). This ionization reduces the carrier
concentration and provides unoccupied impurity states at D+ (for electrons) and
A− (for holes) sites. In such a system, conduction with an activation energy E3 is
observed in the range from low to high impurity concentration at low temperature,
where E3 is smaller than E2 (E3 < E2 < E1). This conduction occurs by phonon-
assisted hopping from neutral (D0) to ionized (unoccupied) impurity sites (D+) (this
description is for electrons). In the D0-D+ band formed following the increase in
n, Anderson localization occurs owing to fluctuation in the energy level (diagonal
disorder) due to the random electrostatic field of the ionized impurities, until EF
exceeds the mobility edge. In strongly compensated systems, the conduction with
E2 does not appear. This is probably because the energy difference between EF
and the mobility edge in the D− band increases due to large diagonal disorder
in strongly compensated systems, and E2 becomes larger than E1. Eventually,
only the conductions with E1 and E3 are observed in strongly compensated
systems [20].
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3.2.2.9 Identification of the Nature of the NM-M Transition

Regarding the conduction with the activation energy E2 observed in uncompensated
systems, an interpretation other than the D− band model has been also proposed.
This interpretation presumes that the conduction occurs by the electron excitation
to the upper Hubbard band, produced as a result of the relatively large Coulomb
repulsion energy at the D− site with the relatively small width of the D0 band
in the low-concentration region. In this case, the transition to the metallic state is
caused by a disappearance of the splitting of the Hubbard bands resulting from
the increase in the bandwidth accompanying the increase in n (Mott–Hubbard
transition).

However, the scaling analysis of the doping dependence of the electrical con-
ductivity at low temperature for uncompensated Ga-doped Ge shows that, in the
range of ±1% of nc, the critical exponent μ is approximately equal to 1 (μ ≈ 1)
[24], which is consistent with that predicted for the Anderson transition [25]. In
strongly compensated samples, the critical exponent μ ≈ 1 indicating Anderson
transition is obtained over a wider concentration range near nc, meaning that the
Anderson localization and, therefore, the impurity band play a main role in the NM-
M transition in the strongly compensated system.

For uncompensated samples, it is considered that an unintended and unavoidable
small amount of compensation is responsible for the critical exponent μ ≈ 1
observed in the very narrow concentration region near nc [24]. In the very close
vicinity of nc in an uncompensated sample with an unintended small compensation,
the Anderson localization effect may be enhanced by the decrease in the effect of
Coulomb repulsion due to the increase in the D0 bandwidth and the number of
carriers and by the divergence of the localization length on the nonmetal side (by
the divergence of the correlation length due to the relatively small number of carriers
on the metal side).

Outside of the μ ≈ 1 region of n for uncompensated samples, μ ≈ 0.5 is
observed [24]. There seems to be no widely accepted theoretical interpretation
for this observation at present, although there are many theoretical proposals
that attribute this anomalous critical exponent, for example, to strong intervalley
scattering for n-type semiconductors [13] and to strong electron correlation [24].

3.2.2.10 Role of the Impurity Band

The conclusion that EF is in an impurity band below the conduction band at the
NM-M transition was led from several experimental results such as, for example,
far-infrared reflection [26], Raman scattering [27], and tunneling spectroscopy [23].
From the measurement of the Hall coefficient, it was also concluded that the
hump structure in the temperature dependence of the Hall coefficient, observed
in the impurity concentration range of nc < n < ncb, indicates the existence of
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two bands: an impurity band and a conduction band with two kinds of electron
mobilities [20].

In contrast, de Haas–Shubnikov oscillations for n-type Ge with a high impurity
concentration agree with those expected from the conduction band mass param-
eters in pure Ge including the anisotropy, although the hump in the temperature
dependence of the Hall coefficient was still observed. Furthermore, it was shown
that the hump structure of the Hall coefficient can be explained if one assumes that
(i) EF lies in the conduction band and (ii) the Coulomb scattering deviates distinctly
from the usual scattering when the wavelength of the electron is greater than the
average value of the distance between impurities [28]. This shows that the available
evidence for the NM-M transition in an impurity band below the conduction band
may not be unshakeable [20].

At concentrations clearly exceeding ncb, the DOS observed by far-infrared
reflection spectroscopy was reproduced well by the Drude model [26]. This means
that the DOS at such a high impurity concentration is essentially proportional to√

E, except for the tail states, which are modulated by the potential fluctuations due
to the random distribution of impurities [20, 23].

3.2.2.11 Boron-Doped Diamond

For a homoepitaxial film of B-doped diamond, the nc of 4.5 ×1020 cm−3 (0.25%)
has been reported [29]. In diamond, because the static relative dielectric constant
is small, the effective Bohr radius is also small, as mentioned above. Consequently,
the absolute value of nc is larger than for other conventional semiconductors as seen
in Fig. 3.8. This feature may lead to an increase in unintended compensation and
disorder near the critical concentration, which will affect the values of nc and ncb.
Hence, inevitable questions regarding the NM-M transition in a B-doped diamond
are:

1. How strongly are the impurity and host bands merged with each other at the
NM-M transition?

2. How strongly does the disorder affect the NM-M transition?

In this context, one of the important findings for a B-doped diamond is that the DOS
at EF remains large down to the NM-M transition when n approaches nc from the
metallic side, which has been concluded from the superconducting properties of the
B-doped diamond [29]. Interestingly, the superconducting transition occurs in the
vicinity of the NM-M transition in the heavily B-doped diamond, pointing to the
close relationship between the two physical processes.

In the next section, we will describe the experimental and the theoretical findings
on the physical properties and the electronic states of superconductive diamonds
which have been revealed until present. One will find that these findings also shed
light on the above issues related with the NM-M transition.
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Fig. 3.8 Phase diagrams as a function of impurity concentration for B-doped diamond (C:B),
B-doped silicon (Si:B) and Ga-doped germanium (Ge:Ga), respectively

3.3 Superconductivity in Heavily Doped Diamond

3.3.1 Superconducting Properties

The first report on the superconductivity of diamond was made by a Russian
group for heavily B-doped bulk samples synthesized with a high-temperature and
high-pressure technique [6] (Fig. 3.9). The reproducibility was soon confirmed
by a study using heavily B-doped films made with a microwave plasma-assisted
chemical vapor deposition (MPCVD) process [36]. MPCVD offers the advantage
of synthesizing homoepitaxial diamond films with the capability of controlling
the B concentration. As the B concentration is increased, the magnitude of the
resistivity decreases. The temperature-dependent resistivity shows metallic behavior
around room temperature but shows a slight increase at low temperature, which was
attributed to the inhomogeneity probably arising from a nonuniform distribution
of B [37].

The superconductivity of B-doped diamond was found to occur just after the NM-
M transition, and Tc increases as the B concentration is increased [38]. The lattice
parameters of bulk samples increase as a function of the B concentration and exhibit
a maximum lattice constant of 3.578 Å for a sample with a B concentration of 4%.
(The lattice constant of an undoped sample at 300 K: a = 3.567 Å). The increasing
trend in a with respect to the B concentration is linear for lower B concentrations
but shows a deviation for higher B concentrations. This deviation was attributed
to the incorporation of B atoms at interstitial sites and possible B aggregates, such
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Fig. 3.9 Temperature-dependent electrical resistivity of B-doped diamond synthesized with a
high-temperature and high-pressure technique. Zero resistivity around 2 K is clearly observed.
(Reprint with permission from [6] Copyright 2004 by Springer Nature)

as interacting substitutional B pairs and multiboron complexes with vacancies or
interstitials [39]. For studies using films, it was found that the dependences of Tc
on B concentration, or carrier concentration, show different behaviors for (001) and
(111) films [40] (Fig. 3.10). Whereas the B concentration nB vs Tc curves of (001)
films saturate around 4 K, those of a (111) film increase continuously until 8 K. The
difference in nB with respect to Tc was found to be correlated with the presence or
absence of the anisotropic lattice expansion of the crystal structure. The highest Tc
of 10 K determined from the resistivity at zero temperature was realized for (111)
oriented films [55].

The upper critical field at T = 0 was estimated from its temperature
dependence, and the value depends on the reports: 9.0–14 T (bulk sample with
the hole concentration nH ∼1.8 × 1021 cm−3 [37]) and 1.4 T ((001) film with
nB = 1.9 × 1021 cm−3 [38]). Correspondingly, the Ginzburg–Landau coherence
length ξGL = [φ0/2πHc2(0)]1/2 was 48–60 Å [37] and 150 Å [38]. The specific
heat measurements [38] showed anomalies at Tc, indicating the bulk nature
of the superconductivity. The analyses gave a specific heat coefficient A of
0.113 mJ/(mol·K2) and sample-averaged Debye temperature �D of 144 K, which
is approximately 23% smaller than the Debye temperature of undoped diamond,
indicative of lattice softening due to B doping. �C/γTc = 0.5 is smaller than the
value of 1.43 expected for weak-coupling superconductivity.
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Fig. 3.10 Tc as a function of
carrier concentration for
boron-doped MPCVD
diamond films with different
orientations. (Reprint with
permission from [40]
Copyright 2010 by American
Physical Society)
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3.3.2 Theoretical Studies on Electronic Structure and Models
for Superconductivity

As described above, lightly B-doped diamond is a p-type semiconductor. For the
heavily B-doped diamond, there are two types of descriptions for the metallic
electronic states in the extreme cases. One is that the metallic states emerge from the
impurity band, which are grown from the impurity level. Because the bandwidth of
these states are narrow, electron correlation can play an important role. The other is
that the metallic states can be described by a degenerate semiconductor, where the
wave function of the doped B hybridizes with that of C atoms and forms a hybridized
band, which has been predicted from band structure calculations.

Band structure calculations with different approaches have been used to study the
metallic band structure and mechanism of the superconductivity of doped diamond.
One approach uses a virtual crystal approximation (VCA), in which the crystal
is made of virtual atoms with nuclear charge Z of (1 − x)ZC + xZB [41, 42].
These calculations provided a picture that the holes at the top of the zone-centered
degenerate bonding valence band couple strongly to the optical bond-stretching
phonon modes, which is the likely mechanism of the superconductivity. The other
uses a large supercell (SC) with one B atom in substitution [43, 44]. Hence, B atoms
in a SC model are treated explicitly, but it is placed periodically, the latter of which
leads to the artifact of zone folding. Although the study using the SC model provided
a consistent picture for phonon-mediated superconductivity, the important role of B
vibration for the electron–phonon coupling was also pointed out. Coherent potential
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approximation (CPA) [45], which is another approach to the treatment of randomly
positioned dopant atoms, showed similar valence band dispersions to those of VCA,
which were smeared due to a lifetime effect. As for n-type diamond, a higher value
of Tc was predicted from VCA owing to the higher DOS of the conduction band
[46], but superconductivity has not yet been experimentally observed for n-type
diamond.

There are several reports describing the metallic and superconducting states
that emerge in the impurity band, from the motivation of the larger activation
energy of the impurity state and superconductivity occurring in the vicinity of the
semiconductor–metal transition. Baskaran discussed the superconductivity occur-
ring in the narrow impurity band with electron–electron correlation [47]. Shirakawa
et al. have studied the effect of B disorder on the superconducting properties
using CPA [48]. On the basis of the disordered attractive Hubbard model in three
dimensions, it was discussed that the superconductivity in the boron-doped diamond
is close to or in the crossover regime from the superconductivity in the degenerate
valence band to the one in the impurity band [49]. The metallization of clustering B
atoms was also discussed [50].

3.3.3 Experimental Studies of Heavily Boron-Doped Diamond

In this section, we will see the spectroscopic experimental results for heavily boron-
doped diamond.

3.3.3.1 Electronic Structure with the Wider Energy Scale

Figure 3.11 shows the photoemission spectrum of heavily B-doped diamond
measured with a 1200 eV photon and with the wider energy range. The sharp peak
around 280 eV is the C 1s core level signal. The broad hump around 320 eV is the
plasmon satellite [51], which corresponds to the excitation of the group of valence
electrons by a photoelectron. The energy difference with respect to the main C 1s

line is ∼35 eV. No oxygen signal around 530 eV guarantees the cleanliness of the
surface. A 50-times intensity-enlarged spectrum near EF shows a peak near EF
and around 185 eV, which are the valence band and the B 1s core level signals,
respectively. The detailed information of the B 1s core levels will be discussed in
Sect. 3.4.

3.3.3.2 Valence Band Density of States

When the valence band electrons with different momenta in the initial states in
the first BZ are excited by higher photon energy, the excited photoelectrons are
emitted in smaller solid angles. Hence, the DOS of the valence band is obtained
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Fig. 3.11 PES spectra of
B-doped superconductive
diamond measure with wide
energy range

Fig. 3.12 Valence band PES
spectra of lightly B-doped
nonsuperconductive and
highly B-doped
superconductive diamond.
(Reprint with permission
from [52] Copyright 2007 by
MYU TOKYO)

approximately from angle-integrated photoemission spectra measured with high
photon energy, where each orbital component is multiplied by the photoemission
excitation probability. The valence band spectra of lightly doped nonsupercon-
ducting and heavily doped superconducting diamond measured at 20 K and using
photon energy of 5994 eV are shown in Fig. 3.12 [52]. The lightly B-doped
diamond has three structures at 9.5, 13, and 17.5 eV. According to band calculations
(Fig. 3.3), these structures can be ascribed to the C 2p, 2sp, and 2s dominant states,
respectively. The valence band spectrum of the heavily B-doped diamond has also
three structures, but they are found to be broader than those of the lightly B-doped
diamond.
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3.3.3.3 Valence Band Dispersions

Band dispersions of the valence bands are visualized by angle-resolved photoe-
mission spectra (ARPES) with relatively low photon energy. The lower photon
energy guarantees a higher momentum resolution. Figure 3.13 shows ARPES
intensity maps of the valence band measured with photon energy of 825 eV for
MPCVD homoepitaxially grown (111)-oriented diamond films with different B
concentrations (BDD1 and BDD2 in Table 3.3). [52]. The gray parts correspond to
band dispersions. The measured momentum region is illustrated in the inset. There
is a convex-downward band at higher binding energies and convex-upward bands at
lower binding energies, which have the energy bottom and top, respectively, at the �

point. The total number of bands, as is evident from �L direction, is four, originating
from the eight electrons from two atoms in the conventional unit cell. Note that the
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Fig. 3.13 Valence band dispersions of lightly B-doped nonsuperconductive (top left) and
mediumly B-doped superconductive (top right) diamond measured with ARPES, together with
measured momentum locations in BZ. (Reprint with permission from [53] Copyright 2006 by
Elsevier Science Ltd.)
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Table 3.3 Boron concentration of samples used for ARPES and physical constants deduced from
the ARPES [53]

Samples BDD1 BDD2 BDD3

nB,SIMS (cm−3) 2.89 × 1020 1.18 × 1021 8.37 × 1021

EF (eV) wrt. VBM 0.0 0.2 ± 0.1 0.4 ± 0.2

nARPES (cm−3) – 5.5 × 1020 1.9 × 1021

τ (fs) – 5.1 2.8

dispersion nearest to EF consists of two bands. The valence band dispersions were
found to be very similar to what the band calculations predict, but the experimental
bandwidth (23.5 ± 0.5 eV) is wider than that of the calculations (21.5 eV). The shape
of the band does not change significantly in the superconductive sample. These
results indicate that the overall electronic structure is retained under B doping. In
the sample with the highest B concentration, any dispersionless features near EF,
which is the signature of the existence of the impurity band, have not been clearly
observed.

Figure 3.14 shows the B concentration dependence of ARPES intensity maps
near EF [53], showing systematic change in the electronic structure, which is
intimately related to the conducting property of the film. In the lowest-doped film,
the top of the valence band is clearly seen as a bright upward convex feature
at �. This indicates that the chemical potential of this sample is located slightly
above the top of the valence band. The intensity of the top of the band decreases
in the medium-doped sample. In the heaviest-doped film, the top region of the
band is truncated. Further confirmation of band crossing EF has been obtained
by other X-ray ARPES studies [54], where the higher signal-to-noise ratio of the
data demonstrates the band crossing with separated structures in the momentum
distribution curves.

A line profile curve of the ARPES intensity map along the momentum axis
at a particular binding energy is called the momentum distribution curve (MDC).
The peak positions in the MDC at EF correspond to Fermi momentum kF. From
estimated kF, we deduced the energy shifts of the band with respect to the lowest
B-doped film. The obtained values of the shifts were then converted to the effective
carrier concentrations of the samples, which are listed in Table 3.3. The values are
smaller than those of the B concentrations, whereas they are consistent with that
estimated from Hall measurements. These results indicate the low effectiveness of
carrier doping, which will be discussed later.

The lifetime (τ ) of the carrier can be estimated from the peak width (�k) in the
MDC at EF by using the Heisenberg’s uncertainty relation between time and energy:
τ = �/(vF�k), where vF is the Fermi velocity. The estimated τ were 2.8 and 5.1 fs
for the medium- and heaviest-doped samples, respectively, although this gives the
lowest limit of the lifetime as the observed MDC width includes the contribution of
the three-dimensionality of the electronic structure. Interestingly, the lifetime was
found to be correlated with Tc [55].
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Fig. 3.14 Valence band dispersions near EF of lightly B-doped nonsuperconductive (top left),
mediumly B-doped superconductive (top middle), and heavily B-doped superconductive (top right)
diamond measured with ARPES. The bottom figures are momentum distribution curves (dots),
together with results of curve fittings. (Reprint with permission from [53] Copyright 2006 by
Elsevier Science Ltd.)

3.3.3.4 Fermi Surface

The Fermi surface (FS) is a constant-energy surface at EF in the BZ, which is
intimately related to the physical properties of solids. Heavily B-doped diamond is
expected to have three Fermi surfaces centered at the � point in the BZ (Fig. 3.15).
In Fig. 3.16, the ARPES intensities at EF are plotted as functions of k⊥ and k‖, where
the higher intensity parts correspond to the FS cross sections [55]. The observed FS
cross sections show good agreement with the calculated ones superimposed on the
figure. Because the total volume surrounded by the FSs corresponds to the carrier
concentration, we can estimate the carrier concentration from the total volume of the
calculated FSs. The obtained carrier concentration is 3.1 × 1021 cm−3. The carrier
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Fig. 3.15 Calculated energy contours of diamond at EB = 0.4 eV below EF, which correspond to
Fermi surfaces of hole-doped diamond in the case of rigid shift. Three Fermi surfaces are expected
to exist

Fig. 3.16 Fermi surface
mapping of heavily B-doped
superconductive diamond, as
compared with calculated
Fermi surface cross sections.
(Reprint with permission
from [55] Copyright 2015 by
AIP Publishing)

concentrations in B-doped diamond derived from the ARPES data were also found
to be correlated with Tc as with the lifetimes mentioned above [55].

3.3.3.5 Impurity State

The evolution of electronic states near or within the bandgap as a function of
B concentration were studied by X-ray emission spectroscopy (XES) and X-ray
absorption spectroscopy (XAS) [57–59]. XAS utilizes the excitation of a core
electron of a particular element to an unoccupied state and XES the relaxation
followed by the core electron excitation. Both processes are governed by a selection
rule of photon-mediated transition of electrons. Consequently, they can provide the
element-specific and orbital-selective partial DOS of the valence band (XES) and
of unoccupied states (XAS), respectively. From the combined study of XES and
XAS [59], it was suggested that the impurity state exists near the top of the valence
band in nonsuperconducting B-doped diamond, which may be localized. In contrast,
the impurity state of superconducting B-doped diamond seems to be merged with
the valence band, meaning that holes in the merged state play an important role in
the occurrence of superconductivity of B-doped diamond. For a B-doped diamond
film with carrier concentration under the nc (carrier concentration measured by Hall
measurements nHall = 1.3 × 1020 cm−3), the formation of an impurity band close
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to the top of the valence band has been also reported from optical reflectivity
measurement [56]. Besides such an impurity band, XAS revealed that new states
appear in the bandgap under a heavy B doping. As the origin of the new states, the
formation of B–B and B–H species has been proposed from the angle-dependent
intensity variation in the XAS spectra [60].

3.3.3.6 Phonon Dispersion and Electron Phonon–Coupling

Phonon dispersion of type I and type II diamond was reported in 1960, which
was measured with inelastic neutron scattering (INS) [61]. It showed the optical
and acoustic phonon modes along several high symmetry lines. INS measurements
for superconductive films show strong softening of optical–phonon modes near
the BZ center, which supports theoretical models suggesting a phonon-mediated
paring mechanism via coupling of optical modes to FSs around the zone center. In
contrast, no coupling was observed for the acoustic modes [62]. An electron–phonon
coupling parameter is estimated experimentally to be approximately λ = 0.33
[63]. Very strong coupling between electrons and a phonon mode at 1330 cm−1

(164.9 meV) was revealed from the dip structure in the reflectance and opti-
cal conductivity spectra for a lightly doped sample (nHall = 1.3 × 1020 cm−3)
[56]. The strong coupling of doped carrier to the high-energy optical phonons
(∼150 meV = ∼1210 cm−1) was also demonstrated by multiphonon side bands of
the Fermi edge in the PES spectrum in the superconducting sample (B concentration
determined by secondary ion mass spectroscopy nB,SIMS = 8.4 × 1021 cm−3) [64].

3.3.3.7 Superconducting Gap

The superconducting phase is characterized by the formation of Cooper pairs, which
give rise to an energy gap stabilizing the superconducting state. The DOS(ω) of a
superconductor near EF as a function of energy (ω) is expressed by the BCS function

DOS(ω,�) = N(0)
|ω|

√
ω2 − |�|2

. (3.7)

Owing to the opening of the superconducting gap, this function has divergences
adjacent to the superconducting gap (Fig. 3.17), which is sometimes called the
condensation peak. The value of the superconducting gap is a measure of how the
Cooper pair is bonded. The BCS theory predicts the reduced gap value as follows:

2�

kBTc
� 3.5. (3.8)

When this value is higher (equal or lower) than 3.5, the superconductor is classified
as a strong-coupling (weak-coupling) superconductor. The phenomenological BCS
function (Dynes function) is also used frequently:
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Fig. 3.17 Schematic
drawing of superconducting
DOS (lines) and normal state
DOS (broken lines) near EF

DOS(ω,�,�) = Re

[
(ω − i�)

√
(ω − i�)2 − |�|2

]

, (3.9)

where � is the broadening parameter, which is practically used as a fitting parameter
in the analysis of the gap shapes obtained experimentally. Whereas � was originally
introduced to express the recombination time of the Cooper pair, it can also express
the distribution of the gap size originating from the sample homogeneity and/or the
symmetry of the superconducting state.

The superconducting gap of heavily doped diamond has been studied by several
spectroscopic techniques. High-resolution photoemission studies of (111) film
shows the reduction in intensity near EF across Tc, which is indicative of the opening
of the superconducting gap (Fig. 3.18) [65]. The spectral shape was found rather
broad and does not show a clear condensation peak. The fitting analysis using the
broadened BCS function and assuming a BCS-like temperature dependence of �(T )

gave the magnitude of the superconducting gap at 0 K (�(0 K)) of 1.01 meV. This
gives the reduced gap value 2�/kBTc = 3.56, classifying the superconductivity of
diamond as a weakly coupled BCS superconductor. The value of � is comparable
to �, which is related to the broader spectral shape.

Scanning tunneling microscopy/spectroscopy (STM/STS) experiments on (111)-
oriented epitaxial films of heavily B-doped diamond grown by MPCVD were
reported. These showed a broader superconducting spectral shape giving � =
0.83–0.87 meV and � ∼ 0.38 meV at 0.47 K, leading to reduced gap values of
3.57–3.7. The tunneling conductance spectra measured at 0.47 K do not show strong
spatial dependence. However, STS studies of high-quality single-crystalline (100)
B-doped diamond below 100 mK showed a clear superconducting gap with sharp
condensation peaks in the tunneling DOS, yielding 2�/kBTc ∼ 3.48 [66].

The optical spectroscopy of heavily B-doped diamond revealed changes in the
reflectively across Tc, which can be explained by the BCS function in the dirty
limit [67]. The reduced gap value was estimated to be ∼3, smaller than that of the
mean-field BCS value. The reason for this was explained in terms of the anisotropic
superconducting gap.
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Fig. 3.18 Temperature-dependent high-resolution PES spectra of heavily B-doped superconduc-
tive diamond. Reduction in the intensity at EF below Tc indicates opening of superconducting gap.
(Reprint with permission from [65] Copyright 2007 by American Physical Society)

3.3.4 Lower Efficiency of Carrier Doping (Chemical Sites)

As discussed above, the carrier concentration of the heavily B-doped diamond is
much smaller than that of the B concentration. This means that some of the doped
B atoms are inactive or even compensate the introduced carriers, suggesting the
existence of some of the B atoms incorporated into sites other than substitutional
sites in the diamond lattice. How the doped B atoms could be incorporated into the
crystal is an important issue, because such knowledge will yield insights into how
to increase the effective carrier concentration and possibly to increase Tc.

Experimentally, multiple chemical sites were reported from NMR studies [68].
The NMR spectra consist of a sharp peak and a broad structure. The intensity of the
sharp peak has a good correspondence to the superconductivity, which was ascribed
to be a substitutionally introduced B atom. For the broad feature, it was conjectured
that the structure is originated from the neutral B–H complex. Photoemission
measurements for the B 1s core levels also show several chemical sites (Fig. 3.19)
[69]. The photon energy dependence and B concentration dependence have shown
the existence of several bulk chemical sites. Within the observed three bulk site
components, the intensity of that with the lowest binding energy was found to be
correlated to Tc (Fig. 3.20). This indicates that one of the bulk chemical sites is
responsible for yielding carriers and thus the metallic and superconducting states.
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Fig. 3.19 B 1s core level spectra (circles) of four samples with different B concentration and
synthesis conditions, together with fitting results (curves). (Reprint with permission from [69]
Copyright 2009 by The Physical Society of Japan)

Fig. 3.20 Relation between
Tc and relative area of one
chemical component of the B
1s core level spectrum,
compared with other studies.
(Reprint with permission
from [69] Copyright 2009 by
The Physical Society of
Japan)

Photoelectron holography, which can observe three-dimensional local structure
around an impurity atom, can be used to determine the local structure around a
doped B atom [70]. The photoelectron holography study revealed that the doped B
atoms have a tendency to incorporate into one of the two C sites in the diamond
structure, where the B atoms form three covalent bonds with C atoms underneath
them instead of one bond at the other site during the film growth process in the (111)
plane. However, the energy resolution of the study could not resolve the difference in
the local structures around the B atoms in different chemical sites. High-resolution
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photoelectron holography studies could determine the local structure of a B atom
that plays a crucial role for carrier introduction and will be performed in the near
future.

3.4 Summary and Future Prospects

In this chapter, we described the electronic structure of pristine (insulating), lightly
doped (semiconducting), and heavily B-doped (metallic and superconducting)
diamond. The exceptional properties of diamond can be explained in terms of the
electronic states, which stem from the bonding of the C atoms and the crystal struc-
ture. The superconductivity of diamond is interesting, as it occurs in a material with
such exceptional properties and in the carrier concentration region where the NM-
M transition takes place, with importance of disorder. Because the electronic states
are the key to understand the physical properties, reliable and precise measurements
can deepen our knowledge of the physical properties. In this regard, it may be worth
noting the advancement of the experimental method: many of the experimental
studies described in the latter part of this chapter are indebted to third-generation
synchrotron radiation facilities with high photon density. The advancements of both
experimental and theoretical techniques, including supercomputers, will give further
insight into many-body interactions of electrons in diamond.
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Chapter 4
Physics of Carbon Nanotubes and New
Type of Carbon Network Materials:
Electronic and Magnetic Properties

Susumu Okada and Mina Maruyama

Abstract In this chapter, using the density functional theory with the appropriate
approximations for the exchange-correlation potential of interacting electrons, we
explain the electronic structure of carbon nanotubes under the external electric
field and the magnetic properties of two-dimensional (2D) sp2 C networks with
topological defects. The capacitances of the CNTs with ellipsoidal and squashed
cross sections implemented in the conducting channel in the field-effect transistor
are different from that of the pristine CNT owing to the distribution of accumulated
carriers depending on the CNT deformation and arrangements with respect to the
electric field direction. The 2D networks induce the spin polarization and long-range
magnetic spin ordering depending on their network topology, boundary condition,
and topological defect implanted in the networks.

Keywords CNT-FET · Electric field · Electronic structures · Topological
defects · Magnetic properties

4.1 Introduction

Ever since the discovery of fullerene and carbon nanotubes, low-dimensional
materials consisting of carbon atoms with threefold coordination have occupied
a premier position in the nanoscale sciences [1]. These materials are obtained
by imposing boundary conditions on graphene with an appropriate shape and
size. These conditions result in a variety of carbon allotropes with one or zero
dimensions. For instance, carbon nanotubes are a one-dimensional allotrope of
carbon that can be considered as a rolled-up sheet of graphene with appropriate
connecting conditions between the two edges [2–4]. As another example, fullerene
has a hollow-cage structure with zero dimensions, where the cage structure consists
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of 12 pentagons and a number of hexagons [5–7]. It is known that differences
in the boundary conditions imposed on nanoscale graphene sheets produce a rich
variety of electronic properties in these low-dimensional carbon allotropes. For
example, seamless cylindrical structures result in either metallic or semiconducting
electronic structures, depending on the helical angles in the hexagonal networks on
the cylinders [3, 4]. In addition, the occupied electronic states of fullerenes were
pointed out to correspond to the spherical harmonic states (Ylm) in ordinary atoms,
due to the spherical structure [8].

According to the characteristic electronic properties of these low-dimensional
carbon allotropes, they have also attracted much attention in the field of nanoscale
engineering; they can be used as constituent units in both nanoscale electronic
devices and nanoscale functional materials. Carbon nanotubes in particular are
regarded as key emerging materials for next-generation nanometer-scale electronic
devices, because of their characteristic electronic and geometric structures. Indeed,
it has been demonstrated that individual semiconductor carbon nanotubes can
function as field-effect transistors (FETs), by forming hybrid structures with insu-
lating substrates and metal electrodes [9–12], and a mat of carbon nanotubes was
shown to function as a flexible integrated circuit [13]. In the FET structures, CNTs
intrinsically possess defects and structural deformations that seriously modulate the
electronic structure of CNTs as stated above. For CNTs with atomic and topological
defects in FET structures, the carrier accumulation strongly depends on the mutual
orientation of the defects with respect to the applied external electric field by
the electron polarization around the defects [14, 15]. In addition to the defects,
structural deformations are also induced by forming hybrid structures with foreign
materials, such as other CNTs, insulating substrates, and metal electrodes [16–
20]. In such situations, CNTs possess ellipsoidal and squashed cross sections due
to the substantial interaction with foreign materials. Although several researches
have investigated the electronic properties of CNTs under an external electric
field [21–26], the fundamental properties of carrier accumulation into CNTs with
FET structures by an electric field are not fully understood. In particular, it is still
unclear how the structural deformations of CNTs affect the electronic properties
and charge accumulation under an electric field, which is an important issue for the
application of CNTs in semiconducting electronic devices.

Polymerization and oligomerization of hydrocarbon molecules can provide struc-
turally well-defined π electron networks with various dimensionalities. These low-
dimensional or porous graphene networks have attracted much attention because of
their high surface areas and electronic structure modulation, which are promising
for application in energy and electronic devices in the near future [27–30]. The
electronic structures of such polymers and oligomers strongly depend on the
combination of hydrocarbon molecules and polymer chains, which allows us to
tailor their physical and chemical properties by fabrication under optimum external
conditions [31–34]. This indicates that porous magnetic carbon nanomaterials
may be synthesized by polymerizing hydrocarbon molecules with radical spins.
Phenalenyl is one possible candidate as a constituent unit of such magnetic
materials [35–39]. Dimerization of triphenylphenalenyl and cyclodehydrogenated
phenalenyl leads to complexes containing two phenalenyls possessing singlet and
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triplet spin coupling as their stable states [40–43]. Despite intensive experimental
and theoretical work on two phenalenyls connected via a covalent π network, the
possible electronic structures of 2D networks consisting of phenalenyl molecules
have not yet been investigated in detail. The threefold symmetry of the phenalenyl
network causes honeycomb networks of radical spins or nonbonding state to be
distributed on phenalenyls with appropriate interconnect units, leading to interesting
electron systems that are characterized by competition between slow massless
electrons and radical spin at EF .

For the electronic structure calculations, we use the density functional theory [44,
45] with local density approximation [46, 47] for CNT-FET and generalized gradient
approximation [48] for the magnetic C nanostructures. A Vanderbilt ultrasoft
pseudopotential was used to describe the electron-ion interaction [49].

4.2 Electrostatic Properties of Carbon Nanotubes Under an
Electric Field

In this section, we demonstrate the fundamental electronic properties of zigzag
(20,0)CNTs with ellipsoidal and squashed cross sections in CNT-FET structure
under an electric field based on first-principles total-energy calculations using
density functional theory [50]. To simulate the CNT-FET device structure, we
consider the structural model shown in Fig. 4.1, in which the CNT is located below
the planar gate electrode simulated by an effective screening medium with the
infinite permittivity to mimic an ideal metal electrode. The center of the deformed
CNTs is located at 15.88 Å below the electrode. In addition, we consider the other
CNT arrangements in which the deformed CNTs possess the same spacing between
the electrode and the CNT wall of 3.18 and 6.28 Å. An electric field is applied
between the electrode and the CNT up to the gate voltage, which injected 0.5
carriers into CNTs per unit cell. The CNTs with squashed and ellipsoidal shapes
were obtained by performing the structural optimization on (20,0) CNTs under zero
field with a structural constraint that the topmost and the bottommost dimer rows are
fixed. The lattice parameter along the tube axis is fixed at 4.26 Å corresponding to
the single periodicity of zigzag CNTs. To investigate the electronic properties of an

Fig. 4.1 Structural models of deformed CNT under an electric field. The (20,0) CNTs with (a)
circular, (b) moderately squashed (MS), (c) moderately ellipsoidal (ME), (d) tightly squashed (TS),
and (e) tightly ellipsoidal (TE) cross sections are arranged below the planar electrode denoted by
black thick lines
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Fig. 4.2 Contour plots of accumulated carriers by the electric field of (20,0) CNT with (a) circular,
(b) moderately squashed (MS), (c) moderately ellipsoidal (ME), (d) tightly squashed (TS), and (e)
tightly ellipsoidal (TE) cross sections. In each panel, 0.2e and 0.2h denote 0.2 electrons and 0.2
holes per unit cell, respectively

isolated CNT, each CNT is separated by an 8 Å interwall spacing from its periodic
images. During the calculations under the conditions with a finite electric field, the
atomic geometries were kept the same as those with a zero electric field.

Figure 4.2 shows the distributions of accumulated electrons (0.2e/cell) and holes
(0.2h/cell) in CNTs with circular, squashed, and ellipsoidal cross sections by the
external electric field. In this case, the center of the CNT is located at 15.88 Å below
the electrode. For all CNTs, the accumulated carriers are primarily distributed on
the outer part of the CNT wall at the electrode side for both electron and hole
accumulations. In addition to the main distribution, the holes and electrons are also
slightly induced on the inner wall of the CNTs at the electrode side under positive
and negative bias voltages, respectively. Furthermore, for the case of CNTs with
squashed and ellipsoidal shapes, electrons and holes are induced in the inner and
outer walls, respectively, at the opposite side to the electrode. In accordance with
the carrier distribution induced by the electric field, the hybrid system consisting of
the deformed CNT and electrode can be regarded as two capacitors connected in
series. In contrast to the CNTs with structural deformations, charge redistribution
in the pristine CNT induced by the electric field exhibits different natures: the
accumulated/depleted carriers oscillate along their circumference.

Figure 4.3 shows the contour plots of electrostatic potential and the vector plots
of corresponding electric field under the electron (0.2e/cell) and hole (0.2h/cell)
accumulations. The potential gradient or the electric field is primary concentrated at
the electrode side of the CNTs, while the electric field is absent around the opposite
side of the CNTs, because of the concentration of the accumulated carriers at the
electrode side of the CNTs. On the other hand, the detailed electrostatic potential
and electric field strongly depend on the shape of CNTs: for the pristine and
squashed CNTs, the field concentration occurs around the part of the CNT wall with
a large curvature as in the case of the conducting materials with a protruding portion
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Fig. 4.3 (Color online) Contour and vector plots of electrostatic potential and electric field,
respectively, of (20,0)CNT with (a) circular, (b) moderately squashed (MS), (c) moderately
ellipsoidal (ME), (d) tightly squashed (TS), and (e) tightly ellipsoidal (TE) cross sections. In each
panel, 0.2e and 0.2h denote 0.2 electrons and 0.2 holes per unit cell, respectively

(c)(b)(a)

Fig. 4.4 (a) Capacitances of pristine and deformed (20,0)CNTs situated below the electrode by
the spacing of 15.88 Å between the center of CNTs and the electrode. Capacitance of pristine
and deformed (20,0)CNTs arranged with the spacing between the electrode and the CNT walls
of (b) 3.18 and (c) 5.29 Å. Triangles, circles, inverse triangles, squares, and rhombuses denote
capacitances of CNTs with circular, moderately squashed (MS), moderately ellipsoidal (ME),
tightly squashed (TS), and tightly ellipsoidal (TE) cross sections, respectively

in the classical electrodynamics. In contrast, for the CNTs with the ellipsoidal cross
section, the almost constant field emerges around the outer wall of the CNTs, since
the CNTs possess a flat region with respect to the electrode.

Figure 4.4 shows the calculated total capacitance of CNTs,

C = dQ

dμ
= C0D

C0 + D
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where C0 and D denote the geometrical capacitance and density of states of CNT,
respectively [26], as a function of the gate voltage. The capacitance strongly depends
on both the gate voltage and CNT cross sections. The pristine CNT possesses the
largest capacitance among the five CNTs studied here. The largest capacitance
of the pristine CNT is ascribed to the structural model studied here, that is, the
center of the CNT is located at 15.88 Å below the electrode. Thus, the spacing
between the electrode and the wall of the pristine CNT is smaller than that of the
other deformed CNTs, leading to the largest geometrical (classical) capacitance C0.
Indeed, the capacitance decreases with increasing structural deformation of CNTs
causing the increase in the spacing between the CNT and the electrode. For instance,
the moderately ellipsoidal and squashed CNTs possess a smaller capacitance than
that with the tightly deformed cross sections. In addition to the spacing between the
electrode and the CNT wall, the cross section of CNTs also affects the capacitance.
For the deformed CNT with the same length in its minor axis, the capacitance of
the squashed CNT is larger than that of the ellipsoidal CNT. In the case of the CNT
with the squashed cross section, the two convex regions of the wall cause a larger
capacitance than that of the CNT with an ellipsoidal cross section.

It is worth investigating how the distribution of accumulated carriers and electric
field depend on the relative arrangement of the deformed CNT to the electric field.
Figure 4.5 shows the contour and vector plots of the accumulated carrier and electric
field, respectively, of the deformed CNTs tilted to the electric field under 0.2e/cell
and 0.2h/cell injections. For all CNTs with the parallel arrangement to the electric
field (θ = 90 deg.), accumulated electrons are mainly concentrated at the top of the
CNT facing to the electrode. Furthermore, accumulated/depleted carriers oscillate
along the circumference as in the case of the CNT with the circular cross section.
Owing to the large curvature of the CNTs with squashed and ellipsoidal cross
sections with respect to the electrode, the electric field highly concentrates around
the protruding region. With decreasing the CNT orientation to the field, the charge
oscillation and field concentration decrease.

To check the effect of the structural deformation on the capacitances, we calculate
the capacitance of pristine and deformed CNTs possessing the same spacing
between the electrode and the CNT wall of 3.18 and 6.28 Å. Figure 4.4b, c show
the capacitances under the spacing of 3.18 and 6.28 Å, respectively. The capacitance
of all CNTs is larger under the spacing of 3.18 Å than under the spacing of 6.28 Å.
In addition to the spacing, the capacitance increases with increasing deformation,
which causes the increases in the lateral area of the deformed CNT with respect
to the gate electrode. Indeed, under the fixed CNT-electrode spacing, the CNT
with a tightly squashed shape possesses the largest capacitance. Thus, the results
indicate that the deformation of the CNT sensitively affects its capacitance in the
FET structure.

Since the rotation of the CNT modulates the distribution of accumulated/depleted
carriers by the electric field, the capacitances of the CNTs with squashed and
ellipsoidal cross sections may depend on the relative arrangement to the electric
field. Figure 4.6 shows the calculated capacitances of the deformed CNTs with
the rotational angles of 30◦, 60◦, and 90◦ with respect to the electric field under
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Fig. 4.5 (Color online) Contour and vector plots of accumulated carriers and electric field,
respectively, of (20,0)CNT with (a) moderately squashed (MS), (b) moderately ellipsoidal (ME),
(c) tightly squashed (TS), and (d) tightly ellipsoidal (TE) cross sections under the rotational angles
of θ = 30◦, 60◦, and 90◦ with respect to the electric field under the carrier injection of 0.2 electrons
and 0.2 holes per unit cell
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(a) (b) (c)

Fig. 4.6 Capacitances of pristine and deformed (20,0)CNTs with the rotational angles of (a)
30◦, (b) 60◦, and (c) 90◦. Triangles, circles, inverse triangles, squares, and rhombuses denote
capacitances of CNTs with circular, moderately squashed (MS), moderately ellipsoidal (ME),
tightly squashed (TS), and tightly ellipsoidal (TE) cross sections, respectively

the fix distance of 15.88 Å between the electrode and the center of the CNTs.
The capacitance strongly depends on their mutual arrangement to the electric
field. By increasing the rotational angle, the capacitances of the deformed CNTs
monotonically increase. The capacitance is determined by the competition between
the decrease in the vacuum spacing and the increase in the area of the CNT with
respect to the electrode. Therefore, the CNT orientation with respect to the electric
field also affects the carrier accumulation of the CNT with structural deformations
in FET structures.

4.3 Magnetism of the 2D Carbon Materials with Topological
Defects

In this section, we focus on 2D covalent networks consisting of fused pentagon
trimers (acepentalene structure) of which three edges are shared by its three
adjacent trimers [51]. Although acepentalene molecule is a bowl-shape molecule
(Fig. 4.7a), we assume the molecule possesses flat conformation. We consider two
representative networks: A network can be regarded as the honeycomb network
of fused acepentalenes of which consists edges are shared by its three adjacent
units leading to network consisting of pentagonal rings and large dodecagonal pores
(fused pentagon network) (Fig. 4.7b). In addition, we also consider the networks
structure of fused pentagon trimers each of which are connected to its three
adjacent molecules directly (Fig. 4.7b) and via four-member ring (acepentalene
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Fig. 4.7 Top and side views for optimized geometries of (a) an isolated acepentalene molecule,
(b) the fused pentagon network, and (c) the acepentalene polymer

polymer) (Fig. 4.7c). With this choice of initial geometry, the resulting material has
a honeycomb lattice containing 14 C atoms per unit cell for fused pentagon network
and 20 C atoms per unit cell for acepentalene polymer network.

Figure 4.8 shows the total energies per atom as a function of lattice parameter
a of the fused pentagon network and the acepentalene polymer. We found that
the optimum lattice constant is 9.5 and 7.1 Å for the acepentalene polymer and
the 2D fused pentagonal network, respectively. The larger lattice parameter of the
polymeric acepentalene is ascribed to the four-member ring situated between two
acepentalene structures. The calculated total energy of the acepentalene polymer is
0.90 eV/atom with respect to the energy of graphene. The polymeric acepentalene
is less stable by 0.29 eV/atom than the fused pentagon network. Therefore, the
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Fig. 4.8 Total energies per atom of (a) the acepentalene polymer and (b) the fused pentagonal
network as a function of the hexagonal lattice parameter a. The energies are measured with respect
to the energy of an isolated graphene

polymeric acepentalene is energetically unfavorable solid carbon among many
possible conformations [52–54]. It has been demonstrated that the four-member
ring in polymeric fullerene usually decreases the total energy of the system with
increase of the covalent bond with its adjacent fullerenes. In sharp contrast, in the
case of the polymeric acepentalene, planar structure of the acepentalene structure
causes substantial energy cost for formation of four-member rings within the
pentagonal networks. Since polycyclic hydrocarbon molecules occasionally contain
four-member ring in their stable structure, the polymeric acepentalene sheet is
expected to exist under ambient condition.

The kinetic stability of the polymerized acepentalene network is worth inves-
tigating. We investigated the geometric structure of the 2D covalent networks at
temperatures of 1000 and 2000 K by performing ab initio molecular dynamics
simulations for a few picosecond simulation times. The simulations showed that
the both sheets retain its 2D planar covalent network structure at temperatures up to
2000 K. Therefore, once the sheets are synthesized by an appropriate experimental
method, it is expected to retain its characteristic structure under ambient conditions,
although the networks show a higher total energy than other carbon allotropes.

Figure 4.9 shows the electronic structure of the fused pentagon network with an
equilibrium lattice constant. We found that the acepentalene polymer is a metal in
which three branches cross the Fermi level, leading to a finite density of state at the
Fermi level (Fig. 4.9a). As shown in Fig. 4.9c, an isolated acepentalene molecule has
an energy gap of 1 eV between the highest occupied state and the lowest unoccupied
state. The metallic nature of the sheet constructed from the acepentalene units
indicates that the interunit covalent bonds extend the distribution of three electrons
throughout the sheet. In the case of the fused pentagonal network, the sheet is
also a metal. However, in contrast to the acepentalene polymer, the fused pentagon
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Fig. 4.9 Electronic energy bands near the Fermi level of (a) the acepentalene polymer and (b) the
fused pentagonal network. The energies are measured with respect to the Fermi level. (c) Electronic
structure of an isolated acepentalene molecule near the Fermi level. The energy is measured from
that of the highest occupied state

Fig. 4.10 Isosurfaces of the spin density of the fused pentagon sheet. The isosurfaces correspond
to 0.001 e/a.u. Gray spheres indicate the atomic positions of the fused pentagon network

network has a flat dispersion band that crosses the Fermi level (Fig. 4.9c). The flat
dispersion band has a dispersion of about 0.1 eV around the � point. Thus, it is
expected that the flat-band state induces spin polarization on the sheet according
to the Fermi level instability associated with the flat dispersion band. The flat
dispersion band splits into lower and upper branches for the majority and minority
spin states, respectively, indicating that the sheet exhibits magnetic ordering. The
calculated exchange splitting between the branches of the flat dispersion band is
about 0.10 eV, and the induced magnetic moment is 0.62 μB /nm2.

Figure 4.10 shows the isosurfaces of the polarized electron spins of the fused
pentagon network. We found that the polarized electron spins are ferromagnetically
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Fig. 4.11 Isosurfaces of the squared wave function of (a) the flat dispersion band at the � point
in Fig. 4.9b, (b) the dispersive band just above the Fermi level at the K point in Fig. 4.9, and (c)
the other dispersive band with higher energy indicated at K point. The isosurfaces correspond to
0.8 e/a.u. Gray spheres indicate the atomic position of the fused pentagon network

aligned and extend throughout the sheet. Therefore, the fused pentagon network is
a 2D ferromagnet consisting of only sp2 carbon atoms whose covalent bonds are
fully saturated. Furthermore, the extended nature of the spin distribution indicates
that the flat dispersion band is not induced by the localized state at certain atomic
sites but is induced by extended π electron states throughout the sheet. The wave
function associated with the flat-band state at the � point exhibits the extended π

electron nature (Fig. 4.11a), indicating that the delicate balance among the extended
π state of C atoms induces the flat dispersion band of the sheet. Furthermore, it
should be noted that the spin distribution is similar to the wave function distribution
of the electronic state-labelled δ at K point (Fig. 4.11c). Similar flat dispersion
bands have also been observed in hexagonal network materials with zigzag edges
or interfaces [55–58]. Therefore, the fused pentagon network extends the research
field associated with C allotropes with the flat dispersion band.

Since the polarized spin has striped distribution along the zigzag direction of
the honeycomb network of fused pentagons, the antiparallel spin distribution is
expected to occur on this system. To corroborate the issues, we calculate the elec-
tronic structure of the sheet with double periodicity normal to the spin strips, which
contains two strips of spin density in its unit cell. Under this extended unit cell, we
compare the total energy of ferromagnetic state with that of the antiparallel spin strip
state. Our calculation shows that the antiparallel spin configuration between adjacent
strips emerges as a metastable state in addition to the ferromagnetic state. Calculated
total energy of the antiparallel sate is higher than that of the ferromagnetic state by
2.6 meV/atom. Therefore, the ferromagnetic spin state is the ground state of the
honeycomb network of the fused pentagons.

The fused pentagon network also exhibits another interesting feature in the
electronic energy band near the Fermi level, in addition to the flat dispersion band.
Three states are bunching up together with a small gap of about 0.1 eV at the K
point just above the flat dispersion band. Two of the three states possess almost
linear dispersion with respect to the wave number, similar to the π and π* states
of graphene and graphite. Therefore, the massive Dirac electrons are expected to be
located on the fused pentagon network which does not contain any graphene-like
hexagonal covalent network structure. The wave function of these states exhibits
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nonbonding nature as in the case of the π state of the graphene and graphite at the
Dirac point. The lowest branch of the state is distributed on the atoms adjacent to
the vertex of three pentagons. The upper branch is distributed on the atoms at the
vertex of three pentagons and the atoms shared by the two acepentalene structures.
This suggests that a graphene-like electronic structure is expected to occur in the
honeycomb network material with internal atomic structures.

Since the planar materials usually form a stacking structure similar to the case
of graphite and transition metal chalcogenides. Furthermore, because of the bowl
shape of the isolated acepentalene molecule, the fused pentagon network sheet
is expected to form covalent bonds with adjacent sheets, leading to the three-
dimensional network structure. Therefore, we investigated the relative stability and
geometric structures of the fused pentagon sp2 C sheets having stacking structures.
By changing the interlayer spacing, we found that the layered system comprising the
fused pentagon sheets has an energy minimum at the interlayer spacing of 3.2 Å. The
calculated energy gain that arises from the interlayer interaction is 20 meV/atom.
At the equilibrium interlayer spacing, each fused pentagon sheet retains its planar
structure and does not form covalent bonds with adjacent layers.

4.4 Magnetism of 2D Network of Polymeric Hydrocarbons

In this section, we aim to theoretically investigate the possible structures of
2D porous hydrocarbon networks of sp2 C obtained by assembling phenalenyl
molecules in a hexagonal manner with phenyl interconnects and their electronic and
magnetic properties using density functional theory [59, 60]. Figure 4.12 shows the
optimized structures of 2D porous hydrocarbon networks consisting of phenalenyl
connected via phenyl with various arrangements under the hexagonal cell parameter
of 19.4 Å. For all phenyl arrangements, the phenalenyl units retained a planar
structure as their stable conformation. As illustrated in Fig. 4.12a, two phenalenyl
units per unit cell form a hexagonal lattice in which phenyl units connect adjacent
phenalenyl units through covalent bonds like those of graphene. Simultaneously,
three phenyl units form a Kagome lattice in which phenalenyl acts as an interunit
bond. Because of the planar conformations of both phenyl and phenalenyl, the
porous hydrocarbon sheet possesses a 2D π electron system. Rotation of phenyl
modulates the π electron system: by rotating one of the three phenyl units, the π

electrons form a 1D network in which the alternating phenalenyl and phenyl units
form zigzag chains (1D structure in Fig. 4.12b). By rotating two phenyl units, π

electrons are segmented into a phenalenyl dimer containing a phenyl unit (dimer
structure in Fig. 4.12c). Finally, π electrons are localized on each phenalenyl and
phenyl in the monomer structure depicted in Fig. 4.12d.

The total energies of the porous hydrocarbon sheets with various phenyl confor-
mations are listed in Table 4.1. Among the four structures, the planar structure is the
least stable with a total energy higher by 0.8 eV per cell than that of the ground
state conformation. The total energy monotonically decreases by increasing the



110 S. Okada and M. Maruyama

Fig. 4.12 Optimized structures of porous hydrocarbon sheets consisting of phenalenyl and phenyl
groups with (a) planar, (b) 1D, (c) dimer, and (d) monomer conformation. Black and pink balls
denote carbon and hydrogen atoms, respectively. Black dotted lines show the unit cell of each
network. Blue hexagons and red triangles show hexagonal and Kagome networks of phenalenyl
and phenyl units, respectively

Table 4.1 Relative total energies of porous hydrocarbon sheets consisting of phenalenyl and
phenyl groups with antiferromagnetic (AF), ferromagnetic (F), and nonmagnetic (NM) states. The
energies are measured from that with the planar conformation without spin polarization

Structures AF state [meV] F state [meV] NM [meV]

2D 803 817 1116

Chain 301 310 612

Dimer 159 163 471

Monomer 0 0 313

number of rotated phenyl units, although the π conjugation decreases. The decrease
of the total energy with respect to the rotation of phenyl units is caused by the
steric hindrance between hydrogen atoms attached to the phenyl and phenalenyl.
Since the hydrogen atoms attached to the phenyl and phenalenyl are positively
charged, the hydrogen atoms tend to separate each other to reduce the Coulomb’s
repulsive interaction. The dynamical stability of the porous hydrocarbon sheets was
investigated by ab initio molecular dynamics simulations conducted at a constant
temperature up to 3000 K for simulation times of 1 ps. Under all temperatures,
all structures retained their initial network topologies. On the other hand, at the
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elevated temperatures, the phenyl units are tilted by angles of 20◦–40◦ from the
planar arrangement owing to the steric hindrance between hydrogen atoms attached
to the phenalenyl and phenyl. The sheet hardly retains the planar conformation under
the finite temperature.Thus, we confirm that the 2D networks of phenalenyl and
phenyl proposed here are both statically and dynamically stable and are expected to
be stable under ambient conditions once they are synthesized experimentally.

Figure 4.13 presents the electronic structures of 2D porous hydrocarbon sheets
consisting of phenalenyl and phenyl. The planar structure possesses a characteristic
feature around EF (Fig. 4.13a). The porous hydrocarbon sheet is a zero-gap
semiconductor with a pair of linear dispersion bands at EF . In addition to the
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Fig. 4.13 Electronic structures of porous hydrocarbon sheets consisting of phenalenyl and phenyl
groups with (a) planar, (b) 1D, (c) dimer, and (d) monomer conformation. Energies are measured
from that of EF
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linear dispersion bands, we find three bunched states just above and below the linear
dispersion bands. One of the three branches exhibits perfect flat-band nature, while
the remaining two have finite band dispersion, consistent with their Kagome band
structure [61, 62]. These observations indicate that Dirac cone and Kagome flat
bands coexist in the porous hydrocarbon sheet of phenalenyl and phenyl with flat
conformation. The Dirac cone is robust, while the Kagome bands are fragile against
the rotation of phenyl: a Dirac cone is observed for all porous hydrocarbon sheets,
regardless of the phenyl conformation. In contrast, the Kagome flat bands are absent
for the sheets with 1D and dimer structures, because the electron system of the
phenyl unit does not retain the symmetry of the Kagome lattice.

We evaluated the tight-binding parameters of the Dirac cone and Kagome band
in the different sheet conformations from their bandwidth. The calculated transfer
integrals of the Dirac cone tD are 17, 16, 14, and 10 meV for the planar, 1D, dimer,
and monomer conformations, respectively. Because of the narrow bandwidth, the
Fermi velocities of the Dirac cone are 1.2 × 104, 1.4 × 104, 0.5 × 104, 1.6 × 104 m/s
for the planar, 1D, dimer, and monomer conformations, respectively. Therefore,
the porous hydrocarbon sheets are possible fields for strongly correlated electron
systems that induce peculiar physical phenomena.A low Fermi velocity may cause
large Fermi level instability even though the sheets possess zero density of states
at EF . For the Kagome bands, we also evaluated the transfer integral tK . The
calculated tK are 27 and 21 meV for the planar and monomer conformations,
respectively.

To clarify the physical origin of the Dirac cone in the planar system, we investi-
gated the squared wave functions of the states at the K point (Fig. 4.14a). The wave
functions are localized on phenalenyl units even though this porous hydrocarbon
sheet possesses a 2D planar π electron network. By focusing on the wave function
distribution within each phenalenyl, the state exhibits nonbonding nature in each
phenalenyl unit. This indicates that the electron states associated with the Dirac
cone can be ascribed to the singly occupied states of isolated phenalenyl monomers.
In addition to the nonbonding nature within each phenalenyl unit, the wave function
also exhibits nonbonding nature between adjacent phenalenyl units. Thus, the pair
of linear dispersion bands at EF is ascribed to the hexagonally arranged singly
occupied state or radical spin state of phenalenyl units. Similar nonbonding nature
within and between phenalenyl units was also found for the porous hydrocarbon
sheets with 1D, dimer, and monomer conformations (Fig. 4.14b–d).

Next, we examined the wave function associated with the Kagome band.
Figure 4.15 shows the isosurfaces of the squared wave functions of Kagome bands
just below EF at the � point. For the planar conformation, the wave functions are
mainly distributed on the phenyl unit with the character of the HO states of phenyl
molecules and are extended throughout the networks. Therefore, the flat dispersion
band is ascribed to the delicate balance of the electron transfer among the HO
state of the three phenyl units of the Kagome network, as in the case of the usual
Kagome flat band state. In contrast, for the 1D and dimer conformations that lack
the Kagome flat band, the states below EF exhibit anisotropic nature, because of
the orthogonality between the π states of the planar network and rotated phenyl



4 Physics of Carbon Nanotubes and New Type of Carbon Network Materials:. . . 113

Fig. 4.14 Isosurfaces of the wave function of the Dirac cone of porous hydrocarbon sheets
consisting of phenalenyl and phenyl groups with (a) planar, (b) 1D, (c) dimer, and (d) monomer
conformation at the K point

units (Fig. 4.15b, c). For the monomer conformation, which possesses a Kagome
flat band, the wave functions are more localized at the phenyl unit with the HO
state nature and weakly extended throughout the network (Fig. 4.15d). This weak
extended nature leads to the smaller tK of the monomer conformation than that of
the planar conformation.

The narrow band width of the Dirac cone of the porous hydrocarbon sheets
results in a large density of states near EF , which induces the Fermi level instability,
causing magnetic ordering on the sheet, even though the sheets possess zero density
of states at EF because of the pair of linear dispersion bands at the K point.
Figure 4.16 illustrates the spin density of the porous hydrocarbon sheets ρs(r)
evaluated by the equation

ρs(r) = ρα(r) − ρβ(r)

where ρα(r) and ρβ(r) are the charge densities of α and β spin components, respec-
tively. We found that all the porous hydrocarbon sheets show spin polarization.
Polarized electrons are localized on the phenalenyl units; the α and β spins are
distributed on one of two sublattices of the phenalenyl units, as in the case of the
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Fig. 4.15 Isosurfaces of the wave function of the Kagome flat dispersion band of porous
hydrocarbon sheets consisting of phenalenyl and phenyl groups with (a) planar, (b) 1D, (c) dimer,
and (d) monomer conformation at the � point

spin density of an isolated phenalenyl. Because of the spin density of the phenalenyl
unit, each phenalenyl unit possesses S = 1/2 radical spin corresponding to the
difference between the numbers of two sublattices. Furthermore, the S = 1/2 spin
of the phenalenyl unit exhibits AF and F spin ordering throughout the sheets.

The total energies of the porous hydrocarbon sheets with AF and F states are
listed in Table 4.1. The total energy of each sheet with spin polarization is about
300 meV lower than that of the corresponding sheet with nonmagnetic states for all
phenyl conformations. Furthermore, the total energy of the AF state is lower than
that of the F state by 14, 9, and 4 meV for the planar, 1D, and dimer conformations,
respectively. These values indicate that the S = 1/2 spin on the phenalenyl



4 Physics of Carbon Nanotubes and New Type of Carbon Network Materials:. . . 115

Fig. 4.16 Spin densities of porous hydrocarbon sheets consisting of phenalenyl and phenyl groups
with (a) planar, (b) 1D, (c) dimer, and (d) monomer conformation with antiferromagnetic and
ferromagnetic states. Colors indicate the sign of the polarized electron spin
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unit interacts with its neighboring sites with weak singlet spin interaction J . The
calculated spin interaction J per phenalenyl pair is about 10 meV. Note that the
AF and F states are degenerate for the sheet with monomer conformation, because
the total energies of these states are the same within numerical error. Thus, this
sheet does not exhibit long-range magnetic ordering. In addition, the rotation of
the phenyl unit may turn off the spin interaction between adjacent phenalenyl units
because of the monotonic decrease of the energy difference between the AF and F
states. Therefore, the magnetic states of the porous hydrocarbon sheets can be tuned
by controlling the orientation of phenyl units with respect to the phenalenyl units:
the planar, 1D, and dimer conformations are a S = 1/2 AF sheet, magnetically
independent array of S = 1/2 AF chains, and magnetically isolated singlet spin
dimer network, respectively.

Figure 4.17 shows the electronic energy bands of the AF and F states of the
porous hydrocarbon sheets with various phenyl conformations. In all cases, the spin
polarization modulates the pair of linear dispersion bands at EF . For the AF state,
flat dispersion bands emerge above and below EF instead of a Dirac cone because
of the antiparallel coupling between two S = 1/2 radical spins of phenalenyl units.
The energy gap between the upper and lower branches of the states associated with
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Fig. 4.17 Electronic structures of porous hydrocarbon sheets consisting of phenalenyl and phenyl
groups with (a) planar, (b) 1D, (c) dimer, and (d) monomer conformation with antiferromagnetic
and ferromagnetic states. EF is located at zero. Black lines and blue dotted lines denote majority
and minority spin bands, respectively
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Table 4.2 Dependence of the number of polarized electron spins (�ρ) on hole concentration

Number of hole doping 1 2 3 4 5 6 7

�ρ 1 0 1 2 3 2 1

the spin polarization is 0.69–0.67 eV. For the F state, the Dirac cone is split into
α and β spin states with a spin exchange energy of 0.65 eV, almost retaining its
characteristic shape. In addition to the Dirac cone, electronic states near EF are also
modulated by the spin polarization. For instance, the Kagome band is split into α

and β spin states with an energy difference of 0.16 eV.
The unusual electron systems near EF of the porous hydrocarbon sheets may

exhibit further interesting physical properties upon hole injection into the Dirac cone
and Kagome band. Because of the localized and extended natures of the electronic
states associated with the Dirac cone and Kagome band, respectively, hole injection
changes spin polarization in the porous hydrocarbon sheet. By injecting holes into
the porous hydrocarbon sheet with flat conformation by a counter planar electrode,
we find that the number of polarized electron spins strongly depends on the number
of holes injected (Table 4.2). The spin density in the porous hydrocarbon sheet also
strongly depends on the hole concentration (Fig. 4.18). For a low-hole concentration
corresponding to hole injection into the Dirac cone, the polarized electron spin
exhibits qualitatively the same distribution as that of the undoped system. For a
high-hole concentration at which EF crosses the Kagome band, the spin density
exhibits different characteristics to that of the undoped case: the polarized electron
spin is distributed on not only the phenalenyl but also the phenyl units, reflecting
the extended nature of the wave functions associated with the Kagome band.
Furthermore, in contrast to the non-doped network, the porous hydrocarbon sheet
with a high-hole concentration exhibits F spin ordering in its ground state. It should
be noted that the carrier density to induce the magnetism associated with the
Kagome flat band is about 0.8 × 1014 cm−2. Thus, the magnetic state of the porous
hydrocarbon sheet is tunable using ionic gating by the formation of electrical double
layers (EDLs) which can inject carrier density up to 8 × 1014 cm−2.

Since the phenyl prefers the tilted/rotated conformation in their ground state
owing to the steric hindrance between hydrogen atoms attached to phenalenyl and
phenyl, we further investigate the detailed energetics and spin interaction of a
constituent unit of the porous hydrocarbon network. Here, we consider a phenalenyl
dimer connected via phenyl as for the structural model of the porous hydrocarbon
network (Fig. 4.19a). Figure 4.19b shows the total energy of the model molecule as
a function of the rotational angle of phenyl with respect to the phenalenyl moieties.
By rotating the phenyl, the total energy of the molecule monotonically decreases and
possesses a minimum at the angle of about 35◦. The total energy of the molecule
with the rotation angle of 35◦ is lower by about 120 meV than that of the flat
arrangement. Then, by further increasing the angle, the total energy monotonically
increases. Therefore, the phenyl connecting the phenalenyl units of the freestanding
porous hydrocarbon sheet may be rotated by about 35◦ under the ambient condition
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Fig. 4.18 Spin densities of a porous hydrocarbon sheet consisting of phenalenyl and phenyl
groups with planar conformation and hole concentrations of 1h to 7h

as their ground state conformation. On the other hand, the porous hydrocarbon sheet
may retain its flat conformation by adsorbing on appropriate substrates, such as
graphene and h-BN, since the energy gain upon the interaction between the sheet
and substrates compensates the energy loss upon the rotation of phenyl.

In addition to the energetics, it is worth to investigate how the spin interaction
depends on the mutual rotational angle of the phenyl, because the spin interaction
is terminated by the phenyl with the angle of 90◦. Figure 4.19c shows the antifer-
romagnetic spin exchange energy J of the localized electron spin on phenalenyl
moiety as a function of the rotational angle. The antiferromagnetic spin exchange
interaction is the largest at the planar conformation and monotonically decrease with
increasing the rotational angle of phenyl. The spin exchange interaction at the stable
angle of 35◦ is approximately half of that of the flat conformation, indicating that the
spin interaction among the phenalenyl still extends throughout the sheet under the
conformation with tilted phenyl. Thus, the sheet still exhibits the antiferromagnetic
ordering under the ground state conformation.
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Fig. 4.19 (a) A geometric structure of a phenalenyl dimer connected via phenyl (phenalenyl-
phenyl-phenaleny). Black and pink circles denote carbon and hydrogen atoms, respectively. (b)
Calculated total energy of phenalenyl-phenyl-phenaleny as a function of the rotational angle of
phenyl unit. Energy is measured from that under the flat conformation. (c) Spin exchange energy
of phenalenyl-phenyl-phenaleny as a function of the rotational angle of phenyl unit
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Chapter 5
Electronic and Geometric Structures
of Cluster Encapsulated Fullerenes

Takafumi Miyazaki and Shojun Hino

Abstract Fullerene cages often encapsulate mono-metal atom, multiple-metal
atoms, metal–carbide clusters, metal nitrides, and so on. The entrapped metal atoms
donate electrons to the fullerene cages which induces the change of their electronic
structure. It has been known so far that the amounts of transferred electrons
depend on the number of entrapped atoms and the entrapped species. Ultraviolet
photoelectron spectroscopy is a powerful technique to determine the electronic
structure and has been used to reveal the electronic structure of fullerenes as well as
their cage structure with an aid of theoretical calculation. The electronic structure
of endohedral fullerenes revealed by photoelectron spectroscopy is described in
this chapter. Geometrical structure of endohedral fullerenes deduced by theoretical
calculation is also presented.

Keywords Endohedral fullerene · Photoelectron spectroscopy · DFT
calculation · Electronic structure · Geometrical structure

5.1 Introduction

Thirty years already passed since the discovery of C60 [1]. Provoked by the
superconductivity of alkali metal-dosed C60 [2], investigation of fullerene physics
and chemistry has made a great progress. The discovery and separation of higher
fullerenes such as C70, C82, C84, and so on, and that some of them encapsulated
atoms (endohedral fullerenes), are remarkable results brought by the investigation.
Until now, there have been a lot of attempts to synthesize and isolate endohedral
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fullerenes containing mono- or di-metal atom [3–8], metal nitrides [9–12], and
metal–carbon clusters [13–15].

5.2 Synthesis and Isolation of Endohedral Fullerenes

Soot containing mono-metal, di-metal, and metal–carbide endohedral fullerene
were produced by direct-current arc heating of a M2O3 (M = Er, Lu, Tm, Ce,
La)/graphite composite rod in a He atmosphere. Er@C82 (I) [16], Er2@C82 (I) and
Er2@C82 (III) [17], Lu@C82 (I) [18], Ce2@C80 [19], La2@C80 [20], Lu2@C82
(II) [21], Lu2C2@C82 (III) [22], Tm2@C82 (III) [5, 23], Tm2C2@C82 (III) [24],
and Sc3C2@C80 [25] were extracted using o-xylene from the soot and isolated
using multiple-stage high-performance liquid chromatography with toluene as an
eluent. Soot containing Sc3N@C68 [26] and Sc3N@C78 [27] were produced by
direct-current arc heating of a Sc2O3/graphite composite rod in a mixed He/N2
atmosphere. They were extracted using o-xylene from the soot and isolated using
multiple-stage high-performance liquid chromatography with toluene as an eluent.

5.3 The UPS and XPS Measurement of Specimens

Photoelectron spectroscopy is a useful technique to investigate the electronic struc-
ture of materials. Ultraviolet photoelectron spectroscopy (UPS) is a powerful tool
to determine the upper valence band structure of materials. Cleanness of the surface
of the specimen is the key factor in the measurement of UPS. Since endohedral
fullerenes are obtained as powder, thieir sublimation is desirable to obtain films of
clean surface. As the sublimation temperature of endohedral fullerenes is as high
as around 830 K or up and they are vulnerable to high temperature, the abundance
of the specimen and delicate temperature control of the sublimation crucible are
essential.

5.4 Density Functional Theory (DFT) Calculation
of Endohedral Fullerenes

Molecular orbitals of endohedral fullerenes were calculated by the density func-
tional theory (DFT) with a Gaussian 03 and 09 program module. There is no
theoretical reasoning that Kohn–Sham orbital energies obtained from DFT calcu-
lation are compatible with Koopmans’ theorem, but Janak’s theorem [28] is an
analogue to Koopmans’ theorem in DFT calculation, and that Kohn–Sham orbital
energies correspond the highest occupied and the lowest unoccupied molecular
orbitals energy levels. Further, it has been found that simulated spectra generated
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from Kohn–Sham orbital energies reproduce the UPS very well and the comparison
was helpful to estimate the cage geometry.

The geometry of La2@C80 and Ce2@C80 was optimized at the Hartree–Fock
level using the CEP-31G basis set. The DFT calculation was performed on the
optimized structures of Ce2@C80 and La2@C80 using the B3LYP hybrid functional
to obtain the Kohn–Sham orbital energies with basis sets Sapporo-DZP and/or
uB3LYP/6–31 + G-(d) for C atoms and TK/NOSeC-V-TZP function for Ce and La
atoms [29, 30]. The simulated spectra were generated by broadening the calculated
Kohn–Sham orbital energies with Gaussian functions of 0.2 eV full width at half
maximum.

According to the NMR analysis of Sc3N@C68 and crystallographic analysis
of the Sc3N@C68 adduct [26], geometry of Sc3N@C68 seems to be isomer 6140
[31], and this was adopted as the initial geometry for geometry optimization at the
B3LYP level using 6–311 g basis sets. A Sc3N cluster was placed to maintain the D3

symmetry. Kohn–Sham orbital energies were obtained on the geometry optimized
Sc3N@C68 structure using 6–31G-(d) for C atoms and a TK/NOSeC-V-TZP
function [29, 30] for Sc atoms. Simulated spectrum was generated by broadening
the calculated Kohn–Sham orbital energies with Gaussian functions of 0.15 eV full
width at half maximum. Hartree–Fock level calculation was also performed and
simulated spectrum was obtained. The DFT origin simulated spectrum reproduced
the UPS far better than the one obtained from the Hartree–Fock calculation.

The geometry of Sc3N@C78 was optimized at the Hartree–Fock level using
the 6–31G basis set. Simulated spectrum generated by broadening the calculated
eigenvalues at the Hartree–Fock level with Gaussian functions of 0.2 eV full width
at half maximum differed significantly from the observed UPS. The DFT calculation
was also performed on the optimized Sc3N@C78 structure using the B3LYP hybrid
functional to obtain the Kohn–Sham orbital energies with basis sets of 6–31G-
(d) for C atoms and the TK/NOSeC-V-TZP function [32] for Sc atoms. Simulated
spectrum obtained by the same procedure described above using Kohn–Sham orbital
energies reproduced the UPS far better than those obtained from the Hartree–
Fock calculation. Mulliken charges and natural population analysis (NPA) charge
of Sc3N@C78 were calculated on the Hartree–Fock level optimized structure using
B3LYP and Lanl2dz functions.

5.5 Electronic Structure of Mono-metal Atom Entrapped
Fullerenes

Review article on the ultraviolet photoelectron spectra of mono-metal endohedral
fullerenes La@C82, Sc@C82, Gd@C82, Tb@C82, Tm@C82, and Pr@C82 was given
by S. Hino [33]. In this report another mono-metal atom entrapped fullerenes after
the publication of the handbook will be presented.



124 T. Miyazaki and S. Hino

Fig. 5.1 The incident photon
energy-dependent UPS
of Lu@C82-C2v at
hν = 20 ∼ 55 eV.
(Reproduced with permission
from [34]. Copyright (2013)
Elsevier)
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[Lu@C82-C2v]
Lutetium atom entrapped fullerenes have been isolated [18], and the cage symmetry
of Lu@C82 (I) has been determined to be C2v (82:9) by the NMR analysis. The
valence band UPS of Lu@C82-C2v obtained with hv = 20–55 eV incident photon
energy is shown in Fig. 5.1 [35]. The onset energy (Eonset) of Lu@C82-C2v is
0.25 eV, which are much smaller than that of empty C82 (1.2 eV), which means
encapsulation of metal atom inside the cage contributes to narrow the band gap of
fullerene but Lu@C82 is still semiconductive. There are 11 structures labeled A–
E and α–ζ in the UPS of Lu@C82-C2v, which can be divided into two parts. These
structures that appeared in the deeper than 5 eV region are mainly due to σ-electrons
that constitute the C82 skeletal C–C bonds and those between 0 and 5 eV are due to
π-electrons. The UPS of Lu@C82-C2v is analogous to those of Tb@C82-C2v and
La@C82-C2v, which indicates that entrapped species do not seriously affect the
electronic structure of the cage. However, there are two structures (X and Y) in the
9–11 eV region, which are not observed in the UPS of other endohedral fullerenes.

They are not observed when the incident photon energy is less than 35 eV, but
they become distinct and their intensity becomes stronger in accordance with the
increase of the incident photon energy. This behavior is quite different from that of
other endohedral fullerenes and seems to be the characteristic ones to the entrapped
Lu atom. The ionization potentials of Lu 4f7/2 and 4f5/2 are 7.5 eV and 8.9 eV,
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Fig. 5.2 The incident photon
energy-dependent UPS
of Er@C82-C2v at
hν = 20 ∼ 55 eV.
(Reproduced with permission
from [37]. Copyright (2010)
Elsevier)
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respectively [36]. The electronic configuration of Lu atom is [Xe] (4f)14 (5d)1 (6 s)2.
Structures of X and Y appear between 9.3–9.8 eV and 10.8–11.2 eV, respectively,
which are higher than those of Lu metal atoms by 2.0–2.5 eV. As entrapped Lu
atom donates electrons to the cage (presumably the oxidation state entrapped of Lu
atom is +3), Lu atom is electron wanting state. Hence the ionization potential of
entrapped Lu 4f levels moves to a deeper level. Possibly structures X and Y are due
to Lu4f7/2 and Lu4f5/2.

[Er@C82-C2v]
Erbium atom entrapped fullerenes have been isolated, and the cage symmetry of
the main isomer Er@C82 (I) was determined to be C2v (82:9) by NMR structural
analysis [16, 17]. The upper valence band UPS of Er@C82-C2v obtained with
hv = 20–55 eV incident photons is shown in Fig. 5.2 [37]. Ten structures labeled
A − D and α–ζ were clearly observed. All spectra were normalized by the peak
height of the structure α. The intensity of these structures changed, when the
incident photon energy was tuned, which is a typical behavior of fullerenes. The
spectral onset energy (Eonset) of Er@C82 (I) is 0.38 eV below the Fermi level, and
this is much smaller than that of empty C82 (1.2 eV).

Structures α–ζ that appeared in the deeper binding energy region (Eb > 5 eV)
of the UPS of Er@C82-C2v are due to σ-electrons that constitute the C82 skeletal
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C–C bonds. Structures labeled A–D that appeared in the upper binding energy
region (Eb < 5 eV) of the UPS are derived from π-electrons. The Eonset of Er@C82-
C2v is slightly larger than those of La@C82 (0.25 eV) and Tb@C82 (0.24 eV).
Nuclear charges of the entrapped atoms might influence the onset energy.

These deeper binding energy region (Eb > 5 eV) UPS resemble each other.
Entrapped atoms seem to hardly affect the electronic structure of fullerene skeleton.
Upper valence band (Eb < 5 eV) spectral shape of Er@C82-C2v, Tb@C82-C2v, and
La@C82-C2v was substantially identical, which means that Er@C82-C2v, Tb@C82-
C2v, and La@C82-C2v have analogous electronic structure. The UPS of Er@C82-C2v

in the upper valence region is considerably different from those of Tm@C82-C2v.
Thus, there was a large difference in the electronic structures of Er@C82-C2v and
Tm@C82-C2v. So another reason has been also required to understand their spectral
difference. The oxidation state might be the reason. The oxidation state of La in
La@C82 and Tb in Tb@C82 was +3, while that of Tm in Tm@C82 was +2.
That is, the fullerene cage accepted different amounts of the electrons from the
entrapped atom. Accordingly, the electronic structure fullerene itself was modified
differently with the accepted amounts of electrons. The upper valence band UPS
of Er@C82-C2v was well reproduced by the simulated spectrum assuming a C82

3−-
C2v, confirming the cage structure deduced from NMR analysis.

5.6 Electronic Structure of Di-metal Atoms Entrapped
Fullerenes

When the fullerene cage entraps in plural atoms, its electronic structure seems to
be more complicated than that of mono-metal atom entrapped fullerene. Not only
the interaction between the entrapped atoms and the cage but also that between
the entrapped atom themselves must be considered. DFT calculation is helpful to
interpret the UPS. In the following section, the UPS of di-metal atoms encapsulated
fullerenes Ce2@C80, La2@C80, Er2@C82, Lu2@C82, and Tm2@C82 are presented,
and also the results of the DFT calculation are presented.

[Ce2@C80-D3d]
Cerium atom entrapped fullerenes have been isolated [19, 38]. Figure 5.3
shows the UPS of Ce2@C80 obtained with the incident photon energy of 20–
55 eV [40]. The spectral onset of Ce2@C80 was 0.89 eV below the Fermi
level. The UPS of Ce2@C80 differs from those of C80 [41] particularly in
the upper value region. However, its lower UPS resemble those of M2@C80:
might be a structure appeared at about 5.5 eV which is a typical structure in
the UPS of fullerenes and a broad band between 6.0 and 9.5 eV which is due
to σ-electrons constituting fullerene backbone. All spectra were normalized by
the peak height of the structure α. The intensity of these structures changed,
when the incident photon energy was tuned, as is observed in the UPS of
fullerenes.
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Fig. 5.3 The incident photon
energy-dependent UPS
of Ce2@C80-D3d at
hν = 20 ∼ 55 eV.
(Reproduced with permission
from [39]. Copyright (2015)
Elsevier)
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Geometry optimization of Ce2@C80 gave three stable structures having symme-
try of D5d, D2h, and D3d. Since the formation energy of Ce2@C80-D5d is much
higher than that of other two, actual Ce2@C80 might not take this geometry.
The formation energies of the other two are very close so that the geometry of
Ce2@C80 can’t be decided by the comparison of the formation energy. Kohn–Sham
orbital energies are calculated using Sapporo-DZP for C atoms and TK/NOSeC-
V-TZP basis sets for La and Ce atoms [29, 30]. Figure 5.4 shows Kohn–Sham
orbital energies (bars) and simulated spectra generated by broadening the Kohn–
Sham orbital energies with Gaussian functions [40]. As the UPS is referenced to
the Fermi level and Kohn–Sham orbital energies are referenced to vacuum level,
simulated spectra are shifted by 4.4 eV so that the UPS and simulated spectra
can be easily compared. As the simulated spectrum obtained from D3d geometry
reproduces the UPS very well, Ce2@C80 might have D3d symmetry. Figure 5.5
shows calculated energy diagrams of Ce2@C80-D3d, C80-D3d, and the entrapped Ce
atoms [40]. Wave functions of some frontier orbitals of Ce2@C80 and C80 are also
depicted in the figures. The HOMO-3 and HOMO-2 wave functions of Ce2@C80 are
almost identical with the LUMO and LUMO+1 of C80, and similar resemblance
is observed in the HOMO-4 of Ce2@C80 and the LUMO+2 of C80. That is, the
upper three levels of Ce2@C80 are derived from the unoccupied molecular orbitals
of C80, and six electrons of the entrapped Ce atoms are transferred to HOMO-2,
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Fig. 5.4 The UPS of
La2@C80 obtained with
30 eV excitation photon and
the simulated spectrum
obtained by broadening of the
Kohn–Sham orbital energies.
Bars under each simulation
spectrum indicate the energy
of calculated ionization
potentials. (Reproduced with
permission from [39].
Copyright (2015) Elsevier)
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HOMO-3, and HOMO-4 orbitals. Thus, the formal oxidation state of Ce2@C80 can
be described as Ce2

6+@C80
6−.

[La2@C80-D3d]
Figures 5.6 shows the UPS of La2@C80 obtained with the incident photon energy
of 20–60 eV [40]. The spectral onset of La2@C80 was 0.77 below the Fermi level.
There are ten structures labeled A-D and α–ζ in the UPS. The UPS of La2@C80
and Ce2@C80 is almost identical and hard to distinguish one another. As was
done in Ce2@C80, geometry optimization has been performed, and three optimized
geometries having D5d, D2h, and D3d symmetry were obtained. Figure 5.7 shows a
calculated Kohn–sham orbital energies and simulated spectrum of each geometry
[40]. Simulated spectrum derived from Ce2@C80-D3d geometry reproduces the
UPS very well. That means that the structures of Ce2@C80 and La2@C80 are the
same and have D3d symmetry. There is an argument on the structures of these
two endohedral fullerenes, early stage X-ray diffraction analysis combined with
maximum entropy method (MEM) [42] suggested La2@C80-Ih cage, and theoretical
calculations [34, 43–46] insisted that metal atom entrapped C80-Ih did not retain
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Fig. 5.5 Energy diagrams of empty C80, Ce2@C80, Ce atoms obtained by DFT calculation. The
Kohn–Sham orbital energies of frontier orbitals are inserted, and the wave function distributions of
frontier orbitals are also shown. The electron configuration of Ce2@C80 could be (Ce2)6+@C80

6−.
(Reproduced with permission from [39]. Copyright (2015) Elsevier)

Fig. 5.6 The incident photon
energy-dependent UPS
of La2@C80-D3d at
hν = 20 ∼ 55 eV.
(Reproduced with permission
from [39]. Copyright (2015)
Elsevier)
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Fig. 5.7 The UPS of
La2@C80 obtained with
30 eV excitation photon and
the simulated spectrum
obtained by broadening of the
Kohn–Sham orbital energies.
Bars under each simulation
spectrum indicate the energy
of calculated ionization
potentials. (Reproduced with
permission from [39].
Copyright (2015) Elsevier)

10 8 6 4 2 0

D2h

Simulation spectra

Ph
ot

oe
le

ct
ro

n 
co

un
ts

Binding Energy / eV

UPS of La2@C80

D5d

14 12 10 8 6 4

D3d

Ionization Potential / eV

hn = 30 eV

the original symmetry and encapsulation of metal atoms induced the degradation
of symmetry. Crystallographic structure of a La2@C80 adduct also supported this
conclusion that the encapsulation of metal atoms is favorable for the stability of the
fullerene cage [39].

Early theoretical calculation on La2@C80 suggested that entrapped two La atoms
rotated in the C80-D2h cage [43]. X-ray crystallographic analysis of its adduct,
La2@C80 (CH2)(C6H5)3N, revealed that the rotation was frozen [47]. On the other
hand, vibrational mode analysis using DFT calculation of La2@C80 suggested D3d

symmetry that is the global minimum in total energy [45]. This proposal was
questioned by recent DFT calculations [34, 46] that supported D2h geometry; using
relativistic basis sets could be a crucial factor to support D2h. Present finding might
settle the argument on the geometry of C80-Ih endohedral fullerenes.

Figure 5.8 shows calculated energy diagrams of La2@C80, C80 of the same cage
symmetry and the entrapped La atoms [40]. Wave functions of some frontier orbitals
of La2@C80 and C80 are also depicted in the figure. The upper three levels of
La2@C80 are derived from the unoccupied molecular orbitals of C80, and electrons
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Fig. 5.8 Energy diagrams of empty C80, La2@C80 obtained by DFT calculation. The Kohn–
Sham orbital energies of frontier orbitals are inserted, and the wave function distributions of
frontier orbitals are also shown. The electron configuration of La2@C80 could be (La2)6+@C80

6−.
(Reproduced with permission from [39]. Copyright (2015) Elsevier)

of the entrapped La atoms are transferred to these levels. Comparison of the UPS
with theoretically generated simulation spectra indicates that the most plausible
structure of La2@C80 has D3d symmetry. The formal oxidation state of La2@C80 is
La6+@C80

6− as is in the case of Ce2@C80.

[Er2@C82-Cs and Er2@C82-C3v]
Erbium atom encapsulated C82 fullerenes, Er2@C82 (I) and Er2@C82 (III), have
been isolated [17], and their cage symmetry (structure) the Fowler’s nomenclature
[31] has been determined by the NMR measurements; according to the cage
structure of the Er2@C82 (I) is Cs (82: 6) and that of the Er2@C82 (III) is C3v

(82: 8). The UPS of Er2@C82-Cs and Er2@C82-C3v obtained with hv = 20 ∼
55 eV incident photon energy is shown in Figs. 5.9 and 5.10, respectively [48].
The Eonset of Er2@C82-Cs and Er2@C82-C3v are 0.84 and 0.81 eV, respectively.
The XPS Er4d5/2 level of Er2@C82 is very close to that of Er2O3 (Er3+). Thus, the
oxidation state of Er in Er2@C82 might be +3. It should be noted that the UPS of
these endohedral fullerenes differs from each other particularly in the upper band
region.

Cage symmetry itself seems to determine the upper orbital energy levels of
the multiple-atom entrapped fullerenes as was described in the mono-metal atom
entrapped fullerenes.

[Lu2@C82-C2v]
Two-lutetium atoms encapsulated C82 fullerenes, Lu2@C82 (II), have been isolated
[21, 35], and their NMR study revealed C2v (82:9) cage symmetry. The valence
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Fig. 5.9 The incident photon
energy-dependent UPS
of Er2@C82-Cs at
hν = 20 ∼ 55 eV.
(Reproduced with permission
from [48]. Copyright (2012)
Elsevier)
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band UPS of Lu2@C82-C2v obtained with hv = 20–55 eV incident photon energy is
shown in Fig. 5.11. There is a clear gap between the spectral onset (0.64 eV) and the
Fermi level which means this endohedral fullerene is semiconductive as the other
metal atom encapsulated endohedral metallofullerenes. Two structures X and Y are
observed in the UPS obtained with 45 eV or higher incident photon energy. These
are due to Lu4f7/2 and Lu4f5/2 levels as was described in the section of Lu@C82-C2v.

[Tm2@C82-C3v]
Two-thulium atoms encapsulated C82 fullerene, Tm2@C82 (III), has been isolated,
and their NMR analysis indicated C3v (82:8) cage symmetry [5, 23, 24]. The UPS
of Tm2@C82-C3v obtained with hv = 20 ∼ 60 eV incident photon energy is shown
in Fig. 5.12 [49]. Ten structures labeled A−D and α–ζ were clearly observed. All
spectra were normalized by the peak height of the structure α. The intensity of
these structures changed, when the incident photon energy was tuned, which is a
typical behavior of fullerenes. The spectral onset energy (Eonset) of Tm2@C82-C3v

is 0.90 eV below the Fermi level, and this is slightly smaller than that of empty
C82 (1.2 eV). Structures α–ζ that appeared in the deeper binding energy region
(Eb > 5 eV) of the UPS of Er@C82-C2v are due to σ-electrons that constitute
the C82 skeletal C–C bonds. Structures labeled A–D that appeared in the upper
binding energy region (Eb < 5 eV) of the UPS are derived from π-electrons.
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Fig. 5.10 The incident
photon energy-dependent
UPS of Er2@C82-C3v at
hν = 20 ∼ 55 eV.
(Reproduced with permission
from [48]. Copyright (2012)
Elsevier)
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Spectral shape of Er2@C82-C3v, Lu2@C82-C3v, and Tm2@C82-C3v was virtually
identical, which means that Er2@C82-C3v, Lu2@C82-C3v, and Tm2@C82-C3v have
analogous electronic structures. The upper valence band UPS of Tm2@C82-C3v is
considerably different from those of Er2@C82-Cs and Lu2@C82-C2v. Thus, there
was a large difference in the electronic structures of Tm2@C82-C3v, Er2@C82-Cs,
and Lu2@C82-C2v.

X-ray photoelectron spectrum of Tm2@C82-C3v reveals that the Tm4d5/2 levels
of Tm2@C82 are very close to those of Tm2O3 (Tm3+), which indicates that the
oxidation state of entrapped Tm atoms is +3. This finding is rather surprising.
The electronic structure of Tm@C82 is Tm2+@C82

2−. The oxidation state is
thought to be held when the number of entrapped atoms increased. The oxidation
state of Er in Er@C82 or Er2@C82 is the same +3, and this applied to other
metal atom(s) entrapped fullerenes such as Y@C82 and Y2@C82 Lu@C82 and
Lu2@C82. Tm2+@C82

2− electronic configuration suggests that C82 cage does not
have enough capacity to deprive three electrons of Tm atom. However, XPS3+ result
of Tm2@C82 indicates Tm atoms lose each three electrons, and possibly plus three
electrons are accommodated in the C82 cage. It should be noted that the amounts
of electron transfer from the entrapped metal atom(s) to the cage aren’t always
governed by metal atom species.
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Fig. 5.11 The incident
photon energy-dependent
UPS of Lu2@C82-C2v at
hν = 20 ∼ 55 eV.
(Reproduced with permission
from [34]. Copyright (2013)
Elsevier)
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5.7 Electronic Structure of Metal–Carbide Entrapped
Fullerenes

Metal carbide consisting of more than four atoms can be entrapped inside the
fullerene cage. Since the inner space of the cage is so limited, the interaction
among the entrapped atoms might be large, and their structural configuration is of
interest. UPS alone is not efficient to elucidate the structure of entrapped atoms,
but comparison of the UPS and DFT calculated simulation spectra gives a clue
to determine the structure of entrapped carbide. Since the amounts of carbide
entrapped endohedral fullerene is so limited to obtain reliable X-ray crystallographic
data, the comparison described above might be one of the most potent method to
elucidate the structure of entrapped carbide.

[Er2C2@C82-Cs and Er2C2@C82-C3v]
Erbium–carbide encapsulated C82 fullerenes, Er2C2@C82 (I) and Er2C2@C82 (III),
have been isolated, and their NMR study revealed their cage symmetry, Cs (82:6) for
Er2C2@C82 (I) and C3v (82:8) for Er2C2@82 (III) [17]. The UPS of Er2C2@C82-
Cs and Er2C2@C82-C3v obtained with hv = 20 ∼ 55 eV incident photon energy
are shown in Figs. 5.13 and 5.14, respectively. The spectral onset energies of



5 Electronic and Geometric Structures of Cluster Encapsulated Fullerenes 135

Fig. 5.12 The incident
photon energy-dependent
UPS of Tm2@C82-C3v at
hν = 20 ∼ 55 eV.
(Reproduced with permission
from [49]. Copyright (2014)
Elsevier)
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Er2C2@C82-C3v and Er2C2@C82-Cs are 0.81 and 0.94 eV, respectively [48]. In
the UPS of Er2C2@C82-Cs, there are five structures labeled A–E derived from π-
electrons and the six structures labeled α–ζ derived from σ-electrons. In the UPS
of Er2C2@C82-C3v, there are four structures labeled A–D derived from π-electrons
and the six structures labeled α–ζ due to σ-electrons. Structures α–ζ in both spectra
resemble each other, which means the electronic structures of both C82-Cs and C82-
C3v skeletal cage don’t differ so much. On the other hand, there is an explicit
difference in structures A–D (E). Upper valence band UPS of the different cage
structure (symmetry) with the same carbon number fullerene differ from each other,
which means this region can be used to distinguish fullerenes from one another.

[Lu2C2@C82-C2v]
Lutetium–carbide encapsulated C82 fullerenes Lu2C2@C82 (II) have been isolated,
and their NMR study revealed their cage symmetry to be C2v (82:9) [40]. The
valence band UPS of Lu2C2@C82-C2v obtained with hv = 20∼55 eV incident
photon energy is shown in Fig. 5.15 [35]. Eleven structures labeled A−E, α–δ,
and X and Y were clearly observed. All spectra were normalized by the peak
height of structure α. The intensity of these structures changed, when the incident
photon energy was tuned, which is a typical behavior of fullerenes. Their onset
energy (Eonset) of Lu2C2@C82-C2v is 0.64 eV. Again this endohedral fullerene is
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Fig. 5.13 The incident
photon energy-dependent
UPS of Er2C2@C82-Cs at
hν = 20 ∼ 55 eV.
(Reproduced with permission
from [48]. Copyright (2012)
Elsevier)
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semiconductive. Structures α–δ that appeared in the deeper binding energy region
(Eb > 5 eV) of the UPS of Lu2C2@C82-C2v are due to σ-electrons that constitute
the C82 skeletal C–C bonds. Structures labeled A–E that appeared in the upper
binding energy region (Eb < 5 eV) of the UPS are derived from π-electrons. The
UPS of Lu2C2@C82-C2v is quite different from those of Lu@C82-C2v, which can
be interpreted in terms of the amounts of transferred electrons from the entrapped
atom(s) to the cage: the C82 cage that entrapped two Lu atoms accepts more
electrons than that of one Lu atom in it. Spectral resemblance is found in the UPS of
Lu2C2@C82-C2v and Y2C2@C82-C2v except for structures X and Y. This difference
is plausible since structures X and Y are Lu4f level origin.

The UPS of Lu2@C82-C2v [40] also resembles those of Lu2C2@C82, but there
are two major differences. One is the relative intensity of structure E of Lu2C2@C82-
C2v which is much higher than its counterpart of Lu2@C82-C2v. DFT calculation
suggests an existence of an orbital attributed to entrapped C–C atoms at the energy
region of structure E. That is, the enhancement of structure E of Lu2C2@C82 is
due to the superposition of the electronic level of C–C atoms. Another difference
is the energy positions of structures X and Y. Their positions of Lu2C2@C82-
C2v are shallower than those of Lu@C82-C2v or Lu2@C82-C2v by 0.5 eV. This
difference suggests that electrons on Lu atoms of Lu2C2@C82-C2v are more
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Fig. 5.14 The incident
photon energy-dependent
UPS of Er2C2@C82-C3v at
hν = 20 ∼ 55 eV.
(Reproduced with permission
from [48]. Copyright (2012)
Elsevier)
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abundant than those of Lu@C82-C2v or Lu2@C82-C2v. Possible reason of this
energy level difference might be electron back donation or hybridization among
the orbitals of entrapped Lu and carbon atoms in Lu2C2@C82-C2v. In the case of
Lu2C2@C82-C2v, there is additional interaction between entrapped Lu atoms on the
top of that in Lu@C82-C2v. Since entrapped Lu atoms in Lu2@C82-C2v are ions
because of electron donation to the cage, these two ions have repulsive interaction.
In the case of Lu2C2@C82, the situation becomes much more complicated, since
four atoms are confined in a very tight area. Lu atoms donate electrons to the cage
and possibly to entrapped C2 atoms, attractive interaction between entrapped C2 and
Lu atoms might be induced. Their atomic orbitals might overlap and induce orbital
hybridization, which brings back donating of once C2 atom accepted electron. That
is, electron population of Lu atoms in Lu2C2@C82-C2v might be Lu+3-δ.

[Tm2C2@C82-C3v]
Thulium–carbide encapsulated C82 fullerenes, Tm2C2@C82 (III), have been iso-
lated, and their NMR analysis supported C3v (82:8) cage symmetry [5, 23, 24].
The UPS of Tm2C2@C82-C3v obtained with hv = 20 ∼ 60 eV incident photon
energy is shown in Fig. 5.16 [48]. Structures labeled A–D that appeared between 0
and 5.5 eV energy region are principally due to π-electrons, and structures labeled
A–D and α–ζ that appeared in the deeper energy region than 5.5 eV are mainly due
to σ-electrons that constitute the C82 skeletal C–C bonds. The UPS of Y2C2@C82-
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Fig. 5.15 The incident
photon energy-dependent
UPS of Lu2C2@C82-C2v at
hν = 20 ∼ 55 eV.
(Reproduced with permission
from [34]. Copyright (2013)
Elsevier)
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C3v, Er2C2@C82-C3v, and Tm2C2@C82-C3v are also identical, which suggests their
analogous electronic structure. Molecular orbitals of Y2C2@C82-C3v have been
calculated, and an inspection of the orbitals reveals that the molecular orbitals due to
encapsulated C2 unit lie at the energy region of 3.5 eV which is responsible to form
structure D. From the analogy to the discussion in previous section, the oxidation
state of Tm in Tm2C2@C82-C3v is (or Tm+3-δ) and entrapped C2 atoms accept
electrons. Possible electronic configuration might be (Tm2C2)4+@C82

4−.

[Sc3C2@C80]
Figure 5.17 shows the UPS of Sc3C2@C80 measured at various incident photon
energies [50]. The spectra exhibit seven peaks denoted as A–C and α–ζ in the figure.
The onset energy of the UPS (Eonset), which is the energy separation between the
Fermi level and the valence band maximum, is 0.2 eV for Sc3C2@C80. This value is
much smaller than the Eonset of La2@C80 (0.77 eV) [40] and Sc3N@C80 (1.1 eV)
[11]. The Fermi level of the n-type semiconducting fullerene thin film usually does
not situate at the mid gap but closer to the conduction band minimum [51], so
the band gap of Sc3C2@C80, La2@C80, and Sc3N@C80 is probably between the
Eonset and twice of the Eonset. The small onset energy of Sc3C2@C80 is qualitatively
consistent with the previous DFT calculation by Sato et al. [52] in which the band
gap of Sc3C2@C80, La2@C80, and Sc3N@C80 is estimated to be 0.07, 0.41, and
1.23 eV, respectively.
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Fig. 5.16 The incident
photon energy-dependent
UPS of Tm2C2@C82-C3v at
hν = 20 ∼ 60 eV.
(Reproduced with permission
from [49]. Copyright (2014)
Elsevier)
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Geometry optimization of Sc3C2@C80 yields two energy stable structures
(iomers 1 and 2). The simulated spectra for both structures do not reproduce the
UPS well, but a spectrum obtained by adding the simulated spectra of isomer 1
and 2 reproduces the UPS very well. These findings indicate that the coexistence
of these two structures should be adopted to consider the electronic structure of
Sc3C2@C80. Finally, comparison of the calculated wave functions of Sc3C2@C80
and empty C80 (Ih symmetry) revealed that the oxidation state of both isomers
was (Sc3C2)6+@C80

6−. That is, entrapped cluster donates six electrons to the
C80 cage. Sc3C2@C80 thin film is not a semimetal as predicted by the previous
band calculation, but a semiconductor with a small band gap (more than 0.2 eV).
Considering the coexistence of two different structures of Sc3C2@C80 reduces the
discrepancy between the measured UPS and the theoretical spectra calculated on
a single molecule. It seems important for the band calculation of Sc3C2@C80 to
consider two stable structures. Sc3C2@C80 is one of the well-studied endohedral
fullerenes. Recent band calculation suggests the possibility of its semimetallic
behavior due to the small band gap (0.07 eV). We measured the ultraviolet
photoelectron spectra (UPS) of Sc3C2@C80 and estimated the lower limit of the
band gap to be 0.2 eV. A simulated spectrum obtained by averaging the results
of DFT calculations on two stable Sc3C2 geometries reproduces the UPS well.
In conclusion, Sc3C2@C80 thin film is not a semimetal but a semiconductor.
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Fig. 5.17 The incident
photon energy-dependent
UPS of Sc3C2@C80 at
hν = 20 ∼ 60 eV.
(Reproduced with permission
from [50]. Copyright (2015)
Elsevier)
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The discrepancy between the experimental and previously calculated results might
be attributed to the coexistence of two Sc3C2 geometries.

5.8 Electronic Structure of Metal Nitride Entrapped
Fullerenes

Interaction between entrapped metal atoms and C2 atoms in the carbide entrapped
endohedral fullerenes seems to be rather small because hardly any bonding is
formed between the metal atoms and C2 atoms. On the other hand, situation
of nitride entrapped fullerenes might be quite different since bonding formation
between entrapped nitrogen and metal atoms is highly expected. Entrapped nitride
may take either pyramidal shape with a nitrogen atom at the top or triangle shape
with a nitrogen atom at the center of triangle. Fullerene inner space is so limited. C68
and C78 cages are going to be considered. Inner space of C68 is much narrower than
that of C78. The shape of metal nitride in these fullerene cages is a great concern.
The UPS of nitride encapsulated fullerenes Sc3N@C78 and Sc3N@C68 are going
to be given, and the structure of entrapped Sc3N is considered with an aid of DFT
calculation.
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Fig. 5.18 The incident
photon energy-dependent
UPS of Sc3N@C78 at
hν = 20 ∼ 60 eV. Reprinted
with permission from [51].
Copyright (2013) American
Chemical Society
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[Sc3N@C78-D3h]
Isolation of endohedral fullerene, Sc3N@C78-D3h, has been reported [27], and its
cage symmetry was determined to be D3 from the NMR analysis. Figure 5.18
shows the valence band UPS of Sc3N@C78 obtained with hν = 20–60 eV photon
energy [53]. The spectral onset was 0.75 eV below the Fermi level. There are eight
explicit structures labeled A–C and α–ζ in the UPS of Sc3N@C78. Approximate
peak positions of the structures are indicated with dotted lines.

The intensity of the structures appearing in the UPS of Sc3N@C78 oscillates
in accordance with the incident photon energy change, which means that this
molecule has analogous photoelectric behavior to other fullerenes. The UPS of
La2@C78 and Ti2C2@C78 have been reported [54]. These endohedral fullerenes
have the same D3d symmetry. That is, Sc3N@C78, La2@C78, and Ti2C2@C78
have the same cage structure. When fullerene cage entraps a metal atom, their
electronic structure depends only on the cage symmetry as long as the amount of the
transferred electrons to the cage is the same. Present result suggests that the amounts
of transferred electrons in these endohedral fullerenes differ from each other.
Transferred electrons are calculated to be 3.8 (Sc3N@C78), 4.6 (La2@C78), and
2.6 (Ti2C2@C78) by DFT population analysis. Rearrangement of molecular orbital
of the fullerene cage upon encapsulation of cluster could be also the reason of their
spectral difference. The UPS is well reproduced by a simulated spectrum obtained
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from geometry optimized structure in which entrapped Sc3N takes triangle shape
with N atom at the center. XPS of Sc3N@C78 was measured, and chemical shifts
of Sc3d, and N1 s peaks suggest Sc+ and N− or N2− state. Since N2− state is less
plausible, the electronic configuration of Sc3N@C78 might be (Sc+)3N−@C78

2−.

[Sc3N@C68]
Isolated fullerenes tend to obey an empirical rule so-called isolated pentagon rule
(IPR) in which pentagon rings try to be separated from each other to lower the total
energy of the fullerene cage. C60 and other isolated higher fullerenes satisfy this
rule.

However, Sc2@C66 [56] and Sc3N@C68 [26] were found and isolated, and
they do not obey the IPR so that they are called non-IPR fullerenes. The non-IPR
structure of Sc2@C66 was confirmed by X-ray diffraction analysis conducted by the
Rietveld/maximum entropy method and NMR spectroscopy. The NMR analysis of
Sc3N@C68 indicated that it has either D3 or S6 symmetry. Their formation energy
calculation of the candidate Sc3N@C68 isomers suggested that D3 isomer (No.
6140 after the nomenclature by Fowler and Manolopoulos) was the most plausible
candidate for Sc3N@C68. This estimation was later supported by X-ray crystal
structure analysis of the Sc3N@C68 [Ni(OEP)]-2C6H6 adduct [57]. However, the
structure of the endohedral fullerene obtained from the fullerene adduct complex
does not always reflect the structure of endohedral fullerene itself [58], since
the structure or the position of the entrapped species often changes upon adduct
formation. Hence, actual structural determination is an important issue with regard
to endohedral fullerenes. Moreover, why non-IPR fullerenes can be produced is a
more important issue, because this answer could provide a clue on the fullerene
formation mechanism. Stability of the fullerene cage might depend on the cage
formation energy and the electronic structure of the cage represented by the energy
of the highest occupied molecular orbital (HOMO) and the gap between HOMO and
the lowest unoccupied molecular orbital (LUMO). Figure 5.19 shows the valence
band UPS of Sc3N@C68 obtained with hν = 20–60 eV photon energy [55].

The spectral onset is 1.1 eV below the Fermi level, which is the largest value
among endohedral fullerenes [53, 54, 59–62] and is comparable to that of the higher
fullerenes [63, 64]. There are 7 structures labeled A to G due to π-electrons and 6
structures labeled α–δ due to σ-electrons in this figure. Geometry optimization of
Sc3N@C68 has been performed by a DFT method, and it yields one structure as
shown in Fig. 5.20, which resembles the one deduced from X-ray crystallographic
structure analysis of Sc3N@C68 adduct [57]. A simulated spectrum generated from
this geometry reproduces the UPS very well particularly in the upper valence band
region as is shown in Fig. 5.20 [55]. That is, it is highly probable that actual
Sc3N@C68 takes the geometry shown in Fig. 5.21 [55]. Sc3N cluster takes triangle
form as that in Sc3N@C78.

This inner space of Sc3N@C68 is much smaller than that of Sc3N@C78. To
accommodate Sc3N cluster inside cage, C68 is compressed in the perpendicular
direction of the Sc3N triangle and is elongated in the direction of the triangle plane
when compared with empty C68 (no. 6140).
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Fig. 5.19 The incident
photon energy-dependent
UPS of non-IPR Sc3N@C68
at hν = 20 ∼ 60 eV.
(Reproduced with permission
from [55]. Copyright (2013)
Elsevier)
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XPS of Sc3N@C68 was measured, and chemical shift of Sc2p suggests either
Sc2+ or Sc3+ state. XPS of Sc3N@C68 [53] and Sc3N@C80 [11] were also
measured. Their peak positions of Sc3d and N1s shift according to the cage size.
The smaller the cage size, the shallower Sc3d and N1 s binding energy. This fact
can be interpreted in terms of the degree of the interaction between Sc and N atoms.
Their interaction must be large in the smaller cage because of shorter Sc-N distance.
Once transferred electrons from Sc atoms to N atom are more back donated in the
smaller cage. Thus, both Sc and N atoms became electron rich in the smaller cage.

5.9 Prospect of Endohedral Fullerenes

Fullerenes have attracted a lot of attentions from researchers ranging from physi-
cists, chemists to product seeking engineers. Spherical geometry of fullerenes
themselves is interesting, and their aromatic nature draws attentions of researchers.
Discovery of super conduction of alkali metal-dosed C60 was a striking astonish-
ment, and there was a prospect of finding of another fullerene based super conduc-
tors. Unfortunately, it seems that C60 is only candidate to yield superconductors.
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Fig. 5.20 The UPS of
non-IPR Sc3N@C68 at
hν = 30 eV and the simulated
spectrum. (Reproduced with
permission from [55].
Copyright (2013) Elsevier)
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Fig. 5.21 Optimized geometry of non-IPR Sc3N@C68 obtained from the initial geometry.
(Reproduced with permission from [55]. Copyright (2013) Elsevier)
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Thus, the research on fullerenes is now gradually declining. The reason is rather
simple. C60 and C70 can be produced with enough quantity, but other fullerenes
such as higher fullerenes or endohedral fullerenes cannot be easily synthesized, and
their isolation is a hard work. Application of fullerenes is rather limited, and the
cost of their synthesis does not meet the application demands. If useful application
is discovered and cheaper synthesis method is found, the investigation on fullerene
science will be developed. Fullerenes are still exotic material, and we could extract
interesting knowledge from them. Particularly endohedral metallofullerenes are
of interest, since their electronic structure can be easily modified by changing
encapsulated atoms. We hope lots of researchers pay attention to fullerenes.
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Chapter 6
Superconductivity of Carbides

Kaya Kobayashi, Kazumasa Horigane, Rie Horie, and Jun Akimitsu

Abstract Carbon-based superconductors can be roughly categorized into two
groups. The first includes relatively new superconductors, such as boron-doped
diamond, graphite-intercalated compounds (GIC), carbon nanotube (CNT) super-
conductors and fullerene superconductors.

Here, we review relatively “old materials,” which are materials that can be
described within the “BCS (Bardeen-Cooper-Schrieffer) frame.” The contents of
this chapter are as follows:

1. MX-type compounds (B1-type superconductors and SiC)
2. MC2 compounds (YC2 and LaC2)
3. Ln2C3 (La2C3 and Y2C3)
4. Boron carbide (RNi2B2C and YB2C2)

We introduce the present experimental and theoretical understanding of carbon-
based superconductors.

Keywords Superconductivity · Intermetallic compound

6.1 MX-Type Compounds

6.1.1 B1-Type Superconductors

After the discovery of superconductivity in Hg by H. Kamerlingh Onnes [1], a
number of superconductors among metal elements (Pb, Nb, etc.), metal-nonmetal
compounds and intermetallic compounds have been discovered. In the early history
of new superconductors, B1(NaCl)-type compounds were discovered as the first
superconductors with a transition temperature (Tc) above 10 K. In this section, we
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Fig. 6.1 (a) B1(NaCl)-type structure of MX (M = Nb, Mo, Ta, W, etc. and X = N or C). (b) Tc in
B1-type MX as a function of valence electron density d (=n/a3

0), where n is the number of valence
electrons per cell [2]

introduce transition-metal carbide and nitride superconductors alongside their Tc
data. We first introduce the overall information regarding B1-type superconductors
and subsequently discuss the density of states (DOS) at the Fermi energy and
phonon softening, which are important for fully understanding Tc.

6.1.1.1 B1-Type Structures and Their Tc’s

Before discussing individual materials, we present a general view of B1-type
superconductors. Figure 6.1a shows the crystal structure of MX, where M is a
transition metal (M = Nb, Ta, W, Mo, etc.) belonging to a group from IIIa to VIa
and X is C or N. Its space group is O5

h-Fm3m. The characteristic feature of the
bonding state of these compounds is that charge transfer occurs from the metal
element to the nonmetal element and covalent and ionic bonds coexist alongside
metallic bonds. These characteristics make these materials superior in terms of
their superconductivity, high heat resistance, and high hardness [3]. Transition metal
nitrides (MN) have higher Tc values than transition metal carbides (MC) in all MX
compounds.

Figure 6.1b shows a plot of Tc vs valence electron density d (valence electrons
per cell) in B1-type MX compounds [2]. It is noted that the Tc in MN is always
higher than that of MC, as shown in Fig. 6.1b. This can be ascribed to the higher
valence electron density in MN than in MC. This feature is also explained by higher
density of states (DOS) at the Fermi level in nitride than in carbide because the
atomic number of N atoms is larger than that of C atoms, as will be discussed
later. The characteristic of MX is that defects exist at both M and X sites. These
defects increase the resistance of the normal metal phase and suppress Tc. Even in
1:1 stoichiometric compounds, there are several defects in TiC or NbN and a 25%
atomic concentration of defects in VC.



6 Superconductivity of Carbides 151

Fig. 6.2 Effect of deviations
from stoichiometry on Tc for
various nitrides [4]

We emphasize here that maintaining stoichiometry is the primary factor for
maximizing Tc. When the stoichiometry improves, the attractive phonon interaction
between electrons (electron-phonon interaction) will increase. Figure 6.2 shows how
deviations from ideal stoichiometry affect Tc for various nitrides [4]. NbN has the
highest Tc value (17.3 K) [5], which was the first MX superconductor discovered
in 1941. Tc decreased when vacancies or anti-site defects increased. From Fig. 6.2,
they found that the ideal 1:1 stoichiometry is important for obtaining a higher Tc
value. Due to lattice instabilities in these B-1 type compounds (MN and MC), they
are easy to decompose with anion vacancies, which reduces Tc and can be explained
with Matthias’s rule.

Substitution at anion sites has been studied, and NbN0.7C0.3 has the highest Tc
value (17.8 K) among alloys between carbides and nitrides [6, 7], where the anion
site defects are considered to disappear. The details of other alloys are summarized
in Ref. [8].

Table 6.1 lists the Tc values in B1-type superconductors MX (X: C or N).
Maintaining the fcc sub-lattice structure in B1-type superconductors is important
for obtaining a compound with a higher Tc value. For example, rapid quenching
from the melt is crucially important [12] for maintaining the B1-type structure.

WC normally has a hexagonal structure (Bh) and is not superconducting down
to 0.3 K. However, Willens and Buehler succeeded in obtaining a B1 phase WC
by using the rapid-quenching technique, which exhibited superconductivity with
Tc = 10.0 K [12]. The hexagonal structure of MoC has Tc = 9.3 K, but Willens and
Buehler also succeeded in obtaining B1 phase MoC by rapid-quenching technique,
which showed a higher Tc value of 14.3 K [12]. By rapid quenching from the melt,
solid solutions with NaCl-type structure can be obtained for binaries among NbC,
TaC, WC, and MoC. The Tc values in these binaries show that the density of states
at the Fermi level is important and that stoichiometry is again the main factor for
achieving a maximum Tc value.



152 K. Kobayashi et al.

Table 6.1 Tc of B1(NaCl)-type carbides (MC) and B1(NaCl)-type nitrides (MN)

Carbides Tc [K] Nitrides Tc [K]

NbC 11.6 NbN 17.3[5, 9]
TaC 11.4[10] MoN 13.0–14.8[11]
MoC 14.3[12, 13] TaN 14.0[9]
WC 10.0[10, 12, 13] ZrN 10.7[9]
TiC 3.4 VN 9.25[10]
RuC 2.0[14, 15] TiN 5.5
HfC 0.25 HfN 8.8
ZrC 0.25 ThN 3.2
VC <0.05 UN 5.6
ScC <1.38 ScN <1.38
YC <1.38 YN <1.40
Hex-MoC 9.3 RuN ∼12

NbC0.3N0.7 17.8[6, 7]
NbN-NbC 18.0[16]
(NbN)0.8(TiC)0.2 18
Hex-MoN 16.4

6.1.1.2 Density of States in MC and MN

As described above, the Tc values in transition-metal nitrides are higher than those of
carbides in general. NbN has the highest Tc value among B1-type superconductors.
These Tc values have been discussed in terms of the DOS at EF. Here, we show
some examples of the DOS in nitrides and carbides. The electronic band structures
of NbC and NbN using full-potential linearized augmented plane wave method (FP-
LAPW)are shown in Fig. 6.3 [17].

The DOS of the valence and conduction bands are characterized by two regions
separated by a gap; the lower region is s character of the nonmetal atoms (C, N),
with a very small contribution of the Nb-d component. In the second region, exactly
in the first peak, we can see that the nonmetal-p density of states dominates on the
two compounds, but the mixture of the d(t2g) and d(eg) manifolds in this range of
energy is considerably higher in NbC than in NbN. In the range between 0.85 Ry
and EF, the niobium d-component of the DOS dominates, and it can be seen that in
this energy range, the t2g manifold exceeds all other components. This t2g charge
can form ddσ bonds between neighboring niobium atoms because the nonmetal p
contributions to the DOS are small, so not the pdπ but the ddσ bonds are most
important.

From Fig. 6.3, they estimated the values of the DOS at Fermi energy. DOS of
NbC is 9.8527 states/Ry unit cell, and this value is in good agreement with the
experimental values reported by Toth [8] from electronic specific heat measurement
(9.79 states/Ry unit cell). Furthermore, this value is much better than that obtained
by Schwarz [18] using the APW method (8.5 states/Ry unit cell). In the case of
NbN, the value is 11.025 states/Ry unit cell, which is close to the experimental
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Fig. 6.3 The density of states (DOS) obtained by the LDA calculation of (a) NbC and (b) NbN
(in states per Ry unit cell) [17]

value (11.4288 states/Ry unit cell) [8]. From these values, the DOS at Fermi energy
for NbN is larger than that for NbC, which causes a higher DOS and a higher Tc
value.

Figure 6.4 shows the DOS in (a) MoC, (b) MoC0.75N0.25, and (c) MoN [19]. The
DOS in MoC consists of three primary regions: I, a region of carbon s states with a
small degree of hybridized d states from molybdenum; II, a region of hybridized
carbon p states and molybdenum d states; and III, predominately molybdenum
d states with a small degree of hybridized p states from carbon. Region II can
be considered as the bonding part of the Mo-d nonmetal-p hybridization couples,
while region III is the corresponding antibonding part with d-d direct bonds existing
between neighboring Mo atoms.

As seen in the case of MoC and MoN, the DOS at EF is purer d in MoN than
in MoC. Hence, the DOS in nitride at EF is also higher than that of carbide in Mo
compounds, which is the reason why the Tc value in nitride is higher than that of
carbide. Based on BCS theory, a material with higher DOS at EF has a higher Tc
value, but MoC and MoN are exceptions. Pickett et al. [20] and Ihara et al. [21]
expected Tc to be about 29 K for MoN, but a lower Tc was observed experimentally
for this B1 structure in MoN films; the superconducting transition temperature was
found to be only around 3 K [22]. However, the character of nitrides is sensitive to
the composition ratio and preparation method.
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Fig. 6.4 Density of states in MoC substituted with nitrogen: (a) MoC, (b) MoC0.75N0.25, and (c)
MoN [19]

6.1.1.3 Phonon Softening on MC and MN

Figure 6.5a shows the transverse acoustic (TA) phonon dispersion of ZrC (Tc < 1 K),
NbC0.98 (Tc = 11 K), Nb(N0.5C0.5)0.95, and Nb(N0.8C0.2)0.93 (Tc = 17.5 K) along
the {111} direction of the zone boundary at the L point. As the proportion of N
increases, the phonon energy decreases near the L point, and phonon softening is
larger for a higher Tc value. According to BCS theory, Tc can be calculated using
Eq. (6.1):

Tc = 1.14 �D exp
[

−
(
λ − μ

)−1
]
, (6.1)

where �D is the Debye temperature, μ is the average Coulomb repulsion energy,
λ = N(EF)V is the electron-phonon interaction parameter, N(EF) is the density of
states at the Fermi energy, and V is the average electron-phonon interaction. The
Debye temperature θD = �ωD/kB, where �ωD is an average phonon energy. To
estimate Tc from Eq. (6.1), variations in θD, N(EF), and λ as a function of the ratio
of C to N are shown in Fig. (6.5b). N(EF) hardly changes if the ratio of C to N
is changed. Tc has a maximum when the proportion of N is 70% (NbN0.7C0.3),
but θD has a minimum value at this ratio, as shown in Fig. (6.5b). It seems to be
incompatible with the formula (6.1). However, phonon softening in NbN0.7C0.3 is
maximized, and the electron-phonon interaction V is maximized at this ratio. This
V value maximizes λ, as shown in Fig. (6.5b).



6 Superconductivity of Carbides 155

Fig. 6.5 (a) Dispersion of TA phonons along the {111} direction for alloys of NbC0.98 with
NbN0.91. (b) Variations of θD, microscopic electronic parameters λ, N(EF) with nitrogen con-
centration [23]

In Eq. (6.1), V is on the shoulder of the exponent. Hence, its contribution is much
larger than that of θD.

As described above, Tc varies depending on whether the composition of the
superconductor is MC or MN, and it depends on the stoichiometric ratio, DOS, and
electron-phonon interaction. Although the study of B1-type superconductors has a
long history, their practical application has been delayed because these materials
are difficult to process. However, recent advances in thin-film fabrication processes
have accelerated applications in superconducting wires [24] and Josephson devices
[25–28].

6.1.2 SiC

6.1.2.1 Introduction

The possibility of superconductivity in a wide-gap semiconductor has been
theoretically suggested by Gurevich et al. [29] and Cohen [30]. In 2004, Ekimov et
al. discovered superconductivity in boron-doped diamond [31], and, subsequently,
an enhanced Tc value in the film as high as 11 K has renewed interest in low-carrier-
density superconductivity in doped semiconductors [32]. High Tc was suggested
in boron-doped diamond, where Ä-bonds transform into bands by carrier doping to
a semiconductor [33]. Stimulated by this discovery, Z. A. Ren et al. discovered
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Fig. 6.6 Unit cell of (a) cubic 3C-SiC and (b) hexagonal 6H-SiC [36]

superconductivity in boron-doped SiC with a critical transition temperature
Tc∼1.4 K [34]. Undoped SiC is a wide-gap semiconductor with a band gap
of 2∼3 eV, which makes it ideal for uses in power devices [35]. SiC basically
consists of tetrahedrally bonded silicon and carbon atoms. However, SiC has many
stable prototypes, including cubic zinc-blende, and hexagonal and rhombohedral
polytypes.

6.1.2.2 Crystal Structure and Its Physical Properties

Figure 6.6 shows the cubic zinc-blende structure labeled 3C-SiC or β-SiC, in which
Si and C occupy ordered sites in a diamond framework and hexagonal (nH-SiC)
and rhombohedral polytypes (nR-SiC), consisting of C and Si layers stacked in a
primitive unit cell. Lightly doped SiC has been studied for nitrogen (N), phosphorus
(P), boron (B), and aluminum (Al) used as donors or acceptors. Recently, a metallic
transition was observed in n-type nitrogen-doped 4H-SiC with carrier concentration
above 1019 cm−3 but without a report of superconductivity [37]. Z. A. Ren et al.
reported superconductivity from resistivity and magnetization measurements in p-
type boron-doped SiC with a carrier concentration 1∼2 × 1021 cm−3 and a critical
transition temperature Tc∼1.4 K [34].

Figure 6.7 shows the magnetic susceptibility of B-doped 3C-SiC and 6H-
SiC under a magnetic field of 1 Oe (zero-field cooling process), suggesting the
occurrence of superconductivity with Tc∼1.5 K (3C-SiC:B) and Tc∼1.4 K (6H-
SiC:B) with a superconducting volume fraction almost 100% due to the shielding
effect [36].

From typical powder X-ray diffraction (PXRD) patterns, the main phases in each
sample were indexed as cubic zinc-blende 3C-SiC and hexagonal 6H-SiC phases,
as shown in Fig. 6.8. In addition, we found some unreacted Si, but no boron peaks
were detected [38]. The refined lattice parameters of the 3C-SiC and 6H-SiC phases
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Fig. 6.7 Temperature
dependence of susceptibility
in B-doped 3C-SiC
(3C-SiC:B) and B-doped
6H-SiC (6H-SiC:B) [36]

Fig. 6.8 Powder X-ray
diffraction patterns in
B-doped 3C-SiC (3C-SiC:B)
and B-doped 6H-SiC
(6H-SiC:B)

show minor changes between 0.1% and ∼0.2%. Those small changes in the lattice
parameters suggest that boron substitutes at carbon sites in these samples.

Figure 6.9 shows the electrical resistivities of 3C-SiC:B and 6H-SiC:B [36].
The inset magnifies the region near Tc. Both samples exhibit metallic conductivity,
reflecting the high carrier doping level. B-doped 3C-SiC exhibits a much smaller
resistivity that is almost linear with temperature. However, B-doped 6H-SiC shows
a broad feature near 150 K, suggesting the weak localization of carriers. The inset
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Fig. 6.9 Temperature dependence of resistivity in B-doped 3C-SiC (3C-SiC:B) and B-doped 6H-
SiC (6H-SiC:B). The inset magnifies the region near Tc [36]

in Fig. 6.9 shows an expanded view at low temperature. Different Tc values can
be seen in 6H-SiC and 3C-SiC, which agrees well with the data obtained from the
susceptibility measurements. After the experimental discovery of superconductivity
in SiC, J Noffsinger et al. [39] investigated the origin of superconductivity in
boron-doped SiC using a first-principles approach by considering a large set of
structural models. They found that superconductivity arises from conventional
phonon-mediated paring. From their calculation, the transition temperature (Tc)
ranges from 1.1 K for a B concentration of 3.7% to 6.3 K for 12.5%. In a SiC
superconductor, acoustic phonons and Fermi surface nesting play an important role,
in contrast to the related B-doped Si and diamond system.

6.1.2.3 Phase Diagram of SiC:B

To determine the phase diagram in the magnetic field-temperature (H-T) plane for
both samples, the resistivities were measured while changing the temperature for
fixed magnetic field strengths (T-scan) and by changing the magnetic field strength
at fixed temperatures (H-scan). During the T-scan, only one transition was observed
at zero applied magnetic field, while a large supercooling effect was observed in
both samples at finite field strengths. Hysteresis was also observed during the H-
scan under 130 Oe in B-doped 3C-SiC and 100 Oe in B-doped 6H-SiC. The (i)
in-field hysteresis, (ii) absence of hysteresis at zero applied field, and (iii) very small
value of the critical field provide strong evidence for type-I superconductivity both
in SiC polytypes.
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Fig. 6.10 H-T phase diagram for (a) B-doped 3C-SiC(3C-SiC:B) and (b) B-doped 6H-SiC (6H-
SiC:B), determined from the onset of superconductivity during a T-scan and H-scan of resistivity
[36]

The H-T phase diagram determined from the resistivity data (T-scan and H-
scan) is shown in Fig. 6.10. Applying the conventional formula Hc(T) = Hc(0)[1-
(T/Tc(0))α], the thermodynamic critical field Hc(0) is estimated to be 132 ± 3 Oe
with α ∼2.0 for B-doped 3C-SiC and 125 ± 5 Oe with α∼ 1.6 for B-doped 6H-
SiC during the warming process. The same procedure applied to the cooling process
yields α∼ 1.6 in both SiC polytypes. This transition is identified as the upper limit of
the intrinsic supercooling limit. The corresponding transition fields are denoted Hsc
(the subscript “sc” stands for supercooling) with an estimated Hsc(0) = 102 ± 6 Oe
for B-doped 3C-SiC and 94 ± 3 Oe for B-doped 6H-SiC.

Applying the Ginzburg-Landau (GL) theory of type-I superconductivity to these
data, one can estimate an upper limit of the GL parameter κ from the difference of
the critical fields obtained from a field-cooling run and a subsequent warming run

[40, 41], where κ(0) ≤ Hsc(0)/
(

1.695 × √
2Hc(0)

)
. This formula yields κ∼ 0.32

for B-doped 3C-SiC and 0.31 for B-doped 6H-SiC, in agreement with the analysis
of the Hall effect and specific heat data [38, 42]. This supports the type-I nature of
superconductivity in B-doped SiC. Note that the value of κ is less than 0.41, which
is required in a model based on supercooling instead of superheating [41, 43, 44].

6.1.2.4 Physical Properties of SiC:A�

After the discovery of superconductivity in boron-doped SiC, Muranaka et al.
successfully observed superconductivity in Al-doped SiC [36]. From a typical
PXRD pattern (not shown in this article), three phases were identified, including
3C-SiC, unreacted Si, and unreacted Al. The main phase in the 3C-SiC:Al sample
is indexed as cubic zinc-blende 3C-SiC. For the main phase in 3C-SiC, the refined
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Fig. 6.11 Temperature
dependence of DC magnetic
susceptibility in SiC:Al. The
inset shows the magnetization
versus magnetic field at
T = 0.45 K [36]

lattice parameter a increased after sintering by ∼0.1% from 4.338 to 4.342. Minute
changes in the lattice parameters suggest that Al substitutes Si sites in 3C-SiC. We
expect that the presence of liquid Si facilitates Al diffusion due to much faster mass
transport compared to solid sintering, thus enhancing the Al substitution efficiency.

EPMA analysis with area scans (within 50 × 50 μm2) at various positions only
detected Si, C, and Al. From Hall measurements at room temperature, the effective
hole concentration was found to be n∼(3.86–7.06) × 1020 cm−3.

As shown in Fig. 6.11, the magnetic susceptibility of SiC:Al in a magnetic
field of 1 Oe (zero-field cooling process) significantly decreases at 1.4 K, suggest-
ing the occurrence of superconductivity. The estimated superconducting volume
fraction at 0.45 K is almost 100% due to the shielding effect. The inset of
Fig. 6.11 shows a magnetization vs magnetic field (M-H) curve, which shows
typical type-II superconducting behavior. These M-H curves and the value of Tc
exclude the possibility that superconductivity is caused by an impurity, such as Al
(Tc = 1.175 K). From the M-H curves, we estimate the lower critical field Hc1
is 53 Oe.

In Fig. 6.12, the resistivity of 3C-SiC:Al shows metallic behavior at room
temperature, reflecting the high level of carrier doping. There is a sharp drop in
resistivity at 1.5 K and zero resistivity below 1.35 K (inset in Fig. 6.12).

The phase diagram in the magnetic field-temperature (H-T) plane was deduced
from resistivity measurements (figure not shown). Neither hysteresis nor supercool-
ing behavior was observed in a T-scan or H-scan, which is consistent with the
transition to superconductivity under an applied magnetic field being of second
order. Thus, type-II superconductivity occurs in 3C-SiC:Al, in contrast with type-I
superconductivity in 3C-SiS:B.

Figure 6.13 shows the Tc value and upper critical field Hc2 determined from
the onset of resistivity, as well as the irreversibility field Hirr determined from
zero resistivity. Applying the conventional formula Hc2(T) = Hc2(0)·[1-(T/Tc)2],
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Fig. 6.12 Temperature
dependence of resistivity in
3C-SiC:Al. The inset shows a
magnified region near Tc [36]

Fig. 6.13 Temperature
dependence of the upper
critical field Hc2 and the
irreversibility field Hirr in
3C-SiC:Al [36]

we plot the T-dependence of H2(T) with Hc2(0) = 370 ± 3 Oe and Hirr(T) with
Hirr(0) = 140 ± Oe.

Table 6.2 lists the specific heat coefficients γ n [42], basic normal-state parame-
ters, Fermi wave number kF, effective mass m*, Fermi velocity υF, mean free path �,
the superconducting state parameter, penetration depth λ, coherence length ξ , and
the Ginzburg-Landau parameter κGL. These parameters were estimated following
the process described in [38]. The parameters in 3C-SiC:B, C(Diamond):B, and
Si:B are included for comparison. A value of κGL∼1.8 provides evidence for
type-II superconductivity. Our results also imply that 3C-SiC:Al is a dirty-limit
superconductor because ξ (0) � l, similar to SiC:B.
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Table 6.2 Parameters of the studied SiC:Al, SiC:B, C(Diamond):B, and Si:B samples [36] and
original references therein

SiC:Al SiC:B C:B Si:B

n (cm−3) 7.06 × 1020 1.91 × 1021 1.80 × 1021 2.80 × 1021

γ n (mJ molK−2) 0.35 0.294 0.113 –
ρ0 (m� cm) 0.746 0.06 2.5 0.13
RRR 5.3 10.0 0.9 1.2
Tc (onset) (K) 1.5 1.45 4.50 0.35
Hc(0) (Oe) – 115 – –
Hsc(0) (Oe) – 80 – –
Hc2(0) (Oe) 370 – 4.2 × 104 4000
kF (nm−1) 2.8 3.8 3.8 –
m* (me1) 2.0 1.2 1.7 –
υF(m s−1) 1.6 × 105 3.8 × 105 – –
l (nm) 2.2 14 0.34 –
ξ (0) (nm) 148 360 80(9) (20)
λ(0) (nm) 281 130 160 –
κGL 1.8 0.35 2(18) –

6.1.2.5 Summary

The report reviews boron-doped SiC (3C- and 6H-SiC polytypes) and Al-doped
3C-SiC synthesized by a substitutional sintering method and characterization of
bulk superconductivity in those materials. Both 3C-SiC:B and 6H-SiC:B reveal
type-I superconductivity at Tc = 1.5 K. However, Al-doped 3C-SiC (3C-SiC:Al)
reveals type-II superconductivity at Tc = 1.4 K. From the results, superconductivity
in carrier-doped semiconductors can be interpreted in terms of the depth of acceptor
levels in p-type semiconductors. One can only speculate on the physical reasons
behind this difference. One possibility could be a much different Fermi velocity
υF in the case of SiC:B due to a different shape of the Fermi surface. Further
experimental and theoretical work is required to resolve this question.

6.2 MC2 Compounds

6.2.1 Introduction

The crystal structures of dicarbides MC2 are primarily categorized into the well-
known tetragonal CaC2-type structure (I4/mmm, Fig. 6.14a), cubic high-temperature
modified CaC2 structure (Fm-3 m, Fig. 6.14b), low-temperature modified CaC2
(C2/c, Fig. 6.14c) crystallized in a ThC2-type structure, and metastable modified
structure CaC2(C2/m) [45, 46]. Superconductivity in MC2 such as YC2 (Tc = 3.88
∼4.02 K) [47, 48] has tetragonal CaC2-type structure that can be considered as a
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Fig. 6.14 Crystal structure of (a) CaC2-type (tetragonal, I4/mmm), (b) KCN-type (cubic, Fm-
3 m), and (c) ThC2-type (monoclinic, C2/c) MC2 superconductors. Yellow spheres correspond to
C atoms

tetragonally distorted NaCl-type arrangement in which lanthanide atoms occupy Na
sites with characteristic C2 dimers on the Cl sites. As the cation varies from La to Lu
in MC2, the lattice constant decreases with increasing atomic number. The unit cell
volume decreases, which is consistent with the lanthanide contraction. Up to now,
superconductivity in dicarbides has been found in YC2, LaC2 (Tc = 1.61∼1.8 K)
[49–51], and LuC2 (Tc = 3.33 K) [49].

In this review, we introduce experimental and theoretical results regarding the
physical properties of MC2 and superconductivity in MC2, which can be explained
within the BCS framework.

6.2.2 Physical Properties of YC2

Giorgi et al. reported that YC2 (tetragonal CaC2 type) was found to be superconduct-
ing at 3.88 K [47]. However, Gulden et al. characterized a superconducting state of
YC2 and found that YC2 is a superconductor with Tc = 4.02 K [48], which is slightly
higher than the previous reported experimental value of 3.88 K. This is due to local
carbon defects induced by heating conditions. Rapid cooling leads to a reduction of
Tc from 4.02 K to 2.85 K, and the c-axis decreases from 6.1786 Å to 6.1151 Å. This
c-axis reduction, being strongly coupled to Tc, comes from local carbon defects,
suggesting that C2 dimers may play a key role in MC2 superconductivity. Moreover,
Gulden et al. examined the substitution effect in YC2. Figure 6.15a shows how
Tc varies with C defects and Y site substitution in YC2. It was found that partial
substitution with Ca and Th reduces Tc. This substitution effect is in contrast to the
case of Th-doped Y2C3, where Th substitution leads to a significant increase in Tc
[52]. Substitution of magnetic rare-earth atoms like Gd induces a dramatic decrease
in Tc.
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Fig. 6.15 (a) Tc variation with C defects and Gd, Th, or Ca substitution of the cation Y. (b)
Magnetic susceptibility of YC1.95. The inset shows the onset of magnetic susceptibility of YC2
(solid line) and Y13C2 (dotted line) on an enlarged scale [48]

Fig. 6.16 (a) Specific heat capacity Cp/T vs T2 of YC2. (b), (c) Difference �Cp of specific heats
in YC2 in the superconducting and the normal states. Fits of the BCS model and the α-model are
given by the full lines [48]

In order to understand the mechanism governing superconductivity, Gulden et al.
examined the isotope effect of superconductivity in YC2. The 12C/13C isotope effect
on Tc in YC2 amounts to �Tc = −0.17 K (inset in Fig. 6.15b). This corresponds
to an isotope exponent of α = 0.51, which agrees well with the prediction of weak
coupling from BCS theory.

Specific heat measurements in YC2 can also be explained by weak coupling from
BCS theory. Figure 6.16a shows the specific heat in YC2. The specific heat of YC2
can be well described by the following formula:

C = Cel + Cph = γ T + βT 3 (6.2)
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where γ is the electronic heat capacity coefficient and β is the lattice
heat capacity coefficient. γ and the Debye temperature �D (estimated from
β = N(12/5)π4R�D

−3) of YC2 were 2.782(5) mJ/molK2 and 418(1) K,
respectively. Figure 6.16b shows a fit of �Cp data to the BCS model.

Although the BCS model can capture the features of �Cp, the model predicts
low values in the range from 3.6 K to 3.8 K and high values below T = 3.6 K.
A model for the thermodynamic properties of a superconductor with BCS-like
Cooper pairing and variable electron-phonon coupling strength was suggested by
Padamsee et al. [53]. In this model, the only adjustable parameter is the value of
the ratio α = �(0)/kBTc (α-model). Figure 6.16c shows a fit of �Cp data to the
α-model. This model can describe the heat capacity results more precisely, and
the value of α was 1.82(1), which is very close to the BCS weak-coupling limit
of αBCS = 1.764.

6.2.3 Physical Properties of LaC2

Babizhetskyy et al. investigated the physical properties of LaC2 by powder X-ray
and neutron diffraction, magnetic susceptibility, and heat capacity measurements
[51]. Neutron powder diffraction patterns were refined from the tetragonal CaC2
type structure and did not show any broadening or splitting of reflections at 4 K,
indicating that a structural transition from tetragonal CaC2 type to monoclinic ThC2
type can be excluded.

Figure 6.17 shows AC magnetic susceptibility measurements in two samples, one
prepared with excess carbon (starting composition La0.28C0.72, sample No. 109) and
the other sample with starting composition La0.35C0.65 (C poor, sample No. 112).
Whereas sample No. 109 shows superconductivity at 1.695 K, Tc of sample No. 112
is higher (1.80 K) than that of sample No. 109. Interestingly, both onset transition

Fig. 6.17 AC magnetic
susceptibility of LaC2
(samples No. 109 and 112)
[51]
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Fig. 6.18 (a) Heat capacity in LaC2 (sample No. 109) measured without and with an applied
magnetic field. The solid line shows a fit of the data to the α-model. (b) Cp/T vs T2 in LaC2. The
red solid line represents a fit of the heat capacity data in the normal state (T > 3 K) to a polynomial
in T2 [51]

Table 6.3 Comparison of Tc, the Sommerfeld term in the superconducting and normal states, γ sc,
γ n, and the Debye temperature in YC2 and LaC2 [51]

Sample Tc [K] γ n(mJ mol−1 K−2) γ sc(mJ mol−1 K−2) �D(0) (K) λ

YC2 3.83(1) 2.78 2.79 418 0.55
LaC2(no.109) 1.61(2) 2.97(1) 2.41(5) 296(2) 0.49(1)

temperatures are higher than the values in a previous report (Tc = 1.61 K) [49, 50].
From a structural perspective, the C-C distance in sample No. 109 is noticeably
shorter than that of sample No. 112. This result suggests that superconductivity in
the MC2 system is coupled to the C-C distance.

Figure 6.18a shows the heat capacity in LaC2 (sample No. 109) measured without
and with applying a magnetic field. The solid line in Fig. 6.18a shows a fit of the
data to the α-model. The estimated value of 2�(0)/kBTc = 3.64 agrees well with
the value expected from weak coupling in BCS theory. Above Tc, the specific heat
of LaC2 can be well described by Eq. (6.1) (Fig. 6.18b), and the values of γ and
�D in LaC2 were calculated to be 2.97(1) mJ/molK2 and 296(2) K, respectively.
Based on the above parameters, Babizhetskyy et al. discussed the Tc values of
LaC2 and YC2 within the framework of McMillan theory [54]. McMillan’s equation
for Tc is

Tc = �D

1.45
exp

(

− 1.04 (1 + λ)

λ − μ∗ (1 + 0.62λ)

)

(6.3)

where μ* is the effective Coulomb repulsion. All parameters obtained from this
equation are summarized in Table 6.3. The values of �D and λ in LaC2 are smaller
than those in YC2. These smaller �D and λ values probably affect the suppression
of Tc in LaC2.
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Fig. 6.19 (a) The electronic band structure for YC2 along selected symmetry lines in the body-
centered tetragonal Brillouin zone. Zero energy corresponds to the Fermi level. (b), (c) Total and
partial eDOS curves [55]

6.2.4 Theoretical Calculation of Band Structure and Phonon
Dispersion in YC2 and LaC2

From the experimental results of both materials, phonons probably play the role
of superconductivity in this MC2 system. In this section, we introduce a theoretical
study of the electronic band structure and phonon dispersion in YC2 and LaC2 using
the plane-wave pseudopotential method and density functional theory [55].

Figures 6.19 and 6.20 show the electronic band structures and eDOS in YC2
and LaC2, respectively. In both materials, the Fermi level is crossed by at least one
electronic band, resulting in metallic behavior. In the case of YC2, the band close
to the Fermi level arises from Y 4d and C 2p states. Thus, hybridization between
Y 4d and C 2p states occurs at energies ranging from −2 eV to the Fermi level.
Contributions from N(EF) from the Y 4d and C 2p states are approximately 55% and
42%, respectively. This result indicates that the chemical and physical properties of
YC2 are dominated by the Y 4d and C 2p states. In the case of LaC2, La 5d and C
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Fig. 6.20 (a) The electronic band structure for LaC2 along selected symmetry lines in the body-
centered tetragonal Brillouin zone. Zero energy corresponds to the Fermi level. (b), (c) Total and
partial eDOS curves [55]

2p states also affect the DOS at the Fermi level, and contributions of N(EF) from the
La 5d and C 2p states are approximately 61% and 38%, respectively.

Figure 6.21 shows the phonon dispersion along some symmetry directions in
YC2 and LaC2. In the case of YC2, the Y-related acoustic phonon branches can be
seen in the low-frequency region (LFR) from 0 to 5.2 THz. C atoms also contribute
to this region. Thus, Y-C hybridization can be seen. In the intermediate-frequency
region (IFR) between 9.3 and 13.7 THz, vibration of C atoms is the primary
contributor to phonon dispersion. The high-frequency region (HFR) from 46.4 to
48.9 is dominated by vibration of C atoms due to the C-C bond stretching. The
phonon dispersion of YC2 is very similar to that of LaC2.

In order to analyze the strength of electron-phonon coupling in both materials,
the electron-phonon coupling parameter λ was calculated from the Eliashberg
spectral function (α2F(ω)). λ in YC2 and LaC2 was calculated to be 0.55 and
0.54, respectively. λ in YC2 and LaC2 is much lower than the value in strong
electron-phonon coupling materials such as MgB2 (λ = 0.7∼0.9) [56, 57]. TüTüncü
et al. further analyzed the contribution of LFR, IFR, and HFR phonons to the
electron-phonon coupling parameter λ. They found that the largest contribution to
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Fig. 6.21 The phonon dispersion relation for (a) YC2 and (b) LaC2 along some symmetry
directions in the body-centered tetragonal Brillouin zone [55]

λ comes from Y (La) atoms from strong coupling between d-electrons and acoustic
vibrations (in the LFR range). The intermediate frequency phonon modes also
contribute considerably to λ. This result suggests that vibration of C atoms plays
an important role in superconductivity.

6.2.5 Relationship Between the Superconducting Transition
Temperature Tc and C-C Distance

The crystal structure of dicarbides MC2 has a C2 unit as a common structural
feature, and several researchers point out the importance of the C-C distance [48,
58]. Figure 6.22a shows a schematic MO diagram of the (C2)2− ion. In the case
of insulating CaC2, the structure contains C ≡ C triple bonds (∼1.20 Å). The
antibonding π* states that lie near the Fermi level are empty in this case. On
the other hand, LaC2 has a longer C-C distance (1.303 Å), and the structure can
be described as M3+(C2)2−(e−). Conduction electrons occupy the antibonding π*
states, resulting in metallic behavior in LaC2. This idea suggests the possibility of
tuning Tc by changing the C-C distance because the C-C distance is strongly coupled
to the filling of antibonding π* states.

Based on the above discussion, Babizhetskyy et al. summarized the relationship
between the C-C distance and Tc [51]. Figure 6.22b shows how the superconducting
transition temperature Tc depends on the C-C distance in several carbide materials.
Clearly, Tc is maximized when the C-C distance is close to ∼1.30 Å. This result
indicates a clear relationship between the C-C distance and superconductivity.
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Fig. 6.22 (a) Schematic MO diagram of (C2)2− ions [9]. (b) Superconducting transition temper-
ature Tc as a function of the C-C distance in several carbide materials. The dotted lines guide the
eye [51]

Fig. 6.23 Pu2C3-type cubic
crystal structure of La2C3.
Dicarbide anions occupy
voids in bisphenoids in the
metal substrate. Note: in
contrast to the standard
crystallographic setting, the
origin of the indicated unit
cell is shifted into a La
position. (Left) Carbon
dumbbell located in a La cage
of eight atoms [59]

6.3 Ln2C3

6.3.1 Rare-Earth Sesquicarbide Superconductors

The majority of rare-earth sesquicarbides (La to Ho, except Pm) crystallize in a
body-centered cubic D5c (Pu2C3 type) structure [I-43d, space group 220, Z = 8
formula units in the cubic cell], as shown in Fig. 6.23. The structure is non-
centrosymmetric. Due to the structure, exotic superconductivity is expected to
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occur in this class of materials. A couple of rare-earth compounds and an actinide
compound are known to exhibit superconductivity (La, Y, and Th2C3). Details are
discussed in separate subsections.

Lanthanum sesquicarbide was found to be superconducting at 12 K in 1969
[60], with little study performed on the material due to the difficulties in han-
dling the material. Isostructural doped-Y2C3 also shows superconductivity with
Tc ranging from 6 to 12 K [61], which is expected to be closely related to the
superconductivity in La2C3. The resemblance, however, has not been discussed due
to the lack of basic information regarding superconductivity in both materials. In
addition to superconductivity, rare-earth sesquicarbide shows insulating behaviors
with several magnetic phases [62]. The sesquicarbides are synthesized using arc
melting. Krupka et al. suggested that Y2C3 and other compounds can be prepared
using high pressure and high temperature, yielding an isostructural form [61].
Sesquicarbides with Ln = Er, Tm, Yb, and Lu have metastable structure that form
only under high pressure [63]. Ho2C3 was observed to be dimorphic. Subsequent
investigation revealed this holds true for Ln = Er to Lu [64], and none of them
are superconducting. Thus, superconductivity only appears in Ln = La and Y and
Ac = Th and their substituted compounds. The Tc values are relatively high and are
comparable to A15 compounds, bringing the material family to be a popular field
to study. Moreover, the exotic superconducting mechanism is discussed along with
the non-centrosymmetric crystal structure. Detailed experiments on various physical
properties were carried out to clarify the mechanism. Some examples are discussed
below.

In the Pu2C3 structure, C2 dumbbells are located inside the rare-earth metal
atomic cage (Fig. 6.24). Since the C-C bond is quite short, the phonon frequency
for the C-C stretching phonon modes is expected to be very high. Thus, a relatively
high Tc value in Y2C3 and La2C3 is ascribed to electron-phonon coupling between
high-frequency phonons and C-C antibonding states at the Fermi level.

Fig. 6.24 Crystal structure of
La2C3 projected along [111]
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Fig. 6.25 (a) Low-temperature electrical resistivity of La2C3, showing the superconducting
transition at 13.4 K. The inset demonstrates a decreased superconducting transition in the magnetic
fields. (b) Upper critical field of La2C3 determined from magnetoresistance (R(H) and R(T)) and
magnetization M(H) measurements (Figs. 6.8 and 6.9 from [62])

6.3.2 La2C3

La2C3 crystallizes with cubic Pu2C3 structure containing C-C dumbbells in a
distorted dodecahedral coordination (“bisphenoid”) formed by eight La atoms (Fig.
6.23). The cage surrounding La is thought to carry the main phonon mode and
influences superconductivity through electron-phonon coupling.

In contrast to Y2C3, which requires high-pressure synthesis methods, samples
of La2C3 are readily accessible by arc melting of the constituents. In early works,
La2C3 is reported to have a Tc value of 11 K [60]. Detailed studies revealed that
those early prepared samples contained homogeneous carbon content ranging from
45.2% to 60.2% [65, 66]. Investigations of a series of La2C3-δ samples with 0.3
≥δ≥ 0 indicate a separation into two superconducting phases with rather sharp Tc
values of ∼6 K and 13.3–13.4 K (Fig. 6.25). The high Tc values are attributed to sto-
ichiometric La2C3, i.e., negligible C deficiency, which was confirmed individually
in the samples from neutron powder diffraction patterns [62]. Due to the important
role of C deficiency in the system and a strong dependence of the superconducting
transition temperature on the lattice parameter, one would expect strong pressure
to affect the superconducting properties. The lattice parameters can be controlled
through deficiency of carbon sites, as was observed in other carbides. This was also
studied in terms of the annealing process. This is also discussed from the aspect of
sample quality in the study, which we describe in the Y2C3 section. This was studied
up to 30 GPa and focused on two points: how pressure affects the structural degrees
of freedom in the Pu2C3-type phase and the stability of the phase in the context of
pressure synthesis of rare-earth carbides. The results suggest that the system shows
little dependence on the external pressure [59].

Magnetic susceptibility measurements indicate that La2C3 is a type-II supercon-
ductor. The upper critical field Hc2 is reported to follow the Werthamer-Helfand-
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Hohenberg (WHH) equation in early work [67]. However, systematic studies
combined with neutron scattering measurements revealed that the upper critical field
is clearly enhanced and exceeds WHH yet is still below the Pauli limit [68]. This
indicates that La2C3 does not hold an exotic pairing mechanism, even with the non-
centrosymmetric crystal structure and spin-orbit coupling.

Hc2 studies in La2C3 found λph ∼ 0.8, suggesting moderate electron-phonon
coupling [67]. However, such a moderate electron-phonon coupling appears to be
too small to generate a relatively high Tc value in sesquicarbide superconductors.
One of the difficulties in prior studies on rare-earth sesquicarbides is that the
electronic properties and structural parameters can drastically vary depending on
synthesis due to C deficiency. This is confirmed from detailed neutron scattering
experiments along with electronic structure calculations [68]. They also performed
specific heat measurements to obtain information on λph. For electron-phonon cou-
pling in superconductors, Carbotte proposed that the characteristic thermodynamic
quantities follow empirical formulas that can be described in terms of one adjustable
parameter ωln/Tc, where ωln is the logarithmic averaged phonon frequency [69].
All samples Kim et al. measured show that the thermodynamic properties were
scaled by these parameters, and the results give the averaged logarithmic phonon
frequency as 110 ± 27 K. This ωln value is only 30% of the Debye temperature
(ωD ≈ 350 K). Such a reduced ωln value compared to ωD indicates the importance
of the low-energy phonon modes in superconductivity. Following the discussion
regarding Y2C3 [70], the phonon mode in La-C can be converted to ∼140 cm−1,
which is still too high for the observed ωln ≈ 76 ± 15 cm−1. Other relevant phonon
modes for superconductivity in La2C3 could occur due to tilting vibration of the
C-C dimer. In AC2 (A = Ca, Sr, and Ba), dimers lose their connections with the
surrounding cage at low temperature, and the rare-earth carbon halides show lower
phonon modes in Raman scattering studies [71]. Compared to the octahedral metal
atom cages, the size of a bisphenoid La cage is larger; thus the binding of the C-
C dimer to the La cage could be even weaker. Consequently, the tilting modes of
the C-C dimer in La2C3 are expected to have lower frequencies, which can provide
a sizable contribution to electron-phonon coupling. Using the modified McMillan
formula, Kim et al. could explain the relatively high Tc value within the strong
electron-phonon coupling scheme [68].

The non-centrosymmetric structure of La2C3 could serve as a candidate for
multiband superconductivity or a mixture of s- and p-wave superconductivity.
This could be tested in high-resolution photoemission studies. Results from high-
resolution experiment showed a clear quasiparticle peak just below the Fermi
energy, which is indicative of a superconducting gap opening. The quasiparticle
peak is broad and rounded compared to that of conventional superconductors.
Numerical fittings revealed that the spectrum is hardly reproduced with a single s-
or p-wave gap but is satisfactorily explained by two gaps with the gap values of 0.5
and 1.7 meV. All these experiments suggested two-gap superconductivity in La2C3
[72]. Detailed specific heat measurement also suggested s-wave superconductivity
in La2C3. However, it was reported as a single gap [68].
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Fig. 6.26 (a) Crystal structure of Y2C3 in the high Tc phase obtained from neutron diffraction
results [75]. (b) Tc as a function of lattice constant [74]

Recently, sesquicarbide superconductors were revisited due to their non-
centrosymmetric structure. In addition to the expectation of exotic superconductiv-
ity, the anomalous behavior in the superconducting state was observed in a nuclear
magnetic resonance (NMR) experiment [73]. The enhanced (T1T)−1 signal well
below Tc indicates that either triplet coupling of pairing in the superconducting
condensate or anomalous vortex motion yields the signal enhancement.

6.3.3 Y2C3

Old reports show Tc variations of 6–11.5 K [61] in Y2C3 samples synthesized at
ultrahigh pressures of 1.5–2.5 GPa and at high temperatures of 1200–1500 ◦C.
Those reports have larger lattice constants compared to high Tc compounds
synthesized at high pressure [74] (see Fig. 6.26). As was discussed in the dicarbide
LnC2 section, the bonding length of C-C plays the major role in superconductivity
of the sesquicarbide material family as indicated by band calculations [70]. Super-
conductivity in Y2C3 strongly depends on the synthesis conditions. In addition to
C deficiency, superconductivity also has a dependence on substitution of Y, which
will be discussed in detail later. The substitution of actinide Th enhanced Tc up to
17 K [61]. Subsequently, synthesis at higher pressures of 3.5–4.5 GPa resulted in a
higher Tc value of 18 K [74, 76].

X-ray diffraction results show that the Y2C3 compound has a body-centered
cubic Pu2C3-type structure and that the lattice parameters varied in the 8.181–
8.251 Å range [61, 74]. The difficulty lays in the large difference of elements in this
binary system; 6C atoms are far lighter than 39Y atoms. Thus, neutron scattering
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Fig. 6.27 (a) Electron-phonon coupling λ and average phonon frequency as a function of energy.
The heavy dashed (heavy solid) line denotes the full symmetry Y (C) derived mode as a function
of energy, normalized as if these modes are representative. The light dashed line shows the total λ

with this assumption. The light dotted line is a logarithmic average of these two frequencies with
λ, which would enter the prefactor of the McMillan equation [70]. (b) Total density of states in
Y2C3 near the Fermi energy (EF = 0) [77]

Table 6.4 Selected
interatomic distances and
lattice constant a (both in nm)
[75]

High-Tc Low-Tc

Y–Ci 0.2510(1) 0.2507(1)
Y–C 0.2641(2) 0.2647(2)
Y–Cii 0.2810(1) 0.2806(1)
Y–Yiii 0.3391(2) 0.3395(1)
Y–Yiv 0.35668(1) 0.35669(1)
C–Cv 0.1298(4) 0.1290(4)
a 0.82372(3) 0.82374(3)

experiment was performed on high Tc and low Tc samples to investigate the precise
crystal structure [75]. The obtained crystal structure is presented in Fig. 6.27, and the
distance between atoms are presented in Table 6.4. The occupancy results calculated
for both high and low Tc samples show little difference. In addition, the atomic
displacement is negligibly small for both Y and C. The displacement parameters for
Y, BY and for C, BC were calculated from Rietveld refinement analysis. The high
Tc samples have BY values of 0.0007 nm2, and the low Tc samples have BY values
of 0.0008 nm2, while BC varies from 0.069 nm2 for high Tc samples to 0.0059 nm2

for low Tc samples. By comparison, it is clear that Y atoms are extremely rigid
compared to C atoms. While the lattice parameter does not differ from high to low
Tc samples, the C-C distance show clear difference, confirming the importance of
C-C bonding in superconductivity [75].

One ab initio calculation showed that the C-C stretching phonon frequency in
Y2C3 is 1442 cm−1 for an almost pure C-C bond, while a Y-dominant mode
shows frequency as low as 175 cm−1. Electronic structure calculations for Y2C3
demonstrated that the high-frequency C-C bond stretching phonon modes contribute
less than 10% of the total electron-phonon coupling, and rather low-frequency Y(-C)
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Fig. 6.28 Temperature dependence of the muon spin relaxation rate for (a) La2C3 at 2.5 kOe and
(b) Y2C3 at 5.0 kOe. Error bars (not shown) are smaller than the symbol size. Solid and dashed
curves indicate the result of the fitting analysis using the double gap model described in the text.
Insets show the relaxation rate in the superconducting state (σ1) as a function of the magnetic field
for La2C3 and the order parameters [�(T)/kBTc] for the respective cases [78]

phonons must be considered to be the relevant modes for superconductivity. The
calculation shows an electron-phonon coupling peak in the vicinity of the Fermi
energy at stoichiometric band filling and low contribution from C-C bonding [70].
This peak feature in the vicinity of Fermi energy is also presented in comparison
to YC2, suggesting this is the origin of the dependence on synthesis condition and
annealing [77]. The features of λ and DOS are presented in Fig. 6.28. The peak
in the DOS is also observed as a function of lattice constant [79]. A recent study
investigating the stability and mechanical properties in a Y-C binary system with
first principles calculation showed that Y2C3 with the discussed crystal structure
[75] has the largest bulk modulus, shear modulus, Young’s modulus, and hardness
among all Y-C binary compounds. The Debye temperature calculated in the study
was 550.5 K, which agrees well with other studies [80].

An early report on the high Tc phase of Y2C3 also pointed out the importance
of an enhanced Hc2(0) value and its contribution to superconductivity [76]. They
estimate Hc2(0) to be 43.5 T and 18.3 T for different samples at 18 K and 11 K,
respectively. The enhanced Hc2(0) value is close to the Pauli paramagnetic limit.
Such a large enhancement may indicate the contribution from spin-triplet super-
conductivity. This idea was tested under extremely high magnetic fields [81]. They
performed tunnel-diode resonant circuit measurements in pulsed magnetic fields.
The obtained Hc2(0) values varied between 25 and 30 T for a sample at 15.5 K. The
orbital limit and Pauli paramagnetic limit for the sample in question were found
to be 24.5 T and 28.8 T, respectively. The obtained value of Hc2(0) ∼ 30 T is
larger than both limits, and an Hc2(T) curve shows an upturn at low temperature.
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Table 6.5 Superconducting
parameters of Y2C3 samples
with various Tc values [67]

Tc(K) 11.6 13.9 15.2
γ (mJ Mol−1 K−2) 4.7 6 6.3
�D(0) (K) 540 530 530
μ0Hc2(T) 22.7 24.7 26.8
2�/kBTc 3.6 3.9 4.1
ξ (Å) 38 36 35

This kind of behavior is typical in non-centrosymmetric superconductors with large
antisymmetric spin-orbital coupling. However, strong electron-phonon coupling
may induce larger critical fields.

Superconducting parameters are obtained via specific heat measurements [82,
83]. Measurements from multiple samples with different Tc values show variation
in Hc2(0) and the electron specific heat coefficient γ. The obtained parameters are
shown in Table 6.5. All samples show relatively high Debye temperatures of �D
∼ 530 K, which are comparable to that of YNi2B2C. This is indirect evidence that
the phonon mode comes from light elements because YNi2B2C superconductivity
comes from Ni-B layers. The results also show a clear dependence of Tc on γ.
The value of γ depends on the DOS in the vicinity of the Fermi energy, thus
the aforementioned phonon mode enhancement might play an important role in
determining Tc. Clear evidence we can derive from the specific data relates to
whether or not superconductivity in these systems is fully gapped. The results from
Akutagawa et al. clearly show that Y2C3 is a fully gapped s-wave superconductor.
Similar behavior was observed in tunneling break-junction measurements [84]. 13C
NMR measurements were performed on a sample with Tc = 15.7 K [85]. They
observed a reduced Knight shift below Tc, indicating spin-singlet superconductivity.
A nuclear spin-lattice relaxation study revealed that Y2C3 in the superconducting
state is a multigap superconductor that exhibits a large gap of 2�/kBTc = 5 at the
main band and a small gap 2�/kBTc = 2 at others. This kind of multigap behavior
was also observed in μSR spectroscopy [78]. Figure 6.28 shows a comparison
between La2C3 and Y2C3. The results obtained from both compounds were ana-
lyzed using the phenomenological two-gap model and agreed well with the model.
The quasiparticle observed in the magnetoresistance also agrees with the model
[78]. Subsequently, detailed penetration depth measurements were carried out using
a tunneling diode resonant circuit [86], and detailed Hc2(T) results were obtained
at low temperatures. The sharp enhancement measured in previous studies is shown
in Fig. 6.29. The Hc2 curve is well described by a two-gap model in the vicinity
of Tc, but the clear enhancement below 2 K strongly suggests that asymmetric
spin-orbit coupling splits the electronic bands, thus mixing the spin-singlet and
spin-triplet pairing states and leading to the existence of line nodes [86]. To analyze
this possibility, Chen et al. calculated the temperature dependence of the nuclear
magnetic relaxation rate (T1T)−1 in the Dresselhaus-type non-centrosymmetric
superconductor Y2C3 employing the (s + f )-wave parity-mixing model, where the
d-vector is chosen to be parallel to the Dresselhaus spin-orbit coupling vector.
They found that the (s + f )-wave model can explain the experimental results
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Fig. 6.29 The upper critical field versus temperature for two Y2C3 samples. The dotted and the
dashed lines are fits to the weak-coupling WHH method and GL theory, respectively [86]

fairly well over a wide range of temperatures for a ratio of s- and f-wave parity
superconductivity gaps κ = �s/�f = 0.5 [87]. The current data is insufficient to
explain the low-temperature behavior.

6.3.4 Y2C3-Th2C3 and Substitution Effect

Following the first report of synthesizing Y2C3 in a body-centered-cubic Pu2C3-
type structure, Th-substituted samples were synthesized with the goal of achieving
superconductivity [52]. The phase diagram shows the wide range of crystallographic
stability in the Pu2C3 structure. In general, the superconducting transition is fairly
broad, occurring over a span of 0.3–2 K. Thorium doping can modulate Tc and
enhances it up to 17 K in (Y0.7Th0.3)2C3.1 [52]. Tc has a peak in the lattice
constant dependence, as shown in Fig. 6.30. The non-monotonic curve shows that
the maximum Tc value at 8.35 Å is larger than in Y2C3 samples. This agrees
with the calculated electronic structure studied from first principles [88]. The C-
C bond length of the substituted sample is discussed as being dependent on the
Y/Th metal and C/Mt. carbon-total metal atomic ratios [52]. Elements other than
Th incorporated in Y2C3 resulted in enhanced Tc compared to pure Y2C3. Au, Ge,
Nb, Ti, Ca, Ru, Sn, and Bi produce a similar effect on Tc, while Zr, Mo, W, V, and Cr
enhance Tc within a small doping range (see Table 6.6). The upper critical field of
(Y, Th)2C3 follows the WHH equation [67] and is estimated to reach 28.0 ± 0.24 T
[90], which keeps similar values as Y2C3. A similar enhancement of Tc is also
observed in Th-doped La2C3 [91].

This substitution eventually led to synthesis of new actinide carbide Th2C3 at
2.0–3.5 GPa [92]. Rare-earth elements are also introduced to nonsuperconducting
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Fig. 6.30 Tc as a function of lattice parameters in (Y, Th)2C3 [52]

Th2C3 with body-centered-cubic Pu2C3 crystal structure, yielding samples with
various Tc values ranging from 4.1 to 11.7 K [64]. Both Th-doped Y2C3 and Th2C3
were synthesized at high pressure (3.0 GPa or more), and the lattice parameter can
vary depending on the synthesis conditions [89].

Rare-earth sesquicarbide superconductors doped with Th, such as (Y1-xThx)2C3
and (La1-xThx)2C3), would have non-centrosymmetric crystal structure due to the
resemblance between Th3+ and U/Pu. In addition to the crystal structure, the
presence of Th can function equivalent to 4f electrons in a heavy-fermion supercon-
ductor [93]. Thus, the material family is an interesting group for studying spin-orbit
interaction, non-centrosymmetric crystal structure, and superconductivity. Despite
the high expectation, these materials are yet to be studied.

6.4 Boron Carbide

6.4.1 Rare-Earth Quaternary Boron Carbides

Superconductivity in quaternary borocarbides was discovered in 1993. The first
report is in YNi4B with Tc = 15 K, and superconductivity is in negligibly small
order (volume fraction of superconductivity is ∼ 2%) [94]. The materials were
studied from the perspective of an anomalous lattice volume via valence fluctuations
in rare-earth elements. Intensive studies revealed that carbon is necessary to induce
superconductivity. Thus, YNi4BC0.2 [95] and LnNi2B2C [96] were synthesized and
exhibited largely improved signals with zero resistance, i.e., bulk superconductivity.
The crystal structure was then found [97] to have body-centered tetragonal ThCr2Si2
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Table 6.6 Superconducting transition temperature and lattice parameters in (Th,R)2C3 [89]

System composition

R.E. element
Nominal Th/R.E.
atomic ratio

Superconducting transition
temperature (◦K)

Lattice parameter a0 (Å)
(b.c.c. sesquicarbide phase)

Ce 9/1 < 4 8.5445 ± 4
Pr 9/1 < 4 8.5563 ± 4

8/2 < 4 8.5602 ± 5
Nd 9/1 < 4 8.5555 ± 4
Gd 9/1 Magnetic 8.5439 ± 4
Tb 9/1 Magnetic 8.5415 ± 4
Dy 9/1 Magnetic 8.5482 ± 7

8/2 Magnetic 8.5296 ± 7
Ho 9/1 5.4 8.5448 ± 5

8/2 5.5 8.526 ± 1
7/3 5.2 8.499 ± 2
6/4 Magnetic 8.471 ± 2

Er 9.5/0.5 6.8 8.5434 ± 4
9/1 8.2 8.5400 ± 8
8/2 8.2 8.523 ± 2
7/3 8.1 8.486 ± 2
6/4 7.0 8.455 ± 2
5/5 4.6 8.412 ± 3
4/6 Magnetic 8.361 ± 2
3/7 Magnetic 8.297 ± 2
2/8 Magnetic 8.237 ± 4
1/9 Magnetic 8.194 ± 3

Lu 9/1 10.3 8.5278 ± 7
8/2 10.9 8.495 ± 1
7/3 11.7 8.461 ± 1
6/4 11.6 8.426 ± 1

Sc 9/1 6.7 8.5362 ± 9
8/2 6.8 8.531 ± 1
7/3 7.2 8.5297 ± 3
6/4 7.1 8.529 ± 1
5/5 6.5 8.543 ± 2
4/6 6.0 8.550 ± 5
3/7 5.4 Not determined

structure (space group I4/mmm). The crystal structure of YNi2B2C is shown in
Fig. 6.31a. There are several different compounds related to those superconductors,
denoted RM2B2C, where R is a rare-earth element and M is a transition metal
(M = Ni, Pd, Pt, Ru, etc.). The interplay of structural, electronic, and magnetic
properties are discussed below.
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Fig. 6.31 (a) Unit cell of the tetragonal structure (I4/mmm) in RNi2B2C materials. The structure
is a filled-in version of the ThCrSi2 structure, with C atoms occupying a special position (1/2,
1/2, 0) in the unit cell. The structure was first reported in [97]. Crystal structures of (b) RMBC,
(c) RM2B2C, (d) R3M4B4C3 showing stacking within [001] (small dark spheres, M; small light
spheres, B; large light spheres, R; larger dark spheres, C)

The layered structure of borocarbides is reminiscent of high Tc cuprates, where
superconductivity is supposed to be induced by doping CuO2-planes separated by
rare-earth metal oxide (buffer) layers. Superconductivity appears in CuO2-planes.
In contrast to the 2D cuprate electronic structure, borocarbides are essentially three-
dimensional (3D) superconductors. In addition, strong phonon softening observed in
a number of superconducting borocarbides, such as YNi2B2C and LaNi2B2C [98],
indicates these materials are s-wave superconductors. A strongly anisotropic energy
gap was observed in several measurements, which is unusual in conventional s-
wave superconductors. This suggests the superconductivity of the materials possess
a complex pairing mechanism.

6.4.1.1 Superconductivity of RNi2B2C and General Features
of the Material Family

Since the discovery of the RNi2B2C series [95, 96], research on these materials
has flourished. There were three physical reasons for this interest. First, the
members of this series are magnetic superconductors for the most of latter half
rare-earth elements. The elements rarely appear in superconductors except in buffer
layers of cuprates. Second, many of them show antiferromagnetic (AFM) order
transitions at a temperature (TN) that is comparable to Tc; thus the salient energy
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scales for AFM order and superconductivity can be varied over a wide range and
examined in two very different limits (Tc > TN and TN > Tc). Third, high-quality
samples can be readily produced in single crystal form using Ni2B flux [99]; thus
numerous experiments for determining the superconductivity properties were easily
performed.

The highest Tc values occur in RNi2B2C, which could be used to form a series
of (RC)m(NiB)n with layered structures (Fig. 6.31b–d). The homologous structure
consists of a planar RC layer separated by a couple of (NiB)2 layers. In an RC
plane, the carbon C sits in the center of rare-earth R square. The structure of RNiBC
(n = 2) and RNi2B2C (n = 1) occurs in . . . (B-Ni2-B)-RC-RC . . . and . . . (B-Ni2-
B)-RC . . . stacking sequences, respectively. The variation of compounds is nitride
and is represented as (RC)m(NiN)n. Two nitrides are known to be superconducting,
i.e., LaNiBN and La3Ni2B2N3 [100]. The latter is the only one known for the m = 3,
n = 1 type of this series and is superconducting with Tc ∼ 12 K.

The stacking structure of Lu2NiBC2 with monoclinic unit cell (n = 4) was
obtained from high-resolution electron microscopy imaging [101]. For the R = Y
compound, Y2NiBC2 was found to form a primitive tetragonal unit cell based on
X-ray powder diffraction but with a different stacking sequence of (B-Ni2-B)-YC-
YC-YC-YC- . . . (i.e., a larger rock-salt-like slab of YC) fitting better within the
row of compounds. Stacking variants with larger numbers of Ni2B2 layers than RC
slabs lead to Y3Ni4B4C3 (n = 3/2, I4/mmm) with sequence . . . (B-Ni2-B)-YC-YC-
(B-Ni2-B)-YC . . . , Y5Ni8B8C5 (n = 5/2, I4/mmm) with sequence . . . (B-Ni2-B)-
YC-(B-Ni2-B)-YC-(B-Ni2-B)-YC-(B-Ni2-B)-YC-YC..., and Y5Ni6B6C5 (n = 5/3,
I4/mmm) with sequence (B-Ni2-B)-YC-YC-(B-Ni2-B)-YC-YC- . . . The crystal
structure of Y3Ni4B4C3 was determined via single-crystal X-ray diffraction analysis
and was found to correspond to the T* phase of cuprates with alternating RNiBC
blocks and RNi2B2C structures. This kind of intergrowth structure allows some
material engineering to explore the material family. There are several crystal
structures in this material family that are fascinating in themselves yet are beyond
our interest in this book (e.g., see [102]).

Below, we describe materials with body-centered-tetragonal ThCr2Si2 structure
and exceptionally high stability. Take an example in YNi2B2C in Fig. 6.31a. The
structure consists of square Ni2B2 and RC sheets alternately stacked along the c
axis. C atoms occupy the center of the square (special position, unoccupied in the
ThCr2Si2 structure) formed by four R atoms. The in-plane lattice parameter a and
interlayer spacing c change as the ionic radii of rare-earth elements increases. When
rare-earth elements are present in the compounds, the lattice parameter is expected
to play an important role in determining the valence and electronic structure of the
material. The dependence in the Ni series is discussed in the following section.
In addition to those lattice parameters, the position of boron z(B) is discussed to
determine various distances, such that within the linear complex [BCB]4− ion and
to a somewhat smaller extent the M-B distance. The value of z(B) is the relative
distance between B and the RC plane (e.g., see Fig. 6.31a, where z(B) is measured
from the top RC plane and is normalized by the lattice parameter c). Within the
M-B layer, the angle between B-M-B can vary due to slight distortions, as shown in
Fig. 6.32.
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Fig. 6.32 NiB2 layer with
edge-sharing tetrahedral
structure in borocarbides
RNi2B2C. The definitions of
angles α1 and α2 are
described in the main text

Table 6.7 Tc and TN in
superconducting-magnetic
RNi2B2C (R = Dy, Ho, Er,
and Tm)

Material Tc [K] TN[K}
DyNi2B2Ca 6 11
HoNi2B2Cb 8, 5 8.5, 6.3b, 5
ErNi2B2Cc,e 11 6.8, 2.3
TmNi2B2Cd,e 10.6 1.5

Data taken from [103]
aSuperconductivity occurs in an antiferromagnetic
lattice and is strongly sensitive to nonmagnetic
impurities
bSuperconductivity nearly disappears at Tc2 = 6 K
and returns quickly at Tc3 = 5 K
cBelow 2.3 K, weak ferromagnetism coexists with
superconductivity, even as T approaches 0
dDistinct magnetic ordering, quadrupole ordering,
and its influence on magnetism [104]
eSeveral new phenomena are discussed along with
Fermi liquid behavior in magnetic superconduc-
tors (not in this book)

In addition to the structural variation, the compounds allow R and M to
correspond to multiple elements. The family also hosts numerous exotic magnetic
behaviors, where a number of compounds show Tc values that are comparable to TN
[101, 102]. Some superconducting compounds are listed in Table 6.7 with Tc and
TN values.

Considering that rare-earth nickel compounds have the potential for hydrogen
absorption and hydrogen is known to influence Tc, we note that YNi2B2C takes
hydrogen to an extent of 0.25 atomic fraction and neither affects the structure nor
the Tc value to any significant extent [105].

6.4.1.2 Variation of Compounds and Superconductivity in RM2B2C

Quaternary borocarbides allow several transition metals (M) to form (MB)2 layers.
While the Ni series has the highest Tc values and accommodate good single
crystal growth, there are several other transition metal compounds that show
superconductivity and/or long-range magnetic order. Tc shows a non-monotonic
dependence on the ionic radius of R (Fig. 6.33a). Below are some of the examples
of superconducting compounds.
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Fig. 6.33 (a) Variation of Tc with ionic radius of R3+ ions in a RNi2B2C system (R = Sc, Y, La,
Gd, Dy, Ho, Er, Tm, Lu). The Th4+ ionic radius is used for R = Th. Both U4+ and U6+ are used for
UNi2B2C. The solid lines guide the eyes [106]. (b) Variation of Tc and tetragonal unit cell volume
V with R3+ ionic radius in RPt2B2C (R = Y, La, Pr, Nd). The Th4+ ionic radius is used for R = Th
[107]

Table 6.8 Tc of R-Pd-B-C
superconductors

Material Tc [K] References

YPd5B3C0.3 22.6 [100]
Y1.25Pd4.5B4.25Cx 23 [100]
YPd2-xRhxB2C (x = 0–0.25) 12–22 [109]
YPd4BCx ∼10, ∼22 [110]
YPd2B2C ∼23 [111]
ThPd4BC (multiphase) 14, 20 [112]
ThPd2B2C (multiphase) 12, 17 [112]
LuPd4BC0.2 9 [110]
LaPd2B2C 1.8 [113]

One of the early variations is Pd with relatively high Tc ∼ 23 K in YPd5B3C
[108]. The downside is the stability of the material; it loses the superconductivity
when annealed above 900 ◦C. Following the discovery, several compounds showing
superconductivity were synthesized and are listed in Table 6.8. Subsequently,
pseudoternary phase diagrams were obtained via a survey over a wide range of Y-Pd-
B-C contents through X-ray diffraction and magnetic susceptibility measurements
[111]. Quenched samples showed superconductivity for various elemental ratios.
The strongest signal is observed in the compound with similar ratio to that of
Y-Ni-B-C, i.e., YPd2B2C. They showed that superconductivity is metastable and
only exists in rapidly quenched samples. This simple fcc-cubic structure diminishes
when annealed above 750 ◦C along with the superconductivity, confirming that
the crystal structure is related to superconductivity. Another group reported that
the phase holds as a tetragonal I4/mmm structure, reminiscent of the Ni series.
The primary electronic states at the Fermi level come from Pd in the system,
as determined from Pd L3-edge X-ray absorption near-edge spectra [109]. This
is also supported by the energy-dispersive X-ray analysis [114]. Despite all the
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intensive work, superconductivity in a single-phase Y-Pd-B-C specimen was not
reported. With substitution of Ni by Pd, examination of Y(NiyPd1-y)2B2C revealed
that the substituted compound is formed by a peritectic reaction. This substitution
shows the region where the superconducting signal appears and where the fcc-phase
and tetragonal structure coexist, providing evidence that the tetragonal structure
does not directly correspond to superconductivity and adding an extra puzzle to
superconductivity in the material [115]. Transition metal Pd and rare-earth Y can be
substituted by other rare-earth elements ranging from La to Yb up to 10% [116]. The
introduction of rare earth as impurities modulates changes in Tc, where �Tc follows
de Gennes scaling. Off-stoichiometric DyPd5B3C0.35 also shows superconductivity,
where both Tc and TN are lower than 1.7 K. The results obtained from these Pd
compounds suggest strong magnetic pair breaking and rather weak Ruderman-
Kittel-Kasuya-Yosida (RKKY) interaction among rare-earth ions [116]. The results
contrast the results obtained from the Ni series. In addition to rare-earth elements
R, ThPd2B2C shows superconductivity at Tc = 14.5 K [117]. They also reported an
undetermined phase showing Tc = 21 K, which has not yet been confirmed to the
best of our knowledge.

Regarding Pt, materials with R = Y, La, Ce, Pr, Nd, and Dy are known to
be isostructural with the ability to accommodate nonstoichiometry [118]. It was
reported that signals resembling superconductivity were observed at 10 K for
R = La and Y and 6 K for Pr. The lattice parameters may be modulated via
the nonstoichiometry of either B or C. This deficiency plays an important role in
determining Tc values in these systems [118]. Subsequently, Cava et al. studied
the Pt series of superconducting crystals in detail (La, Y and Pr) and showed Au
and Pt should be doped together or nonstoichiometrically to obtain high-quality
samples [119]. Other compounds with R = Ce and Nd were reported to show no
superconductivity. The former is discussed as a candidate heavy-fermion system
based on the temperature dependence of the resistivity, specific heat, and magnetic
susceptibility [110]. Subsequently, high-quality single crystals with R = Ce were
synthesized, and detailed magnetic and thermodynamic measurements showed
that CePt2B2C is similar to those of Ce-based Kondo lattices or heavy-fermion
compounds like YbNi2B2C. The resistivity has a weak temperature dependence
down to 60 K, below which it decreases rapidly. Resistivity follows a strictly
linear temperature dependence below 10 K, which is similar to that observed
in heavy-fermion YbRh2Si2 with non-Fermi-liquid behavior. The specific heat of
CePt2B2C also shows a temperature dependence similar to that of YbRh2Si2, which
is expected to arise from its proximity to a quantum phase fluctuation. Those
behaviors support the idea that CePt2B2C is a heavy-fermion system with properties
similar to that of non-Fermi liquid YbRh2Si2. It is expected that CePt2B2C shows
superconductivity in the vicinity of 8 K from the two superconducting neighboring
rare-earth compounds LaPt2B2C and PrPt2B2C. On the contrary, CePt2B2C does
not show any superconducting behavior, which is perceived as indirect supporting
evidence of the Kondo effect and heavy-fermion behavior present in the system.
The magnetic susceptibility of CePt2B2C follows the Curie-Weiss law in the 100–
300 K temperature range with μeff = 2.5μB, as expected for trivalent Ce ions. This
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Fig. 6.34 (a) Variation of Tc with the Pt-Pt in-plane distance for nonmagnetic RPt2B2C [107]. (b)
Variation of Tc with the nearest-neighbor Pd-Pd in-plane distance for quaternary and pseudoternary
components in the RPd2B2C system. The open circle indicates the YPd2B2C superconductor
prepared with nonstoichiometric composition [113]. (c) Variation of Tc with the nearest-neighbor
Ni-Ni in-plane distance in nonmagnetic RNi2B2C [106] (all M-M distances are derived from the
lattice constant a, as described in the main text)

is in contrast to the valence fluctuation behavior exhibited in nonsuperconducting
CeNi2B2C. This suggests that hybridization of rare-earth elements and the structural
parameters would modulate the magnetic properties along with superconductivity.
The latter R = Nd compound is reported to show a magnetic transition at 9.5 K [120]
and superconductivity at 3 K [121]. Thus, superconductivity in R = Nd is expected
to coexist with magnetic order below Tc. Rare-earth and actinide compounds in the
Pt series were synthesized, and some showed superconductivity. ThPt2B2C, which
is isostructural to LuNi2B2C, shows superconductivity at 6.5 K, while a uranium
compound shows no superconductivity [117]. Contrary to the smoothly decreasing
Tc value with the increasing ionic radii for nonmagnetic RNi2B2C (R = Y, Th,
and La) compounds [106], nonmagnetic RPt2B2C (R = Y, Th, and La) compounds
show an anomalous variation in Tc versus ionic radius with a local minimum at
7 K in ThPt2B2C (Fig. 6.33b). Since the insertion of different R ions can influence
the in-plane and c-axis Pt-Pt interatomic distances, the electronic structure and the
Pt(5d)-dominated conduction bandwidth are expected to change as a result. Figure
6.34 shows changes in Tc with strong dependence on the nearest-neighbor in-plane
Pt-Pt distance (d(Pt-Pt) = a/

√
2, where a is the tetragonal in-plane lattice parameter)
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for various amounts of Th. The smooth variation of the Pt-Pt distance and Tc during
(Th, R) substitution ruled out the possibility of sample inhomogeneity.

The Pt-Pt bond lengths of 2.688–2.735 Å are smaller than the fcc Pt value of
2.77 Å, suggesting the presence of metal-metal bonding in this phase. Such an
anomalous Tc-d(Pt-Pt) relationship, along with other physical properties, suggests
the importance of the Pt(5d)-dominated conduction band [107]. On the contrary, the
smooth variation of the Ni(3d) and Pd(4d) bands in isostructural RT2B2C systems
(T = Ni, Pd) are reflected through a smoothly decreasing Tc value with T-T in-
plane distance d(T-T), where no superconductivity was observed down to 0.3 K in
LaNi2B2C with the longest d(Ni-Ni) value; a lower Tc value of 2 K was observed
for LaPd2B2C with the longest d(Pd-Pd) value [113].

In the series with M = Ru, only R = Y is reported to be superconducting at
Tc = 9.7 K for YRu2B2C, which is isostructural to LuNi2B2C [122]. There was
no following report of superconductivity in related materials. The only reported Ru
compound YRu2B2C has a similar lattice parameter a as YRh2B2C and YPd2B2C
but a significantly smaller c parameter [122].

6.4.1.3 Rare-Earth Dependence of Borocarbides RNi2B2C

Large variations of rare-earth metals in RNi2B2C (isostructural to LuNi2B2C) were
reported [123]. Various materials were studied from the perspective of structure
and superconductivity along with long-range magnetic order. For R = Dy, Ho,
Er, and Tm, the system was studied for the interplay between superconductivity
(Tc = 6.5, 8.5, 10.5, and 10.8 K, respectively) and magnetic order (TN = 10.5,
6.0, 5.9, and 1.5 K, respectively). Upon cooling the compounds with Ho, Er, and
Tm, magnetic order emerged in the presence of superconductivity, while the Dy
compound becomes superconducting in the magnetically ordered state. There are
several interesting rare-earth-dependent behaviors that coexist in these compounds.
One is that the compounds with the rare-earth metal ions which do not carry a
localized magnetic moment (Y, Lu) are type-II superconductors [99, 105, 124,
125] and display the highest Tc values in the series (16 and 15.5 K, respectively).
For all Ni compounds, only those compounds with smaller rare-earth metals show
superconductivity. The rare-earth element changes the lattice parameters, as shown
in Fig. 6.35.

6.4.1.4 Structural Changes with R Modulation in Ni Series

Crystallographic values determining the crystal structure of the tetragonal
LuNi2B2C-type structures are a, c, and z(B), the latter being the only variable
position parameter where a boron atom sits above the R-C plane. There is generally
a small deviation in the YM2B2C data from the expected dependencies on the ionic
radii, given that r(Y3+) is comparable to r(Ho3+) (see Fig. 6.36). For the metastable
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Fig. 6.35 Lattice parameters a and c in tetragonal RNi2B2C. Data points are taken from the
literature

compound ScNi2B2C, one set of unit cell parameters was omitted from the list as
the c unit cell parameters were apparently too small.

X-ray and neutron diffraction studies on Ni compounds indicate all crystallo-
graphic sites to be essentially fully occupied with significant site mixing, although
neutron and positron annihilation experiments suggest possible carbon vacancies
despite the uncertainty regarding whether the structure allows nonstoichiometry
[126, 127]. Variation of the unit cell parameters in YNi2B2C at equilibrium with
different phases and a clear temperature dependence of Tc on the unit cell volumes
from about 10 (small volume) to 15 K (large volume) indicate a considerable
homogeneity range in YNi2B2C [128]. The system is also studied for boron content
in the range of 1 ≤ x < 2 in YNi2BxC to clarify the phase equilibria and obtain
the correlation between Tc onset and boron deficiency [129]. Local disorder of B
and C was also discussed to be responsible for locally higher Tc values, leading
to diamagnetic contributions slightly above the bulk superconducting transition
temperature [130]. There are reports that show a clear dependence on the physical
properties, i.e., Tc, TN, electrical resistivity, and magnetic order in HoNi2B2C
[131] and ScNi2B2C [132], as well as on the annealing history of the samples.
The annealing history was traced back to the formation of vacancies and to some
disorder of C and B up to a considerable level of 8.6%, based on neutron powder
diffraction measurements from YNi210B2C [133]. We should note here that 11B and
C are nearly indistinguishable both in X-ray and neutron diffraction measurements
and that 10B with a clearly different diffraction length in neutron scattering is a
highly absorbing element. High-resolution electron microscopy indicated significant
concentrations of stacking faults that modify the local composition, which is
a common feature in homologous compounds. The same trend will hold true
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Fig. 6.36 (a) Site parameters z(B). (b) Angles of Ni-B, α1, and α2 in RNi2B2C borocarbides for
various R. The description of α1 and α2 is shown in Fig. 6.32

for all discussed borocarbides, based on the observed dependencies of physical
properties on thermal history of the samples [131, 134, 135]. The example is
HoNi2B2C, where the unit cell parameter depends on B and C contents. This agrees
well with the aforementioned vacancies in B/C sites and mixing of B/C. Further
investigation demonstrated at least a small homogeneity range within these two
constituents hosts superconductivity. Small deviations from ideal composition trig-
ger the disappearance of superconductivity. Excess boron position in HoNi2B2.1C
is studied and revealed that they are apparently introduced at interstitial positions
between HoC and Ni2B2 layers and strongly modulates the superconductivity
[131]. Amorphous YNi2B2C powders did not show any superconductivity, although
superconductivity appears upon annealing with a significantly lower Tc value than
other well-crystallized samples. The Tc value in such samples can be accelerated
with prolonged annealing or with higher annealing temperatures due to increasing
recrystallization, which also provides some insight on superconductivity.
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Figure 6.35 shows the unit cell parameters a and c as a function of incorporated
rare-earth metal atoms. The unit cell parameters a and c show contrasting trends
when the rare-earth R atom is changed in RNi2B2C. This kind of systematic change
dependent on r(R3+) is expected for a given transition metal. Because c increases
and a decreases as r(R3+) decreases, the overall volume contraction as R changes
from La to Lu is only about 11% (including the Sc material, about 15%). As the only
deviation from the monotonic dependences, Ce compounds exhibit a smaller volume
and a, but they exhibit larger c and c/a ratio, indicating a mixed or intermediate
valence state of approximately Ce3.75+, as extrapolated from volume measurements
[97, 112, 136, 137]. Physical properties are in accordance with an intermediate
valence state of Ce. Ce apparently stays in the intermediate state, even in diluted
systems, e.g., when substituted for Y in Y1-xCexNi2B2C [138]. This contradicts the
results from Pt compounds, where Ce is in a monovalence state.

Changing R from Lu to La in Ni compounds decreases z(B) in a linear manner
concomitant to the decreasing c unit cell parameter, resulting in almost independent
interatomic distances within the [B2C]4− ion, which might be expected from the
rigid nature of this entity (see Fig. 6.36). These distances are expectedly shorter
than those in the B-C framework compounds. There is some small deviation in
YbNi2B2C and CeNi2B2C, both of which hold for valence fluctuations and are
discussed below.

The coordination of Ni, which modifies the electronic state of the compounds,
is nearly tetrahedral as B forms layers of edge-sharing tetrahedral [NiB4/4] (see
Fig. 6.32). There are two characteristic B-M-B angles to be considered, which are
denoted α1 and α2 according to Fig. 6.32 and are shown in Fig. 6.37. Both angles
are connected by a simple mathematical relation due to the symmetry of M. Given
the nearly constant distance d(B-Ni), the angle α1 is mainly coupled to the Ni-Ni
distance, d(Ni-Ni). α2 also changes with d(Ni-Ni) to a smaller extent and gives
a measure of the “thickness” of the Ni triple layer sandwiched by B. α1 in all
studied compounds is larger than the ideal tetrahedral angle, while α2 is smaller.
Within the Ni series, the strongest distortion from an ideal tetrahedron is found for
the largest rare-earth metal La, and distortion decreases with smaller ionic radii
approaching Lu. In compounds with larger rare-earth ions, the tetrahedra become
increasingly compressed along the [001] direction, concomitant to the increasing
d(Ni-Ni) distance and only slightly increasing d(Ni-B) distance. Exceptions are
again observed for the Ce compound with a smaller deviation from the ideal
tetrahedral angle than would be expected given the ionic radius of Ce3+. The Yb
compound is also an exception and has a slightly larger distortion than expected
from Yb3+. The superconducting members with R = Y, Dy, Ho, Er, Tm, and Lu
exhibit tetrahedral B4Ni with α1 < 114.5◦ and α2 > 107◦, which represent the closest
values to the ideal tetrahedral angle of 109.7◦ within the Ni series. This behavior is
somewhat similar to the behavior observed in iron pnictide superconductors. The
only exception is the Yb compound with no superconducting transition, but the
angles are close to the values in TmNi2B2C. X-ray absorption spectroscopy at the
B-K edge revealed significant changes with increasing rare-earth metal size along
R = Lu, Tm, Er, Y, Ho, Tb, and Sm, which were interpreted as reflecting increased
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Fig. 6.37 (a) The Ni-Ni bond length, (b) the B-C bond length, and (c) the Ni-B bond length
of RNi2B2C are shown for various R. The latter two bond lengths show no R dependence,
emphasizing the rigidity of these bonds, in contrast to Ni-Ni bond
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Fig. 6.38 Variation of Tc in RNi2B2C and its dependence in the c/a ratio as a measure of the
distortion in NiB4 tetrahedra. Straight lines individually connect the superconductor containing
rare-earth metals with and without localized magnetic moments

Table 6.9 Tc and lattice
parameters of RNi2B2C
nonmagnetic superconductor
and nonsuperconducting
LaNi2B2C

Material Tc [K] a [nm] c [nm]

LuNi2B2C 16.5 0.3472 1.0658
YNi2B2C 15.5 0.3533 1.0566
ScNi2B2C 15 0.335 1.068
ThNi2B2C 8 ∼0.370 ∼1.019
LaNi2B2C No superconductivity 0.38 0.986

deformation of the B4Ni tetrahedra along this row [139]. These angles within the
NiB4 tetrahedra being close to the ideal tetrahedral angle were frequently discussed
as a relevant prerequisite for superconductivity in borocarbides. For example, in
the substitution series Lu1-xRxNi2B2C (R = Y, La) with small x ≤ 0.1, Tc linearly
decreases for a given c/a ratio [140, 141].

Figure 6.38 shows the Tc values in RNi2B2C compounds as a function of the c/a
ratio using data from the literature. Superconductors containing rare-earth metals
with and without localized magnetic moments are individually connected by straight
lines. Similar Tc dependencies can be obtained upon plotting against other structural
parameters like d(Ni-Ni) or internal structural distances between atomic planes,
which all somehow depend on the size of R [142]. In the unsubstituted borocarbides
of trivalent rare-earth elements, Tc correlates with the ionic radii of R but only in the
Pauling system. As was previously discussed, the lattice parameter modulates the
majority of the electronic properties of materials in the series, and superconducting
properties are strongly tuned by including the appropriate rare-earth element. This
is illustrated in Table 6.9 for nonmagnetic RNi2B2C superconductors.
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6.4.1.5 Substitution of R in RNi2B2C

The majority of RNi2B2C materials form an LuNi2B2C-type structure; thus it
is relatively easy to prepare and investigate the pseudoquaternary compounds
(R1-xR′

x)Ni2B2C. It should be noted, however, that for large differences in the
ionic radii R3+ and R′3+, such as (Lu, La) and (Y, La), there are large miscibility
gaps for x around 0.5 [143]. Therefore, data on physical properties, such as Tc,
measured for x-values within the gap have only limited significance because the
corresponding samples have two phases [106]. In such systems, the superconducting
properties are affected by internal stress (connected to strain, sometimes called
chemical pressure), as was observed in (Y1-xLax)Ni2B2C [144] and in the mixed
magnetic system (R, R′) = (Y, Rmag) or (Lu, Rmag) [145]. The complete effect of
chemical pressure has not been thoroughly analyzed, yet the R variation results in
Tc modulation (see Fig. 6.34). Substitution at either metal site typically reduces Tc
due to increasing disorder, as was shown in a number of examples. For example,
substitution of Y0.9R0.1Ni2B2C decreases Tc by 6 K for R = Ce, 5 K for Gd, 1.4 K
for Dy, 0.8 K for Ho, 0.4 K for Er, 13 K for Yb, and completely disappears for
R = U [138, 141, 146–149]. In some of the metastable phases, such as ScNi2B2C,
the substitution of rare-earth elements stabilizes the structure and is expected to
be relevant to LuNi2B2C-type superconductivity. The superconducting phase is
stabilized by approximately tuning the R-site radius, namely, by substituting Y3+
(0.90 Å) at the Sc3+ (0.73 Å) site, thereby increasing the average R-site radius in
the system [150].

Several research groups have investigated compounds with both elements R and
R′ being nonmagnetic, in particular (R, R′) = (Y, Lu) [151–153]. The primary
problem relates to how the properties of such mixed systems deviate from those
of their two parent systems and from a fictional “gray” system with an “average” or
effective R ion in an average lattice. In addition to the lattice parameters, Zarestky
et al. found an additional optical phonon mode in mixed (Lu, Y)Ni2B2C crystals,
which is not present in the parent compound [153].

In the effective “gray” system, the value of Tc is expected to sit on the line
connecting the two parental compounds. However, in a real pseudoquaternary
system like YxLu1-xNi2B2C, Tc is considerably lower than the expected line. A non-
monotonic dependence on x was observed with a minimum at x = 0.5 [141, 151].
This behavior has been attributed to disorder induced by local lattice distortions due
to different ionic radii of Y and Lu. Quantitative analysis shows that the sensitivity
to site disorder is most pronounced for Hc2(0), which will be discussed later,
with somewhat weaker sensitivity for Tc. Therefore, the parameter Hc2(0) can be
considered to be the most sensitive measure of perfection of a clean-limit multiband
superconductor.

Systematic doping of rare-earth elements at a Y site was performed in
Y1-xRxNi2B2C (R = Er, Ho, Dy, Gd, 0 ≤ x ≤ 1.0) compounds [148]. The presence
of magnetic ions destroys superconductivity. In general, the suppression of Tc
strongly depends on the de Gennes factor (gJ-1)2J(J + 1), where gJ- is the Lande g
factor and J is the total angular momentum of the R3+ ion estimated from Hund’s
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rule for the ground state and the magnetic moments. For a magnetic moment with
small de Gennes factor, superconductivity only slightly changes with incorporation
of a large number of magnetic ions. The result implies a small but non-negligible
exchange coupling between conduction electrons and the localized 4f moments.
Coupling between conduction electrons and the magnetic moments not only affects
superconductivity but also the formation of magnetic ordering. The variation of
Tc and TN with magnetic ion concentration (dTc/dx and dTN/dx) can basically be
scaled by the de Gennes factor. The small Curie-Weiss temperature also suggests
that coupling between R3+ moments is not too strong. From this, exchange coupling
between R3+ moments is attributed to an indirect RKKY-type interaction. The
exchange parameter between a conduction electron and a magnetic moment is
about 13 meV in this class of quaternary superconductors, which is weak when
compared to intermetallic superconductors.

6.4.2 Coexistence with Magnetic Order Reentrant
Superconductivity

One of the main features of quaternary borocarbides is, as was described in
Sect. 4.1, coexisting magnetic order in a temperature range comparable with
superconductivity. The magnetic order temperatures in other previously known
magnetic superconductors are relatively low. RRh4B4 (R = Pr, Nd, Sm, Tm) exhibits
magnetic order below 2 K, such as PrRh4B4 which has Tc of ∼4.6 K and TN of
∼1.8 K [154]. In the case of a few high Tc cuprates (Tc > 77 K), magnetic order does
occur well below Tc, for example, GdBa2Cu3O7-δ has Tc of ∼90 K and TN of ∼2 K
[155]. Furthermore, TN remains the same in GdBa2Cu3O6, which is an insulator,
showing that conduction electrons play no role in the magnetic transition in this
system. In both cases above, magnetic order in the rare-earth plane is somewhat
decoupled from the superconducting electrons, which are effectively confined to Cu-
O planes in cuprates. Contrary to those materials, quaternary borocarbides have high
TN values, which implies that the magnetic interaction is not due to a direct dipole
interaction but is mediated through conduction electrons through the well-known
RKKY-type exchange interactions. This raises the question whether conduction
electrons also carry magnetism. The question is relevant in the analogy to cuprates
due to the 3d9 configuration of Ni in the quaternary borocarbides. Furthermore, a
band structure calculation shows that the major contribution in the vicinity of the
Fermi energy comes from the Ni-derived 3d states [156]; however, high-resolution
neutron scattering measurements detected no magnetism at Ni sites [136] but rather
found magnetic order in R ions. Ni atoms with nearly 3d9 configuration in RNi2B2C
do not have a stable moment, which has to do with hybridization.

NMR and muon spin resonance (μSR) studies in nonmagnetic YNi2B2C
(or LuNi2B2C) suggest the presence of dynamic fluctuations associated with
Ni moments, though no time-averaged finite static Ni moment was detected.
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Fig. 6.39 Analysis of the
temperature dependence of
(T1T)−1 for 11B. Solid
squares and open circles are
the measured values of
relaxation in the normal and
superconducting states,
respectively [157]

Figure 6.39 shows (T1T)−1 of 11B (I = 3/2) nuclei in YNi2B2C as a function
of temperature deep into the superconducting phase. It is clear that with decreasing
temperature, (T1T)−1 is strongly enhanced in the 20–270 K temperature range
compared to that given by the Korringa law, which is generally observed in a
Fermi liquid. Nearly Curie-Weiss-like behavior of (T1T)−1 arising primarily from
the antiferromagnetic spin fluctuation is explained by invoking Moriya’s self-
consistent renormalization theory [157]. Similar behavior is observed for 11B in
LuNi2B2C [158], 13C in YNi2B2C [159], and 61Ni in LuNi2B2C [160]. A hyperfine
coupling constant derived from a 61Ni Knight shift is about an order of magnitude
smaller than the contributions arising from 3d core polarization in transition metals,
suggesting moment that is too weak to be detected or no moment at all. These
results showing magnetic moments arising from rare-earth elements along with
results obtained from neutron scattering measurements are described below.

6.4.2.1 Long-Range Magnetic Order

Magnetic orders in RNi2B2C compounds for magnetic R = Dy, Tm, Er, and Ho
have been studied, thanks to the comparable energy scale of superconductivity
and magnetic order since the discovery of the magnetic superconductivity [96].
Systematic surveys were carried out on compounds that show superconductivity
and magnetic order simultaneously [161]. The relatively higher TN values compared
to predecessors suggest magnetic energies are dominated by exchange rather than
dipolar (electromagnetic) interactions, while comparable superconducting conden-
sation energies ensure that the interplay between superconductivity and magnetism
should be much stronger than was concluding in earlier reports on a comparable
energetic footing.
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Fig. 6.40 T-dependence of resistivity (right axis) and heat capacity (left axis) in ErNi2B2C. The
dashed vertical line indicates Tc. The jump in heat capacity around 6 K indicates magnetic ordering
[162] (data taken from [105])

Early studies reported magnetism and magnetic transitions from magnetic
susceptibility measurements (e.g., see [161]). The bulk magnetic transition is
confirmed by specific heat measurements in various magnetic compounds. Figure
6.40 shows one example, ErNi2B2C, where Tc is higher than TN. The large jump in
specific heat indicates a magnetic transition below the superconducting transition
temperature. Detailed magnetic structure studies were not accessible until high-
quality polycrystalline samples or single crystals were available.

The electronic structure calculation in LuNi2B2C shows a 3D nature, despite its
layered structure [156]. Interest flows toward anisotropy in the magnetic structure of
the material. A systematic study on various RNi2B2C including nonsuperconducting
compounds [136] showed the magnetic structure has variations that depend on R
(Fig. 6.41).

6.4.2.2 HoNi2B2C

HoNi2B2C is a case where Tc ∼ TN (8 K) [161] that attracts the most interest.
As shown in Fig. 6.42, resistivity versus temperature curves measured at zero

magnetic field show a sharp transition into the superconducting state at Tc ∼ 8 K.
Even below Tc, the resistivity shows an anomalous behavior that is called reentrant
behavior. Near-reentrant superconductivity is observed for relatively small fields
(e.g., 0.13 T for a polycrystalline sample). Considering the Tc and TN values for
R = Er and Tm compounds (see Table 6.7), the behavior does not depend on the
value of H in the vicinity of TN where the reentrant behavior is observed. Therefore,
TN is considered to be some intrinsic temperature indicating a magnetic phase
transition.
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Fig. 6.41 Magnetic structures observed for (a) Pr, Dy, and Ho at low T, which consists of
ferromagnetic sheets of spins in the a-b plane that are coupled antiferromagnetically along the
c axis. The wave vector describing the structure is [001]. (b) Er, which is a transversely polarized
spin-density wave with wave vector parallel to [001]. (c) Tb, which is longitudinally polarized
spin-density wave with wave vector along [100]. (d) Tm, which is a transversely polarized spin-
density wave with wave vector along [110]. (e) Transverse spin-density wave for a-axis modulation
in ErNi2B2C, shown over several unit cells [136]

When investigating HoNi2B2C, one has to be aware that the magnetic and
superconducting properties between TN and Tc are quite sensitive to the preparation
procedure and to small deviations from ideal stoichiometry [131]. The stoichiomet-
ric HoNi2B2C shows successive magnetic transitions at low temperatures [136]. The
behavior is also detected in specific heat measurements. The change corresponds to
transitions from commensurate to incommensurate antiferromagnetic order. This
behavior was thoroughly studied with neutron scattering measurements. Spiral
modulation along the c-axis is detected in the intermediate temperature region
between two different magnetic transition temperatures. This kind of structure
is obtained due to crystalline electric fields and the RKKY interaction, thus
supporting the picture of ferromagnetic sheets. Furthermore, an a-axis modulated
incommensurate magnetization structure is observed in a small temperature range
above TN. This behavior is described in Fig. 6.43.
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Fig. 6.42 T-dependent
resistivities under various
magnetic fields in HoNi2B2C,
ErNi2B2C, and TmNi2B2C.
Characteristic structures due
to the magnetic modulations
are observed below Tc [161]

Fig. 6.43 Magnetic phase diagrams of HoNi2B2C. (a) Field applied along the tetragonal a-axis.
Arrows indicate the magnetic structure. (b) Phase diagram at T = 2 K, where the vertical axis
is the magnetic field and the horizontal is the angle of the field with the respect to the nearest
magnetically easy [115] direction [143]

6.4.2.3 ErNi2B2C

ErNi2B2C has lower TN than Tc. The magnetic transition occurs at 6.8 K in a
transversely polarized spin-density wave with modulation vector (0.55, 0, 0) parallel
to the a-axis and the Er magnetic moments parallel to b (or vice versa) [163].
Coexistence of magnetism and superconductivity was first found in ErNi2B2C
crystals via small-angle neutron scattering measurements [164].
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In addition to antiferromagnetic order coexisting with superconductivity, there
are indications of weak ferromagnetism at lower temperatures [165]. This is
discussed in relation with phonon behavior, but the overall behavior induced by
the ferromagnetic order arose in the presence of magnetic fields. This behavior
is entangled with the magnetophonon dispersion that compensates the suppressed
phonon behavior along with the suppression of superconductivity.

6.4.3 Band Structure

Since the discovery of superconductivity coexisting with long-range magnetic
orders, there is interest focused on the coupling of Cooper pairs and the exotic
superconducting mechanism. Early electronic structure calculations suggested a
simple BCS electron-phonon coupling can explain the superconductivity [156].
They showed that the DOS at the Fermi energy is mostly contributed from Ni (Fig.
6.44). This agrees well with the Mössbauer measurement showing that conduction
occurs in Ni-B layers in Fe-doped ReNi2B2C [166]. Despite the layered structure
and its similarity to cuprate superconductors, the electronic state is reported to be
3D. This isotropic behavior is observed on RNi2B2C (R = Y, Ho, Er, Lu) single
crystals from electric resistivity measurements in their normal state [167]. They
also reported small deviation from isotropic behavior above 150 K in R = Er and
Ho compounds, suggesting crystal-electric field interaction effects. In magnetic
compounds with R = Er and Ho, the in-plane resistivity shows the same temperature
dependence as the nonmagnetic compounds, with an extra temperature-independent
term. This is expected to be a perturbation that originates from magnetic buffer
layers. Three-dimensionality is also presented in the compressibility of electronic
states under pressure [168].

In addition to coexisting magnetic order and superconductivity, quaternary
borocarbide superconductors are discussed as candidates for exotic superconducting
pairing. Originally, this material was discussed as a simple phonon-mediated s-
wave superconductor [169, 170]. Subsequent thermodynamic measurements show
deviation from the single band BCS mechanism and have led to different sug-
gestions. These include s- or d-wave [171] or s + g-wave pairing obtained from
the anisotropic gap structure detected in point-contact measurements [172]. Led
by rather elaborate Fermi surfaces with open and closed sheets [156, 173–175],
multiband behavior was suggested [176–181]. This anisotropic superconducting
gap structure was studied over a wide range of materials at various temperatures.
YNi2B2C was studied via point-contact spectroscopy, and the material exhibits
a fully gapped structure along the c direction and sharp minima in the basal
plane, consistent with the s + g symmetry [172]. Measurements of de Haas-
van Alphen oscillations in LuNi2B2C single crystals revealed that the multiband
contributions are present in the detected signals [182]. They also performed angular-
dependent measurements using the cyclotron mass (mexp) obtained from the signal
well above the critical field in the normal state using the Lifshitz-Kosevich (LK)
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Fig. 6.44 Total- and site-projected DOS in LuNi2B2C. The prominent peak at the Fermi energy
(zero energy) has Lu, B, and C character complementing the strong Ni d character. The peak at
approximately −0.35 Ry is from the Lu 5 f bands [156]

formula. They could derive the anisotropy of the bands by comparing the obtained
data and calculated data estimated from the model proposed by theorists (Fulde-
Ferrell-Larkin-Ovchinnikov) (mFFLO). The band-resolved angular dependence of
the anisotropic deviation in mass (λ = mexp/mFFLO-1) was obtained and is expected
to be directly related to the Cooper-pairing coupling parameter. For all three bands
that contribute to the physical properties, different bands revealed different coupling
strengths, although there may be some unsolved anisotropy due to the use of quasi-
classical LK analysis [182].

6.4.4 Phonon Scattering

Inelastic neutron scattering experiments in single-crystal YNi211B2C (to avoid
the absorption of neutrons by 10B) revealed not only a gradual phonon softening
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observed in elastic neutron scattering diffraction but also enhanced sharp phonon
peaks below Tc in the transverse acoustic branch [183]. The intensity of the
observed peaks strongly depends on the magnetic field and vanishes at Hc2, which is
perceived as clear evidence of a phonon mode related to electron-phonon coupling,
superconductivity. Moreover, the energy of the peak (≈ 4.0 meV) is close to
the superconducting gap as estimated from BCS theory. We should note that the
temperature dependence of the peak position is found to be weaker than what one
would expect from BCS theory.

Strong electron-phonon coupling suggests BCS-like s-wave superconductivity
in these materials. The aforementioned strongly anisotropic superconductivity gap,
which is unusual for conventional s-wave superconductors, indicates a complex
pairing mechanism that involves both antiferromagnetic and electron-phonon inter-
actions. To investigate the idea, Yanson et al. performed point-contact spectroscopy
in RNi2B2C with R = La, Y, and Ho for nonsuperconducting, nonmagnetic
superconducting, and magnetic superconducting compounds. They obtained spectra
showing strong electron-phonon interaction in the compounds, but the coupling
followed the order La < Y < Ho. Thus, they could derive the importance of electron-
phonon interaction. They also reported the interaction is enhanced in the magnetic
fields [98].

6.4.5 YB2C2

6.4.5.1 Introduction

Extensive studies of crystal structure and physical properties in rare-earth diborocar-
bide compounds RB2C2 were reported by Sakai et al. and Bauer et al. in the 1980s
[184–186]. They proposed the crystal structure in RB2C2 has P-42c symmetry,
which consists of R and BC layers as shown in Fig. 6.45a. As for the magnetic
properties, an antiferromagnetic transition was observed in RB2C2 (R = Ce, Nd,

Fig. 6.45 Crystal structure of RB2C2 with (a), (c) P-42c and (b), (d) P4/mbm symmetry. Red and
black atoms correspond to B and C atoms, respectively
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Sm, Gd, Tb, Er, and Tm) compounds, and superconductivity was found in YB2C2
(Tc = 3.6 K) and LuB2C2 (Tc = 2.4 K). However, neutron powder diffraction
studies suggested that RB2C2 crystallizes in the same LaB2C2-type crystal structure
with P4/mbm symmetry, as shown in Fig. 6.45b [187, 188]. The crystal structure
difference between P-42c and P4/mbm symmetry is due to the arrangement of B and
C atoms in the network. Theoretical calculations also supported the result that the
structure with P4/mbm symmetry is much more stable than the originally claimed
P-42c symmetry [189]. Moreover, Michor et al. reinvestigated the superconducting
properties of YB2C2 and discovered a superconducting transition at 1.0 K [190].

In this review, we focus on recent experimental and theoretical results regarding
the physical properties of YB2C2 and the superconductivity of YB2C2, which can
be explained within the weak-coupling BCS framework.

6.4.5.2 Physical Properties of YB2C2

Sakai et al. reported that YB2C2 (tetragonal CaC2 type) was found to be super-
conducting at 3.6 K [184]. However, the Tc value in YC2 varies from 4.02 K to
2.85 K due to the local carbon defects, and this Tc value is very close to Tc in
YB2C2 [48]. Recently, Michor et al. fabricated clean single-phase YB2C2 samples
and reinvestigated the superconducting properties of this material [190].

Figure 6.46a shows the specific heat of YB2C2. A sharp bulk superconducting
transition can be seen at 1.0 K. The specific heat anomaly at Tc �Cp/T ∼
4.5 mJ/molK2 and the normal-state specific heat with linear-T electronic Sommer-
feld coefficient γ = 3.15(5) mJ/molK2 yield the thermodynamic ratio �Cp/(γnTc)

Fig. 6.46 (a) Cp vs T in YB2C2. The solid red line shows a fit to the BCS model. (b)
Temperature-dependent real part χ ′ (full symbols) and imaginary part χ ′′ (open symbols) of the
AC susceptibility in YB2C2 measured at an AC field amplitude of about 1 mT and superimposed
DC fields as labeled [190]
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∼1.43. In fact, the zero-field specific heat result can be explained using the weak-
coupling BCS theory. Figure 6.44b shows AC susceptibility measurements in
YB2C2. The slightly lower value of Tc = 0.85 K measured in a zero field is attributed
to a small remanent field (1∼2 mT).

In order to estimate the electron-phonon coupling constant λ, they discussed the
value of λ using the McMillan theory. Taking the experimental value of Tc = 1.0 K
and �D = 680 K (estimated from heat capacity measurements) and assuming a
typical value μ* = 0.13, the McMillan formula yields λ = 0.4. This value is not
strong compared to other strong electron-phonon coupling materials like MgB2
(λ = 0.7∼0.9).

6.4.5.3 Theoretical Calculations of Structural Stability and Band
Structure in YB2C2

Khmelevsky et al. calculated the structural stability and electronic structure of super-
conducting YB2C2 using the full-potential LAPW method within the framework of
ab initio density functional theory [189]. From the calculated total energy for both P-
42c and P4/mbm structures, it was found that the structure with P4/mbm symmetry
is much more stable than the originally claimed P-42c symmetry. The total energy
difference between both materials is 1.35 eV/fu. They also optimized the structural
parameters and found that the displacements from the claimed experimental values
[184] were 0.007 nm for the optimized P-42c geometry, while optimizing the
parameters for the P4/mbm structure leads to nearly perfect agreement with the
initially estimated values [187] (differences <0.001 nm). Thus, they concluded that
the LaB2C2-type crystal structure with P4/mbm symmetry is the plausible model to
describe YB2C2.

Figure 6.47 shows the calculated total and atom-resolved DOS in YB2C2. In the
case of MgB2, the partial occupancy of boron in the pxy band leads to a high density

Fig. 6.47 (a) Total density states in YB2C2 with P4/mbm geometry. (b–d) Atomic- and orbital-
resolved densities of states [189]
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of states at the Fermi level [56]. On the other hand, the pxy states of B and C in
YB2C2 are nearly absent at the Fermi level (Fig. 6.47c,d). The main contribution
to N(EF) comes from Y d-bands, which are weakly hybridized with pz-states from
the B2C2 planes (Fig. 6.47b). This result suggests that superconductivity in YB2C2
primarily originates from Y d-bands.

6.5 Conclusion

We have reviewed superconductivity in carbide compounds, whose Tcs are unfor-
tunately limited in the 10 K to 20 K range. During the development of these
superconductors, we focused on high-frequency phonons induced by the incorpora-
tion of a light element. The maximum Tc value in sesquicarbides and wide band-gap
semiconductors are currently 18 K and 11 K, respectively. Thus, other routes must
be sought for the development of new high-Tc superconductors. Recently, much
attention has focused on the new superconductor H3S (Tc�200 K) at ultrahigh
pressure (200�GPa), which can be described by the BCS theory. This probably
shows that light element superconductors provide one of the most promising paths
to a room-temperature superconductor by taking account of the relationship between
electronic states and bonding states.
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Chapter 7
Organic Chemistry of π-Conjugated
Polycyclic Aromatic Hydrocarbons:
Acenes and Phenacenes

Hideki Okamoto

Abstract Polycyclic aromatic hydrocarbons (PAHs) are of great importance from
the aspect of fundamental sciences as well as materials science, especially in
organic electronics. In this chapter, the electronic features, synthesis strategies,
and representative reactions of two series of π-conjugated PAHs, acenes and
phenacenes, are described. In the last two decades, pentacene has been widely
investigated as an organic electronic material, e.g., as the active layer of organic
field-effect transistors (OFETs). Picene, which is an isomer of pentacene with a
phenacene structure, was also found to serve as an active layer in high-performance
OFETs. While pentacene is unstable under exposure to light and oxygen, picene is
quite stable under such conditions. The electronic and chemical features of acene
and phenacene are thus compared to understand the differences in the nature of the
two structural categories of PAHs.

Keywords Polycyclic aromatic hydrocarbons · Acene · Phenacene

7.1 Introduction

Polycyclic aromatic hydrocarbons (PAHs) are of much interest because of their
unique electronic structures, molecular structures, and potential application to
organic functional materials. In the past two decades, PAHs have attracted much
attention in organic electronics, especially, as organic semiconductors applicable
to organic field-effect transistors (OFETs) [1–4], organic photovoltaics (OPVs)
[5–7], and organic light-emitting diodes (OLEDs) [8, 9]. The discovery of high-
performance p-channel OFET devices using pentacene as the active layer [10]
led to an explosive growth of electronic devices using PAHs as well as the
development of novel organic electronic materials. As for high-performance OFET

H. Okamoto (�)
Division of Earth, Life, and Molecular Sciences, Graduate School of Natural Science and
Technology, Okayama University, Okayama, Japan
e-mail: hokamoto@okayama-u.ac.jp

© Springer Nature Singapore Pte Ltd. 2019
Y. Kubozono (ed.), Physics and Chemistry of Carbon-Based Materials,
https://doi.org/10.1007/978-981-13-3417-7_7

211

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3417-7_7&domain=pdf
mailto:hokamoto@okayama-u.ac.jp
https://doi.org/10.1007/978-981-13-3417-7_7


212 H. Okamoto

Fig. 7.1 General structures of acene and phenacene

devices, apart from PAHs which consist of only carbon and hydrogen atoms, those
containing chalcogen atoms such as sulfur and selenium have also been successfully
applied [11]. It is worth noting that some PAHs produced superconductors upon
doping with alkali or alkali-earth metals; thus, potassium-doped picene exhibited
superconductivity at superconducting transition temperatures Tc = 7 and 18 K
[12–15].

Nowadays, PAHs are of great significance in material sciences. The purpose of
this chapter is to provide an overview of the electronic features, synthetic methods,
and representative reactions of PAHs. To this end, two kinds of PAH series, i.e.,
acenes and phenacenes, are chosen to highlight the appreciable differences between
their natures. Figure 7.1 shows the general chemical structures of the two series
of PAHs. Acenes ([n]acenes) have benzene rings fused in a linear array (n denotes
the number of benzene rings incorporated in the structure). The acene structure is
considered to be a graphene ribbon with a zigzag edge. In contrast, phenacenes
are considered to be armchair-edge graphene ribbons. Lower analogs of acene and
phenacene with four to six benzene rings are illustrated in Fig. 7.1. Phenacenes
of n ≥ 7 are called as [n]phenacenes because they have no trivial names. The
differences in the chemical structures induce drastic variations in the physical and
chemical properties between acenes and phenacenes. In the following sections, the
contrasting physical and chemical features of these two series of PAHs will be
reviewed.
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7.2 Electronic Features of Acenes and Phenacenes

7.2.1 Stability of Polycyclic Aromatic Compounds

The aromatic stability of monocyclic aromatic compounds is defined by Hückel’s
4n + 2 rule [16–18]. In order to understand the aromaticity of PAH systems,
Clar’s π sextet rule was formulated and successfully adapted to qualitatively discuss
the aromatic character of benzenoid species [19, 20]. In the conventional Kekulé
structure of benzene, three double bonds are alternately placed in the hexagonal
framework as shown in Scheme 7.1a. Clar’s sextet illustrates the Kekulé benzene
ring with a hexagon including a circle, indicating that the ring is in a stable 6π

resonance state. Thus, the PAHs with a larger number of Clar sextet rings are
considered to be more stabilized by the resonance. Anthracene is drawn as a

Scheme 7.1 Kekulé and Clar structures of typical PAHs: benzene (a), anthracene (b), phenan-
threne (c), and triphenylene (d)
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Fig. 7.2 Singlet closed-shell
(upper) and open-shell
(lower) Clar structures of
heptacene. (Reprinted from
[20] Copyright 2013 M. Solà,
licensed under CC BY 3.0)

resonance hybrid of Kekulé structures (Scheme 7.1b, upper). By using Clar’s π

sextet concept, the Kekulé structure of anthracene can be formulated as shown
in Scheme 7.1b (lower). One can draw only one Clar’s sextet for each Kekulé
resonance structure of anthracene. The three Clar sextet resonance structures may
be merged into one representation as Clar structure A. The arrow illustrates that the
Clar’s sextet resonance part can be drawn in one of the three rings connected by
the arrow. In the case of phenanthrene, one can draw two sextet resonance rings
within the molecule as shown in Clar structure B (Scheme 7.1c). Triphenylene
(Scheme 7.1d) can be expressed as Clar structure C with no double bonds. Triph-
enylene contains three Clar sextets and an empty central ring with no double bonds.
Such a structure is called as a fully benzenoid hydrocarbon and is known to be
stable [20].

In many cases, the Clar structures reflect the experimental characteristics of
PAHs. A typical case can be seen for the structure of phenanthrene. There are
double (C9 = C10) and single (C8a-C9, C1-C10a) bonds in the Clar structure B.
The experimentally determined mean values of the bond lengths are 1.350 Å for the
C9 = C10 bond and 1.452 Å for the C8a-C9 and C1-C10a bonds; these values are
consistent with those expected for structure B [21]. Chemically, the C9 = C10 bond
often behaves like a C=C double bond. The stabilities of acenes and phenacenes are
very different from each other. It has been recognized that large acenes are unstable
even under ambient light and air, while phenacenes are quite stable. Theoretical
calculations suggest that, for large acenes, an open-shell singlet biradical character
is predominant in the ground state [22]. Solà provided a schematic explanation that
two Clar aromatic sextets are possible in open-shell heptacene (Fig. 7.2, lower),
while only one Clar aromatic sextet is involved in the closed-shell structure (Fig. 7.2,
upper) [20].

It has been noted that there is a relationship between the aromatic natures
and absorption behavior of PAHs [23, 24]. In Fig. 7.3, the structures of hep-
tacene and its isomers are illustrated and their absorption maximum wavelengths
(λmax) are listed. It can be seen that λmax tends to undergo a blue shift upon
increasing the number of Clar sextet resonance structures. These facts suggest
that the optical band gap increased with an increase in the stability of PAH
isomers.
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Fig. 7.3 Correlation between the number of Clar sextets and absorption maximum wavelengths
(λmax) observed in C30H18 PAH compounds. The absorption wavelengths are sourced from ref. 23

Fig. 7.4 (a) Electronic absorption spectra of anthracene and phenanthrene in chloroform. (b)
Orbital diagrams of the 1La and 1Lb bands. The 1La and 1Lb bands are, respectively, described
as p band α bands according to Clar’s definition

7.2.2 Electronic Spectra of Acene and Phenacene

The electronic absorption spectra of anthracene and phenanthrene are displayed
in Fig. 7.4 as representatives of acene and phenacene, respectively. The spectra
show a clear contrast between the absorption behavior of acene and phenacene
[25]. The first absorption band of anthracene (1La band) corresponds to a transition
from HOMO (highest occupied molecular orbital) to LUMO (lowest unoccupied
molecular orbital) (Fig. 7.4b, left arrow). The molecular absorption coefficient
(ε) of the band is close to 1 × 104 M−1 cm−1. In the case of phenanthrene,
the first absorption band is much lower in intensity and is assigned to the 1Lb
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Fig. 7.5 Dependence of the absorption maximum wavenumber (νmax) of the p band on the number
of benzene rings (n): νmax for acenes (◦) in a solid argon matrix and phenacenes (•) in a CHCl3
solution. Curve fitting with the function νmax = y0+ ae−bn yields y0 = 9490 cm−1 for acenes and
y0 = 28,900 cm−1 for phenacenes. The data points for acenes are sourced from ref. 26, while those
for phenacenes are from ref. 27 and the references therein

band, which consists of a mixed electronic transition of (HOMO – 1)–LUMO and
HOMO–(LUMO +1) (Fig. 7.4b, right arrows). For phenanthrene, the absorption
band corresponding to the HOMO-LUMO transition (1Lb, p band) appears at around
300 nm.

In the acene series, the absorption band in the longer wavelength region
undergoes a remarkable red shift as the number of benzene rings increases. In
contrast, the band corresponding to the phenacene series undergoes only a slight
red shift. Figure 7.5 compares the dependence of the absorption wavelengths of
the p band (HOMO-LUMO transition) of acene and phenacene on the number of
benzene rings, n. The dependence for acene series is represented as νmax = y0+
ae−bn (cm−1), where a and b are fitting constants and n is number of benzene rings
in acene [26]. From this exponential fit, the optical gap for the p band of polyacene
is deduced to be constant at 1054 nm (1.18 eV). Thus, the effective conjugation
length is expected to be n = 24–25 [26]. A similar treatment for the phenacene
series suggests that the optical band gap for larger phenacnes is expected to be
346 nm (3.56 eV), which is much larger than that of the acene series and reflects
their chemical stability.

7.3 Synthesis of Acenes and Phenacenes

7.3.1 Synthesis of Acenes by Elimination Reactions

It is well recognized that large acenes are unstable under ambient conditions, such
as exposure to light and oxygen, and are hardly soluble in common solvents. Thus,
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Scheme 7.2 Synthesis of acenes by elimination reactions

large acenes were synthesized via precursors in which the acene π conjugation
is interrupted by a R1-X-Y-R2 bridge (Scheme 7.2). The protecting bridges are
designed to be cleanly removed through cheletropic reactions by heat, catalysis, or
light and to enhance the solubility of the precursors. Some of the representative
protecting bridges are depicted in Scheme 7.2. The synthetic strategies and the
applications to solution-processed OFET device fabrication were recently reviewed
[28]. During the pentacene synthesis by using the precursors (m = n = 1), the
protecting bridges, shown in Scheme 7.2, were removed by heating generally at
100–200 ◦C.

Acene frameworks were also constructed by the elimination of monocarbonyl
precursors in which the acene π system was interrupted with a C=O bridge
(Scheme 7.3). The decarbonylation reaction proceeds by heating or photoirradiation.
Pentacene has been prepared by decarbonylation reaction of two kinds of
precursors, i.e., precursors with symmetric (m = n = 1) and antisymmetric
(m = 2, n = 0) structures [28, 29]. It is noteworthy that hexacene was
produced by the thermal decarbonylation of a monocarbonyl precursor (m = 2,
n = 1) [30]. The hexacene thus prepared was used as an active layer of
a high-performance OFET device to achieve a very high charge mobility
(4.3 cm2 V−1 s−1). On the basis of theoretical calculations, it has been predicted
that the activation barrier for thermal decarbonylation increases as the fused
benzene-ring number increases [31]. Thermal decarbonylation of the symmetrical
precursor (m = n = 1) is predicted to take place at 400 K [31]. Experimentally,
the precursor produced pentacene by the thermolysis at 150 ◦C (423 K) [29].
In the case of hexacene synthesis with the monocarbonyl precursor (m = 2,
n = 1), the decarbonylation reaction proceeded at higher temperature (180 ◦C,
453 K) [30].
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Scheme 7.3 Synthesis of acenes by the thermal decarbonylation of monocarbonyl precursors

7.3.2 Preparation of Higher Acenes by Bisdecarbonylation
Reaction of Diketone Precursors (Strating-Zwanenburg
Reaction)

Annelated bicyclo[2.2.2]octa-5,7-diene-2,3-dione (diketone precursors) have been
recognized as versatile precursors to acenes as they can undergo clean extrusion
of CO molecules upon photoirradiation. This reaction was first observed for the
photolysis of the precursor of m = n = 0 (Scheme 7.4) [32]. The diketone precursor
was found to be thermally unreactive, but it efficiently converted to anthracene with
the evolution of CO molecules. This strategy has been widely used for the synthesis
of extremely large acenes up to heptacene [33]. Precursors possessing two diketone
moieties, such as the bis(diketone) precursors, were used for the photochemical
formation of octacene and nonacene under matrix-isolation conditions [26]. The
formed octacene and nonacene were characterized by their electronic absorption
spectra showing λmax at 806 and 865 nm, respectively.

The largest acene that could be experimentally characterized thus far is decacene
[34]. A tetra-epoxide precursor was deoxygenated on an Au(111) surface under
scanning tunneling microscopy (STM) conditions using the so-called on-surface
chemistry strategy (Scheme 7.5). The HOMO-LUMO energy gap was determined
to be 1.17 eV on an Au(111) surface.
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Scheme 7.4 Acene synthesis by the Strating-Zwanenburg reaction

Scheme 7.5 Decacene
formation from tetra-epoxide
through on-surface chemistry

7.3.3 Attempts to Stabilize Large Acenes

Large acenes are highly reactive to undergo either oxygenation producing the cor-
responding endoperoxides or dimerization under light illumination. Many attempts
to stabilize large acenes have been proposed from both structural and electronic
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Fig. 7.6 Nonacenes stabilized with fluorine, ethynyl, aryl, and thioaryl substituents

aspects. The introduction of bulky substituents is expected to be useful to kinetically
prevent the acene cores from dimerization or reacting with oxygen molecule due
to steric repulsion. In this context, large aryl and ethynyl groups were used for
kinetic stabilization [35–38]. Sulfur-containing functional groups are considered
to stabilize large acenes because they might make the acene electronic system
closed structure; however, the exact mechanisms are still under dispute [39]. Partial
fluorine substitution is considered to make large acene systems stable during device
fabrication [36]. By taking full advantage of these factors, stabilized nonacenes were
synthesized, as shown in Fig. 7.6. Nonacene with ethynyl substituents (Fig. 7.6,
upper) was isolated and characterized by spectroscopic and X-ray crystallographic
techniques [40]. The modified nonacene showed an absorption band at 1033 nm cor-
responding to a HOMO-LUMO gap of 1.2 eV. The synthesis of arylthio-protected
nonacene derivative (Fig. 7.6, lower) was reported, and the HOMO-LUMO gap was
estimated to be 1.12 eV [35].

7.3.4 Photochemical Formation of Phenacenes (the Mallory
Photoreaction)

Phenacenes are isomers of acenes, i.e., they have a zigzag fusion of benzene rings
that exhibits a so-called armchair-edge structure of a graphene sheet (Fig. 7.1).
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Scheme 7.6 General reaction scheme of Mallory photocyclization

Scheme 7.7 Synthesis of [8]phenacene and [9]phenacene by Mallory photocyclization

Large phenacenes, such as picene, were extracted from coal tar more than 70 years
ago [41]. As they were very rarely used in functional materials, only a few
synthetic methods to systematically prepare phenacene frameworks are known. One
of the most versatile strategies for constructing the zigzag benzene fusion is the
photocylization of cis-stilbene to phenanthrene under oxidative conditions (in the
presence of I2 and O2), which is the so-called Mallory photocylization reaction
(Scheme 7.6). The intermediary formed dihydrophenanthrene is generally unstable
and reverts to stilbene. However, in the presence of an appropriate oxidant, such as
I2 and O2, it smoothly produces phenanthrene. Hundreds of examples of the related
reactions were already reviewed in the past [42].

The Mallory photocyclization is a powerful method for synthesizing extremely
large phenacenes as displayed in Scheme 7.7. Dichrysenylethene, which is a large
stilbene homologue with two chrysene moieties instead of phenyl groups, was
successfully converted to [9]phenacene (Scheme 7.7, left) [43]. Using a similar
photoreaction, [8]phenacene was conveniently synthesized (Scheme 7.7, right) [44].
Although the prepared [9]phenacene was completely insoluble in common organic
solvents even at elevated temperatures, its structure was verified by elemental
analysis, mass spectrometry, and out-of-plane X-ray diffraction (XRD) analysis
[43]. Furthermore, the molecular structure of [9]phenacene was definitively and
directly observed by STM imaging [45]. Currently, [9]phenacene is the largest
known phenacene bearing no substituents.
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Scheme 7.8 Synthesis of [11]phenacene and [14]phenacene derivatives by double Mallory
photocyclization

Double photocyclization procedures were applied to construct much larger
phenacene skeletons up to [14]phenacene framework (Scheme 7.8). Mallory syn-
thesized a [11]phenacene incorporating alkyl groups by the photocyclization of the
precursor possessing three phenanthrene units (Scheme 7.8, left) [27]. The obtained
[11]phenacene derivative showed an absorption band corresponding to the HOMO-
LUMO transition (p band) at λmax = 400 nm (3.1 eV) in solution indicating that the
large phenacene maintained a wide HOMO-LUMO band gap. The same double-
cyclization protocol was adapted to higher phenacene synthesis (Scheme 7.8, right);
a precursor containing three chrysene moieties was converted to a [14]phenacene
having ester functionalities [46]. The HOMO-LUMO band gap of the
[14]phenacene estimated from the electronic absorption was reported to be 2.88 eV.

7.3.5 Lewis-Acid Catalyzed Cyclization of Ethynyl-Substituted
Biaryl Compounds

A recent trend being followed to prepare phenacene frameworks is the Lewis-
acid catalyzed cyclization of biaryl compounds containing ethynyl substituents. The
catalysts promote cyclization in an electrophilic manner (Scheme 7.9, upper) [47].
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Scheme 7.9 Phenacene synthesis by Lewis-acid catalyzed cyclization of ethynyl-substituted
biaryl compounds

It has been documented that PtCl2, AuCl, AuCl3, GaCl3, and InCl3 are effective
for synthesizing phenanthrene-type products. The Lewis-acid catalyzed cyclization
reaction, as an alternative of Mallory photocyclization, facilitated the construction
of phenacene skeletons. For example, [5]-, [7]-, and [9]phenacene skeletons were
synthesized by the PtCl2-catalyzed cyclization (Scheme 7.9, lower) [48].

7.4 Reactions of Polycyclic Aromatic Hydrocarbons

7.4.1 Photo-Induced Reactions of Acenes

One of the most widely recognized photodegradation processes of acenes is
photodimerization. Photodimerization of acenes is one of the oldest photochemical
reactions represented by anthracene dimerization [49]. This photoprocess has been
utilized in photochromic systems and photoswitches [50]. However, the photodimer-
ization process faces serious problems in synthesizing, handling, and characterizing
large acenes. For example, pentacene is known to undergo dimer formation upon
photoirradiation (Scheme 7.10). After illumination with >440-nm light, a symmetric
isomer was obtained as the photoproduct. It has also been stated that an isomeric
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Scheme 7.10 Photodimerization of pentacene and reversion of the dimer

Scheme 7.11 Photochemical oxygenation reactions of acenes and cycloreversion of the endoper-
oxide to form singlet oxygen

antisymmetric dimer was formed as a minor product [51]. The structure of the
symmetric dimer was confirmed by single-crystal X-ray analysis. The length of the
bridging Ca-Cb bond was reported to be 1.58 Å, which was slightly greater than
that of related anthracene photodimers. The symmetric dimer reverted to the starting
form of pentacene upon illumination with UV light in a poly(methyl methacrylate)
(PMMA) film. The photodissociation reaction was considered to proceed via a
diradicaloid, a broken dimer.

An additional important reaction of acenes is photo-induced oxygenation to form
the corresponding endoperoxide which is in turn converted to an acene-quinone
product (Scheme 7.11, upper). The oxygenation process is considered to occur
either through reactions with a singlet oxygen (concerted reaction) or triplet oxygen
(stepwise radical reaction) [52]. This process as well as the photodimerization
process prevents large acenes from being used as practical functional materials.
Interconversion between acenes and the corresponding endoperoxides is often
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Scheme 7.12 Diels-Alder reactions of acenes

reversible, and thermal reversion of endoperoxides effectively releases singlet
oxygen, 1O2 [53]. Thus, acene endoperoxides can be used as a thermal source of
1O2 and have been applied to novel photodynamic therapy systems (Scheme 7.11,
lower) [54].

7.4.2 Diels-Alder Reactions of Acenes

Acenes are known to be reactive in their ground state also. A typical reaction
pathway in the ground state is Diels-Alder reaction with appropriate dienophiles.
The general reaction scheme is illustrated in Scheme 7.12, upper. As described
in Sect. 7.3.1, the retro Diels-Alder reaction of the adducts affording original
acenes is widely used to prepare large acenes (Scheme 7.2). Interestingly, pentacene
derivatives are reported to undergo Diels-Alder reaction with C60 fullerene to pro-
duce cycloadducts (Scheme 7.12, lower) [55, 56]. In the case of 6,13-disubstituted
pentacene, a bis-adduct, in which C60 molecules reacted on the same surface of the
pentacene plane, was selectively formed. The molecular structure of the latter was
established by single crystal X-ray analysis. The two C60 moieties were aligned
in proximal positions to each other, and the closest carbon-carbon non-bonding
distance was reported to be 3.065 Å.

7.4.3 Photochemical Reactions of Phenacenes

As described in Sect. 7.3.4, phenacenes can be effectively prepared by photoirradi-
ation under oxidative conditions. Phenacenes are thus durable under such severe
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Scheme 7.13 Photochemical reactions of phenacenes

conditions under which acenes usually do not survive. As a result, generally,
phenacenes are photochemically inert, and there are a few reactions reported for the
same in the literatures (Scheme 7.13). Chrysenes, with four fused benzene rings,
reacted with trans-cinnamates (Ar = substituted phenyl, Y = CO2CH3) to produce
cyclobutane photoadducts through [π2s + π2s] cycloaddition (Scheme 7.13, upper)
[57]. Phenanthrenes, with three fused benzene rings, undergo the [π2s + π2s]
cycloaddition reaction at the C9 = C10 double bond with an olefinic compound
to produce a cyclobutane photoproducts as in the case of chrysene. Additionally,
intermolecular cycloaddition affording a photodimer has been reported (Scheme
7.13, lower) [58]; thus, upon photolysis with 400-nm light, phenanthrene-9,10-
carboximide effectively reacted to afford a photodimer. The C9 = C10 double bond
of phenacene is considered to be rather olefinic than aromatic in nature.

7.5 Summary

In this chapter, the representative features of acenes and phenacenes are compared.
The two categories of PAHs displayed clear differences in various aspects. Gener-
ally, acenes are labile under exposure to oxygen and photoillumination conditions;
in contrast, phenacenes are quite stable. Experimentally, acenes with benzene ring
numbers up to 7 were prepared in bulk, and larger acenes were characterized only
under matrix isolation or STM observation conditions. As for phenacene series,
[n]phenacene derivatives with the benzene rings up to n = 14 were obtained as
durable molecules. The synthesis and characterization of extremely π-extended
PAHs are still intriguing and highly challenging. Furthermore, extremely large
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π-conjugated PAHs will open up new materials science and organic electronics
research avenues via appropriate molecular design and development of new syn-
thetic protocols. For phenacenes, there are much fewer studies on this series of
materials as compared to acenes. By taking advantage of the unique features,
robustness, and electronic structures of phenacenes, they can be adapted and
developed as novel hydrocarbon-based functional materials [59].

References

1. A. Operamolla, G.M. Farinola, Eur. J. Org. Chem. 3, 423 (2011)
2. H. Dong, X. Fu, J. Liu, Z. Wang, W. Hu, Adv. Mater. 25, 6158 (2013)
3. K. Zhou, H. Dong, H. Zhang, W. Hu, Phys. Chem. Chem. Phys. 16, 22448 (2014)
4. J.E. Anthony, Angew. Chem. Int. Ed. 47, 452 (2008)
5. S. Günes, H. Neugebauer, N.S. Sariciftci, Chem. Rev. 107, 1324 (2007)
6. Y. Liang, Z. Xu, J. Xia, S.T. Tsai, Y. Wu, G. Li, C. Ray, L. Yu, Adv. Mater. 22, E135 (2010)
7. J. Peet, A.J. Heeger, G.C. Bazan, Acc. Chem. Res. 42, 1700 (2009)
8. J.E. Anthony, Chem. Rev. 106, 5028 (2006)
9. X. Yang, X. Xu, G.J. Zhou, J. Mater. Chem. C 3, 913 (2015)

10. D.J. Gundlach, Y.Y. Lin, T.N. Jackson, S.F. Nelson, D.G. Schlom, IEEE Electron Device Lett.
18, 87 (1997)

11. K. Takimiya, I. Osaka, T. Mori, M. Nakano, Acc. Chem. Res. 47, 1493 (2014)
12. R. Mitsuhashi, Y. Suzuki, Y. Yamanari, H. Mitamura, T. Kambe, N. Ikeda, H. Okamoto, A.

Fujiwara, M. Yamaji, N. Kawasaki, Y. Maniwa, Y. Kubozono, Nature 464, 76 (2010)
13. Y. Kubozono, H. Mitamura, X. Lee, X. He, Y. Yamanari, Y. Takahashi, Y. Suzuki, Y. Kaji, R.

Eguchi, K. Akaike, T. Kambe, H. Okamoto, A. Fujiwara, T. Kato, T. Kosugi, H. Aoki, Phys.
Chem. Chem. Phys. 13, 16476 (2011)

14. Y. Kubozono, R. Eguchi, H. Goto, S. Hamao, T. Kambe, T. Terao, S. Nishiyama, L. Zheng, X.
Miao, H. Okamoto, J. Phys. Condens. Matter 28, 334001 (2016)

15. T. Nakagawa, Z. Yuan, J. Zhang, K.V. Yusenko, C. Drathen, Q. Liu, S. Margadonna, C. Jin, J.
Phys. Condens. Matter 28, 484001 (2016)

16. E. Hückel, Z. Physik 72, 310 (1931)
17. E. Hückel, Z. Physik 70, 204 (1931)
18. E. Hückel, Z. Physik 76, 628 (1931)
19. E. Clar, The Aromatic Sextet (Wiley, New York, NY, 1972)
20. M. Solà, Front. Chem. 1, 22 (2013)
21. M.I. Kay, Y. Okaya, D.E. Cox, Acta Cryst. Sec. B 27, 26 (1971)
22. M. Bendikov, H.M. Duong, K. Starkey, K.N. Houk, E.A. Carter, F. Wudl, J. Am. Chem. Soc.

126, 7416 (2004)
23. E. Clar, A. McCallum, Tetrahedron 10, 171 (1960)
24. A.T. Balaban, D.J. Klein, J. Phys. Chem. C 113, 19123 (2009)
25. M. Klessinger, J. Michl, Excited States and Photochemistry of Organic Molecules (VCH, New

York, 1995)
26. C. Tönshoff, H.F. Bettinger, Angew. Chem. Int. Ed. 49, 4125 (2010)
27. F.B. Mallory, K.E. Butler, A.C. Evans, E.J. Brondyke, C.W. Mallory, C. Yang, A. Ellenstein, J.

Am. Chem. Soc. 119, 2119 (1997)
28. M. Watanabe, K.Y. Chen, Y.J. Chang, T.J. Chow, Acc. Chem. Res. 46, 1606 (2013)
29. C.T. Chien, C.C. Lin, M. Watanabe, Y.D. Lin, T.H. Chao, T.C. Chiang, X.H. Huang, Y.S. Wen,

C.H. Tu, C.H. Sun, T.J. Chow, J. Mater. Chem. 22, 13070 (2012)
30. M. Watanabe, Y.J. Chang, S.-W. Liu, T.-H. Chao, K. Goto, M.M. Islam, C.H. Yuan, Y.-T. Tao,

T. Shinmyozu, T.J. Chow, Nat. Chem. 4, 574 (2012)



228 H. Okamoto

31. C.H. Lai, E.Y. Li, K.Y. Chen, T.J. Chow, P.T. Chou, J. Chem. Theory Comput. 2, 1078 (2006)
32. J. Strating, B. Zwanenburg, A. Wagenaar, A.C. Udding, Tetrahedron Lett. 10, 125 (1969)
33. R. Mondal, C. Tönshoff, D. Khon, D.C. Neckers, H.F. Bettinger, J. Am. Chem. Soc. 131, 14281

(2009)
34. J. Krüger, F. García, F. Eisenhut, D. Skidin, J.M. Alonso, E. Guitián, D. Pérez, G. Cuniberti, F.

Moresco, D. Peña, Angew. Chem. Int. Ed. 56, 11945 (2017)
35. I. Kaur, W. Jia, R.P. Kopreski, S. Selvarasah, M.R. Dokmeci, C. Pramanik, N.E. McGruer, G.P.

Miller, J. Am. Chem. Soc. 130, 16274 (2008)
36. B. Purushothaman, S.R. Parkin, M.J. Kendrick, D. David, J.W. Ward, L. Yu, N. Stingelin, O.D.

Jurchescu, O. Ostroverkhova, J.E. Anthony, Chem. Commun. 48, 8261 (2012)
37. I. Kaur, N.N. Stein, R.P. Kopreski, G.P. Miller, J. Am. Chem. Soc. 131, 3424 (2009)
38. H. Qu, C. Chi, Org. Lett. 12, 3360 (2010)
39. K.J. Thorley, J.E. Anthony, Isr. J. Chem. 54, 642 (2014)
40. B. Purushothaman, M. Bruzek, S.R. Parkin, A.F. Miller, J.E. Anthony, Angew. Chem. Int. Ed.

50, 7013 (2011)
41. K.F. Lang, Angew. Chem. 63, 345 (1951)
42. F.B. Mallory, C.W. Mallory, Org. React. 30, 1 (1984)
43. Y. Shimo, T. Mikami, S. Hamao, H. Goto, H. Okamoto, R. Eguchi, S. Gohda, Y. Hayashi, Y.

Kubozono, Sci. Rep. 6, 21008 (2016)
44. H. Okamoto, R. Eguchi, S. Hamao, H. Goto, K. Gotoh, Y. Sakai, M. Izumi, Y. Takaguchi, S.

Gohda, Y. Kubozono, Sci. Rep. 4, 5330 (2014)
45. S.W. Chen, I.C. Sang, H. Okamoto, G. Hoffmann, J. Phys. Chem. C 121, 11390 (2017)
46. T.S. Moreira, M. Ferreira, A. Dall’armellina, R. Cristiano, H. Gallardo, E.A. Hillard, H. Bock,

F. Durol, Eur. J. Org. Chem. 2017, 4548 (2017)
47. V. Mamane, P. Hannen, A. Fürstner, Chem. Eur. J. 10, 4556 (2004)
48. T.-A. Chen, T.-J. Lee, M.-Y. Lin, S.M.A. Sohel, E.W.-G. Diau, S.-F. Lush, R.-S. Liu, Chem.

Eur. J. 16, 1826 (2010)
49. H. Bouas-Laurent, A. Castellan, J.P. Desvergne, R. Lapouyade, Chem. Soc. Rev. 30, 248

(2001)
50. H. Dürr, H. Bouas-Laurent (eds.), Photochromism-Molecules and Systems (Revised Version)

(Elsevier, Amsterdam, 2003)
51. O. Berg, E.L. Chronister, T. Yamashita, G.W. Scott, R.M. Sweet, J. Calabrese, J. Phys. Chem.

A 103, 2451 (1999)
52. A.R. Reddy, M. Bendikov, Chem. Commun. 42, 1179 (2006)
53. J.M. Aubry, C. Pierlot, J. Rigaudy, R. Schmidt, Acc. Chem. Res. 36, 668 (2003)
54. S. Kolemen, T. Ozdemir, D. Lee, G.M. Kim, T. Karatas, J. Yoon, E.U. Akkaya, Angew. Chem.

Int. Ed. 55, 3606 (2016)
55. G.P. Miller, J. Mack, Org. Lett. 2, 3979 (2000)
56. G.P. Miller, J. Briggs, J. Mack, P.A. Lord, M.M. Olmstead, A.L. Balch, Org. Lett. 5, 4199

(2003)
57. H. Maeda, S. Waseda, K. Mizuno, Chem. Lett. 29, 1238 (2000)
58. Y. Kubo, S. Togawa, K. Yamane, A. Takuwa, T. Araki, J. Org. Chem. 54, 4929 (1989)
59. Y. Kubozono, X. He, S. Hamao, K. Teranishi, H. Goto, R. Eguchi, T. Kambe, S. Gohda, Y.

Nishihara, Eur. J. Inorg. Chem. 24, 3806 (2014)



Chapter 8
Transistor Application and Intercalation
Chemistry of π-Conjugated
Hydrocarbon Molecules

Yoshihiro Kubozono, Shino Hamao, Takahiro Mikami, Yuma Shimo,
Yasuhiko Hayashi, and Hideki Okamoto

Abstract In this chapter, field-effect transistors (FETs) are reported using π -
conjugated hydrocarbon molecules (polycyclic hydrocarbons). The p-channel FET
properties are recorded for the FETs using polycyclic aromatic hydrocarbons. Cur-
rently, the highest field-effect mobility (μ) that polycyclic hydrocarbon FETs reach
is 21 cm2 V−1 s−1 for 3,10-ditetradecylpicene, which is one of phenacene-type
molecules. Thus, the recent FETs of polycyclic hydrocarbons show excellent FET
characteristics, suggesting that the materials are promising as active layers for future
practical organic FET devices. In this chapter, the recent advancement of the FETs
using polycyclic hydrocarbons are reported completely, in particular the FETs using
extended π -conjugated hydrocarbon molecules, such as phenacene, and the FETs
using fullerene molecules are also reported. Furthermore, intercalation chemistry of
the π -conjugated hydrocarbon molecules is reported, which facilitates realization of
novel physical properties, such as superconductivity and ferromagnetism.

Keywords Field-effect transistor · Fullerene · π-conjugated hydrocarbon ·
Logic gate circuit · Intercalation chemistry

8.1 Introduction

Over the past two decades, carbon-based field-effect transistors (FETs) have been
extensively studied. Many chemists, physicists, and materials scientists have exerted
much effort to improve the transistor performance in carbon-based FETs. Carbon is
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one of group-14 elements. Carbon (C), silicon (Si), and germanium (Ge) located
at the group-14 in the periodic table have been utilized for transistors. In 1947,
Bardeen first prepared a bipolar junction transistor using Ge, which is a point-
contact transistor [1, 2]. Subsequently, Kahng and Attala succeeded in preparing
a new type of transistor using Si crystals, which is presently called “metal-oxide-
semiconductor (MOS) field-effect transistor (FET)” [3, 4]. The MOS-FET has many
advantages, such as “ease of design for integration and high-reproducibility/low-
energy consumption in device-fabrication.” Thus, most of the current transistors
are categorized as MOS-FET. During the past 50 years, active layers of FET have
been formed by Si crystals because of a formation of large conduction path through
covalent bonds between Si atoms and an easy fabrication of gate dielectric, SiO2
(which is easily prepared by thermal oxidation of Si). The filed-effect mobility of Si
FET is generally 1000 cm2 V−1 s−1 [4].

In 1980s, the FETs were first fabricated using organic molecules and organic
polymers [5, 6], instead of Si and other inorganic elements/materials. The most
important purpose of using organic molecules and polymers was to make the best
use of advantages of organic materials. Namely, it was expected that the new FET
devices with the advantages, such as flexibility, light-weight, shock-resistance, and
large-area coverage, might be produced using organic materials. Such advantages
would emerge because of the weak interaction between molecules, i.e., the van der
Waals force. However, the field-effect mobility, μ, was as low as 10−5 cm2 V−1 s−1,
which means that the weak interaction becomes the demerit for conduction path
formation. Throughout the 1990s, the organic FETs exhibiting higher μ value
were pursued by searching for the organic molecules suitable for FET device. In
1997, the μ value in the pentacene thin-film FET came to be 1.5 cm2 V−1 s−1

[7]. This FET showed the p-channel normally-off characteristics. Since the report,
the pentacene molecule that consists of five benzene rings has been recognized
as a promising material for the active layer of practical FET. Furthermore, in
1995 a more suitable material, C60, for n-channel FET was discovered, which was
composed of 60 C atoms, and it has a soccer ball-shaped structure [8]. The μ value
was 0.08 cm2 V−1 s−1.

After the year 2000, the μ value has rapidly increased through an application
of new organic materials toward FETs, and various materials have attracted much
attention owing to the high μ value. The rubrene molecule realized the high-
performance single-crystal FET exhibiting the p-channel properties and the μ value
as high as 40 cm2 V−1 s−1 [9]. The molecule has four phenyl groups and tetracene
framework. Furthermore, the thin-film FETs using dioctylbenzothienobenzothio-
phene (C8-BTBT) showed a very high μ value (9.1 cm2 V−1 s−1) [10]. The
higher μ value (= 15.6 cm2 V−1 s−1) was reported for the FET with thin film
of bis (benzothieno) naphthalene (BBTN) [11], which is an analogue of BTBT. The
highest μ value among the C8-BTBT thin-film FETs is presently 43 cm2 V−1 s−1

[12]. Thus, the high μ value in an organic thin-film FET exceeds 1 cm2 V−1 s−1.
In this chapter, the FETs using various π -conjugated hydrocarbon molecules

are fully reported. In particular, the characteristics of thin-film and single-crystal
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FETs using various fullerenes and phenacene molecules are introduced, which
includes the electronic and structural features of their molecules. Furthermore,
the applications of FETs with these molecules toward logic gate circuits are
reported. Additionally, intercalation chemistry of solids of π -conjugated hydro-
carbon molecules is described in this chapter. In particular, the superconductivity
observed for metal-doped π -conjugated hydrocarbons is introduced together with
the difficulty in the research on their superconductors [13–16]. Finally, a recent
progress of intercalation chemistry of phenacene molecules is also introduced.

8.2 Application of Fullerenes Toward FET Devices

8.2.1 FET Devices Using Thin Films of C60 and C70

In 1995, the first operation of a fullerene thin-film FET was achieved by Huddon
et al. [8]. The C60 thin-film FET showed n-channel normally-off characteristics.
Subsequently, the thin-film FET using C70, which consists of 70 C atoms (rugby
ball-shaped structure), was fabricated by the same group, showing n-channel
properties [17]. Figure 8.1 shows the molecular structures of C60 and C70. The

Fig. 8.1 (a) Molecular
structures of C60 and C70,
empty higher fullerene and
metallofullerene, and (b)
structure of the
middle-contact-type FET
device

C60

C2-C88 C2v-M@C82

C70

A
pentacene

(25 nm)
SiO2(420 nm)

Si

Au (50 nm)

C60 (80 nm)

(a)

(b)
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μ value of C60 thin-film FET increased up to 0.56 cm2 V−1 s−1, where the FET
properties were measured without any exposure to air [18], because the n-channel
operation was strongly lowered by O2 and H2O. Further, an increase in μ value was
achieved by the formation of C60 thin film on pentacene layer, in which the thin
film has molecular arrangement suitable for FET transport [19]. The μ value was
4.9 cm2 V−1 s−1.

Our group succeeded in the fabrication and n-channel operation of C60 thin-
film FET [20]. Furthermore, the complementary MOS (CMOS) logic gate circuit
(inverter) was fabricated using the C60 thin-film FET (n-channel) and pentacene
thin-film FET (p-channel) [20], which showed a clear inverter property. We
observed ambipolar properties in the thin-film FET using heterostructure of C60
and pentacene [21]; the middle-contact type structure (Fig. 8.1b) showed the good
n-channel/p-channel FET characteristics. The flexible device and the low-voltage
operation in the C60 thin-film FET was realized using polymer gate dielectric
(polyimide) and high-k gate dielectric (Ba0.4Sr0.6Ti0.96O3), respectively, by our
group [22]. Subsequently, we fabricated flexible C60 thin-film FET with parylene
gate dielectric on polyethylene terephthalate (PET), which showed the μ as high
as 0.41 cm2 V−1 s−1 [23]. We changed metal for source/drain electrodes from
Au, and the normally-on FET characteristics were observed when using Eu with
a small work function, φ (= 2.5 eV) because of no potential barrier between
source/drain electrodes and lowest unoccupied molecular orbital (LUMO). The μ

value reached 0.50 cm2 V−1 s−1 [24]. Although various metal atoms were used
for the source/drain electrodes, the p-channel operation could not be observed in
the C60 thin-film FET. The n-channel operation was realized for the pentacene
thin-film FET with Ca source/drain electrodes having a very small φ (= 2.9 eV)
[25]. The current μ value in the C60 thin-film FET reaches 5.3 cm2 V−1 s−1

when the C60 thin film is formed on self-assembled monolayers of alkylsilanes
[26]. Furthermore, the solution-grown aligned C60 single-crystal FET showed the
μ as high as 2.0(6) cm2 V−1 s−1 [27]. Thus, the C60 FET is currently one
of the most promising n-channel organic FETs from the viewpoint of practical
application.

8.2.2 FET Devices Using Thin Films of Other Fullerenes

Fullerene is a general term of diverse molecules consisting of C atoms and taking
ball structure. There are many fullerenes other than C60 and C70, such as C76,
C78, C84, C86, and C88. These are named “empty higher fullerenes” because no
elements other than C atoms are included. Moreover, the molecule that metal
atoms are encapsulated in the ball-shaped structure consisting of C atoms is termed
“metallofullerenes” or “metal endohedral fullerenes.” A few typical molecular
structures of empty higher fullerene and metallofullerene are shown in Fig. 8.1a. The
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Table 8.1 FET parameters of fullerene FETs with SiO2 gate dielectric

Polarity μ [cm2 V−1 s−1] VTH [V] References

C60 n 5.3 – [26]
C70 n 2 × 10−3 27 [17]
C76 n 3.9 × 10−4 −5 [28]
C78 n 4.6 × 10−4 35 [28]
C82 n 1.9 × 10−3 – [29]
C84 n 2.1 × 10−3 – [30]
C88 n 2.5 × 10−3 – [31]
Dy@C82 n 8.9 × 10−5 – [20]
La2@C80 n 1.1 × 10−4 −64 [32]
Ce@C82 n 10−4 – [33]
Pr@C82 n 1.5 × 10−4 37 [34]

Table 8.2 Emob and Eband
for the fullerenes

Emob [eV] Eband [eV] References

C60 – 1.8 [35]
C70 – 2.2 [35]
C76 0.16 1.3 [28]
C78 0.27 0.78 [28]
C82 0.22 1.15 [29]
C84 0.28 or 0.55 1.1 [30, 36]
C88 0.42 – [31]
Dy@C82 0.2 – [20]
La2@C80 – 0.87 or 1.6 [32, 37]
Ce@C82 – 0.4 [33]
Pr@C82 0.29 0.7 [34]

FET devices using thin films of empty fullerenes (C76, C78, C82, C84, and C88) were
first fabricated by our group [20, 28–31], which show the n-channel FET properties
as in the C60 and C70 FETs. The μ values of these FETs are listed in Table 8.1. The
highest μ value was obtained for the C88 thin-film FET [31], providing the μ as
high as 2.5 × 10−3 cm2 V−1 s−1.

The first metallofullerene FET was prepared using Dy@C82, which showed n-
channel FET characteristics with the μ as high as 8.9 × 10−5 cm2 V−1 s−1 [20].
The n-channel FET characteristics were also recorded in the other metallofullerenes,
La2@C80, Ce@C82, and Pr@C82 [32–34]. As expected from the small mobility gap,
Emob, which was determined from the temperature dependence of the resistivity,
ρ, most of thin-film FETs using empty fullerenes and metallofullerenes showed
normally-on properties [31–34]. Table 8.2 lists the FET properties, Emob and
band gap, Eband, determined from photoelectron spectroscopy [28–37]. The FET
properties of thin film of [6,6]-phenyl-C61 butyric acid methyl ester (PCBM) are
reported, exhibiting the μ as high as 0.2–0.3 cm2 V−1 s−1 [38].



234 Y. Kubozono et al.

8.3 Application of Phenacene Molecules Toward FET
Devices

8.3.1 FET Devices Using Picene Molecule

The phenacene molecule consists of plural benzene rings and takes a W-shaped
molecular structure. The first FET of phenacene molecule was fabricated using
picene molecule, which consists of five benzene rings (Fig. 8.2a). The FET showed
p-channel normally-off FET characteristics with the μ as high as 1.1 cm2 V−1 s−1

under O2 atmosphere [39], which was determined from the reverse transfer
curve, while the μ determined from the forward transfer curve was at most
10−1 cm2 V−1 s−1 in the first picene thin-film FET. The FET showed a clear
increase in μ by O2-exposure for a long time. A subsequent study reported that the
μ value of picene thin-film FET determined from the forward and reverse curve
came to be 1.4 cm2 V−1 s−1 and 3.2 cm2 V−1 s−1, respectively [40]. The quality
of thin films of picene was checked using atomic force microscope (AFM), and the
FET was fabricated with high-quality thin-film of picene [41], providing μ as high
as 1.2 cm2 V−1 s−1. Thus, it was confirmed that picene was a promising material
as an active layer for high-performance FET.

The low-voltage operation in picene thin-film FET was successfully achieved
using a thin SiO2 gate dielectric [42], and the absolute threshold voltage, |VTH|, of
11 V was realized. Instead of Au electrodes, the conduction polymer poly (3,4-
ethylenedioxythiophene)-poly (styrenesulfonate) (PEDOT:TSS) electrodes were
used for the source and drain electrodes in the picene thin-film FET [43], which
should open to complete metal-less device. The flexible picene thin-film FET
was fabricated using parylene gate dielectric on PET substrate, which showed
the μ as high as 1.1 cm2 V−1 s−1 from the forward/reverse transfer curve [44].
The O2 sensing properties of picene thin-film FET were fully investigated, and
the O2 sensing ability was quantitatively clarified. The picene thin-film FET
was responsive to 10 ppm of O2, and the drain current, |ID|, quickly increased
under 0.01 Torr of O2 [45]. Further investigation of O2 sensing properties of
picene thin-film FET was performed using high-k gate dielectrics, such as ZrO2,
Ta2O5, HfO2, and BaxSr1−xTiO3 (x = 0.4) with/without visible light [46], sug-
gesting that the O2 sensing properties closely relates to HOMO-LUMO electron
excitation. The picene single-crystal FET was first fabricated using various gate
dielectrics [47], showing the μ value as high as 1.3 cm2 V−1 s−1 in the case
of HfO2 gate dielectric; the μ value was obtained from the forward transfer
curve.

Thus, the picene FETs exhibit good FET characteristics in both thin film and
single crystal. The typical FET characteristics of picene thin-film FET is shown in
Figs. 8.2b, c, which was recently fabricated by our group. The μ was determined to
be 8.3 × 10−1 cm2 V−1 s−1 from the forward transfer curve, which was measured
under Ar atmosphere. Table 8.3 lists the FET parameters of picene thin-film
FETs.
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transport and (c) output characteristics of picene thin-film FET with 400-nm-thick SiO2 gate
dielectric. The SiO2 surface was treated with hexamethyldisilazane (HMDS)

8.3.2 FET Devices Fabricated Using Phenacene Molecules
Other than Picene

The phenacene molecules were synthesized by a repletion of Wittig reaction
and Mellory homologation [48–51]; details are shown in Chap. 7. This synthetic
route provided the efficient amounts of phenacene samples to proceed to the
FET works. The molecules of [6]phenacene and [7]phenacene (Fig. 8.2a), which

http://dx.doi.org/10.1007/978-981-13-3417-7_7
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Table 8.3 FET parameters of the picene thin-film and single-crystal FETs

Active
layer

μ

[cm2 V−1 s−1]
|VTH|
[V] On/Off

Gate
dielectric Atmosphere References

Picene Thin film 1.1 – 1.6 × 105 SiO2 O2 [39]
Picene Thin film 1.4 – – SiO2 O2 [40]
Picene Thin film 1.2 – – SiO2 Air [41]
Picene Thin film 1.1 93 107 Parylene Vacuum [44]
Picene Thin film 0.08 – – SiO2 Vacuum [45]
Picene Thin film 0.54 6.2 – Ta2O5 Ar [46]
Picene Thin film 0.036 6.7 – ZrO2 Ar [46]
Picene Thin film 0.015 6.9 – HfO2 Ar [46]
Picene Thin film 0.0019 4.0 – BST Ar [46]
Picene SCa 0.40 27 – Ta2O5 Ar [47]
Picene SCa 1.3 30 – HfO2 Ar [47]

aSC refers to single crystal

consist of six and seven benzene rings, respectively, were first synthesized using
the above synthetic method. The [6]phenacene and [7]phenacene thin-film FETs
showed typical p-channel FET characteristics [52–54], which provided μ as high
as 3.7 cm2 V−1 s−1 and 0.75 cm2 V−1 s−1, respectively, from the forward transfer
curve [52, 53]. The FET characteristics of [6]phenacene thin-film FET were fully
investigated in a wide temperature range [54]. The μ value of [6]phenacene thin-
film FET was 7.4 cm2 V−1 s−1 in the second report [54], which is one of the best μ

values in the organic thin-film FETs. The high-performance flexible FET was also
fabricated with the thin film of [6]phenacene and the parylene gate dielectric on
PET substrate, providing the μ value as high as 2.7 cm2 V−1 s−1 [54]. Thus, it was
observed that the [6]phenacene molecule was an excellent material for the active
layer of FET device.

The FET devices were fabricated using single crystals of [6]phenacene and
[7]phenacene [55], which showed p-channel FET characteristics. These single
crystals show the plate-type shape, and the ab-plane corresponds to the flat surface.
Therefore, their crystal shape is suitable for the fabrication of FET device because
the channel transport is formed in the ab-plane. The μ values of [6]phenacene and
[7]phenacene single-crystal FETs were 5.6 × 10−1 and 6.7–6.9 cm2 V−1 s−1 [55,
56], respectively. It is noteworthy that the [6]phenacene molecule, which showed
the high μ value in the thin-film FET, did not provide the high μ value in the
single-crystal FET. The optical microscope image of [6]phenacene single crystal
showed the aggregation of some crystals and many voids, i.e., a very small flat
surface, suggesting that the low FET properties originate from the low quality of
[6]phenacene single crystals.

Very recently, we retried to make [6]phenacene single crystals. Here we reduced
the time required for growing the single crystals from several days to 2 h, so as to
suppress the aggregation of other crystals except for the target crystal. We could
obtain a single crystal without an aggregation of other crystals (Fig. 8.3a). The
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Fig. 8.3 (a) Photograph of a single crystal of [6]phenacene. (b) Device structure of [6]phenacene
single-crystal FET. (c) Transport and (d) output characteristics of the [6]phenacene single-crystal
FET with 300-nm-thick SiO2 gate dielectric. The surface of SiO2 was coated with 30-nm-thick
parylene

FET with a single crystal showed the p-channel FET characteristics exhibiting
the μ as high as 2.4 cm2 V−1 s−1 which is larger by a factor of 4 than that,
5.6 × 10−1 cm2 V−1 s−1, of the previous report [55]. The transport and output
properties of [6]phenacene single-crystal FET are shown in Fig. 8.3b, d together
with the device structure.

Furthermore, the molecules of [8]phenacene and [9]phenacene (Fig. 8.2a) were
synthesized by the repletion of Wittig reaction and Mellory homologation [48–
51]. The [9]phenacene molecule is the most extended phenacene molecule which
was utilized for FET device. Both the [8]phenacene and [9]phenacene thin-film
FETs with SiO2 gate dielectrics showed p-channel normally-off FET characteristics
with the average μ, <μ>, values of 1.2(3) cm2 V−1 s−1 [57, 58]. Very recently,
molecules of [10]phenacene and [11]phenacene were successfully synthesized, but
the FET properties are not investigated. The single crystals of these molecules
were also applied for the active layer of FET device. Both the [8]phenacene
and [9]phenacene single-crystal FETs with SiO2 gate dielectric showed p-channel
normally-off FET characteristics with the <μ> values of 3(2) and 8(1) cm2 V−1 s−1,
respectively [58, 59]. The highest μ value in [9]phenacene single-crystal FET was
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18 cm2 V−1 s−1 in the case of ZrO2 gate dielectric [58]. This value is comparable to
that of rubrene single-crystal FET [9], and it is the highest in the μ values evaluated
at two-terminal measurement mode for organic single-crystal FETs. Thus, the
extension of π -framework can increase the μ value, probably owing to the increase
in π -π interaction between molecules. Typical FET characteristics of [8]phenacene
and [9]phenacene single-crystal FETs are shown in Fig. 8.4a, d; the μ values were
7.5 and 9.1 cm2 V−1 s−1, respectively.

Figure 8.5a shows the plot of μ as a function of number of benzene rings; the
maximum μ value is plotted in each [n]phenacene single-crystal FET with SiO2
gate dielectric. The μ value increases straightforwardly with increasing number of
benzene rings from five to nine, which indicates the significant correlation between
μ and π -π interaction; the <μ > also increases with increasing number of benzene
rings. As shown in Fig. 8.5a, the usage of more extended phenacene molecule is key
for the realization of high-performance FET device. This will be further discussed
later.

We fabricated the phenacene thin-film FET exhibiting μ as high as
21 cm2 V−1 s−1 using the alkyl-substituted picene (3,10-ditetradecylpicene:
(C14H29)2-picene) [60]; this μ value was estimated at two-terminal measurement
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mode. The (C14H29)2-picene molecule may produce the strong π -π interaction
between molecules because of a fastener effect accompanied by alkyl substituents.
Thus, the suitable addition of substituents is also important for recording the high
μ value. To investigate the effect of substituents on the FET properties, the FETs
using thin films of dibenzopicene and 3,10-bis(2-thienyl)picene molecules (Fig.
8.2a) were fabricated, which showed p-channel FET properties. The transport
properties are shown in Fig. 8.5b, c. The μ values of dibenzopicene and 3,10-bis(2-
thienyl)picene thin-film FETs were 4.1 × 10−2 and 6.8 × 10−2 cm2 V−1 s−1,
respectively; the <μ > values evaluated from plural FETs are 2.0(9) × 10−2 and
5(2) × 10−2 cm2 V−1 s−1, respectively. Therefore, the alkyl-substitution to picene
provided the high-performance FET device. The energy diagram of dibenzopicene
and 3,10-bis(2-thienyl)picene are shown in Fig. 8.5d. The band gaps and HOMO
levels are almost the same as those of other phenacenes. Consequently, the low
mobility may originate from the stacking between molecules. In other words, the
fastener effect due to alkyl substituents may be important for the strong coupling
between molecules.

The phenacene molecule is chemically stable even in atmospheric condition,
because of their wide band gap and deep HOMO level. The energy diagram of
[n]phenacene molecules (n = 5–9) are shown in Fig. 8.5d. The band gap gradually
decreases with an increase in number of benzene rings, while the HOMO lowers
gradually. This deeper HOMO produces the larger Schottky barrier because of the
larger energy difference between the Fermi level of Au (−5.0 eV) and HOMO level,
leading to the lowering of p-channel FET characteristics. Therefore, the design for
lowering the Schottky barrier height must be required for increasing the μ value
in addition to strengthen the π -π interaction through the extension of benzene
network. Instead of Au, the metal (ex. Pt: EF = −5.65 eV [61]) with larger work
function, φ, may be utilized for the source/drain electrodes for the lowered Schottky
barrier height. All FET parameters for the FET devices with phenacenes other than
picene are listed in Table 8.4.

Table 8.4 FET parameters of [n]phenacene thin-film and single-crystal FETs with SiO2 gate
dielectric

Active layer μ [cm2 V−1 s−1] |VTH| [V] On/Off S [V decade−1] References

[6]phenacene Thin film 7.4 69 3.60 × 107 – [54]
SCa 2.42 31.74 1.12 × 107 1.73 This work

[7]phenacene Thin film 0.75 – – – [53]
SCa 6.9 50 1.0 × 109 0.93 [56]

[8]phenacene Thin film 1.74 51.3 5.6 × 106 3.90 [57]
SCa 8.2 28 3.5 × 108 1.6 [59]

[9]phenacene Thin film 1.7 42 2.6 × 107 3.9 [58]
SCa 17.9 2.12 2.9 × 107 0.212 [58]

aSC refers to single crystal
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8.3.3 Logic Gate Circuits Fabricated Using Phenacene FET

The CMOS logic gate circuits were fabricated using phenacene FETs which
operate as p-channel FET and N,N′-bis(n-octyl)-dicyanoperylene-3,4:9,10-
bis(dicarboximide) (PDI8-CN2) FET for n-channel operation; the molecular
structure of PDI8-CN2 is shown in Fig. 8.6a. Figure 8.6b, d shows the equivalent
circuit, the schematic representation, and the photograph of CMOS inverter. The
FET parameters of individual FETs are listed in Table 8.5. The plot of output (Vout)
against input (Vin) is shown in Fig. 8.6e. The voltage of 100 V was applied to the
drain-drain voltage (VDD) shown in the equivalent circuit. As shown in Fig. 8.6e, the
NOT property (low Vout for high Vin and high Vout for low Vin) is clearly observed;
the low Vout and high Vout in Vout – Vin plot are called VL and VH, respectively. The
VTC, which corresponds to the Vin providing Vout = (VH + VL)/2, was estimated
to be 33 V for the forward Vout – Vin plot, with being lower than the ideal VTC (=
VDD/2 = 50 V).

The VTC of CMOS inverter circuit is expressed by

VTC =
VTHn +

√
kp

kn

(
VDD + VTHp

)

(

1 +
√

kp

kn

) , (8.1)

where k = μWC
L

. kp and kn correspond to k for p-channel and n-channel FETs,
respectively, and the VTHn and VTHp refer to the VTH values for p-channel and n-
channel FETs, respectively [62]. The W, L, and C refer to the channel width, channel
length, and capacitance per area for each FET, respectively.

The VTC value can be calculated using the expression (8.1) and the FET prop-
erties of [8]phenacene and PDI8-CN2 thin-film FETs evaluated individually. The
calculated value of VTC, VTC(cal) was estimated to be 31 V for the inverter, which is
consistent with that determined from the Vout – Vin plot, 33 V. The lower VTC than
VDD/2 = 50 V originates from the unbalance of FET properties of [8]phenacene
and PDI8-CN2 thin-film FETs, i.e., VTH = −59 V for the [8]phenacene thin-film
FET and VTH = −2.1 V for PDI8-CN2 thin-film FET. To come close to the ideal
VTC value, the |VTH| of [8]phenacene thin-film FET should be decreased by using
high-k gate dielectric, while the PDI8-CN2 thin-film FET must be modified to
show the normally-off properties. The normally-off properties in the PDI8-CN2
thin-film FET may be achieved by a depletion of electrons from channel region
using electron-acceptor. The gain was evaluated to be 56 from the steepest slope of
Vout – Vin plot (Fig. 8.6e) of the [8]phenacene/PDI8-CN2 inverter. The numerical
derivative of Vout – Vin plot at 1 V step is shown in Fig. 8.6f, indicating that the
maximum derivative value corresponds to “gain.”

The Vout – Vin plots of [n]phenacene/PDI8-CN2 inverters consisting of
[n]phenacene FET (n = 5–9) (p-channel) and PDI8-CN2 FET (n-channel) are
shown in Fig. 8.7a; VDD = 100 V. The NOT property is found for all inverters.
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Fig. 8.7 (a) Plots of Vout –
Vin for
[n]phenacene/PDI8-CN2
inverters. (b) Absolute
numerical derivatives
(| dVout

dVin
|) of Vout – Vin plots

for the
[n]phenacene/PDI8-CN2
inverters; the maximum value
corresponds to the gain of
inverter. (c) Gain versus n in
the [n]phenacene/PDI8-CN2
inverters, i.e., n means
number of benzene rings of
phenacene molecule. The μp
(μ of [n]phenacene thin-film
FET) is also plotted as a
function of n. The μn – n plot
is made from the μ value of
PDI8-CN2 thin-film FET
combining with [n]phenacene
FET in the inverter
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As seen from Fig. 8.7a, the VTC values in the inverters using [7]phenacene and
[9]phenacene much deviate from the ideal VTC (= 50 V). The FET parameters
are listed in Table 8.5 together with VTC, and gain determined from the Vout – Vin
plots. The highest gain was 104 for the inverter using picene (n = 5) and PDI8-
CN2 (Fig. 8.7b). This value is one of the highest gains recorded for the inverter
using organic thin films. The highest gain of the inverter fabricated using organic
thin films is currently 250 for the inverter consisting of pentacene (p-channel) and
N,N′-ditridecylperylene-3,4,9,10-tetracarboxylic diimide (PTCDI-C13) (n-channel)
thin-film FETs [63]. Some reports on the inverters showing the high gain (>100)
have already been published in refs. [64, 65].

Therefore, it was suggested that the phenacene thin-film FET was suitable for
the CMOS inverter. The gain of inverter and the n-channel mobility (μn) and p-
channel mobility (μp) of the PDI8-CN2 and [n]phenacene (n = 5–9) FETs are
shown in Fig. 8.7c. The clear correlation between μp and gain is found in the plots
(Fig. 8.7c). Namely, the gain is dominated by the higher μ value between p-channel
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and n-channel FETs. Instead of PDI8-CN2, more superior n-channel FET should be
pursued to increase the gain of the inverter.

Finally, we tried to fabricate the ring oscillator combining five inverters con-
sisting of [6]phenacene and N,N′-dioctylperylene-3,4,9,10- tetracarboxylic diimide
(PTCDI-C8) thin-film FETs; the PTCDI-C8 FET (Fig. 8.8a) was used as n-
channel FET. The device structure was shown in Fig. 8.8b for the convenience
of understanding how to fabricate the ring oscillator. As shown in Fig. 8.8b, the
Au electrodes was formed on the SiO2/Si substrate, and 500-nm-thick parylene
was covered on the Au electrodes/SiO2/Si substrate. The 60-nm-thick thin films of
[6]phenacene and PTCDI-C8 were thermally deposited on the parylene. Finally, the
Au electrodes for the Vout, which connects to the Vin electrodes of the next inverter
adjacent to the first inverter, were formed. Therefore, the gate dielectric is parylene
in this ring oscillator. The actual ring oscillator’s photograph is also shown in Fig.
8.8b together with the equivalent circuit of ring oscillator.

Figure 8.8c shows the Vout as a function of time, t, for the five-stage ring oscillator
fabricated using thin films of [6]phenacene and PTCDI-C8. The oscillation of
Vout is observed, but the frequency is still too small. Nevertheless, the successful
observation of Vout oscillation may be the first step for the practical ring oscillator
using phenacene molecule. The frequency, f, of the ring oscillator is expressed by

f = 1

2n < τp >
, (8.2)

where n refers to the number of inverters. The <τ p > is the averaged τ p of the ring
oscillator. Here, the τ p is given by

τp = (
τpLH + τpHL

)
/2, (8.3)

where the τ pLH corresponds to the difference between the time providing
(VH + VL)/2 in Vin in the case of decrease in Vin and that providing (VH + VL)/2 in
Vout in the case of the increase in Vout, while the τ pHL corresponds to the difference
between the time providing (VH + VL)/2 in Vin in the case of increase in Vin and that
providing (VH + VL)/2 in Vout in the case of the decrease in Vout; for convenience
of understanding the τ pLH and τ pHL, the schematic Vout and Vin in the inverter
constituting the ring oscillator is shown as a function of time in Fig. 8.8d. Equations
(8.2) and (8.3) suggest that increasing the response speed of all inverters is a key for
the realization of high f. To sum up, the ring oscillator should be improved through
optimizing the [6]phenacene and PTCDI-C8 FETs based on the following equations
[62].

τpHL = Cload

kn (VDD − VTHn)

[
2VTHn

VDD − VTHn

+ ln

(
4 (VDD − VTHn)

VDD
− 1

)]

(8.4)
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Fig. 8.8 (a) Molecular structure of and PTCDI-C8. (b) Equivalent circuit of five-step ring
oscillator. Device structure of five-step ring oscillator using thin films of [6]phenacene and PTCDI-
C8. How to fabricate the ring oscillator is also shown. (c) Observed Vout versus time in the ring
oscillator. (d) Schematic graphs of Vout and Vin against time in the ring oscillator. τ pHL and τ pLH
are shown in this graph
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and

τpLH = Cload

kp

(
VDD − ∣

∣VTHp

∣
∣
)

[
2
∣
∣VTHp

∣
∣

VDD − ∣
∣VTHp

∣
∣

+ ln

(
4
(
VDD − ∣

∣VTHp

∣
∣
)

VDD
− 1

)]

.

(8.5)

The Cload refers to the total capacitive load of the inverter as seen from Ref. 62. For
obtaining the high f in the ring oscillator, the τ pLH and τ pHL must be reduced based
on Eqs. (8.4) and (8.5). Namely, the increase in μ and the decrease in |VTH| are very
important for each FET in the ring oscillator.

8.4 Intercalation Chemistry of Phenacene Solids

Intercalation of metal atoms into phenacene solids, i.e., metal doping of phenacene
solids, has been studied by many researchers. The first successful intercalation of
metal doping of phenacene was achieved using picene solids by the authors’ group
[13]; picene has five benzene rings and W-shaped structure (Fig. 8.2), which is
called “[5]phenacene.” Metal doping of picene solids showed the superconductivity.
The values of Tc were 7 and 18 K for K-doped picene (Kxpicene) [13]. The metal
doping was carried out by annealing the powder of picene and metal under vacuum,
which were introduced into glass tube. The shielding fraction from the magnetic
susceptibility (M/H) at zero field cooling (ZFC) was 15% for 7 K phase and 1.2% for
18 K phase; M and H refer to magnetization and applied magnetic field, respectively.
Subsequently, the superconductivity of Kxpicene (Tc = 22 K) was confirmed
by the US group, but the shielding fraction was too low [66]. Furthermore, the
superconductivity in Kxpicene was confirmed by Chinese group, but the shielding
fraction was low [67]. Therefore, the superconductor has not been recognized as
“bulk superconductor.” In addition, a new superconducting phase was recently
discovered in Kxpicene, with the Tc being as high as 14 K [16, 68]. The shielding
fraction was 5.4% at 2.5 K. The shielding fraction increased with applying pressure
up to 1 GPa, and it reached 18.5%. The Tc value also increased with increasing
the pressure applied for the sample. The 14 K phase was fully characterized using
energy-dispersive X-ray spectroscopy (EDX) [68], showing the presence of only
K and C in this sample and the chemical stoichiometry of K4(1)picene. The time-
of-flight (TOF) mass spectrum showed intense peaks of picene and K together
with weak peaks due to fragments of picene [68]; the fragments did not show
superconductivity. Thus, the superconducting sample prepared by annealing picene
and K metal was assigned to “Kxpicene” [68].

Furthermore, Rb-doped picene showed the superconductivity with the Tc as high
as 7 K and the shielding fraction of 10% at 2 K [13, 14]. Recently, Rb doping of
picene solid provided the superconductivity with the Tc of 11 K and the shielding
fraction of 14% at 3 K [15]. Moreover, Ca doping of picene showed the 7 K
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superconductivity with the shielding fraction of 1.25% [14]. Subsequently, Italian
group reported the superconductivity of Sm-doped picene with the Tc as high as 4 K
[69]. However, the shielding fraction was as low as 1%.

The systematic studies of metal doping of other phenacene molecules have also
been performed for phenanthrene, which has three benzene rings in phenacene-
type structure [70–72]. The K and Rb doping of phenanthrene solids provided the
superconductivity with the Tc values as high as 4.95 and 4.75 K, respectively,
the shielding fractions of which were 5.3 and 6.7% at 2.5 K, respectively [70];
the shielding fraction of pellet sample of K3phenanthrene was 15.5% at 2.5 K.
Sr1.5phenanthrene and Ba1.5phenanthrene showed the Tc values as high as 5.6
and 5.4 K, respectively [71]. The X-ray photoemission spectroscopy (XPS) of
Sr1.5phenanthrene showed no elements other than Sr and C [15], indicating that
the superconducting phase is probably assigned to Srxphenanthrene. It was reported
that the Sm- and La-doped phenanthrene solids showed the superconductivity with
the Tc values as high as 6.1 and 6.0 K, respectively [72], with the high shielding frac-
tions, 46.1 and 49.8%. However, the superconductivity of the sample of La-doped
phenanthrene may be ambiguous because La also shows the superconductivity with
Tc of 5.0–6.0 K [73]. More careful study of Laxphenanthrene may be indispensable.
Moreover, the superconductivity of Ba-doped anthracene (Tc = 35 K) was also
reported, but the superconductivity was still filamentary. The new superconductors
were prepared by metal doping of dibenzopentacene (DBP) [74]. The Tc of MxDBP
sample was 33.1 K, which showed the shielding fraction of 3.2% at 25 K; the
nominal x value was 3.45. Actually, the K3.45DBP solids provided multiple Tc
values of 33.1, 20 and 5 K. The K3.17DBP sample showed the Tc as high as 28.2 K,
and its shielding fraction was 5.5% at 5 K. Recently, K-doped pentacene exhibited
the superconductivity with the Tc value as high as 4.5 K [75], indicating the presence
of ferromagnetic phase near superconducting phase; the shielding fraction was 1%
at 2 K. Very recently, it was reported that K-doped p-terphenyl and p-quaterphenyl,
which were prepared by high-pressure synthesis, provided the Tc value of 125 K
[76], but the shielding fraction was too small. Such a high Tc is quite interesting, but
this report must be more carefully examined because of no observation of negative
M/H.

Thus, the superconductivity of metal-doped π -conjugated hydrocarbon
molecules including phenacenes is a very interesting research subject. However,
the shielding fractions observed for metal-doped π -conjugated hydrocarbon
molecules are still too low, and some of materials did not show any diamagnetic
behavior but only a drop of magnetic susceptibility, although the diamagnetic
behavior is observed for most of materials; possible assignment to magnetic
transition rather than superconducting transition may also be persuasive for the
samples without observation of diamagnetic behavior [77]. The resistance (R)
drop (or zero resistance) of metal-doped picene, which is a direct evidence for
superconductivity, was confirmed for Kxpicene [15, 78], but the suppression of R
drop by applying magnetic field has not yet been investigated. The investigation is
significant for the final confirmation of superconductivity. Additionally, the increase
in superconducting volume fraction in metal-doped π -conjugated hydrocarbon
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molecules is necessary to study the structure and fundamental physical properties
of superconducting phase. To sum up, the study on metal doping of π -conjugated
hydrocarbon solids is vigorously advanced by many researchers in all over the
world.

8.5 Conclusion

This study describes the recent topics of carbon-based FETs, in particular fullerene
and phenacene FETs. The studies performed by our group are mainly introduced.
The fullerene FETs showed n-channel FET properties, while the phenacene FETs
showed p-channel properties. The highest μ value among the fullerene FETs was
obtained for the C60 FET; μ = 5.3 cm2 V−1 s−1 for C60 thin-film FET [26] and
μ = 2.0 cm2 V−1 s−1 for its single-crystal FET [27]. The μ values of FETs with
thin films of fullerenes other than C60 were smaller than those of C60 FET, because
of the decrease in π -π interaction caused by the lowering of molecular symmetry.

The phenacene thin-film and single-crystal FETs exhibited p-channel FET
characteristics. The μ value of [n]phenacene single-crystal FET increased with the
increasing the number of benzene rings from five to nine. The highest μ value
was 18 cm2 V−1 s−1 for [9]phenacene single-crystal FET [58], which is one of
the highest μ values measured at two-terminal measurement mode. The (C14H29)2-
picene thin-film FET provided the μ of 21 cm2 V−1 s−1 [60]. The high μ value must
originate from the fastener effect produced by the alkyl substituents, which means
the tight packing through the interaction between alkyl substituents. This would
lead to strengthen the π -π interaction between molecules. The phenacene molecule
is stable even in the atmospheric condition; thus, the high mobility observed in their
FETs suggests high potentiality for future practical electronics. Moreover, C60 is the
most important molecule for n-channel FET, although the n-channel transport is not
observed in atmospheric condition because of the trap of electron by OH group or
H2O on the gate dielectric. In summary, C60 and phenacene must be key materials
for the future organic electronics.

Finally, carrier-accumulation by doping of π -conjugated hydrocarbon molecules
with metal atoms was discussed based on recent studies [13–16, 66–72, 74–77]. The
superconductivity in metal-doped π -conjugated hydrocarbon molecules has been
reported by some research groups; however, the superconducting volume fraction is
still low. Consequently, the detailed experimental studies on the structure and phys-
ical properties of superconducting phases have not been successful yet. Recently,
studies using single crystals of metal-doped picene, which was prepared by using
a solution method, were reported [79], which suggested that K2picene provided
the behavior of spin liquid. The decisive study to confirm the superconductivity in
metal-doped π -conjugated hydrocarbon solids and to determine the structure and
fundamental properties of superconducting phase is strongly desirable.
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Chapter 9
Nanostructure Control of Crystalline
Organic Thin Films by Solution Processes

Hiroko Yamada

Abstract Solution-processed organic semiconductor devices are expected to pro-
vide flexible, large-area, light-weight, low-cost, and environment-friendly electronic
products for next-generation devices. As small molecular crystals have intrinsically
high electrical properties, this chapter focuses on the fabrication technique of
single crystalline and polycrystalline organic electronic devices using solution
processes. It starts with a description of the relationship between the crystal structure
and electrical properties of organic semiconductors. Then, several techniques for
preparing single-crystalline organic field effect transistors are discussed. Next,
a precursor approach to preparing polycrystalline films is addressed. With this
approach, well-soluble and stable precursor compounds are deposited on substrates
and then quantitatively converted into target materials by applying external stimuli,
such as heat or light. The recent progress of organic field effect transistors and
organic photovoltaics with this approach is summarized.

Keywords Organic semiconductor · Solution process · Crystalline film ·
Organic field effect transistor · Organic photovoltaics

9.1 Introduction

Development of high-performance printed organic semiconductor devices, such as
organic field-effect transistors (OFETs), organic photovoltaics (OPVs), and organic
light emitting diodes (OLEDs), is highly desired for the next-generation technolo-
gies of ‘printable electronics’. Organic semiconductors are expected to provide
flexible, large-area, light-weight, low-cost, and environment-friendly electronic
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products, including wearable and/or transparent sheet-type solar cells, flexible
displays, and so on. The performances of organic electronic devices largely depend
on the charge transport efficiency in the organic active layers and carrier injection at
the interface of organic/metal electrodes.

The organic semiconducting materials can be classified as crystalline small
molecules; soluble small molecules, including oligomers and liquid crystalline
materials; and π -conjugated conductive polymers. The key structure of these
materials is the π -electron conjugation over the molecule frameworks. The π -
conjugated polymers have π -electron conjugation through the polymer backbones.
Thus, the charge carriers can travel along the main polymer chains. Small molecular
semiconducting materials have aromatic frameworks over which the π -electrons
spread; however, the electrons are localized in each molecule. For efficient charge
carrier transport, charge carriers must efficiently move between the molecules. An
immense number of compounds have been developed since the 1990s for small-
molecule organic semiconductor materials [1–3].

For efficient intermolecular charge transport between molecules, a π -π interac-
tion with neighbouring molecules is necessary, and a crystalline film with a proper
packing structure is desirable. Single-crystal devices are optimal devices with high
intrinsic electrical properties; however, the preparation of numerous large single
crystals was not practical. Recently several noteworthy solution-processing tech-
niques for single-crystal devices have been reported. It will be surveyed in Sect. 9.4.

Polycrystalline film is the second choice, while vacuum deposition is a well-
known technique for the preparation of polycrystalline films. It enables the very pure
polycrystalline film to have good electrical properties. Nevertheless, the preparation
of large devices on plastic film is difficult with this method, and molecules with a
larger molecular weight cannot be deposited on account of the decomposition before
sublimation. To apply the polycrystalline organic electronic devices, a preparation
technique of polycrystalline films by a solution process is required. Recently,
high-performance devices with solution-processed polycrystalline films have been
reported. In Sects. 9.5 and 9.6, the preparation and morphology control of crystalline
organic semiconductor layers by a solution process are addressed.

9.2 Organic Devices for Evaluating Charge Transport
Efficiency

To evaluate the intrinsic charge transport abilities of organic semiconducting
materials, the charge carrier mobilities are estimated by various techniques. These
techniques include the time-of-flight (TOF), space-charge-limited current (SCLC),
time-resolved microwave conductivity (TRMC), OFETs, etc. [4]. In this section,
the morphology and charge carrier mobilities of the prepared crystalline films are
discussed in terms of OFET and OPV performances. The basic structures and
mechanisms of the OFET and OPV devices are first described.
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Fig. 9.1 Four OFET
architecture types: TCBG,
top-contact bottom-gate (a);
BCBG, bottom-contact
bottom-gate (b); TCTG,
top-contact top-gate (c); and
BCTG, bottom-contact
top-gate (d) structures
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9.2.1 Organic Field-Effect Transistors

OFETs are crucial components for organic electronic devices using organic semi-
conductors in the channel. An OFET is a three-electrode system with gate, source,
and drain electrodes. There are four OFET device structure types: top-contact
bottom-gate (TCBG), bottom-contact bottom-gate (BCBG), top-contact top-gate
(TCTG), and bottom-contact top-gate (BCTG) structures, depending on the relative
structure of electrodes and organic semiconductors (Fig. 9.1).

The amplitude of the drain–source current (IDS) is controlled by the applied gate
voltage (VG) and drain–source voltage (VDS). The field applied to the gate electrode
induces a charge (channel) in the semiconducting layer. The polarity of the gate bias
determines the channel polarity. When the hole (electron) is a main charge carrier, it
is called a p-type (n-type) OFET. The polarity depends on the electronic properties
of the semiconductor materials. The carrier travels horizontally between source and
drain electrodes in the channel, and a large π–π interaction between neighbouring
semiconductor molecules in a horizontal direction is desirable.

The carrier mobility (μ) indicates the rate of the carrier moving through the
channel in the semiconductor layer under an electrical field. The μ value is
calculated using Eq. (9.1):

ISD = (W/2L) μCi(VG − Vth)
2 (9.1)

where ISD is the drain current, W and L are the channel width and length,
respectively, Ci is the capacitance per unit area of the gate dielectric, and VG and
Vth are the gate voltage and threshold voltage, respectively. In Fig. 9.2, an example
of output curves of ISD at several VG’s (a) and a transfer curve at a certain VSD
(b) are shown. The OFET properties are discussed mainly in terms of μ, Vth, and
the on/off current ratio (ION/IOFF). Vth is the voltage required for driving charges
that are mobile; a value close to zero is desirable. ION/IOFF is the ratio of the drain
current at the on and off states. The larger the ION/IOFF is, the better it is, and at least
ION/IOFF > 103 is required.
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Fig. 9.3 Structures of a (a) planar heterojunction OPV, (b) p-i-n OPV, (c) BHJ OPV, and (d)
structures of organic semiconductor materials employed in these devices [5–7]

9.2.2 Organic Photovoltaics

A two-layer OPV fabricated by vacuum deposition using copper phthalocyanine
for the p-material and a perylene tetracarboxylic derivative (PV) for the n-material
(Fig. 9.3a) with a photocurrent conversion efficiency (PCE) of 0.95% was reported
by Tang in 1986 [5]. In 1991, Hiramoto et al. reported a three-layered OPV with
an interlayer of co-deposited pigments of p-type metal-free phthalocyanine (H2Pc)
and n-type perylene tetracarboxylic derivative (Me-PTC) between respective p-
and n-pigment layers (Fig. 9.3b) [6]. The 0.7% PCE performance was two times
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Fig. 9.4 Typical
current–voltage curves. Solid
line, photocurrent; dashed
line, dark current

Vmax

Jmax

VOC

JSC

Maximum power

higher than that of the two-layered device on account of the efficient carrier
photo-generation in the interlayer. The single p- and n-type pigment layers, which
sandwich the interlayer, effectively provide the built-in potential to the photo-active
interlayer. The single p- and n-layers also play an important role as carrier transport
layers.

Another key advancement was reported by Heeger et al. in 1995 as a monolayer
bulk-heterojunction (BHJ) OPV using a mixture of semiconducting polymer (MEH-
PPV) for p-type material and PCBM for n-type material with PCE = 2.9% (Fig.
9.3c) [7]. Efficient charge separation resulted from a bicontinuous network of an
internal donor-acceptor heterojunction, and the PCE performance surpassed 11%.

Typical current–voltage (J-V) curves with and without photo-irradiation are
shown in Fig. 9.4. The OPV performance is evaluated by power conversion
efficiency (PCE), as shown in Eq. 9.2.

PCE = Pout/Pin = JSC × VOC × FF/Plight (9.2)

where Pout is the output power, Pin is the input power, JSC is the short-circuit
current density, VOC is the open-circuit voltage, FF is the fill factor, and Plight is
the power of the incident light. In addition, JSC is the maximum current that can be
obtained under conditions of a zero-resistance load. The larger absorption coverage
of organic molecules and the larger charge transport efficiency of the organic layer
increase JSC. Moreover, VOC is the maximum voltage with no load applied. VOC
largely depends on the difference of energy level of the highest occupied molecular
orbital (HOMO) of the donor material and the lowest unoccupied molecular orbital
(LUMO) of the acceptor material. The crystal packing structure of the materials
in the active layer also influences VOC by changing the ionization energy of the
materials. FF is the ratio between the maximum power and the full square spanned
by the JSC and VOC values, as described in Eq. 9.3. FF is influenced by the electrical
properties of the active layers and depends on the competition between charge
carrier recombination and transport processes.

FF = Jmax × Vmax/JSC × VOC (9.3)
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Fig. 9.5 Five-step mechanism to generate photocurrent in a typical planar p-n-type OPV device

The fundamental mechanism to generate photocurrent in OPV is summarized in
Fig. 9.5. Conversion of light energy to electric energy can be classified into five
steps:

Step 1: Absorption of light by donor and/or acceptor materials generates an exciton
(a coulombically bound electron-hole pair).

Step 2: The exciton diffuses into the interface of the donor and acceptor materials.
Step 3: The charge separates from the exciton geminate hole-electron pair.
Step 4: The free charge carrier is transported toward the electrodes.
Step 5: The charge carrier is injected into the electrodes.

To improve the PCE performance, all five steps should efficiently progress. The
film morphology plays important roles in each step.

In Step 1, the excited state (exciton) of the donor and/or acceptor molecules is
due to incident light absorption. The exciton generation efficiency strongly relates
to the molar extinction coefficient of the donor and acceptor materials. By the π–
π interaction between molecules in the film, the absorption is broadened and the
absorption peaks shift from the peak of the unimolecular spectrum in solution.
With H-aggregation (parallel orientation) of the molecules, the absorption shows
a hypsochromic (blue) shift; the J-aggregation (head-to-tail orientation) shows a
bathochromic (red) shift.

The exciton is deemed an electron and hole pair. The charges are located in the
same molecule and strongly bound by a Coulombic interaction. An energetic barrier
to transferring the charge from the exciton to the neighbouring molecules exists.
In Step 2, the exciton must diffuse to the donor-acceptor interface to encounter the
partner for transferring an electron from the donor to acceptor molecule. The exciton
diffusion length of organic semiconductors is approximately 10 nm in crystalline
films, depending on the packing structure. The packing structure influences the
diffusion direction. In p-n-type OPV systems, excitons less than 10 nm from the
interface of the two layers can contribute to carrier generation, while excitons far
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from the interface cannot reach it. The BHJ structure is superior to the p-n structure
owing to the increased interface area. The morphology control of the mixed layer to
improve the charge separation probability is important.

For Step 3 charge separation, the ionization potential (IP) and electron affinity
(EA) of donor and acceptor materials directly influence the OPV performance.
VOC is closely related to the difference between the donor-material IP and acceptor
material EA. Donor IP and acceptor EA in crystalline film are different from those
for the gas-phase-isolated molecule (the difference is called polarization energy; see
Sect. 9.3.3). The difference is greatly influenced by the molecular packing structure.

After charge separation, positive and negative charges travel to anode and
cathode electrodes, respectively (Step 4). Charge carrier mobilities in crystalline
films are influenced by many factors, including the molecular packing structure,
grain size, disorder, presence of impurities, temperature, electric field, charge carrier
density, molecule size/molecular weight, and pressure [4]. Molecular packing in
single crystals influences the charge transport efficiency and anisotropy, especially
by electron coupling (or transfer integral), reorganization energy, and polarization
energies [8]. These three key factors are overviewed in Sect. 9.3. Even for the
bulk hetero layer from combined polymers and fullerene derivatives, the partial
crystallinity of the materials was reported as being crucial for good carrier mobilities
and stability [9].

For a good electrical property and effective charge injection at the interface of
the active layer and electrodes, the crystalline structure of the p- and n-layers is
favourable (Step 5). The crystalline p- and n-layers in the p-i-n structure prevent a
current leak and support charge injection to electrodes [6].

9.3 Charge Transport Mechanism of Organic
Semiconductors

9.3.1 Organic Versus Inorganic Semiconductors

Compared to inorganic semiconducting materials, the charge transport properties of
organic semiconductors are intrinsically low. The exciton nature of organic materials
(Frenkel exciton) is very different from those of inorganic semiconductors (Wannier
exciton) [10]. In inorganic semiconductors (such as doped silicon, GaAs, ZnS,
etc.), atoms are covalently bound, and the exciton electron is only weakly bound
to the hole with minimal binding energy. Thus, the average exciton orbital radius
(∼16 nm) is larger than the lattice unit. The carrier diffusion length is ∼100 μm;
the charge carrier mobilities are over the order of 100 cm2 V−1 s−1.

For small molecular crystalline organic semiconductors (Fig. 9.6), the lattice
unit is based on molecules. The average exciton radius is approximately 1 nm,
the carrier diffusion length is approximately several tens of nanometres, and the
charge carrier mobilities are less than the order of 100 cm2 V−1 s−1. To increase the
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Fig. 9.6 Structures of acene-type semiconductors discussed in this chapter

Fig. 9.7 Pentacene
herringbone (top) and 1D
π -stacking (bottom)
structures. (Reproduced with
permission from [11].
Copyright 2006 American
Chemical Society)

charge carrier mobility of organic semiconductors, the morphologies of the organic
molecules are very important. The crystalline molecules are weakly bound by CH–
π , π–π , and van der Waals interactions.

Figure 9.7 shows typical packing structures observed for organic semiconducting
materials: the herringbone and 1D π -stacking structures of pentacene [11]. In the
herringbone arrangement, an aromatic edge-to-face (CH-π ) interaction dominates,
yielding 2D electronic interactions. In the 1D π -stacking arrangement, a face-to-
face (π–π ) interaction of electron-rich faces dominates, yielding a coplanar-stacked
structure with some degree of displacement along molecule long and short axes. In
the 1D π -stacking arrangement, the electron coupling in the stacking direction tends
to be large. Substituents on π -frames efficiently influence the packing structure by
van der Waals interactions between substituents, steric hindrance, and the π -frame
electronic structure.
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9.3.2 Transfer Integral and Reorganization Energy

Charge transport efficiency depends on the transfer integral among neighbouring
molecules. The transfer integral is a theoretically estimated electronic coupling
using the single-crystal structure molecular configuration. It strongly depends on
the molecule electronic structure, neighbouring-molecule mutual distances and
orientations, and displacement degree along long and short molecule axes.

In 2012, Watanabe et al. were successful in isolating hexacene for the first
time [12] (Sect. 9.5.1 for synthesis). They compared its single-crystal structures,
transfer integrals, reorganization energies, and hole mobilities with those of naph-
thalene, anthracene, tetracene, and pentacene. All acenes showed a herringbone
motif single-crystal structure [13–15], and Fig. 9.8 shows the hexacene packing
structure. A higher electronic coupling (t+) along both T1 and T2 directions
is observed by increasing the number of benzene rings (Table 9.1). A signifi-
cantly higher hole mobility (μ+) of hexacene than the other acenes was theoret-
ically estimated: hexacene, 1.461 cm2 V−1 s−1; pentacene, 0.832 cm2 V−1 s−1;
tetracene, 0.470 cm2 V−1 s−1; anthracene, 0.158 cm2 V−1 s−1; and naphthalene,
0.0511 cm2 V−1 s−1. The hole mobilities are well fitted by an equation relating to
the number (x) of aromatic rings, axb (x = 2–6), where a = 0.00584 and b = 3.09.
The calculation suggests that hexacene μ+ is most efficient along the a–b plane. The
best single-crystal (SC)-FET performance of hexacene was 4.28 cm2 V−1 s−1 with
an on/off ratio of 1 × 105 and threshold of 37 V, while pentacene SC-FET prepared
in the same manner showed a hole mobility of 1.2 cm2 V−1 s−1 with an on/off ratio
of 3 × 106 and a threshold at −7 V.

Fig. 9.8 X-ray hexacene crystallographic analysis: (a) two adjacent hexacene molecules (the Oak
Ridge Thermal Ellipsoid Plot (ORTEP) drawing), (b) hexacene molecule layer arrangement on
a–b plane, and (c) hexacene arrays along a-axis. Transfer-integral computation distances: T1 and
T2 transverse, P parallel, L longitudinal. (Reproduced with permission from [12]. Copyright 2012
Nature Publishing Group)
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Table 9.1 Calculated hole-transporting properties

Compound HOMO*/eV λ+*/meV R/Å, t+/meV† μ+‡/cm2 V−1 s−1

T1 T2 P L
Naphthalene −5.80 183 5.01, 8 5.01, 8 5.93, 36 8.64, 0 0.0511
Anthracene −5.24 138 5.22, 19 5.22, 19 6.01, 42 11.12, 0 0.158
Tetracene −4.87 113 4.77, 70 5.13, 22 6.06, 37 13.44, 1 0.470
Pentacene −4.61 95 4.76, 79 5.21, 45 6.27, 31 16.11, 1 0.832
Hexacene −4.42 79 4.72, 88 5.22, 60 6.31, 37 18.61, 1 1.461

Adapted with permission from [12]. Copyright 2012 Nature Publishing Group
B3LYP/6-31G(d,p) level
†PW91/DZ2P level calculated at 300 K (t+ is given as the absolute value)
‡Averaged value along the four directions (T1, T2, P, and L) under consideration

Reorganization energy (λ) is an important quantity associated with local
electron–phonon coupling [16]. It is described in Marcus theory as energy
consumption during molecular-level carrier transfer. High mobility can be attained
by small reorganization energy of the hopping model [2]. Reorganized energy is
divided into intramolecular (inner) and intermolecular (outer) types. In a solution,
the outer contribution from surroundings is greater than the inner one. In molecular
crystals, intramolecular reorganization energy ranges from 100 to 200 meV, while
the intermolecular type is <10 meV. With π -expanded and delocalized molecules,
reorganization energy tends to be small because the generated charge is delocalized
in the molecule. Hexacene reorganization energy (λ+) is much smaller than smaller
acenes (Table 9.1). Fullerene has a 3D spherical or rugby ball-type shape. The
reorganization energy is small owing to the spherical-surface delocalized electronic
structure. This is an important reason why fullerene derivatives are commonly used
for OPV n-materials.

9.3.3 Polarization Energy

Polarization energy is charge energetic stabilization through interaction with the
electrostatic environment surrounding the charged molecule in the crystal. Licht-
enberger et al. measured high-resolution gas-phase and solid-phase ultraviolet
photoelectron spectroscopy (UPS) of pentacene and TIPS-PEN to obtain intra- and
intermolecular electronic effects (Fig. 9.9) [17]. By gas-phase UPS measurement,
ionization energy at the pentacene single-molecule level and TIPS-PEN can be
obtained. In the solid phase, the cation is stabilized by polarizing the surrounding
medium, and ionization energies are lowered from the gas phase to solid phase.
Solid-phase pentacene ionization energy is lowered by 1.7 eV from the gas phase;
that of TIPS-PEN is lowered by 0.4 eV from the gas phase to the solid phase. The
pentacene ionization order and TIPS-PEN are reversed in these phases.
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Fig. 9.9 He I UPS: first ionization energy bands of pentacene (red) and TIPS-PEN (black) (solid
lines, gas phase; dotted lines, solid phase). (Adapted with permission from [17]. Copyright 2010
American Chemical Society)

Fig. 9.10 Induced dipoles on the nearest neighbours of a positively charged pentacene (a)
and TIPS-PEN (b), respectively, determined by the parameterised atomic multipole optimized
energetics for biological applications (AMOEBA) force field. Dark red molecules in (a) have
induced dipoles of 0.059 D; those in light red have induced dipoles of 0.063 D. All nearest
neighbours in (b) have induced dipoles of 0.214 D. (Adapted with permission from [18]. Copyright
2014 American Chemical Society)

A larger polarization of the surrounding medium leads to a larger intermolecular
reorganization energy. Ryno et al. described the relationship of polarization energy
to crystal structure [18]. Figure 9.10 shows the magnitudes of the dipole moments
induced by a positive charge on the central molecule of five-molecule clusters
for pentacene (herringbone packing) and TIPS-PEN (brickwork packing). A slight
asymmetry in induced dipole moments (0.063 D vs. 0.059 D) is evident in
the pentacene herringbone packing configuration, while the TIPS-PEN brickwork
configuration shows a larger induced dipole (0.21 D) moment with no asymmetry.
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These differences indicate that induced dipole moments are very important to
charge carrier stabilization in the brickwork-packed TIPS-pentacene. These results
elucidate those of Fig. 9.9, where the TIPS-PEN brickwork configuration shows a
fundamental change in the quadrupole and induced dipole interactions, resulting in
smaller bulk polarization energy compared to pentacene.

9.4 Deposition of Crystalline Structure by a Solution Process

Charge carrier mobility of organic semiconductors is influenced by the film crystal
structure, as described in Sect. 9.3. Fundamental research on the large single-crystal
(SC) device is important; development of a preparation method of a flat, regular
crystalline film by a solution process is critical. In this section, approaches to
preparing SC-FET devices by a solution process are outlined.

9.4.1 Single-Crystal FET by a Solution Process

The FET device size has decreased owing to technological advancements. A
smaller FET enables more sophisticated devices. To address this size demand,
SC-FET has been studied because the single-crystalline device has good charge
transport performance (20–40 cm2 V−1 s−1) with few grain boundaries compared
to polycrystalline film [19]. To realize solution-processed SC-FETs, Briseno et
al. patterned organic SC-FET arrays [20]. Figure 9.11 shows the preparation of
patterned SC-FET devices, as well as scanning electron microscope (SEM) images
of patterned pentacene, rubrene, and C60 arrays. Rubrene- and pentacene-based
transistor arrays yielded μ = ∼0.6 ± 0.5 cm2 V−1 s−1 with ION/IOFF > 107 and
μ = 0.3 cm2 V−1 s−1 with ION/IOFF > 105, respectively. Devices from patterning n-
channel materials, C60 and tetracyanoquinodimethane (TCNQ), exhibited mobilities
of 0.03 and 10−4 cm2 V−1 s−1, respectively.

9.4.2 TIPS-PEN

Another strategy for solution-processed SC-FET is introducing substituents to
improve compound solubility in the organic solvents. TIPS-PEN was reported as
a soluble pentacene derivative by Anthony in 2001 [21]. The performance of field-
effect mobility of TIPS-PEN fabricated by thermal deposition was 0.4 cm2 V−1 s−1,
[22]. The BGBC FET prepared by blading TIPS-PEN toluene solution and evapo-
rating solvent produced a 0.17 cm2 V−1 s−1 hole mobility with ION/IOFF of 105

[23].
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Fig. 9.11 (a) Procedure for growing organic single crystals on substrates patterned by micro-
contact printing, which uses polydimethylsiloxane (PDMS) stamps with relief features inked
with thick octadecyltriethoxysilane (OTS) film and then pressed onto the substrates. To grow the
patterned single crystals, the patterned substrate is placed in a glass tube with the organic source
material, vacuum-sealed (0.38 mm Hg), and placed in a temperature gradient furnace tube. (b–
d) Patterned single-crystal arrays of different organic semiconductor materials. Dotted squares
denote the size and location of the OTS-stamped domain. The organic material molecular structure
is shown beside the image of its single-crystal array. (b) Pentacene (SEM, 4 × 4-μm stamped
domain size), (c) rubrene (SEM, 25 × 25 μm), and (d) C60 (optical micrograph, 8 × 8 μm).
(Reproduced with permission from [20]. Copyright 2006 Nature Publishing Group)

Kim et al. produced 1D single-crystalline micro-ribbons through TIPS-PEN
self-assembly by injecting a minimum volume of TIPS-PEN concentrated toluene
solution in acetonitrile [24]. The typical micro-ribbon dimensions are as follows:
100–600 nm (height), 4–13 μm (width), and 40–800 μm (length). The average
field-effect mobility (0.75 cm2 V−1 s−1) and ION/IOFF (ca. 105) were obtained
for 18 devices from 4 different batches. The highest TIPS-PEN FET mobility was
1.42 cm2 V−1 s−1.
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In 2007, Park et al. compared carrier mobilities of simple bottom-contact TIPS-
PEN FETs by drop casting, dip coating, and spin depositing [25]. X-ray diffraction
analysis showed similar peak patterns of a well-organized molecular structure with
vertical intermolecular spacing of 16.8 Å. However, the peak intensity suggested
the drop-cast films had the best ordering, while the spin-cast film had the worst. The
improved molecular ordering and device performance related to the film formation
speed. The device with the drop-cast film prepared from 1 wt% toluene solution
(b.p. 110.6 ◦C) had FET mobilities of 0.2–1.8 cm2 V−1 s−1 (73 devices, average
0.65 cm2 V−1 s−1) with Vth of 0–10 V (3.4 V average). The dip-coated film from
1 wt% chlorobenzene solution was 0.1–0.6 cm2 V−1 s−1, and the spin-cast film
from 0.2 wt% film was 0.05–0.2 cm2 V−1 s−1.

Giri et al. reported a solvent shearing method to control the TIPS-PEN π–π

stacking distance from 3.33 to 3.08 Å by changing the film-preparation shearing
speed [26]. The film lattice strain correlated with the nearest-neighbour charge
transfer integral change from 11.7 meV to −36.9 meV. The hole carrier mobility
was 0.8 cm2 V−1 s−1 for unstrained film and 4.6 cm2 V−1 s−1 for strained film.

For solution-process enlargement of TIPS-PEN single crystal, Diao et al. used
a fluid-enhanced crystal engineering method (Fig. 9.12) [27]. By controlling film
thickness and solvent, nucleation and crystal growth was controlled, resulting in
preparation of millimetre-wide, centimetre-long enlargement of TIPS-PEN single-
crystalline domains. By excellent domain alignment and omitting grain boundaries,
a 11 cm2 V−1 s−1 maximum mobility was attained.

9.4.3 Thioacene Derivatives

Takimiya et al. controlled the crystalline structure by adding alkyl groups on the
thienoacene derivatives. Alkyl chains influence the crystalline-film packing motif
via the van der Waals interaction between alkyl chains. They are soluble in organic
solvents; hence, various solution processes were developed. In 2007, Eibata et
al. prepared 2,7-dialkyl-substituted [1]benzothieno[3,2-b][1]-benzothiophene (Cn-
BTBT: n = 5∼14) and compared the solubility, interlayer spacing (d-spacing), and
FET performance (Fig. 9.13) [28, 29]. The spin-coated film showed (00 l) reflections
in the in-plane XRD pattern, indicating the spun-cast film of Cn-BTBT yielded an
end-on orientation on the substrates. The best performance of the spun-cast film
was obtained for C13-BTBT film as μ = 1.20–2.75 cm2 V−1 s−1. This C8-BTBT
crystalline film performance was improved by preparing a terrace and step structure
in micrometre scale using molecule self-assembly with edge–casting method. The
FET mobility improved as high as 5 cm2 V−1 s−1. OFET mass production with
an average mobility of 3.5 cm2 V−1 s−1 at specified positions on substrates were
possible with this method [30, 31].

Minemawari et al. achieved inkjet printing of SC films of C8-BTBT. The anti-
solvent ink (pure anhydrous dimethylformamide (DMF)) was first printed and
then overprinted with the solution ink (C8-BTBT solution in dichlorobenzene
(DCB)), yielding TCTG thin-film transistors with average carrier mobility as high
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Fig. 9.12 (a) Solution shearing using a micropillar-patterned blade (micropillars are not drawn to
scale; arrow, shearing direction). (b) Micropillar-patterned blade (SEM): top view of micropillars
(35 μm wide; 42 μm high) under optical microscope (inset). (c) Simulated fluid flow streamlines
around micropillars (arrow, flow direction); colour coding indicates velocity scale (mm s−1) from
0 (deep blue) to 1.3 mm s−1 (dark red). (d–f) Cross-polarized optical micrograph of TIPS-PEN
film coated from mesitylene solution with (d, right; f) and without micropillars (d, left; e) at
a 0.6 mm s−1 shearing speed. (Reproduced with permission from [27]. Copyright 2013 Nature
Publishing Group)

as 16.4 cm2 V−1 s−1 (31.3 cm2 V−1 s−1 as maximum) (Fig. 9.14) [32]. Phase sep-
aration between organic semiconducting molecules and insulating polymers caused
by the difference in the surface energies have also been utilized for preparing highly
ordered single crystals for SC-FETs. C8-BTBT single crystals have been prepared
from polymer (poly(methyl methacrylate) (PMMA) or polystyrene (PS)) blends by
solvent annealing, affording SC-FETs showing high mobility (9.1 cm2 V−1 s−1)
and band-like transport behaviours [33].

Dinaphtho[2,3-b:2′,3′-f]thieno[3,2-b]thiophene (DNTT) showed herringbone
packing in a single crystal (Fig. 9.13). Non-substituted DNTT top-contact FET was
prepared by vacuum deposition on octyltrichlorosilane (OTS)-treated substrate at
Tsub = 60 ◦C to give 2.0 cm2 V−1 s−1 and ION/IOFF of 107 [34]. Alkyl-substituted
Cn-DNTTs were not adequately soluble for the solution process, in contrast to Cn-
BTBT. However, vapour-deposited C10-DNTT yielded a high crystalline film with
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Fig. 9.13 Typical thienoacenes for solution-processed SC-FETs described herein [28–40]

Fig. 9.14 (a) Inkjet printing process of SC films of C8-BTBT. Anti-solvent ink (A) is the first
inkjet-printed (Step 1). Solution ink (B) is sequentially overprinted to form intermixed droplets
confined to a predefined area (Step 2). Semiconducting thin films grown at droplet liquid–air
interfaces (Step 3). Solvent fully evaporates (Step 4). (b) Micrographs of a 20 × 7 array of
inkjet-printed C8-BTBT single-crystal thin films. (c) Film crossed-Nicol polarized micrographs.
(d) Expanded micrograph of the film with stripes caused by molecular-layer steps. (e) Atomic-
force microscopy image and height profile (bottom) showing the step-and-terrace structure on the
film surfaces. (Reproduced with permission from [32]. Copyright 2011 Nature Publishing Group)

FET mobility close to 8.0 cm2 V−1 s−1 [35]. C10-DNTT was used for patterning
solution-crystallized BGTC-OFET. C10-DNTT in hot o-dichlorobenzene (100 ◦C)
was set and gradually dried with crystal growth, and 7 cm2 V−1 s−1 average
mobility was obtained.

In 2013, V-shaped DNT-V and its alkylated compounds were reported by
Okamoto and Takeya et al. (Fig. 9.13) [36]. Depending on the alkylated position
and the alkyl chain length, transfer integral changed, and the mobility in vapour-
deposited polycrystals and solution-processed single crystals changed. The best
performance of C6-DNT-VW single crystal was 9.5 cm2 V−1 s−1 [36].
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DNDBT was reported in 2014 with a high carrier mobility of 16 cm2 V−1 s−1

by edge–casting method (Fig. 9.13) [37]. All solution-processed DNDBT SC-FET
with a mobility of 6.6 cm2 V−1 s−1 was reported using POMIRAN™ substrate and
EPRIMA™AL insulator [38].

Dithieno[3,2-b:2′,3′-d]thiophene derivatives (DTT-8, DTT-12, DTT-NP8, and
DTT-BT8) as high-performance p-type organic semiconductors were reported in
2013 by Yasuda and Adachi et al. [39, 40]. The drop-casting deposition of DTT-8
in 1,2-dichlorobenzene solution followed by drying for 12 h gave micro-ribbons,
extending uniformly in one dimension up to several hundreds of micrometres
or even longer, with widths ranging from 4 to 50 mm and thicknesses of 100–
300 nm. The DTT-8 molecules form a nanosegregated lamellar structure consisting
of alternately stacked π -conjugated cores and aliphatic chains along the a-axis. In
each layer, the molecules are densely packed in a herringbone arrangement, which
is cooperatively reinforced by intermolecular S•••S and S•••C(π ) interactions. The
hole mobility (μ) of the DTT-8 micro-ribbon was found to reach 10.2 cm2 V−1 s−1

with a high on/off current ratio on the order of 107.

9.5 Precursor Approach for Field-Effect Transistors

Aromatic semiconducting materials without substituents are often low soluble in
common organic solvents. Therefore, it is difficult to deposit them on the substrate
by a solution process, except for some examples described in Sect. 9.4. In the
so-called precursor approach, well-soluble, stable precursor compounds are used
as starting materials, and the precursors are quantitatively converted into target
materials with released leaving groups in gas phase, solution, film, powders, and
crystals by applying external stimuli, such as heat or light. The polyacetylene
precursor was first reported in 1980, then tert-butoxycarbonyl (Boc)-DPP, a latent
pigment, was reported in 1997 (Fig. 9.15) [41, 42].

In synthetic terms, leaving groups improve precursor solubility; thus, purification
and derivatisation of insoluble and/or unstable compounds becomes possible. After
precursor purification, the final conversion step yields pure target compounds
without further purification. The precursor approach can be applied to insoluble-
crystalline-film deposition and morphology control in a solution process. FET and
OPV performances via the precursor approach are now addressed [43–45].
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Fig. 9.15 (a) Polyacetylene synthesis from the precursor with release of ditrifluoromethylbenzene
[41]. (b) Synthesis of precursor Boc-DPP and de-protection of Boc groups to yield DPP [42]
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photo-precursors [66] of pentacene and FET performance of pentacene prepared by the precursor
approach. (d) Synthetic scheme of hexacene from precursor [67] for hexacene SC-FET perfor-
mance

A typical fabrication of the BGTC-OFET device with a precursor approach is
shown in Fig. 9.16. After precursor-solution spin-coating, the precursor film is
annealed or photo-irradiated to convert the precursor into the target semiconductor
materials in situ. The film morphology can be controlled by film-preparation
conditions: a selection of solvent to dissolve the precursor, precursor-solution
concentration, spin-coating rotation rate and time, substrate temperature during
spin-coating and post-annealing, solvent-annealing condition, etc. The polycrys-
talline film enables preparation of stable devices compared to amorphous film.

9.5.1 Pentacene Precursors

Several thermally convertible pentacene precursors were prepared by adding leaving
groups (dienophile) to pentacene (diene) by the Diels–Alder reaction. This reaction
is reversible. The precursor can be quantitatively reconverted to pentacene by heat-
ing in film. FET performance of pentacene film prepared by the precursor approach
is shown in Fig. 9.17a [46–51]. Yamada et al. reported in 2005 6,13–dihydro-6,13-
ethanopentacene-15,16-dione (α-diketone precursor: PDK) as a photo-convertible
precursor of pentacene (Fig. 9.17b) [52, 53]. PDK is thermally stable over 300 ◦C
but is converted to pentacene by 460 nm irradiation or UV light. This reaction was
used for synthesizing substituted pentacene and higher acenes (hexacene, heptacene,
octacene, nonacene) by Yamada et al. [54, 55], Neckers et al. [56–59], and Bettinger
et al. [60–62].
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Acene FET performance using a photo-precursor approach was studied [63–66].
Pentacene using PDK achieved a hole mobility of 0.86 cm2 V−1 s−1, Vth = −1.4 V,
and ION/IOFF = 4.3 × 106 [67]. Photo-converted-film high FET mobility was
attributed to continuously connected grain boundaries from partial crystallinity
obtained by deposition condition optimisation (1% addition of high boiling point
solvent to spin-coating solvent, irradiation intensity and duration, and substrate
temperature during irradiation).

Watanabe et al. reported a pentacene monoketone precursor (CO-PEN) that
extrudes a CO unit upon heating at 150 ◦C or UV irradiation (Fig. 9.17c) [68]. CO-
PEN is unsuitable for FET device fabrication by the precursor approach because it
reacts from heating and UV irradiation. Nevertheless, Watanabe et al. prepared pure
hexacene single crystal by direct crystal growth on OcTS/SiO2/silicon substrate by
heating the precursor in a nitrogen atmosphere using the physical vapour-transport
(PVT) method (Sect. 3.2, Fig. 9.17d) [69]. Table 9.1 outlines the FET performance.

9.5.2 DNTT Precursors

DNTT is a promising material for use in organic semiconductors because DNTT
exhibits high carrier mobility and heat resistance as a result of its molecule packing
structure and high ionization potential. Since DNTT has a very low solubility
in organic solvents, a soluble DNTT precursor was developed [70]. Soeda et al.
reported a thermal reaction in ionic liquid to produce DNTT single crystals as
large as 200 μm square with a thickness of 50–200 nm hole mobility as high as
2.4 cm2 V−1 s−1 in the saturation region, which is comparable to recently reported
results for DNTT single-crystal transistors based on vapour-grown crystals (Fig.
9.18) [71]. It was a comparable value with the pentacene OFET prepared with this
method: a hole mobility as high as 2.1 cm2 V−1 s−1 in the saturation region, and
0.9 cm2 V−1 s−1 in the linear region. This method yields a ‘single crystal’ phase,
the most thermodynamically stable structure below 190 ◦C for pentacene.

High-performance short channel (20 μm) OTFTs with a maximum mobility of
4.7 cm2 V−1 s−1 were fabricated by solution process using the DNTT precursor/PS
blend, followed by annealing at 200 ◦C for 10 min [72]. Changing the stereoisomer
ratio of the DNTT precursors in the blend, in combination with the surface treatment
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Fig. 9.18 Thermal reaction of DNTT precursor
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of substrates, can control the position of the DNTT layer and the crystal size after the
thermal conversion of the precursor to DNTT [73]. By using solution phosphorous-
doped Si nanoparticle floating gate in combination with DNTT precursor/PS blend,
the solution-processed transistor memory was attained [74].

9.5.3 Tetrabenzoporphyrin

Tetrabenzoporphyrin (BP) is a p-type organic semiconductor. Because of BP
insolubility in common organic solvents, soluble BP precursors were developed
for BP synthesis [43, 75–77]. Bicyclo[2.2.2]octadiene-fused porphyrin (CP) can be
quantitatively converted to BP by releasing four ethylene equivalents as a solid and
in film by heating over 150 ◦C (Fig. 9.19). With the quantitative conversion from
CP to BP, pure BP can be obtained from purified CP without further purification.
The amorphous spun-cast film of CP is changed to polycrystalline BP film during
thermal conversion. BP film morphology and grain size can be controlled by
the annealing temperature and time [78]. Okujima et al. reported more soluble
precursors (MeCP) that release four isoprene equivalents by heating [77].

The BP packing structure of single crystals is the herringbone motif (Fig.
9.20) [80, 81]. Aramaki et al. reported in 2004 a BP FET by the precursor
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Fig. 9.19 Thermal precursors of BPs (CPs and MeCPs) and the retro-Diels–Alder reaction from
precursors to BPs [77, 79]

Fig. 9.20 BP herringbone packing structure with (a) π–π stacking distance and (b) transfer
integrals. Rewritten using the crystallographic information file data of [80]
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approach with 0.017 cm2 V−1 s−1 mobility [78] and Noguchi et al. in 2010 with
0.070 cm2 V−1 s−1 [81]. The mobility was better than that prepared by BP direct
vacuum deposition (10−4 to 10−8 cm2 V−1 s−1 order). The annealing temperature
and presence of an underlying BP layer affected the phase-transition behaviour.
Grain size was determined by the balance between nucleation and growth rate. A
higher annealing temperature tended to increase them. High growth rates caused
rough surfaces. At 150 ◦C, although the nucleation rate was low, the grains had
adequate time to grow up to 5–8 μm with smooth surfaces. At 210 ◦C, the grains
were small and the surface was rough because many nucleates arose [81].

Metalation has a primary influence on the BP electronic structure and film
morphologies [82], although the framework of the porphyrin is the same. Kanicki
et al. and Aramaki et al. reported FET performances of polycrystalline films
of BP and its metal complexes (Ni, Cu, Zn) prepared by the thermal precursor
approach [43, 78, 83–86]. The limiting factors in electronic devices fabricated
from polycrystalline organic semiconductors are the crystalline grain size and grain
boundary density. However, the polycrystalline CuBP thin film has crystalline
domains of approximately 20 μm wide (Fig. 9.21) [86]. This was confirmed by
the CuBP parallel-aligned nanorods of 55 nm wide, 300 nm long, and 100 nm tall.
This parallel nanorod orientation was evident with a higher coverage density. CuBP
OFETs demonstrated hole mobilities typically on the order of 0.1 cm2 V−1 s−1,
Vth around 5 V, ION/IOFF near 104. NiBP showed a similar rod with an average rod
height of 110 nm, width of 200 nm, and lengths up to 2 μm [84]. Close to the gate
insulator surface, or when there was a low density of molecules, NiBP rods aligned
parallel to the interface. These rod piles with random orientations in thicker film
produced rough surfaces. The OFETs demonstrated hole mobilities typically on the
order of 0.22 cm2 V−1 s−1, Vth around −13 V, ION/IOFF near 103.

BP can be deposited on pre-patterned trenches for precise control and placement
of long- and short-range ordering of the organic semiconductor [85]. Shea et al.

Fig. 9.21 Polarized optical
micrograph of a continuous,
spun-cast CuBP thin film on
thermally oxidized c-Si. The
electrodes shown in the figure
are 20 μm wide. Colour
variations in the film indicate
individual nanorod domains.
(Reproduced with permission
from [86]. Copyright 2007
Elsevier)
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prepared BP film from CP on the substrates pre-patterned by photoresisting. The
best dimensions observed for the preferred molecular alignment were obtained for
substrates with widths of 100 nm, depths of 40 nm, and a nanogroove periodicity
of 460 nm. Grooves with smaller periodicity appeared to prevent nucleation within
the trenches; crystals instead randomly formed on the top surfaces of the grooves.
The height should be adequately large to induce a molecular orientation yet
sufficiently small to prevent film roughness. A charge carrier field-effect mobility
at VGS = −40 V of 2.0 × 10−3 cm2 V−1 s−1 was extracted for trenches parallel to
L; for trenches aligned perpendicular to L, μ = 2.5 × 10−4 cm2 V−1 s−1.

9.5.4 TMS-BP and TIPS-BP

As mentioned above, TIPS-PEN is a good semiconducting material with 1D or
2D π -stacking, while pentacene shows a herringbone packing structure. Intro-
ducing triisopropylsilylethyny groups to pentacene affects the packing structure
in a single-crystal and solution-processed nanocrystalline film. Yamada et al.
thus prepared 5,15-bistrimethylsilylethynybenzoporphyrin (TMS-BP) and 5,15-
bistriisopropylsilylethynybenzoporphyrin (TIPS-BP) [87–90]. TMS-BP and TIPS-
BP X-ray single-crystal structures are shown in Fig. 9.22. TMS-BP shows a
herringbone motif. The π–π stacking between BP frameworks is 3.21 Å.

Takahashi et al. found that TIPS-H2BP has two different packing structures in the
single-crystalline state [91]. The first polymorph consists of a 1D extended columnar
π -stacking motif (Fig. 9.22b). The second polymorph is arranged in a brickwork
motif; π -stacking extends in 2D (Fig. 9.22c). The charge transfer integral based
on the TMS-BP and TIPS-BP single-crystal structure is shown in Fig. 9.22. The
calculated transfer integral (t) in the TMS-BP crystal is higher than those of TIPS-
BP.
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Table 9.2 FET performance
of TMS-BP and TIPS-BP
prepared by the precursor
approach [90]

Compounds μ/cm2 V−1 s−1 Vth/V ION/IOFF

TMS-BP 0.11 −12.3 2.4 × 106

TIPS-BP 4.36 × 10−5 −17.8 4.3 × 104

Table 9.3 FET performance of TIPS-BP prepared by drop casting and dip coating

Method Solvent SAMa μb/cm2 V−1 s−1 Vth
c/V Ion/Ioff

c

Drop casting C6H5CH3 MODPA 0.029 (0.018) 0.9 4.9 × 102

Dip coating CH2Cl2 MODPA 0.47 (0.29) −15.2 1.9 × 105

CH2Cl2 + 10% CHCl3 CDPA 1.1 (0.90) −0.7 7.0 × 104

aMODPA: 12-methoxydodecylphosphonic acid [92]; CDPA: 12-cyclohexyldodecylphosphonic
acid [93]
bThe best values followed by the average of at least six devices in parentheses
cData of champion devices

TMS-BP and TIPS-BP BGTC-FET was fabricated by the precursor approach.
The best hole mobility, μ = 0.11 cm2 V−1 s−1, was obtained for TMS-H2BP, as
shown in Table 9.2 [90]. As predicted by the transfer integrals, TMS-BP showed
better μ than TIPS-BP.

TIPS-BP is soluble in organic solvents; thus, an intrinsic TIPS-BP solution
process is possible. Takahashi et al. compared FET performances of TIPS-BP
films prepared by drop casting and dip coating. The performance and packing
structure were strongly affected by the use of a suitable deposition method (dip
coating), proper solvent (dichloromethane/chloroform, 9:1), and an appropriate self-
assembled monolayer (SAM) material as the substrate surfactant [92, 93]. Using
CH2Cl2 or a mixture of CH2Cl2 and CHCl3 as solvents for dip coating, the TIPS-BP
films with a 2D π -stack-rich motif were obtained. The maximum field-effect hole
mobility of 1.1 cm2 V−1 s−1 was achieved with 12-cyclohexyldodecylphosphonic
acid (CDPA) as SAM (Table 9.3). This value is higher by orders of magnitude than
the record mobility for pristine freebase BP (0.070 cm2 V−1 s−1) [81].

9.5.5 Other Precursors for OFET

Murphy et al. reported in 2004 a sexithiophene (T6) solution-processed OFET
using thermolysis of diester-functionalized oligothiophene derivative (Fig. 9.23)
[94, 95]. Near-edge X-ray absorption fine structure spectroscopy tracked the thermal
processing effects on the oligothiophene precursor film chemistry and structure [96].
Thermolysis began at 150 ◦C for T6. The mobility increased from 150 to 200 ◦C.
During conversion, vertical molecule orientation on substrate occurred.

Hirao et al. prepared thermal precursors (Pc-pre and Nc-pre) of phthalocyanine
and naphthalocyanine and deposited BGTC-FET (Fig. 9.24) [97, 98], marking the
first examples of solution-processed FETs of phthalocyanines.
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9.6 Organic Photovoltaics

The precursor approach can be used for OPV devices. In Fig. 9.25, the preparation
process of p-n-, BHJ-, and p-i-n-type OPVs by the thermal precursor approach is
described. Precursors of p-materials have been mainly developed to date, while few
precursors of n-materials have been reported. BHJ layer can be prepared by spin
coating a mixed solution of a p-material precursor and a soluble n-material, such as
PCBM. It was converted to a p- and n-material mixed film by heating or irradiating.
The layered structure was fabricated by repeating spin coating and converting. The
film morphology and surface roughness can be controlled by the condition of the
conversion from the precursors to the target materials, thermal or solvent annealing,
etc.

9.6.1 Solution-Processed p-n Structure Using BP Precursors

BP has been studied as a p-material for solution-processed OPV. As a counterpart
of BP, PCBM, a common acceptor, was the first choice. However, the OPV
performances of p-n junction solar cells were not satisfactory, as shown in Table
9.4 [99]. With the combination of BP and PCBM (run 1 in Table 9.4), VOC value is
small owing to the small energy gap between the highest occupied molecular orbital

Fig. 9.25 Fabrication of p-n, BHJ, and p-i-n OPV devices by the thermal precursor approach using
BP for the p-material and PCBM for the n-material. For the photo-precursors, photo-irradiation
instead of heating was applied for the conversion
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Table 9.4 OPV performance using BP derivatives for the p-material by the precursor approach

Run Structure Donor Acceptor JSC/mA cm−2 VOC/V FF PCE/%

1 p-n [99] BP PCBM 6.3 0.61 0.67 2.6
2 CuBP PCBM 1.3 0.38 0.61 0.30
3 p-i-n [101] BP PCBM 7.0 0.55 0.51 2.0
4 BP SIMEF 10.5 0.75 0.6 5.2
5 p-i-n [104] BP PCBM 5.66 0.44 0.61 1.5
6 BP PCBNB 7.22 0.60 0.64 2.8
7 p-n [105] BP SIMEF2 5.9 0.77 0.68 3.1
8 BP:CABP (75:25) SIMEF2 8.3 0.81 0.54 3.6
9 CABP SIMEF2 2.5 0.65 0.65 0.9

(HOMO) energy level of BP and the lowest unoccupied molecular orbital (LUMO)
energy level of PCBM. JSC is not adequately large because BP cannot absorb
sufficient light at 500–600 nm and over 700 nm. Owing to the high crystallinity
of BP, the precursor approach yields polycrystalline BP film with grain sizes
of 100 nm, which is larger than the average exciton diffusion length in organic
materials (Fig. 9.30a in Sect. 9.6.3) [100–102]. In spite of the drawbacks, various
attempts have been tried to use BP derivatives for p-material in OPVs.

Guide et al. reported the effect of copper metalation of BP (CuBP) donor material
in a p-n-type OPV combined with PCBM for the acceptor material (run 2 in Table
9.4) [99]. Compared with the BP/PCBM system, the CuBP/PCBM system has a
lower JSC, and, in turn, a lower PCE. The authors investigated the cause of the
difference between the two materials. The overall average current under the same
applied bias of +0.01 V (relative to the substrate) was an order of magnitude
higher for CuBP films (260 ± 100 pA) than for BP films (14 ± 7 pA) of very
similar thicknesses. The charge carrier mobility of CuBP was sufficiently high
both in and out of the plane. These data suggest that the charge transport is not a
limiting factor in CuBP devices. Despite similar light absorption characteristics, the
external quantum efficiency (EQE) showed that the conversion of incident photons
to collected electrons was extremely inefficient precisely in the spectral region
where CuBP absorption dominated (650–690 nm). Differences in the dependence
of EQE and JSC on the donor film thickness for bilayer OPVs with the two different
donors suggested a short effective exciton diffusion length (LD) in CuBP as the
factor limiting solar cell performance. That is, an effective LD of 14.6 ± 2.2 nm for
BP and 5.5 ± 1.1 nm for PCBM were calculated for BP/PCBM system, while an
effective LD of 2.0 ± 0.7 nm for BP and 4.3 ± 1.5 nm for PCBM were calculated
for CuBP/PCBM system.
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Fig. 9.26 Chemical structures of precursors and compounds discussed in Table 9.4 [101, 104,
105]

Fig. 9.27 SEM images of the (a) side view of p-i-n structure made from BP and SIMEF
(glass/ITO/PEDOT-PSS/BP/BP-SIMEF/SIMEF), (b) column/canyon region of the p-i structure
after toluene washing, and (c) side view of the toluene-washed BP/PCBM device, where
rectangular BP crystals irregularly grow (Adapted with permission from [101]. Copyright 2009
American Chemical Society)

9.6.2 Solution-Processed p-i-n Structure

The p-i-n device of BP and PCBM showed a comparable performance with the p-n
structure as PCE = 2.0% owing to VOC = 0.55 V, JSC = 7.0 mA/cm, and FF = 0.51
(run 3 in Table 9.4) [100]. With bis(dimethylphenylsilylmethyl)[60]fullerenes
(SIMEF) as an acceptor (Fig. 9.26), OPV performance was improved to
PCE = 5.2% owing to VOC = 0.75 V; JSC = 10.5 mA/cm2; FF = 0.6 (run
4 in Table 9.4) [101]. The important difference between PCBM and SIMEF
is the crystallization temperature: SIMEF crystallizes from an amorphous state
at 149 ◦C; for PCBM, it occurs at 195 ◦C [100]. To deposit the i-layer, a
homogeneous mixture (a typical weight ratio of 3:7) of CP and an acceptor SIMEF
in chloroform/chlorobenzene is spin coated. CP is converted in situ to BP at 180 ◦C
to form an interdigitated i-layer. The choice of 180 ◦C is crucial for conversion
from CP to BP because SIMEF is crystalline at this temperature. In the i-layer,
the desired interdigitated BHJ is achieved with the average size of the columns at
65 nm in height and 26 nm in diameter (Fig. 9.27a, b). This is comparable to the
exciton diffusion length of common organic semiconducting separation and carrier
transport. When PCBM is used in place of SIMEF, the BP crystal morphology in the
i-layer is far less uniform in size than that in the SIMEF device. In addition, the BP
crystals are rectangular (a usual bulk morphology of BP crystals) rather than round
columnar (Fig. 9.27c). This difference is due to the difference of crystallization
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temperatures of SIMEF (149 ◦C) and PCBM (195 ◦C). BP crystal formation at
180 ◦C in the SIMEF device occurs in the matrix of SIMEF crystals, whereas it
occurs in amorphous PCBM in the PCBM device.

Tamura and Matsuo theoretically analysed the exciton diffusion length and
charge mobility in BP and SIMEF crystals using density functional theory (DFT)
and Fermi’s golden rule [103]. Because of the herringbone packing structure of the
BP crystal, the value of the intermolecular electronic coupling of the hole transfer,
Vhole, and the exciton coupling, VXT, of the parallel H-aggregate were relatively
large compared with other directions. Because the charge transfer coupling of
the parallel H-aggregate was large, the electron exchange—i.e. Dexter transfer—
significantly contributed to the exciton coupling. For other directions, the electron
exchange was small. Thus, the Coulomb coupling, i.e. the Förster transfer, was
dominant. Intermolecular electronic coupling for the electron transfers, Vel, of
SIMEF was also anisotropic because Vel was affected by the steric hindrance of
the functional groups in SIMEF. As a result, the electron transport was efficient
only along a direction that did not cross the functional groups.

Nguyen et al. reported the nanoscale morphology and conductivity/photo-
conductivity of a recently developed OPV system based on BP and either PCBM
or [6,6]-phenyl-C61-butyric acid n-butyl ester (PCBNB) using conducting atomic
force microscopy (C-AFM) and photoconductive atomic force microscopy (PC-
AFM) (runs 5 and 6 in Table 9.4 and Fig. 9.26) [104]. Although the published values
for the (LUMO energies of both PCBM and PCBNB are nearly identical, the p-i-n
device fabricated using PCBNB as an acceptor consistently exhibits higher PCEs
than the device with PCBM (2.8% versus 1.5%) owing to an increase in VOC from
0.44 to 0.60 V; in JSC from 5.66 to 7.22 mA cm−2; and in FF from 0.61 to 0.64.
The BP in the i-layer forms columnar structures with a diameter of approximately
70 nm; however, the slight difference in the alkyl chains of PCBM and PCBNB has
a large impact on the film morphology, phase separation, and device performance.
For devices with PCBM, unfavourable vertical morphology, large-phase separation,
and thus lower PCE are observed. When PCBNB is used, a more homogeneous
morphology, finer-phase separation, and higher PCE are observed.

Zhen et al. found a solid solution of 75:25 mixture of BP and CABP produced a
higher PCE value than the devices using the single donor BP and CABP, respectively
(Fig. 9.26) [105]. CABP has three important features for improving the PCE
performance: structural similarity with BP to be intercalated in BP crystals, an
acenaphthylene fragment that decreases the band gap, and two chlorine atoms
that lower the HOMO energy level, which may otherwise not match well with
that of BP. Different ratios of two soluble donor precursors (CP and CACP)
were tested in combination with SIMEF2 for the i-layer of p-i structure OPV.
Then a very smooth surface reminiscent of a molten solid was achieved by the
combination of 75:25 mixture of BP and CABP in a SIMEF2 matrix (porphyrin:
SIMEF2 = 3:7), shown by a low-landing-voltage high-resolution SEM (Fig. 9.28).
These characteristic nanoscale morphologies occurred only when the CP:CACP
mixture was thermolysed in the presence of SIMEF2 and the BP undercoating layer.
The 100:0 or 0:100 BP:CABP showed a nano-columnar morphology of considerable
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Fig. 9.28 SEM images (a–f) for blended BP and CABP on the BP layer after removing SIMEF2
by washing with toluene. Top view images at the BP:CABP blend ratios of 100:0 (a), 75:25
(b), 50:50 (c), 25:75 (d), and 0:100 (e), and a cross-sectional view of the 75:25 blend (f).
Scale bar, 200 nm (Reproduced with permission from [105]. Copyright 2015 American Chemical
Society)

regularity. The 75:25 mixture showed the highest PCE with the increase of JSC
(runs 7–9 in Table 9.4). The most noticeable feature in EQE spectrum was the
remarkable enhancement at 350–700 nm, where both BP and CABP were strongly
absorbed (Soret bands at 440 and 420 nm, respectively). This enhanced EQE
was attributed to the improvement of the internal quantum efficiency (IQE) rather
than the absorption efficiency. Even though the HOMO (donor)-LUMO (acceptor)
energy level differences were the smallest for the solid solution cell among the three
cells (BP, BP/CABP, and CABP), the highest VOC was obtained. This is explained
by the suppressed recombination current, JSO. CABP molecules intercalated in the
BP crystal lattice induced partial disordering of the structure, which decreased JSO
and hence increased VOC [106].

9.6.3 BP-C60 for BHJ Layer

Donor–acceptor (D–A) dyads have been widely studied to understand charge
separation and recombination processes between donor and acceptor units. Various
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Table 9.5 OPV performance using BP derivatives for the p-material by the precursor approach

Run Structure p-layer i(BHJ)-layer n-layer JSC/mA cm−2 VOC/V FF PCE/%

1 p-n [102] BP – PCBM 5.16 0.57 0.64 1.8
2 BHJ [110] BP – PCBM 0.57 0.14 0.23 0.02
3 – f-BP-C60 – 1.82 0.48 0.29 0.26
4 – r-BP-C60 – 2.11 0.62 0.29 0.38
5 p-i-n [110] BP – PCBM 5.9 0.59 0.46 1.6
6 BP f-BP-C60 PCBM 5.27 0.60 0.63 2.00
7 BP r-BP-C60 PCBM 3.46 0.60 0.32 0.67

Adapted with permission from [102, 110]. Copyright 2014, 2016 Royal Society of Chemistry
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Fig. 9.29 Chemical structures and thermal conversion from precursors to BP–C60 compounds
described in Table 9.5 [102, 110]

dyad compounds have also been examined for use as active materials in BHJ OPVs.
This is because the direct connection of donor and acceptor components can be
beneficial for forming a maximal D–A interface within a film, thereby providing
high charge separation efficiency [107–109]. Tamura et al. reported a p-i-n-type
OPV with a covalently linked BP-fullerene (D–A) compound for the i-layer, while
BP was used for the p-layer, and PC61BM was used for the n-layer. It was compared
with the p-n-type and BHJ-type solar cell (Table 9.5) [102, 110]. The comparison of
flexible versus rigid D–A compounds (f-BP–C60 and r-BP–C60, respectively, in Fig.
9.29) as i-layer materials suggest that flexible f-BP–C60 is suitable for the i-layer
on the highly crystalline BP layer because the BP film roughness is levelled by the
f-BP–C60 and the device electrical properties are improved by the smooth interface
(Fig. 9.30).
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Fig. 9.30 AFM height images of (a) BP, (b) f-BP-C60 layer on BP layer, and (c) r-BP-C60 layer
on BP layer (Reproduced by permission of The Royal Society of Chemistry [102, 110])
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9.6.4 BP-DPP for BHJ

BP has a high photo-absorption coefficient of more than 105 M−1 cm−1 around 450–
500 nm, where the solar light intensity is strongest. However, it has rather narrow
absorption bands at Soret and Q bands (600–700 nm). It is transparent at 500–
600 nm and over 700 nm. To overcome this drawback, DPP-linked BP with different
alkyl chains on the DPP unit was synthesized to control the film morphology [111].
They prepared BHJ OPV of Cn-DPP-BP (n = 4, 6, 8, or 10, depending on the alkyl
chain length) in combination with PCBM by the precursor approach because of
the insolubility of Cn-DPP-BP in common organic solvents (Fig. 9.31). The PCE
performance drastically changed in accordance with the alkyl chain length because
of the drastic change of JSC (Table 9.6). The grazing-incidence wide-angle X-Ray
diffraction (GIWAXD) measurements suggested that C4-DPP–BP in blended films
tends to have larger amounts of crystallites derived from π–π stacking in the out-
of-plane direction. This is more suitable for charge carrier transport of OPV than the
C10-DPP–BP oriented to the edge against the substrate. In addition, PCBM tended
to produce a more crystalline structure in combination with C4-DPP–BP than C10-
DPP–BP.
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Table 9.6 OPV performance
using BP for the p-material
using the precursor approach

Materials JSC/mA cm−2 VOC/V FF PCE/%

C4-DPP–BP 15.19 0.67 0.52 5.24
C6-DPP–BP 13.56 0.69 0.49 4.52
C8-DPP–BP 9.12 0.70 0.48 3.06
C10-DPP–BP 0.88 0.66 0.33 0.19
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9.6.5 Photo-Precursor Approach

The photo-precursor approach was applied to OPV fabrication [112–115]. In this
approach, in situ photoconversion reaction of precursors to the target materials is
performed instead of thermal conversion in the previous sections (Fig. 9.32). When
2,6-dithienylanthracene (DTA) and a fullerene derivative PC71BM were used as the
donor and acceptor, respectively, the best p-i-n OPV produced a higher photovoltaic
efficiency than the corresponding p-n device by 24% and bulk-heterojunction device
by 67% (run 1–3 in Table 9.7). A systematic comparison of different device types
indicated that the neat p- and n-layers enhanced charge extraction and carrier
injection and the blended i-layer improved charge photo-generation [114].

Furthermore, the prototype hetero p-i-n system was examined with 2,6-bis(5′-(2-
ethylhexyl)-(2,2′-bithiophen)-5-yl)anthracene (EH-DBTA) for the i-layer and DTA
for the p-layer (run 4). The resulting devices showed significantly enhanced photo-
voltaic performances compared to the homo p-i-n devices. The PCE enhancement
was attributed to the better miscibility with PC71BM and higher photo-absorption
capability inherent in EH-DBTA compared to DTA. This three-component system,
employing the proper materials for each layer, was enabled by the precursor
approach for the solution process.
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Table 9.7 OPV performances prepared by the photo-precursor approach in combination with
PC71BM as n-material

Run Device structure p-Materials JSC/mA cm−2 VOC/V FF PCE/%
p-Layer BHJ(i)-layer

1 p-n [114] DTA – 2.81 0.80 0.54 1.2
2 BHJ – DTA 2.92 1.05 0.29 0.90
3 p-i-n DTA DTA 3.78 0.89 0.45 1.5
4 p-i-n DTA EH-DBTA 5.78 0.91 0.55 2.9
5 BHJ [115] – AtD 1.6 0.83 0.235 0.30
6 p-i-n PhBADT AtD 10.6 0.89 0.498 4.7
7 p-i-n (with SVA)a PhBADT AtD 12.7 0.88 0.526 5.9

aAnnealed with THF vapour for 120 s

Suzuki et al. designed the improved materials for the photo-precursor approach
[115]. PhBADT is suitable for p-layer because of the transparency in a wide range
of the visible region and forming three-dimensionally extended π–π contacts in
the solid state, which is favourable in achieving effective hole-transport paths. AtD
is suitable for i-layer because of the efficient absorption of the sunlight and good
miscibility with PC71BM. Compared to BHJ structure (run 5), the p-in structure
after solvent annealing afforded the 5.9% PCE (run 7), which was the highest PCE
value reported for p-i-n-type OPVs prepared by solution process.

9.6.6 Other p-type Materials for OPV

Benzoporphycene (BPc) is a structural isomer of benzoporphyrin (BP) (Fig. 9.33)
[116]. Owing to its lower symmetry compared to BP, the absorption of the Q-
band region is stronger than in BP. Saeki et al. investigated BPc as a p-material
for BHJ OPV combined with PCBM. The precursor CPc molecules were converted
to BPc by annealing above 125 ◦C in the film. When the CPc/PCBM mixed film
was annealed at 200 ◦C, a phase-separated structure composed of BPc and PCBM
crystals was formed. In the presence of CPc/PCBM, PCBM played the role of both
a matrix and an aggregation inhibitor of BPc under the thermal conversion process
[117]. The process of spin coating of the CPc/PCBM solution and heating at 200 ◦C
for 10 min was repeated five times to produce the multi-stacked film. The BPc
homo-epitaxial crystallization was observed with a height of 100 nm, which was
approximately five times the height of a single layer of BPc grains [118]. Thus, the
precursor approach enabled the preparation of thick film by repeating the deposition
process of spin coating and converting.

A dialkoky-substituted copper Pc precursor, CuPc(OMe)2 was reported in 2011
(Fig. 9.34) [119]. The solution-processed OPV with thermal conversion of the
precursors showed a solvent-dependent performance, which can be explained by
the film morphology. The flat surface morphology obtained using a solvent with a
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Fig. 9.33 (a) Synthetic scheme of BPc from precursor CPc. (b) UV-vis absorption spectra of
multi-stacked BPc/PCBM films. Inset: dependence of absorbance at 660 nm on the number
of alternating spin-coating/annealing cycles. (c) Topological SEM image of a BPc/PCBM film
containing five layers prepared at 200 ◦C after rinsing of PCBM. The long axis of the crystal in
the upper layer is aligned to be parallel to that of the lower layer, as indicated by arrows. (d)
Schematic representation of the homo-epitaxial growth of BPc. (e) Cross-sectional SEM image of
a BPc/PCBM film with five layers after rinsing (Adapted with permission from [118]. Copyright
2013, Japan Society of Applied Physics)

low b.p., such as toluene or chloroform, resulted in a device with better photovoltaic
performance because of a lower charge leakage (i.e. a higher FF) [120]. The best
PCE performance of the p-n structure with mix-PCBM (a mixture of PC61BM and
PC71BM) was 1.35%.
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Table 9.8 Device parameters for three kinds of OPVs using QA and PC61BM [121]

Devices Structures VOC/V JSC/mA cm−2 FF PCE/%

Bilayer (p-n) QA/PCBM 0.53 2.50 0.46 0.61
BHJ (i) QA:PCBM (1:1.5) 0.70 2.54 0.32 0.57
Trilayer (p-i-n) QA/QA:PCBM (1:1.5)/PCBM 0.79 2.34 0.44 0.83

Chen et al. reported a solution-processed p-i-n OPV device with quinacridone
(QA) and PC61BM using Boc–QA as a soluble precursor of QA [121]. The p-i-n
trilayer structure PCE performance was 0.83%; it was 0.61 and 0.57% for the p-n
bilayer and BHJ structures, respectively (Table 9.8). VOC of the p-in system was
better than that in the BHJ system. It was achieved by reducing the electron leakage
current through introduction of carrier blocking layers (QA and PC61BM) between
the organic layers and electrodes.

9.6.7 Precursors for n-type Materials

A few precursors of n-materials have been reported to date. Lee et al. reported a
thermal precursor C60-CpCO2R (R = hexyl, octyl and ethylhexyl groups), which
can be converted to C60 by annealing at 120 ◦C (Fig. 9.35). BHJ OPV performance
of P3HT/C60 using C60-CpCO2R as a precursor was improved more than that
of direct spin coating of P3HT/C60. The best performance was obtained from
P3HT/C60-CpCO2Hex at 120 ◦C annealing (PCE = 2%), which was twice that of
the intrinsic P3HT/C60 device. An AFM image showed that as-prepared P3HT/C60
had micrometre-order grains, whereas the film from P3HT/C60-CpCO2Hex was
smooth [122].

A thermal precursor of C60, C60(9MA)2, was reported in 2016 by Umeyama et al.
(Fig. 9.35) [123]. The PCE value of the OPV devices based on PCDTBT:C60–9MA
adducts improved from 0.69% to 3.51% by a factor of approximately five, which
was associated with a significant enhancement of JSC and FF when the device was
annealed at 140 ◦C. A factor that hampered the achievement of excellent PCE was
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Fig. 9.35 Precursors of n-materials [122–124]

the recovery of the p-conjugation and the consequently lowered LUMO levels of
fullerenes by the thermal annealing.

Fullerene derivatives, N601 and N602, were quantitatively converted from
diketone precursors, N601DK and N602 DK, by irradiation of 460 nm of light [124].
N601 film prepared by the photo-precursor approach showed comparable electron
mobility with PCBM film. The PCE performance of BHJ OPV of P3HT/N601 was
2.43%, which of P3HT/PCBM was 2.16%.

9.7 Summary

In this chapter, solution-process procedures for single crystalline and polycrystalline
films for organic semiconductor devices were summarized. The organic crystalline
films have intrinsic potential for high-performance devices; however, the solution
process was not easy on account of their high crystallinity, namely, the low solubility
in common organic solvents. One breakthrough in addressing this problem was the
development of soluble materials with high crystallinity. The soluble compounds
with alkyl substituents were believed to have low electrical properties on account of
the insulating substituents. Nevertheless, some materials were found to have good
electrical properties with assistance from the substituents for a good packing motif
from the van der Waals interaction. The soluble materials encouraged the progress
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of the deposition technique to attain a 102 cm2 V−1 s−1 order of mobilities. The
precursor approach showed potential for improving device performance by control-
ling the deposition condition, such as the annealing temperature, photo-irradiation
condition, solvents, post-annealing, solvent annealing, etc. Further development for
new materials can advance organic electronic devices.
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Chapter 10
Solar Cell Applications of π-Conjugated
Molecules

Kouki Akaike and Kaname Kanai

Abstract Because organic molecules possessing extended π-conjugation show
strong absorption in the visible region of the solar spectrum, they have been used
as dyes in solid-state photovoltaic devices known as organic solar cells (OSCs).
The power-conversion efficiency of tandem OSCs already reportedly exceeds 17%
by processing state-of-the-art polymer donors and non-fullerene acceptors from
their mixed solution, but this efficiency is still far below that of silicon-based solar
cells (∼25%). Deep understanding of the fundamental aspects of OSC operation,
such as the mechanism for free-charge generation and the interfacial electronic and
morphological properties, is now recognized as being vital to establishing well-
defined guidelines for designing material interfaces and device structures and for
improving the performance of OSCs. In this chapter, we give a brief historical
review of solar cells and the operational mechanism of OSCs, as well as recent
developments of new donors, acceptors, and interface modifiers. We then give
a thorough explanation of the electronic structure of photoactive π-conjugated
molecules and their interfaces used in OSCs based on recent studies, with links
to OSC performance.
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10.1 Introduction

Fossil fuels have been consumed abundantly to produce the energy that has been
essential for developing and sustaining human civilization. However, with global
economic growth and improved quality of life, electricity demand is increasing
steadily, as are concerns about how much fossil fuel remains. This urgent problem
regarding the natural environment has prompted researchers to develop devices
that can produce energy in ways that are environmentally friendly, renewable, and
sustainable. The solar cell is a promising energy device that utilizes the photovoltaic
effect to convert the energy of sunlight into electrical energy. As most readers
already recognize, silicon-based solar cells are well-established in the market; they
can be found to be mounted on buildings and houses or placed on the ground to
generate electricity collectively from an abundant natural resource. The discovery of
the photovoltaic effect can be traced back to Becquerel’s work on liquid electrolytes
in 1839 [1]. In 1954, Chapin et al. at Bell Laboratory reported a p-n junction silicon
solar cell with a power-conversion efficiency of 6% [2]. Since then, many different
semiconducting materials have been used as the photoactive layer (or simply the
active layer) in solar cells.

Let us describe briefly the solar spectral irradiance distribution collected by
the National Renewable Energy Laboratory (NREL) [3] (Fig. 10.1a). Outside the
Earth’s atmosphere (extraterrestrial), the solar spectrum is approximated as the
irradiance emitted from a black body at 5800 K with a peak at ∼500 nm. However,
we have to consider the influence of the atmosphere when considering the solar
irradiance that reaches the Earth. This is because photons with higher energies

Fig. 10.1 (a) Solar spectral irradiance distribution. G and D after AM1.5 denote global total
spectral irradiance and direct normal spectral irradiance, respectively. AM1.5 G includes the
surrounding ground and the blue sky. AM1.5 D includes the direct beam from the sun plus the
circumsolar component in a 2.5◦ disk around the sun. (b) Schematic structure of solar cell with
load RL and photocurrent I
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(i.e., ultraviolet and blue light) are scattered (Rayleigh scattering) and absorbed by
water vapor in the atmosphere, thereby reducing the spectral irradiance that reaches
the Earth.

To express the atmospheric influence on solar spectra, we use the air mass (AM)
expressed by 1/cosθ , where θ is the zenith angle. The AM denotes the volume of
air that solar light travels through before reaching the Earth’s surface. An angle of
θ = 48.19◦ gives an AM of 1.5, which is often denoted as AM1.5. For the standard
characterization of solar cells, a light source with an energy of 100 mW cm−2

is used that is filtered to match the AM1.5 spectral irradiance (Fig. 10.1a). The
semiconducting material used in the solar cell must absorb photons corresponding
to the AM1.5 irradiance, ideally up to the near-infrared range, in order to produce
more photocurrent from sunlight. The absorption ability of the material is related to
its optical band gap (Eg,opt), which is defined as the energy difference between the
valence band and the conduction band. For organic molecules, Eg,opt is determined
by the energy difference between the highest occupied molecular orbital (HOMO)
and the lowest unoccupied molecular orbital (LUMO) and by the exciton binding
energy due to the low dielectric constant of organic molecules. Photons with
energies greater than Eg,opt can excite electron from occupied states into unoccupied
states. The smaller Eg,opt is, the more photons are absorbed from sunlight. For
example, Si has a (indirect) band gap of 1.1 eV, which enables photoabsorption
at wavelengths below 1200 nm.

The basic structure of a solar cell is a semiconductor (e.g., Si, GaAs) sandwiched
between a transparent electrode [e.g., indium tin oxide (ITO)] and a back contact
such as Al (Fig. 10.1b). Free carriers generated upon photoabsorption within the
semiconductor photoactive layer result in a photocurrent I, and electrical energy is
extracted from a load RL.

Among the various types of solar cell, we focus here on organic solar cells
(OSCs) that are based on π-conjugated small molecules and polymers. OSCs
have attracted tremendous amounts of interest, and the current record for power-
conversion efficiency is held by a multi-junction (tandem) OSC at over 17%
[4]. Compared to inorganic semiconductors, hydrocarbon solids tend to be “soft”

Fig. 10.2 (a) Photograph of the standing meniscus during slot-die coating of the active layer
of an OSC comprising many very tightly spaced stripes. (b) A total of 48 stripes are coated
simultaneously. (c) Knife coating with an open ink reservoir and a manual feed hose. (Reprinted
with permission from Ref. [5])
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because the molecules aggregate in the solid state as a result of van der Waals
intermolecular interaction (mainly the London dispersion force). The mechanical
softness of organic semiconductors allows us to fabricate flexible solar cells on
plastic substrates that could be attached even to curved walls and windows and to
fabricate such flexible OSCs by means of the roll-to-roll processes (Fig. 10.2) [5]. In
addition, thanks to advanced organic synthesis, it is possible to functionalize organic
semiconductors in order to dissolve them into common solvents. Using solution
processes such as dip coating and spin coating to fabricate OSCs can therefore
reduce the associated production costs, resulting in a shorter payback time (i.e.,
the time required to recoup the initial investment).

The first reported use of organic molecules for photoelectric conversion was
in 1906 [6]. Subsequently, Prof. Inokuchi referred to π-conjugated molecules
that show electrical conduction as an organic semiconductor after he found
photoconduction in thin films of violanthrone [7, 8]. Since then, the potential of
organic semiconductors as electronic components in devices such as light-emitting
diodes [9, 10] has been explored rigorously. In the early stages of OSC research,
porphyrins, phthalocyanines, and merocyanines were used as the active layer in
Schottky-barrier OSCs [11]. However, in spite of their high absorption coefficients
in the visible range of the solar spectrum and the high crystallinity of their vacuum-
deposited films, power-conversion efficiency of OSCs based on these molecules was
limited to 0.7% at most in the early 1980s [11]. This was despite efforts to increase
carrier concentration and thus conductivity by doping with oxygen and gaseous
halogens, for example [11].

However, C. W. Tang of Kodak achieved the efficiency of 1.0% for an OSC
with a bilayer structure consisting of copper phthalocyanine (CuPc; molecular
structure is shown in Fig. 10.3) and a perylene derivative [12–14]. This prompted
worldwide interest in the synthesis of photoactive materials, the optimization of
device configurations, and interface engineering to develop more efficient OSCs.

Figure 10.3 shows representative organic semiconductors for the photoactive
layer of an OSC. Before use, the semiconducting organic molecules have to be
purified sufficiently because material purity severely influences the fill factor and
hence the overall device efficiency [15–17]. The abbreviation for each molecule is
given in the figure caption. For Schottky-barrier OSCs, one organic semiconductor
is used as the sole component for photoelectric conversion and is sandwiched
between the anode (hole-collecting electrode) and cathode (electron-collecting
electrode) (Fig. 10.4a). By the late 1980s, most OSC devices were based on this
simple structure. At that time, the performance based solely on phthalocyanine and
merocyanine was poor, as already mentioned. However, fullerenes and SubPc have
recently been found to work more efficiently as the photoactive layer in Schottky-
barrier OSCs using MoO3-covered ITO substrates [18, 19]. Because the work
function of MoO3 can be as high as 6.8 eV, it is possible to form a huge electric
field at the MoO3/organic interface as a consequence of the electronic equilibrium
there (see Sect. 10.4 for details). The resulting electric field may support carrier
extraction and separation within the organic layer. Inserting an exciton blocking
layer between the MoO3 and the active layer can lead to a significantly improved
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Fig. 10.3 Molecular structures of donors and acceptors used in OSCs. CuPc and ZnPc, copper
and zinc phthalocyanine; 6T, sexithiophene; DIP, diindenoperylene; DTS(PTTh2)2, 5,5′-
bis{(4-(7-hexylthiophen-2-yl)-[1,2,5]thiadiazolo[3,4-c]pyridine)-3,3′-di-2-ethylhexylsilylene-2,2′
-bithiophene; P3HT, poly(3-hexylthiophene); PTB7, thieno[3,4-b]thiophene-alt-benzodithiophene
copolymer; PC61BM, [6,6]-phenyl-C61-butyric acid methyl ester; SubPc, subphthalocyanine;
F16CuPc, perfluorinated CuPc; phenyl-PDI, N,N-bis(n-octyl)-2,5,8,11-tetraphenyl-PDI;
P(NDI2DT-FT2), polymer composed of a 3,3′-difluoro-2,2′-bithiophene and a NDI with
2-decyltetradecyl side chains; ITIC, 3,9-bis(2-methylene-(3-(1,1-dicyanomethylene)-indanone))-
5,5,11,11-tetrakis(4-hexylphenyl)-dithieno[2,3-d:2′,3′-d’]-s-inddaceno[1,2-b,5,6-b’]dithiophene

short-circuit current and fill factor and hence to a power-conversion efficiency of 2%
[19]. Single-component OSCs comprising a donor-acceptor copolymer also show
relatively high performance because photoelectric conversion occurs between the
donor and acceptor components within a single molecule, thereby forming a clear
carrier-transport path for charge extraction in the solid state [20, 21].

For more efficient carrier generation, a planar heterojunction (PHJ) of two
dissimilar organic semiconductors (Fig. 10.4b) is preferable. This is because
strongly bound excitons can split efficiently into free holes and electrons by using
the energy offsets of the highest occupied molecular orbitals (HOMOs) or lowest
unoccupied molecular orbitals (LUMOs) between the interfacing molecules as
driving forces (see Fig. 10.5). Besides, transporting holes and electrons in the
different materials supports that they can individually travel toward respective
electrodes, which suppresses charge recombination. Molecules that transport holes
and electrons are referred to as donors and acceptors, respectively. The molecules
shown in Fig. 10.3 are classified roughly into these two categories.

A standard choice as the acceptor is C60 because of its high electron affinity,
excellent electron-transport ability, and low relaxation energy upon the formation
of photo-generated anions. However, C60 has relatively poor photoabsorption
in the visible range, although that of C70 is better because of a breakdown
in molecular symmetry. There is also the difficulty of developing a synthesis
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Fig. 10.4 Device structure (top) and corresponding energy diagrams (bottom) of an OSC. (a)
Schottky-barrier OSC, (b) planar heterojunction (PHJ) OSC, (c) bulk heterojunction (BHJ) OSC.
(d) Methods for preparing an OSC

method to modify the molecular structure in order to improve the photophysical
and transport properties of such fullerene-based compounds, which escalates the
associated costs. Instead, a series of small molecules based on perylene diimide,
phthalocyanines, subphthalocyanines, truxenones, quinacridones, fluorenes, and n-
type polymers with low energy gaps have been reported as promising acceptor
molecules [22]. These have the advantages of low LUMO energy (which is achieved
by introducing electron-withdrawing groups into its molecular structure), strong
absorption in the visible region, adjustable frontier orbital energies by molecular
design, morphological stability of the active layer in which they are used in,
high thermal stability, and high solubility. For instance, the molecular architecture
of the polymers enables them to have high solubility and a broad absorption
spectrum. The many superior features of non-fullerene acceptor compounds and
rapid developments in their method of synthesis mean that these compounds will
play an important role in efficient OPVs in the near future [23, 24].

A disadvantage of a PHJ is that the donor/acceptor interface has a limited
area. Hence, some of the formed excitons do not separate into free carriers and
thus recombine before reaching the interface. To overcome this drawback, the
concept of a bulk heterojunction (BHJ) has been proposed (Fig. 10.4c), wherein
donor and acceptor molecules are blended [25, 26]. Because the BHJ interfacial
area is much bigger than the PHJ one, tremendous opportunities are provided for
exciton dissociation. The most efficient OSCs reported to date are based on this
BHJ structure. Some BHJ-based OSCs with non-fullerene acceptors, combined
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Fig. 10.5 (a) Schematic energy diagram of an OSC under the assumption of no built-in potential.
Here the case for a planar heterojunction cell is shown. EF is the Fermi level of the electrodes, hv
denotes the photon energy of sunlight, Φ is the work function of the electrode, I is the ionization
energy, and A is the electron affinity. (b) Corresponding electronic diagram: S0 is the ground state;
S1 is the excited singlet state; T1 is the excited triplet state; CT1 and CTn are the lowest and higher
charge-transfer states, respectively; and CS is the charge-separation state

with state-of-the-art donor polymers, outperform their fullerene-based counterparts.
For instance, the use of PTB7-Th as the donor and ITIC as the acceptor leads to
efficiencies in excess of 11% [27], which demonstrates again that fullerenes and
their derivatives are not the sole choice for OSC acceptors.

In these standard OSCs, holes (electrons) are extracted from the transparent
electrode (Al and Ag cathode). However, the inverted geometry is also used
(often called an inverted OSC), in which electrons are extracted from the bottom
electrode while the top contact collects holes. In a standard OSC, acidic poly(3,4-
ethylenedioxythiophene):poly(4-styrenesulfonate) (PEDOT:PSS) and calcium are
the prototypical anode and cathode buffer layers, respectively. In spite of their
versatility, these materials are sensitive to humidity and oxygen, and as such the
long-term stability of OSCs employing these materials is poor. An inverted OSC
can avoid the use of these materials because of (i) the commercially available of
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relatively inert materials to lower the work function of the ITO bottom substrate
(e.g., Cs2CO3 [28] and polyethyleneimine ethoxylated (PEIE) [29]) and (ii) the fact
that the work function of the top electrode can also be controlled by, for example,
evaporation of MoO3.

The device architectures shown in Fig. 10.4a–c can be prepared using the
methods illustrated in Fig. 10.4d. Vacuum deposition is the conventional way to
prepare an organic thin film with high purity and crystallinity. The film thickness can
be controlled precisely by using a quartz oscillator to monitor the amount and speed
of deposition at the angstrom scale; these deposition features are estimated from
changes in the intrinsic frequency of the quartz. A crucible containing the organic
compound is heated resistively in a vacuum chamber, whereupon the sublimed
molecules solidify on a substrate that is placed above the evaporation source. The
substrate is ultrasonicated with solvents such as isopropanol, acetone, and pure
water prior to the use, followed by UV-ozone treatment. Heating the substrate
during the vacuum deposition increases the molecular mobility on the substrate
surface, thereby improving the crystallinity of the formed film; this leads in turn to
a thermodynamically stable molecular arrangement. However, vacuum deposition
is of course applicable only to the sublimation of molecules with relatively low
molecular weights.

Spin coating and dip coating offer alternative ways to form a thin film from
compound solution on a desired substrate. A number of parameters can affect
the morphology and crystallinity and consequently the charge transport and pho-
tophysical properties of the solution-processed film (e.g., the boiling point and
evaporation rate of the organic solvent that is used, the film thickness, and the ratio
of the mixed solvent). As for BHJ active layer, donor and acceptor components
should preferably distribute in the normal direction for the selective charge transport
(vertical phase separation), while attaining a large donor/acceptor interfacial area for
efficient carrier generation. It is well known that P3HT molecules segregate upon
being spin-coated on the surface of P3HT:PC61BM-blend film because the P3HT
surface energy is lower than the PC61BM one [30, 31]. Thermal annealing after
deposition of the top electrode can suppress the surface segregation of P3HT [32].

Stamping is the other method for fabricating a multilayer OSC. A poly(dimethyls-
ilane) (PDMS) stamp is used to transfer the active layer onto the substrate. With
this stamping technique, one can fabricate multilayered BHJ and PHJ OSCs [33].

10.2 Operation Mechanism and Characterization of OSC

10.2.1 Photoabsorption

This process is the initial step in the operation of an OSC. If the photons have
enough energy to excite electrons in the organic semiconductor from occupied
states into unoccupied ones, light passing through a molecule will vibrate electrons
bound to its positive nucleus by means of the time-dependent electric field of
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the electromagnetic wave. As a result, the molecule gains (excitation) energy. For
instance, electrons in the HOMOs of the donors and acceptors are excited into
the respective LUMOs (Fig. 10.5a). As a result, an electrostatically bound hole-
electron pair (exciton) is generated. To efficiently harvest the photons in the spectral
irradiance distribution of sunlight, it is essential to engineer the band gaps of the
organic semiconductor by introducing appropriate substituents and incorporating
more than two semiconductors into the active layer. The absorption takes place on a
femtosecond (10−15 s) timescale. The transition probability upon photoabsorption
is proportional to the square of the transition moment m = ∫

ψi er ψf dτ , where
� i is the initial wave function [the ground state S0 in Fig. 10.5b], � f is the final
wave function [the excited state S1 for a singlet exciton in Fig. 10.5b], and er is the
transition dipole operator. According to this relationship, the wave-function overlap
between the initial and final states affects the magnitude of photoabsorption. The
nature of photoabsorption of π-conjugated molecules is strong absorption in the
visible range. Besides, the large geometrical relaxation upon excitation leads to
broad absorption [34].

The direction of the transition dipole is determined by how the transition
charge is distributed within the molecule. For most planar aromatic molecules, the
transition dipole orients itself parallel to the atomic bond. Because the electric field
of the incident light should match the direction of the transition dipole moment of
the organic semiconductors, especially for elongated π -conjugated molecules, the
likes of pentacene and phthalocyanine show the anisotropy of photoabsorption in
the solid states. In this sense, it is critical to control the molecular orientation in
order to produce a photocurrent. Specifically, for light absorption by π -conjugated
molecules, the face-on and edge-on orientations (Fig. 10.6) are preferable to the
end-on orientation (Fig. 10.6).

In addition to the absorption ability of each component in an OSC, we must take
account of light interference within the OSC to understand the actual absorption
within the device. This is because an OSC is made of multi-stacked organic
and inorganic layers with different refractive indexes (Fig. 10.5a). The transfer-
matrix method is widely used to model the light interference. In this method, the
light traveling upstream and traveling downstream through the interfaces is added

Fig. 10.6 Molecular orientations of a planar π-conjugated molecule



302 K. Akaike and K. Kanai

coherently to calculate the electric field strength of the standing waves in the stacks
[34]. In this sense, metal reflectivity also plays a decisive role. For instance, calcium
and samarium, which are at times used for the cathode electrode, show a relatively
low photocurrent because of their weaker reflectance compared to the commonly
used Al cathode [16].

10.2.2 Exciton Diffusion

The excitons that are generated upon photoexcitations have to diffuse to the
donor/acceptor interface for free-charge separation. The state in which the spins
in the occupied and unoccupied states are antiparallel is referred to as a singlet
exciton. When the spins are parallel to each other, the state is referred to as a
triplet exciton. This is generally spin-forbidden and thus does not form directly
upon photoexcitation. However, in the case of strong spin-orbit coupling (e.g., in
heavy-atom molecules such as sulfur or metals), transition from the singlet state to
the triplet state is allowed. Exciton diffusion takes place through two energy-transfer
mechanisms (Fig. 10.7):

(a) Förster mechanism

An electron that has been photoexcited into an unoccupied state moves more
vigorously than it did when it was in the original occupied state because of the

Fig. 10.7 Förster and Dexter
mechanisms for exciton
transfer. Singlet excitons
transfer via both schemes,
whereas triplet excitons
diffuse via only the Dexter
mechanism. M2 has a smaller
band gap than M1. M1* and
M2* denote their excited
states
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increase in the number of state nodes, and this results in the variance of the electric
field within a molecule (call it M1). If a neighboring molecule M2 near the excited
molecule M1

* can resonantly interact with the alternating electric field in M1, M2
will obtain excitation energy from M1 and hence energy transfer occurs. In this
mechanism, direct contact between M1 and M2 is unnecessary. Therefore, long-
range (order of 10 nm) exciton diffusion is possible. As a rule of thumb, if the
fluorescence spectrum of M1 overlaps the absorption spectrum of M2, an exciton
can transfer via the Förster mechanism. Because this involves electronic transition
from occupied to unoccupied states, only spin-allowed singlet excitons may diffuse
using this mechanism.

(b) Dexter mechanism

In contrast to the Förster mechanism, the Dexter mechanism operates through
direct molecular contact because it occurs via electron exchange through orbital
overlaps. As a result, there is no spectral requirement and thus, in addition to singlet
excitons, even triplet excitons can diffuse using this mechanism.

The exciton diffusion length LD is given by (Dτ )1/2, where D is the exciton
diffusion constant and τ is the exciton lifetime. As mentioned previously, singlet
excitons appear to have larger values of D than those of triplet excitons, but the latter
have much longer lifetimes τ (on the order of microseconds) because relaxation of
a triplet exciton to the ground state is spin-forbidden. In the solid state, the diffusion
length as determined by, for example, photoluminescence quenching is 5–20 nm for
both small molecules [35] and polymers [36], although an extremely long exciton
diffusion length has been reported for single rubrene crystal (2–8 μm) [37]. In BHJ
OSCs, excitons with short diffusion length LD can reach the donor/acceptor interface
efficiently because the domain sizes of donor and acceptor are comparable to LD.

It is well known that metal can quench excitons at the interface to the photoactive
layer. To prevent exciton quenching at the electrode interface, wide-band-gap
molecules such as bathocuproine (BCP) and bathophenanthroline (Bphen) are
inserted at the cathode interface (Fig. 10.5a).

10.2.3 Free-Carrier Generation

Excitons that reach the donor/acceptor interface may dissociate into free holes
and electrons. Because of the relatively low dielectric constant (εr) of organic
semiconductors (εr = 3–5), some driving force is necessary to generate free charges
(typically several tenths of an electron volt). At the interface, photo-induced electron
(hole) transfer occurs within 100 fs and is driven by the energy difference in the
LUMO (HOMO) for excitons generated in donors (acceptors).

An important step on the way to free-charge separation is that, even after the
photo-induced charge transfer, a hole in a donor and an electron in an acceptor
are still bound to each other by Coulombic attraction before reaching the charge-
separation (CS) state in which holes and electrons are completely free. This state
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is referred to as the charge-transfer (CT) state. Although “hot” CT states [CTn in
Fig. 10.5b] have generally been regarded as the exclusive pathway to free charges
[38, 39], Vandewal et al. showed that the internal quantum efficiency of many OSCs
depends neither on whether band gap or CT states are excited nor on how energetic
the CT states are [40]. These results suggest that “cold” CT states [the relaxed CT
state CT1 in Fig. 10.5b] could lead to the CS state. Apparently, CT1 requires an
activation energy to generate free charges. One possibility is that the binding energy
of the CT states could be much lower than expected when we consider the change
in the free energy of the system, namely, the entropy gain from charge dissociation
[35, 41].

Some organic semiconductors such as acenes and diphenylisobenzofuran show
singlet fission, in which a photoexcited high-energy exciton is converted into a pair
of low-energy triplet excitons [T1 in Fig. 10.5b] [42]. It is generally agreed that
photoexcitation generates a triplet-pair state either coherently or incoherently from
the singlet exciton and that this state may subsequently separate into two triplet
excitons [42]. The underlying mechanism of singlet fission is now the subject of
intense study.

10.2.4 Carrier Transport and Extraction

Once the charges are completely free, they drift and diffuse toward their respective
electrodes with efficiencies that depend on their carrier mobilities. Because of the
large electron-vibration coupling and the disordered nature of organic semicon-
ductor layers, each charge is associated with a local geometrical relaxation and
constitutes a polaron [34]. The molecular orientation of π-conjugated molecules
is critical to enhancing carrier mobility. For small planar molecules, the face-on
orientation is preferable for carrier transport. Recently, Ma et al. demonstrated
that the end-on orientation of polythiophene further enhances hole mobility [43],
although light absorption becomes weaker because of the orientational mismatch
between the transition dipole moment of the polymer and the electric field of the
incident light.

Carrier extraction at the electrode/organic interface is the final step in the
operation of an OSC. The efficiency regarding this process is not determined simply
by the frontier orbitals of the organic semiconductor and the Fermi levels of the
electrodes. The electric field near the electrode interfaces, which is caused by the
charge transfer in the ground states upon contact formation (see Sect. 10.4), also
assists with carrier extraction. In addition, atomic diffusion of the metal electrode
and the buffer materials may further complicate the interfacial phenomena. It is well
recognized that to obtain long-term stability of an OSC, physical contact between
the electrode and the active layer is critical, that is, matching the surface energies of
the contacting materials. However, deep and comprehensive understanding of this
process still appears to be lacking.
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10.2.5 Characterization of OSC

A solar cell is characterized by measurements of its current density (J)-voltage (V)
curve under AM1.5 illumination. Its power-conversion efficiency (η) is given by

η = JmaxVmax

Pin
= JscVocFF

Pin
, (10.1)

where Pin is the power of the incident light, Jmax and Vmax are the maximum current
density and voltage, respectively, Jsc is the short-circuit current, Voc is the open-
circuit voltage, and FF is the fill factor (Fig. 10.8a). Here, FF can be regarded
as the ratio of Jmax Vmax to Jsc Voc. According to Eq. (10.1), it is necessary to
optimize Jsc, Voc, and FF to improve the overall power-conversion efficiency. The
equivalent circuit for the solar cell is illustrated in Fig. 10.8b. It consists of a diode
with a reverse-saturation-current density (J0) and ideality factor (n), a current source
corresponding to the photocurrent (Jph), a series resistance (Rs) resulting from the
contact resistance between the semiconducting material and the electrode and from
the conductivity of the building components of the OSC, and a shunt resistance (Rp)
derived from the loss of carrier recombination centers. The measured J-V curves are
often analyzed using the generalized Shockley equation

J = 1

1 + Rs/Rp

[

J0

{

exp

(
V − JRsA

nkT /e

)

− 1

}

−
(

Jph − V

RpA

)]

, (10.2)

where e denotes the elementary charge, kT is the thermal energy, and A is the area
of the cell. From the above equation, Jsc can be expressed as

Fig. 10.8 (a) Current-density-voltage characteristics of solar cell in dark and illuminated condi-
tions. (b) Equivalent circuit for solar cell. The notation is defined in the text
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Jsc = − 1

1 + Rs/Rp

{

Jph − J0

(

exp

( |Jsc| RsA

nkT /e

)

− 1

)}

. (10.3)

By fitting the measured J-V curve with Eq. (10.2), we can obtain values for the
parameters Rs, Rp, and n.

10.2.5.1 Short-Circuit Current Density (Jsc)

The maximum photocurrent Jsc is calculated by

Jsc =
∫

AM1.5
eηEQE (λ)Nph (λ) dλ, (10.4)

where Nph(λ) is the photon flux density in the incident AM1.5 G spectrum at
wavelength λ and ηEQE(λ) is the external quantum efficiency that indicates the
fraction of photons that are converted into current at wavelength λ. The upper limit
of Jsc is calculated by integrating Eq. (10.4) from the high photon energy side to
the wavelength corresponding to the optical band gap of the material. For example,
silicon’s band gap is 1.1 eV, yielding Jsc = 43.6 mA cm−2. To enhance Jsc, the
optical band gaps of the organic donor and acceptor should be low enough and
cover sufficiently different optical ranges of sunlight.

According to Eq. (10.3), large Rs (contact resistance and bulk resistance) is detri-
mental to obtaining high Jsc. Therefore, the more conductive is the semiconducting
material, the more current density is available. Charge density and mobility within
the organic layer also impact Jsc.

10.2.5.2 Open-Circuit Voltage (Voc)

The physical origin of Voc for an OSC has been discussed rigorously, and it has been
found that its value is influenced by the work function of the electrode material, the
donor ionization energy, and the acceptor-electron affinity [44–47]. According to
conventional semiconductor physics, the maximum value of Voc is the difference
between the quasi-Fermi levels of the semiconductor holes and electrons (EFp and
EFn): [48]

qV oc, max = (
EFn − EFp

)
max. (10.5)

That is, the band gap of the semiconductor determines the maximum value of
Voc for an inorganic solar cell. If we simply apply the same principle to an
OSC, the maximum Voc can be determined by the energy difference between the
donor HOMO and the acceptor LUMO (i.e., the photovoltaic gap). Actually, this
relationship was confirmed by comparing the photovoltaic gaps determined by
photoelectron spectroscopy and by measured Voc (Fig. 10.9) [49, 50].
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Fig. 10.9 Correlation
between measured Voc and
ionization energy of donor
and electron affinity of
acceptor. (Reprinted with
permission from Ref. [49].
Copyright 2017 American
Chemical Society)

However, there is an empirical relationship that Voc is 0.5–0.7 V smaller than the
photovoltaic gap, which is confirmed experimentally by comparing Voc and the gap
measured with photoelectron spectroscopy [50]. To understand the origins of Voc
and its loss comprehensively, it has been proposed that Voc be determined by the
energy of the CT state (Ect) [51]:

Ect = E0 − EB, (10.6)

where E0 denotes the difference in energy between donor-ionization energy and
acceptor-electron affinity (the energy difference between peaks of Gaussian donor-
HOMO and acceptor-LUMO) and EB is the average binding energy of the CT state:

EB = q2

4πεrct
, (10.7)

where ε denotes the dielectric constant of the material and rct is the average
separation between holes and electrons in the CT state. Burke et al. recently
established a model in which CT states and free carriers are in equilibrium [52]
and derived the following relationship for Voc:

qV oc = Ect − σct
2

2kT
− kT log

(
qf N0L

τctJsc

)

, (10.8)

where σ ct denotes the dispersion of the CT state (Gaussian in shape), k is the
Boltzmann constant, T is temperature, f is the volume fraction of the mixed region
in the active layer, N0 is the density of states in the organic material, and τ ct is
the lifetime of the CT state. From Eq. (10.7), one can easily see that the value
of Voc is influenced by not only Ect but also the degree of disorder of the CT
state, the interfacial area between donor and acceptor, and how recombination at the
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donor/acceptor interface is suppressed. Besides, Eq. (10.7) indicates that increasing
the distance between holes and electrons in the CT state weaken the Coulomb
interaction between the states, presumably resulting in an improved Voc.

10.2.5.3 Fill Factor (FF)

As mentioned before, FF is the ratio of the obtainable maximum power to the
product of Jsc and Voc. For an OSC with a high FF, the photocurrent should remain
unchanged when forward bias is applied. In turn, photo-generated carriers drift
efficiently through the active layer and electrode interfaces. In other words, series
resistance Rs should be low enough for achieving high FF. Therefore, the organic
and inorganic materials used in an OSC must be “neat” in relation to both purity
and molecular order in the film without a carrier-extraction barrier at the electrode
interfaces through which free charges pass. In general, relatively high mobility
and appropriate control of molecular orientation are required. Impurities in organic
semiconductors may act as charge traps [15, 16] and thus must be removed by
train sublimation and solvent purification, for instance. Besides, the hole/electron
mobility balance affects the fill factor because such an imbalance leads to carrier
accumulation near the donor/acceptor interface, which leads to an S-shaped J-V
curve and lowers FF [53].

Ohmic contact at the electrode interfaces, where contact resistance is negligible
for both carrier injection and extraction, is also required for enhancing FF. The
ideal contact can be achieved by modifying the electrode surface appropriately to
obtain the desired work function, thereby achieving Fermi-level pinning (see Sect.
10.4). For example, the value of Rs of a DIP/C60 PHJ OSC prepared on unannealed
PEDOT:PSS is 42 k�, whereas thermal annealing of PEDOT:PSS increases its
work function and concurrently leads to a significantly reduced Rs (down to 55 �).
Consequently, the FF of the OSC increases to 0.74 [54].

10.3 Electronic Properties of π-Conjugated Molecules

The electronic structure of donor and acceptor molecules is known to have a great
influence on the device performance of OSCs, particularly the optical absorption,
carrier injection, and carrier transport because they have a good deal to do with
the operation principle of the devices. As mentioned in Sect. 10.2.5.2, Voc is
proportional to the energy difference between the donor’s HOMO and the acceptor’s
LUMO. Therefore, whether intentionally or not, manipulating the molecular struc-
ture of donors or acceptors sometimes changes their electronic structure and can
affect the device performance. Determining the correlation between the electronic
structure of the materials and the function of the OSCs would guide the future
material design.
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It has been reported that the C60 fullerene is a good acceptor for OPVs because
of its high electron transfer rate from donor molecules. However, because of the
necessity to use soluble compounds when making a device with a BHJ structure,
fullerene derivatives such as PC61BM (Fig. 10.3) were developed. The C60- and
C70-based PCBMs have been used frequently as acceptor molecules in OPVs,
together with π-conjugated polymers such as P3HT as the donor. By using BHJs
that combine PCBMs (thereby maintaining a high electron transfer rate) and π-
conjugated polymers (thereby ensuring high carrier mobility), we guarantee devices
with high power-conversion efficiency. The point of interest here is that by tuning
the molecular structure of the fullerenes to achieve soluble derivatives, we end up
unintentionally modifying the electronic structure. In some cases, this change in
electronic structure can be measured in the device performance.

10.3.1 Fullerene Derivatives

The high symmetry of the molecular structure of fullerenes C60 and C70 yields a low
back electron transfer rate after charge separation occurs. It is also responsible for a
highly efficient intersystem crossing from singlet to triplet excited states, giving
excited states with long lifetimes. These characteristics make these compounds
indispensable as acceptors for OSCs. Fullerenes C60 and C70 are incompatible
with the solution processes such as spin coating because of their low solubility
in common organic solvents. Soluble derivatives have been synthesized by adding
functional groups to these fullerene backbones [55, 56], thereby allowing OSC
devices to be produced using solution processes such as spin coating [57]. Now, C60
and C70 derivatives bearing various functional groups, which improve solubility
and processability, have been used as acceptors in BHJ-OSC with high-efficiency
photoelectric conversion [58–62]. PCBMs based on C60 and C70 are well-known
soluble derivatives and have been used frequently as an acceptor in OSCs [55, 58].
It has been reported that the side chains of PC61BM affect the film morphology,
which may improve the device performance [63–66].

Akaike et al. [62, 66] reported that adding a side chain to a C60 backbone affects
not only its solubility but also the electronic structures of PC61BM and [6,6]-
diphenyl-C62-bis(butyric acid methyl ester) (bisPC61BM). They concluded that a
subtle charge transfer from the side chain to the C60 backbone destabilizes the
frontier orbitals of the molecule. They also suggested that the effects of the side
chain on the electronic structures of PC61BM and bisPC61BM may improve the
performance of the OSC devices compared with devices containing C60 [67, 68].
Their work demonstrates that measures of OSC device performance such as Voc can
be discussed in terms of electronic structure.

The results of ultraviolet photoemission spectroscopy (UPS) and inverse pho-
toemission spectroscopy (IPES) for PC61BM, bisPC61BM, C70, and PC71BM
are shown in Fig. 10.10. The simulated spectra based on the molecular orbital
calculation are also displayed (filled in gray). The combined UPS and IPES spectra
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Fig. 10.10 (a) Ultraviolet photoemission spectroscopy (UPS) and (b) inverse photoemission
spectroscopy (IPES) spectra for fullerene derivatives. (Reprinted with permission from Ref. [65])

replicate the molecular orbitals (MOs) of the specimen. Indeed, the simulated
spectra reproduce the observed spectra well. The HOMO, LUMO, and highest
occupied MOs in the side chain labeled “A” are displayed in Fig. 10.10b. The MOs
in the side chain are located at binding energies in excess of 4 eV. Basically, the
π-orbitals of the C60 backbone contribute greatly to the HOMO and LUMO of the
derivatives as seen in the case of PC61BM in Fig. 10.10a, b. The vertical bars in
Fig. 10.10a indicate the onsets of the UPS and IPES spectra that correspond to
the HOMO (π ) and LUMO (π*) energies. The energy difference of the HOMO
measured from EF is the height of the hole injection barrier φh

exp, and the energy
difference between the LUMO and Fermi level (EF) is the height of the electron
injection barrier φe

exp from the electrode. The adiabatic ionization energy Iexp,
electron affinity Aexp, and energy gap Eg

exp can be calculated from φh
exp, φe

exp,
and Evac. Here, Evac denotes the vacuum-level energy obtained directly by the UPS
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Fig. 10.11 Energy diagrams for various fullerene derivatives determined by UPS and IPES

experiments. The values of φh
exp, φe

exp, and Eg
exp calculated from the UPS-IPES

spectra for the compounds in Fig. 10.10a are summarized in Fig. 10.11. The LUMOs
of all the compounds are very close to EF, and the low-lying LUMO explains the
n-type electric characteristics of the devices in which they are used. The LUMOs of
C70 and PC71BM are right above EF, indicating very small φe

exp. In contrast, the
LUMOs of bisPCBM and ICBA are higher than the LUMOs of the other fullerene
derivatives, which probably causes the larger Voc of the OPV devices containing
bisPCBM or ICBA.

The values of Iexp, Aexp, and Eg
exp differ among all the fullerene derivatives.

There is more variation in the LUMO energies than in the HOMO ones. The Iexp
and Aexp values of C70 are larger, and the Aexp values of bisPCBM and ICBA are
smaller than those of the other compounds. The Eg

exp values of C70 and PC71BM
are smaller, and the Eg

exp values of bisPCBM and ICBA are larger than those of
the other compounds. The small Eg

exp value of PC71BM causes a wide absorption
range in the visible region, which leads to the high power-conversion efficiency of
the OSC devices in which PC71BM is used as an acceptor [59–61].

Akaike et al. [62, 66] explained the effects of the side chain on the electronic
structure of PC61BM and bisPC61BM by slight polarization of the electron density
inside the molecules. A subtle electron transfer from the side chain to the C60
backbone destabilizes the frontier orbitals spreading over the fullerene backbone.
The side chain donates a certain amount of electron density to the C60 backbone.
The amounts of charge in PC61BM and bis-PC61BM donated to the backbone are
estimated at roughly 0.23e and 0.46e, respectively, from the density functional
theory (DFT) calculations, where e is the elementary charge. Thus, the partial
electrical charge donated from the side chain to the C60 backbone of PC61BM and
bisPCBM destabilizes the HOMO and LUMO of the molecule and lowers both the
Iexp and Aexp values. This indicates that PCBM and bisPCBM are weaker acceptors
than C60.
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10.3.2 π-Conjugated Donor Polymers

Semiconducting π-conjugated polymers such as polyphenylenes, polyphenylenes,
polyanilines, and polypyrroles have been used frequently in organic electronic
devices including OPVs because they possess high solubility in organic solvents
and can be formed into smooth films by solution processes. A series of conjugated
polymers, poly(3-alkylthiophene)s (P3ATs), is widely used as a hole-transporting
material in organic field-effect transistors (OFETs) and OSCs [57, 69–73]. The
mobilities of the OFETs with P3HT reach 0.1 cm2 V−1 s−1 [69–73], which is
comparable to that of amorphous silicon-based FETs. This dramatic improvement
in hole mobility has been attributed to the high degree of intra-chain and interchain
orders in the P3AT films. The structure of P3HT films as deduced by X-ray
diffraction (XRD) analysis is composed of polycrystalline domains embedded in
an amorphous matrix [74, 75]. In the polycrystalline domain, P3HT stacks in one-
dimensional chains and forms a lamellar structure consisting of two-dimensional
conjugated sheets through interchain stacking. The degree of structural order in
P3AT films depends strongly on the degree of regioregularity of the polythiophene
backbone [76]. It is thought that the conformation and packing of the polymer
backbone play a dominant role in determining the transport properties of the
material. As mentioned above, OFETs with highly regioregular P3HT have high
mobility, whereas OFETs with regiorandom P3HT have mobilities in the range of
only 10−5–10−4 cm2 V−1 s−1 [77]. The high mobility of regioregular P3HT films
is partly attributable to the highly ordered structure of the film.

The morphology of the regioregular P3HT polycrystalline film or domains
in the active layer in OSCs changes considerably upon annealing, as shown in
Fig. 10.12a. Figure 10.12b displays a schematic of the microcrystalline structure

Fig. 10.12 (a) XRD of P3HT film prepared under different conditions coated on silicon substrates.
(b) Schematic illustration of molecular arrangement of P3HT. (Reprinted with permission from
Ref. [79])
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of P3HT. In the polycrystalline domain, P3HT stacks in one-dimensional chains
and forms a lamellar structure consisting of two-dimensional conjugated sheets
through interchain stacking. The structural order in P3AT film depends strongly
on the degree of regioregularity of the polythiophene backbone [76]. The electrical
properties of P3HT films are also affected by annealing: the mobility is dramat-
ically improved [78]. The increased mobility due to annealing is accompanied
by increased structural order as observed by atomic force microscopy and X-ray
analysis [79]. This result is in contrast to the interpretation that grain boundaries
are the major cause of low mobility in low-molecular-weight P3HT films since
the annealed films have high crystallinity [79]. Zen et al. have suggested that the
main cause of the low mobility of the low-molecular-weight P3HT films is the
disordered conformation of the backbones of a majority of the polymer chains,
which hinders interchain charge transport as a result of fewer interchain contacts
[77]. Alternatively, polymer chains of higher-molecular-weight P3HT possibly have
more extensive π-conjugation, which would provide more opportunities for charge
carriers passing along the polymer chain to hop to a neighboring polymer through
an interchain contact.

Also, we have measurable effects induced by annealing in the electronic structure
of the P3HT films. It was found that annealing strongly influences the energy gap,
the energy of vacuum level, and the π- and π*-band energies. Consequently, the
carrier injection barriers at the interfaces between the P3HT film and the electrodes
are significantly affected. Figure 10.13 shows the combined UPS and IPES spectra
of the regioregular P3HT films on ITO substrates. The π-band onset in the non-
annealed sample is very close to EF and shifts to higher binding energies after
annealing, whereas the vacuum level and the π*-band onset are less affected.
The high-resolution IPES spectra of the annealed films are more structured with
the appearance of shoulders, denoted in the figure by arrows. In addition, the
UPS spectra at the onset of the π-band become more structured after annealing.
Simulated spectra derived from the calculations based on DFT are shown in Fig.
10.13. The simulations were performed using a hexylthiophene oligomer with 10
repeating units of 3-hexylthiophene rings (n = 10; 10HT) as a model system. Ten
repeating units of HT are enough to reproduce the polymer qualitatively; therefore,
10HT is a good model system for discussing the electronic structure of P3HT. The
simulated spectra reproduce the measured spectra well. Based on a comparison of
the observed and simulated spectra, the shoulder structures at ∼3.5 eV above EF
(indicated by arrows) are assigned to the π*-band. The energy of the band is almost
independent of the number of repeating units, and the HOMO and LUMO of 10HT
are composed primarily of the π- and π*-orbitals distributed over the conjugated
polymer chain. It is clear that the π- and π*-bands grow after annealing as the π-
conjugation length increases by a conformation change of the polymer chain. These
results are consistent with the change in the UV-visible spectra after annealing [79].
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Fig. 10.13 UPS and IPES spectra of rr-P3HT thin films spin-coated on ITO substrate. (Reprinted
with permission from Ref. [79])

10.4 Electrode/Organic Interface and Organic
Heterointerface

The interface between the electrode and organic semiconductor in an active layer
should be free from any energetic barrier to carrier extraction. Thus, we have to
realize ohmic contact (i.e., negligible contact resistance with respect to the total
resistance) of an OSC. A question arises as to what constitutes ohmic contact for an
electrode/organic interface. In the case of an inorganic semiconductor, it is known
that high doping concentration and a low energy barrier reduce the contact resistance
[48]. Although organic semiconductors are typically undoped, the molecules at the
interface to the electrode can be doped as a result of electron transfer to achieve
thermodynamic equilibrium upon contact formation. Such a contact-induced doping
has been demonstrated for a high-work function substrate/donor polymer interface
and low-work function substrate/C60 interfaces [80–83]. Besides, the charge density
distribution leads to evolution of an electrostatic potential near the electrode
interface, thereby impacting the relative energy of the frontier orbitals with respect
to the electrode Fermi level (EF). Because the energetic landscape near the interface
can significantly affect carrier processes and hence OSC performance, knowledge
of the mechanism for charge-density and potential distribution is essential for
designing the interface.
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In this section, we introduce a recently proposed model that simulates energy-
level alignment at the interface, which is applicable to electrode/organic interfaces
as well as to organic heterointerfaces. Next, we discuss the technique that control
electrode work function and wettability to improve energy matching and physical
contact between the organic semiconductor and the electrode surface, along with
correlating the interface property with the OSC performance.

10.4.1 Theoretical Model for Energy-Level Alignment

Recently, Oehzelt et al. proposed a comprehensive electrostatic model of the energy-
level alignment, which is applicable even to organic heterointerfaces [84]. The
model assumes that (1) the conductive substrate is an electron-reservoir, (2) the
electron occupation obeys Fermi-Dirac statistics under thermodynamic equilibrium
and electrons move through the organic layer toward the electrode EF or vice versa,
and (3) organic layers are grown ideally in a layer-by-layer manner on a conductive
substrate with experimentally determined HOMO and LUMO onsets, density of
states width, and a discrete height z. The charge density at each layer is calculated by

ρ(z) = e · n ·
⎧
⎨

⎩

+∞∫

−∞
fH(E) · DH [E+eV (z)] dE−

+∞∫

−∞
fL(E) · DL [E+eV (z)] dE

⎫
⎬

⎭
,

(10.9)

where e is the elementary charge; n is the molecular number density per area layer;
fH and fL are Fermi-Dirac functions; DH and DL are the peak shapes for the HOMO
and LUMO, respectively (typically Gaussian); and V(z) is the potential at distance
z from the substrate surface. The charge density so obtained is used to calculate
the potential in the respective layer using a generalized one-dimensional Poisson
equation:

∇ (εr (z)∇V (z)) = −ρ(z)

ε0
, (10.10)

where εr(z) is the dielectric constant of the layer and ε0 in the permittivity in
a vacuum. The obtained potential is used to calculate charges by solving Eq.
(10.9) again, and then a new V(z) is calculated. This self-consistent calculation can
simulate depth-resolved charge density and potential distributions. The simulation
results can reproduce the trend of thickness-dependent UPS measurements, which
are traditionally used to determine the potential distribution along the surface
normal. Combining the model simulation and UPS analysis, Wang et al. revealed
that the upward band bending at the Ag(111)/NaCl/C60 heterostructure, which is
attributed to electron transfer from Ag to C60 through the NaCl layers, is caused by
the evolution of electron density in the C60 layers up to 150 nm [80].
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Fig. 10.14 Energy-level alignment at organic interface. Φsub denotes substrate work function, A
is the electron affinity, and I is the ionization of the organic molecules. When Φsub exceeds I (A),
the effective work function of the organic layer (Φorg) is independent of Φsub [regions (i) and
(iii)]; otherwise, Φorg depends on Φsub [region (ii)]. In the regions (i) and (iii), Fermi-level pinning
occurs. S denotes the slope parameter that is defined as dΦorg/dΦsub

The model also predicts the dependence of energy-level alignment at the interface
on the substrate work function. As already demonstrated by UPS measurements [85,
86], when the substrate work function is higher (lower) than the ionization energy
(electron affinity) of the molecule, the vacuum and energy levels are independent of
the substrate work function (Fig. 10.14). This phenomenon is known as “Fermi-level
pinning,” [85] being reminiscent of the constant charge-injection barrier occurring
at a metal/inorganic semiconductor junction because of the dangling bonds.

Typically, the electronic structure at metal/organic interfaces is investigated for
organic molecules adsorbed on a metal surface. However, if an interface between
the photoactive layer and the top cathode is formed by vacuum deposition, the
morphology and electronic structure at the interface can be different from those
of the interface with the reversed deposition sequence. For instance, whereas an
Au(111)/NPD interface seems to be inert and there is no strong interaction between
the two constituents, gold atoms vacuum-deposited on NPD lead to a new chemical
species as revealed by XPS [87]. The asymmetry of the electronic structure actually
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leads to different charge-injection barriers in diode devices. Usually, injecting from
the top contact is more efficient than doing so from the bottom contact [88].

10.4.2 Modification of Electrode/Organic Interfaces

As mentioned above, controlling the work function and morphology is critical
to achieving ohmic contact for a more efficient device. So far, various materials
including transition metal oxides, alkali halides, a polymer electrolyte, an inorganic
salt, and a self-assembled monolayer (SAM) have been employed as interface
modifiers for an OSC [89, 90]. In addition, here we introduce interface organic
materials that are often used for OSCs to control their electronic, morphological,
and photophysical properties.

10.4.2.1 Control of Electrode Work Function

To realize an ohmic contact, the Fermi levels of the anode and cathode should
be close to the HOMO of the donor and the LUMO of the acceptor, respectively.
Actually, Fermi-level pinning is important for reducing the series resistance of an
OSC, leading to improved Jsc and FF [16]. Therefore, appropriate control of the
work function of the anode and cathode is required. It was found for ITO substrates
that the surface treatments such as UV/ozone, oxygen plasma, and dipping in
aqueous alkaline hydroxide solution alter the surface chemical composition and
work function because of the formation of surface dipoles and the removal of
carbon contamination from the substrate surface. Among anode interface materials,
PEDOT:PSS (whose molecular structure is shown in Fig. 10.15) has been used as a
polymer-based anode interface layer to improve hole extraction. Its work function
ranges from 4.5 to 5.6 eV, depending on its composition and heat treatment [91,
92], which can pin the HOMO levels of most donors to the Fermi level of the
substrate. Figure 10.16 shows the importance of the Fermi-level pinning of the
donor HOMO in optimizing the OSC behavior. Wagner et al. demonstrated that
Fermi-level pinning is necessary to avoid an undesirable S-shaped I-V curve due to
a high series resistance that can lower the FF of the OSC [16, 54].

Despite its wide-ranging applicability, the long-term stability of OSCs prepared
on PEDOT:PSS is poor because of traps that form through water diffusion and
because of the increased contact resistance due to water damage to the cathode
[93]. Instead of the polymer buffer layer, transition metal oxides such as MoO3
and V2O5, and phosphonic SAM, have been employed to control the anode work
function. The oxides have very high work functions up to 7 eV, independent of the
bottom substrate work function because of its n-type character that results from a
finite concentration of oxygen defects even in pristine MoO3 evaporated films [94].
This high work function leads to a downward energy shift in the photoactive layer
because of the hole accumulation therein, probably leading to exciton dissociation
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Fig. 10.15 Molecular structure of representative interface modifier

and efficient hole extraction. Actually, the Schottky-barrier OSC based on C60 and
SubPc shows relatively high performance [18, 19].

The substrate work function actually affects not only the interface energetics
but also the photophysical behavior of an OSC. Knesting et al. investigated the
correlation between work function modification with Voc and carrier lifetimes [95].
A higher work function leads to a higher electric field at the anode/photoactive-
layer interface, suppressing carrier recombination in the bulk. Wang et al. recently
reported that the contact-induced doping, which is due to the Fermi-level pinning,
may decrease the photocurrent. Thus, there is an optimal work function for the
respective polymer to keep its built-in field [96], in contrast to other reports that
there is no dependence of OSC performance on substrate work function [97, 98].
A detailed study of carrier distribution (in the ground states) and carrier genera-
tion/recombination processes is necessary to obtain a comprehensive understanding
of the impact of interface energetics on the device characteristics.

In standard OSCs, lithium fluoride (LiF), bathocuproine (BCP), and
bathophenanthroline (Bphen) have often been used as cathode modifiers. By
inserting thin films of these materials at the interface between C60 and Al, the
overall performance of PHJ OSCs improves significantly because of suppression
of nonradiative recombination of excitons at the C60/Al interface [99], thereby
increasing the interfacial electric field [100]. Toyoshima et al., employing UPS,
reported a large work function reduction upon depositing BCP onto metallic
substrates [101, 102]. Despite the findings that the large downward energy shift
at the C60/BCP interface leads to efficient electron extraction [103, 104] and BCP-
thickness-dependent energy-level alignment at the Ag/BCP/C60 heterostructure
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Fig. 10.16 Impact of thermal
annealing of PEDOT:PSS
layer. Fermi-level pinning
reduces series resistance and
thus fill factor of DIP/C60
planar heterojunction OSC.
(Reprinted with permission
from Ref. [16])

[105], direct correlation between the interfacial electronic structure and OSC
performance remains elusive.

For an inverted OSC, the work function of the ITO substrate has to be lowered
in order to extract electrons. Cs2CO3 is one of the candidates for decreasing the
work function by either spin coating or vacuum deposition. Upon annealing, the
carbonate part desorbs and the metallic Cs produces substrate electrons, forming
an interfacial dipole that is responsible for reducing the work function [106].
In 2012, the insulating polymers poly(ethylene imine ethoxylated) (PEIE) and
poly(ethylene imine) (PEI) were found to be versatile for producing low-work
function electrodes that can be used in OLEDs, OSCs, and OFETs [29]. The origin
of the decrease in work function was attributed to the formation of a local dipole
on the substrate surface, as suggested by density functional theory calculations.
However, the volatile ethyleneimine dimer or trimer impurities contained in the
PEI water solution were also found to act as n-dopant (electron dopant) for the
electrodes, and the resulting interfacial dipole decreased the effective work function
[107]. For the hole-extracting electrode in an inverted OSC, one must pay attention
to atomic and/or molecular diffusion of buffer materials such as MoO3 into the
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organic layers [108, 109]. This diffusion increases the magnitude of electron transfer
from the strong p-dopant MoO3 to the organic molecules. Very recently, doped
polymers have been used universally to control the substrate work function in the
range of 3.0–5.8 eV [110]. Such a versatile method for producing the desired surface
work function would enable the design of well-established interfaces.

Controlling the electrode work function in an OSC is very important for not only
making electrode contacts ohmic but also for maximizing Voc. The dependence of
Voc on the substrate work function has been measured [96], and it appears to be
necessary that the donor HOMO and acceptor LUMO be pinned to the electrode
Fermi levels in order to obtain the maximum Voc.

10.4.2.2 Improvement of Physical Contact and Interface Morphology

The physical adhesion of the photoactive layer to the electrode surface is critical to
sustaining the lifetime of an OSC and determining the charge-transfer kinetics at
the electrode interfaces. So far, surface modification of a representative transparent
electrode, ITO, has been examined. An ITO film is often fabricated on a glass
substrate by sputter deposition followed by thermal annealing. This fabrication
processes results in a highly polar surface with finite roughness and hydroxyl
groups. As a result, the ITO surface has a surface energy of 60–70 mJ m−2, which is
much higher than that of an organic semiconductor film (10–50 mJ m−2). Such
a surface-energy difference leads to delamination of the organic semiconductor
and consequently poor sustainability of the charge-transfer kinetics and thus the
OSC performance [111]. An example of a surface modifier for ITO is phosphonic
acid SAM that is functionalized with a fluorinated alkyl chain (Fig. 10.15) to
tune the ITO surface work function, thereby decreasing the ITO surface energy
and leading to long-term stability of the work function. An OSC based on this
SAM demonstrated a longer lifetime [111]. For ZnO and AZO, alkaline hydroxide
solution treatment was found to suppress the light-soaking effect, thereby leading to
longer lifetimes of BHJ OSCs [112].

Another technique for changing the interfacial morphology is to use the nanos-
tructure of the interfacial modifier. Nanorods of ZnO are now well established as a
way to produce a large interfacial area at the electron-extracting electrode interface.
In addition, PDMS stamps can increase the interfacial area. Both techniques
contribute to increases in FF and Jsc.

10.4.3 Energetics and Charge Generation at Donor/Acceptor
Interface

10.4.3.1 Energetics

Multilayered organic devices, both OSCs and OLEDs, encompass organic het-
erointerfaces whose function critically influences their performance. In particular,
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evolution of the carrier transport levels (HOMO and LUMO) is essential for under-
standing the behavior of exciton and free carriers generated at the donor/acceptor
interface. For example, any built-in potential near the interface can support the
sweeping away of the photo-generated holes and electrons toward the respective
electrode.

Together with metal/organic semiconductor interfaces, the energetics at organic
heterointerfaces have been investigated by employing surface science techniques
[88, 113, 114]. At this early stage of research, vacuum-level alignment appears to
hold at most organic heterointerfaces because of van der Waals interaction at the
interfaces. However, findings that show that the magnitude of the vacuum-level shift
depends on the substrate work function [88, 113] and that electrons are injected
through the bottom organic layer to the overlayer [86, 87] confirm the existence of
a potential drop even at inert organic heterointerfaces. These studies advance the
establishment of a comprehensive model for predicting the energy-level alignment
at the interfaces.

Recently, it was found that the electrostatic model [84] (see Sect. 10.4.1) can
describe the energy-level alignment at organic heterointerfaces [119] and that
the simulation well reproduces the energy-level shift measured by UPS. Strongly
motivated by the agreement between the simulations and experimental data, thor-
ough theoretical simulations of energy-level alignment at all types of organic
heterointerface have been carried out [115]. Figure 10.17 shows the simulated
energy-level alignments for OSC-relevant donor/acceptor interfaces with various
substrate work functions. As for the anode/donor/acceptor structure (Fig. 10.17a),
when the substrate work function is high enough (cases for EF = 6.0 and 7.0 eV),
holes accumulate at the anode/donor interfaces because of the Fermi-level pinning,
but no charges accumulate at the donor/acceptor interface; thus the potential drop
is negligible. For the cathode/acceptor/donor structure (Fig. 10.17b), when the
substrate work function is low enough (cases for EF = 3.0 and 4.0 eV), the Fermi-
level pinning again causes electron accumulation at the cathode/acceptor interface.
Thus, the energy levels shift upward, whereas no potential change occurs at the
donor/acceptor interface.

Poelking et al. demonstrated that the aggregated long-range quadrupole inter-
action is critical for obtaining the correct energetic landscape at an organic
heterointerface [116, 117]. The electrostatic model is capable of including such an
influence of the electrostatic potentials of π-conjugated molecules by considering
the orientational dependence of the ionization energy and electron affinity.

The electrostatic model assumes the Frank-van der Merwe growth (layer-
by-layer) of the respective organic film and therefore ideally sharp interfaces.
However, at actual interfaces, intermixing [118] and molecular reorientation [119]
may occur, thereby complicating the interfacial electronic structure. Actually, a
phthalocyanine/fullerene interface, which is a prototypical donor/acceptor interface
used in OSCs, tends to show an unusual potential distribution (Fig. 10.18a). This
is independent of the types of substrate, phthalocyanine, and fullerene and of their
thicknesses and evaporation speed during formation of the interface [103, 120]. The
observed downward-and-then-upward shift has been interpreted as being caused
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Fig. 10.17 Simulations of the energy-level alignment at donor/acceptor interfaces. (a) The very
left panel shows the initial energies of the HOMO (orange rectangular) and LUMO (blue
rectangular). The green-dashed lines correspond to the work function of the bottom substrates.
The dependence of the simulation results on the electrode work function is shown in the second
left to right panels. In each panel, the upper and lower plots illustrate the evolutions of the energies
of the frontier orbitals and charge density as a function of the distance from a substrate surface (z),
respectively. (b) Same for the reversed stacking sequence [115]

by an increase in the structural inhomogeneity in the phthalocyanine layers upon
interfacial formation [120].

The energetic landscape across the donor/acceptor interface severely impacts
the carrier generation and bimolecular recombination. The three-phase model was
proposed to explain the widely observed efficient charge generation. The model
assumes an amorphous mixed region between the pure donor and acceptor phases. In
this amorphous region, the band gaps of the donor and acceptor increase because of
shorter conjugation lengths. The existence of such a mixed region has been explored
with UPS and cyclic voltammetry in the solid state [124].

An energy cascade designed by any method leads to an increase in free-carrier
generation. The model in which the charge-transfer state and free carriers are in
equilibrium predicts that more charges are generated in the donor and acceptor
phases if an energy offset of 100 meV exists between the mixed and pure phases
[52]. Actually, Izawa et al. confirmed that the energy cascade reduces bimolecular
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Fig. 10.18 (a) Downward-and-then-upward shift at phthalocyanine/fullerene interfaces. A dip in
the vacuum level can be seen with increasing fullerene coverage [103, 120–123]. (b) Energy
diagram of a planar heterojunction OSC determined by Kelvin probe (KP) measurements [103].
(Reprinted with permission from Ref. [103])

recombination at the donor/acceptor interface in the planar heterojunction OSC and
increases FF and Voc [125].

A more complicated issue is that the molecular orientation may change
upon interface formation, which has been reported for a metal-free phthalocya-
nine/perfluorinated phthalocyanine interface [119]. Besides, chemical interaction in
the solid phase can further alter the interfacial properties. The Diels-Alder reaction
at a pentacene/C60 interface, which shows a PCE of ∼4% [47], can produce
pentacene-C60 adducts [126]. Further investigation is necessary to elucidate the
impact of the interface compound on OSC performance.

To reveal the full electronic structure of an OSC, several groups have analyzed
the evolution of the vacuum-level and HOMO energies [103, 104, 127–129]. For
a small-molecule-based OSC, a huge potential drop was observed at a C60/BCP
interface (Fig. 10.18b), which was attributed to the giant surface potential of BCP
[103]. The measured shift would support efficient electron extraction toward the
cathode. Davis et al. examined the electronic structure under ambient conditions
using photoelectron yield spectroscopy and optical absorption spectroscopy [129].
Despite these measurements, a full picture of the energy and charge-density profiles
remains elusive because surface science techniques can only probe up to ∼2 nm.
Therefore, cross-sectional Kelvin probe (KP) measurements and simulation would
help to deduce the complete energy diagram within an OSC, which would facilitate
our understanding of carrier behavior in the device.

Utilization of the energy transfer across an organic heterostructure is also an
important issue for enhancing device performance. As mentioned in Sect. 10.2.2,
excitons diffuse to the donor/acceptor interface before recombination. The strategy
is to use organic semiconductors that absorb different wavelengths and to transfer
excitons to a specific donor/acceptor interface, which would lead to a significant
improvement in Jsc. Figure 10.19 shows J-V curves and an energy diagram for
6 T/SubNc/subphthalocyanine (SubPc) OSC [130]. These three materials cover a
wide range of the spectral distribution of sunlight. The important point is that
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Fig. 10.19 Cascade energy transfer leads to high efficiency for a non-fullerene OSC. (Figures
were reproduced with permission of Ref. [130])

because SubNc has a narrower band gap due to an extended π-conjugated ring,
excitons generated in SubPc can transfer to SubNc. As a result, excitons generated
in both the SubPc and SubNc layers are converted into free holes and electrons at
the 6 T/SubNc interface. With this strategy, a PCE of 8.4% was achieved without a
sole acceptor, namely, fullerene. This promising result paves a new way to harvest
photons in the wide-ranged portion of the solar spectrum by controlling the energy
structure.

10.4.3.2 Strategy to Enhance Free-Charge Generation

(a) Increase of Average Distance of CT State

As mentioned in Sect. 10.2, electrostatically bound CT states that form at the
donor/acceptor interface can be a path to the CS state (free charges). For efficient
photocurrent generation, the binding energy of the CT state (EB) needs to be
lowered. One strategy to reduce EB is to increase the average distance between
holes and electrons (rct in Eq. 10.7) [131–133]. Zhong et al. inserted an insulating
wide-band-gap polymer, CYTOP, between P3HT and PC61BM in their planar
heterojunction OSC. Insertion of CYTOP increased Voc up to a thickness of 1 nm,
while Jsc decreased concurrently with increasing thickness because of the reduced
electron transfer between P3HT and PC61BM [131]. This decrease in Jsc was
compensated by adding a dye into the CYTOP layer. This was attributed to more
efficient exciton collection by energy transfer and charge separation with the charge
cascade.
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(b) Molecular Orientation

The molecular orientation at the donor/acceptor interface critically impacts
the electronic coupling between the two materials and the degree of intermixing
and thus the process of photocurrent generation. Rand et al. first suggested for
a ZnPc/C60 bilayer OSC that the face-on orientation of ZnPc is favorable for
photocurrent generation because of a larger electronic coupling between ZnPc and
C60 [134]. However, it was also found from XPS and X-ray scattering studies that
the degree of intermixing between ZnPc and C60 increased when ZnPc molecules
were in the face-on orientation. This increased intermixing was attributed to
higher Jsc than for its edge-on-oriented counterpart [135]. However, modifying the
molecular orientation should also change the energy levels because the orientation
of the molecular quadrupole determines the molecular surface potential [136], as
well as the exciton diffusion and carrier mobility. Therefore, the impact of molecular
orientation on photovoltaic performance is likely a diverse one.

(c) Energy Cascade

The equilibrium model for the CT state proposed by Burke et al. suggests that
the energy cascade results in longer free-carrier lifetimes and a drastic increase in
charge densities [52]. An energy offset of 100 meV in the HOMO and LUMO leads
to tenfold increases in the charge densities in the donor and acceptor phases. Such
an energy cascade is believed to exist in the interface between a polymer donor and
a fullerene acceptor [124, 137]. The three-phase model assumes the formation of
an amorphous mixed region between the aggregated donor and acceptor phases, in
which the band gap of the polymer donor is larger than those of the pure phases.
Analysis of UPS measurements on a polymer donor/C60 interface revealed that
the HOMOs of the polymers donor shifted toward higher binding energies upon
incremental deposition of C60.

Izawa et al. reported extended carrier lifetimes and a higher charge density [125].
By combining contact film transfer and surface-segregated monolayer techniques,
they designed an energy cascade and trap structure across a donor/acceptor interface.
A PHJ OSC with an energy cascade could have an increased Voc because of the
elongated rct and a decreased bimolecular recombination because of the energy
barrier. However, the lowest LUMO of the SSM layer in the system acts as recom-
bination center for the trap-structured OSC. These results appear to correspond to
the prediction made by Burke et al. [52]

(d) Energy-Level Control of Quadrupole Potential

Schwarze et al. reported recently that the ionization energy and electron affinity
of organic donors such as ZnPc and SubPc can be controlled to 0.5–1.2 eV by
mixing them with halogenated counterparts [138]. Concurrently, a ternary OSC
with C60 as an acceptor shows Voc variation when mixing ratio of the halogenated
phthalocyanine varies. Such a new technology will provide optimal guidelines for
producing efficient OSCs.
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10.5 Summary and Outlook

This chapter has summarized the fundamental aspects of OSCs and given back-
ground knowledge on π-conjugated molecules and their interfacial properties.
Newly synthesized polymer donors and (non-fullerene) acceptors will further
increase the power-conversion efficiency of OSCs. However, economical and envi-
ronmentally friendly methods of synthesis and device building should be explored
simultaneously. Engineering long-ranged quadrupole interactions in organic semi-
conductors will open new designs for the photoactive layer. Besides, the use of
electrostatic-potential models and the simulation of energy diagrams for OSC
devices, including the impacts of the top electrode and light illumination, are
required if we are to understand the carrier behavior within the device correctly
and believably. By merging all these various streams of fundamental knowledge,
we hope that optimal device design, based on both know-how and a bottom-up
approach, will be possible in the near future.
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