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Abstract. A method of controlling flight-path angle via adaptive backstepping
terminal sliding mode is presented. At the first two steps of the design process of
controller, Radial Basis Function (RBF) neural networks are employed to
approximate the unknown parameters uncertainty online and the dynamic sur-
face control is combined with backstepping design technique to design the
virtual controller, so that the explosion of complexity in traditional backstepping
design is avoided perfectly. In the last step, the high-order sliding mode control
law is designed by the non-singular terminal sliding mode to eliminate the
chattering and make the system robust to uncertainties. It is proved by Lyapunov
method that all signals in the closed-loop system are semi-global uniform ulti-
mately bounded, and the tracking error can be adjusted by adjusting the con-
troller parameters to converge into a small neighborhood of zero. Finally, the
simulation results demonstrate the validity of the proposed method.

Keywords: Flight-path angle � Adaptive backstepping terminal sliding mode �
RBF neural networks � Dynamic surface control

1 Introduction

The control problem of uncertain systems has always been one of the research hotspots
in the control field. As described in Ref. [1], the flight path tracking control for aircraft
poses several difficulties such as the highly coupled nonlinearity of the six-degree-of-
freedom (6DOF) flight dynamic system and the model errors of system parameters
related to many aerodynamic coefficients. The traditional linear control techniques
(PID, LQR, etc.) may not work very well.

Various control techniques and approaches have been proposed for flight path angle
tracking problem. In Ref. [2], the author adopted a barrier Lyapunov function
(BLF) backstepping method to design the flight path angle tracking controller with
attack angle constraints. In Ref. [3], the virtual control is designed with nominal
feedback and neural network (NN) approximation via backstepping for hypersonic
vehicle. In Ref. [4], a neural network based adaptive dynamic surface control is pro-
posed for the aircraft longitudinal flight path angle. In Ref. [5], the nonlinear back-
stepping technique applied to the flight-path angle tracking control problem. All of the
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above literatures had used backstepping method. Also, the variable structure control
methods had been used in flight-path angle tracking. In Ref. [6], a recursive sliding
mode control method with nonlinear gains is proposed for the flight-path angle tracking
during the landing phase.

Although variable structure controllers are simple in design and have been widely
used for matched uncertain systems, the robustness of variable structure control is
difficult to be guaranteed for the non-matching uncertain systems. A more successful
control strategy is the adaptive backstepping method [7–9]. It can realize the global
adjustment by designing the controller through the stepwise correction algorithm.
However, the adaptive backstepping method require that the system uncertainty can be
parameterized, and there is a problem of “computation expansion”. As the relative
order of the controlled object increases, the control law is highly nonlinear and highly
complex [10, 11], which makes the controller difficult to implement.

In recent years, some scholars have combined variable structure control with
adaptive backstepping, which makes the system robust to matching uncertainty and
non-matching uncertainty, and has achieved many results. Ref. [12] presents a multiple
sliding mode robust adaptive control method similar to the backstepping algorithm for
a class of non-regular high-order nonlinear system with matching uncertainties, but the
uncertainty still needs to be parameterizable. Ref. [13] improved the final step of the
standard inversion algorithm using the sliding mode control method and applied it to
the missile control system. Ref. [14] designed an adaptive backstepping variable
structure controller for a class of minimum phase affine nonlinear systems. The con-
troller studies the adjustment problem of the system under the unknown disturbance
action and allows the nonparametric matching uncertainty in the last equation of the
system. Ref. [15] presents a state reference adaptive control algorithm combined with
linear sliding mode for a class of triangular structure non-matching uncertain systems.
In Ref. [16], the second-order sliding mode control method is applied to the auxiliary
system of the last two steps of the adaptive backstepping method, which reduces the
calculation amount of the algorithm and allows the non-parametric uncertainty of the
last two equations of the system, but since the relative order of the system is two, this
method does not eliminate the chattering phenomenon.

In this paper, an adaptive backstepping terminal sliding mode control method is
proposed for a flight path angle control system. The first two step of the backstepping
control combines the adaptive law to estimate the unknown parameters of the system to
suppress the non-matching disturbance. The last step adopts a special non-singular
terminal sliding mode to replace the traditional linear sliding mode. The control
strategy based on high-order sliding mode is designed to remove the control chattering,
and make the last state of the system converge in a finite time, and the remaining states
and parameter estimates asymptotically converge. The control method proposed in this
paper can improve the convergence speed and steady-state tracking accuracy of the
system, and make the system match the uncertainty.
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2 System Definition

Since only the longitudinal movements of the aircraft is considered here, we can assume
that / = w = b = p = r = 0. That is, there is no rolling, yawing and side slipping
motion. Furthermore, when b = / = 0, the flight path angle c can be defined as

c ¼ h� a ð1Þ

So the longitudinal aircraft dynamic equations related to flight path angle can be
derived from the full, 6DOF, nonlinear, rigid-body equations. The equations used in
this paper are as follow [8]

_c ¼ 1
mVt

ðLþFT sin a� mg cos cÞ
_a ¼ 1

mVt
ð�L� FT sin aþmg cos cÞþ q

_h ¼ q
_q ¼ M

Iy

8>>><
>>>:

ð2Þ

where Vt is the flight velocity, c is the flight path angle, a is the angle of attack, h is the
pitch angle, q is the pitch rate, FT is the thrust force, de is the elevator deflection, g is
the gravitational constant, m and Iy are the mass and the pitch moment of inertia, L and
M represent aerodynamic lift and pitch moment, and can be modeled as:

L ¼ �qSCL ¼ 1
2
qV2

t SðCL0 þCLaaÞ ð3Þ

M ¼ �qS�cCm ¼ 1
2
qV2

t S�cðCm0 þCmaaþ �c
2Vt

ðCmqqþCm _a _aÞþCmdedeÞ ð4Þ

where �q ¼ 0:5qV2
t is the dynamical pressure, q is the density of air; S is the wing area;

CL is lift coefficient; M is the aerodynamic contributions to pitching moment; Iy is the
pitch moment of inertia; �c is the mean aerodynamic chord; Cm0, Cma, Cmq, Cm _a, Cmde

are the components of the pitch moment coefficient. Also, for small a, the approxi-
mation sina = a is used to simplify the Eq. (2).

Choosing a as an intermediate control variable, the dynamics of the triple ðc; a; qÞ
can be expressed in strict-feedback form as follows:

_x1 ¼ g5x2 þ f1ðx1Þ
_x2 ¼ x3 þ f2ðx1; x2Þ
_x3 ¼ g3uþ f3ðx2; x3Þ

8<
: ð5Þ
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where f1ðx1Þ ¼ �g6 � g4 cos x1, f2ðx1; x2Þ ¼ g6 þ g4 cos x1 � g5x2, f3ðx2; x3Þ ¼ g0 þ
g1x3 þ g2x2 þ g7 _x2. The expressions of giði ¼ 0; � � � 7Þ are as follows:

g0 ¼ 1
Iy
�qS�cCm0; g1 ¼ 1

2VtIy
�qS�c2Cmq; g2 ¼ 1

Iy
�qS�cCma;

g3 ¼ 1
Iy
�qS�cCmde ; g4 ¼

g
Vt

; g5 ¼ �qS
mVt

CLa þ
FT

mVt
; g6 ¼ � �qS

mVt
CL0 ;

g7 ¼ 1
2VtIy

�qS�c2Cm _a

The aerodynamic parameters of an aircraft are rarely, if ever, known exactly but
approximations to them are certainly available. In order to model parameter uncertainty
and time-varying external disturbances, wið�xi; tÞði ¼ 1; 2; 3Þ are added to the Eq. (5),
�xi ¼ ½x1; x2; � � � ; xi�T . The final version of the system can be modeled as:

_x1 ¼ g5x2 þ f1ðx1Þþw1ð�x1Þ
_x2 ¼ x3 þ f2ðx1; x2Þþw2ð�x2Þ
_x3 ¼ g3uþ f3ðx2; x3ÞþDf ð�x3; tÞ
y ¼ x1

8>><
>>:

ð6Þ

where Df ð�x3; tÞ represents unknown parameter uncertainty and time-varying external
disturbances for the system, wið�xiÞði ¼ 1; 2Þ represents the unknown nonlinear func-
tion. And the expressions of wið�xi; tÞði ¼ 1; 2Þ are as follows:

w1ð�x1Þ ¼ �Dg6 � Dg4 cos x1 þDg5x2
w2ð�x2Þ ¼ Dg6 þDg4 cos x1 � Dg5x2
Df ð�x3; tÞ ¼ Dg3uþDg0 þDg1x3 þDg2x2 þDg7 _x2 þ dðtÞ

8<
: ð7Þ

where Dgi represent aerodynamic parameter uncertainty.
The actuator model used in this paper can be simplified to three parts: first-order

inertia link, rate limiter and position limiter. As shown in Fig. 1, T is time constant of
the first-order inertia link, and 1=ðTsþ 1Þ is the transfer function of actuator.

The detailed parameters of rate limiter and position limiter can be set referring to
Ref. [17]. In this paper, these parameters are set as follows. T = 0.05 s. The maximum
value of control input is 25°, the minimum value of control input is −10°. The max-
imum rate limit is 20 deg/s, and the minimum rate limit is −20 deg/s.

Fig. 1. The schematic diagram of dynamics model for actuator
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Assumption 1. wið�xiÞði ¼ 1; 2Þ, Df ð�x3; tÞ and their derivatives are bounded.

Assumption 2. The reference signal x1d belongs to a compact set

x1d 2 Xd ¼ f½x1d ; _x1d ;€x1d �T : x21d þ _x21d þ€x21d � ng ð8Þ

where n[ 0 is a known constant.
The goal of control is that designing the control surface input u enables the flight

path angle x1 to accurately track the desired flight path angle command x1d (cd).

3 Control Law Design

In this paper, we use adaptive backstepping terminal sliding mode control method to
design control law for flight path angle tracking. Next is the main design process of the
adaptive backstepping terminal sliding mode control method.

Here introducing the controller parameters ki; sj [ 0(i ¼ 1; 2; j ¼ 1; 2), D[ 0, the
specific design process of the control law is as follows.

First define the tracking error of the system as:

e1 ¼ x1 � x1d
e2 ¼ x2 � a1
e3 ¼ x3 � a2

8<
: ð9Þ

where ai (i = 1, 2) is the filtered virtual control volume of the i-th order subsystem.

Step 1. According to the differential equations and tracking errors of the first-order
subsystem defined before, we have:

_e1 ¼ _x1 � _x1d ¼ g5x2 þ f1ðx1Þþw1ð�x1Þ � _x1d ð10Þ

Here the RBF neural network h1ðx1Þ ¼ h�T1 n1ðx1Þþ r1 is used to approximate the
unknown function w1ð�x1Þ. h�1 is the ideal weight, h�1

�� ��� hM . r1 is the approximation
error, r1j j � rM . We can get:

_e1 ¼ g5x2 þ f1ðx1Þþ h�T1 n1ðx1Þþ r1 � _x1d ð11Þ

Define the Lyapunov function V1 ¼ 1
2 e

2
1. In order to make sure _V1 ¼ e1 _e1 ¼ e1

g5x2 þ f1ðx1Þþ h�T1 n1ðx1Þþ r1 � _x1d
� �� 0, the virtual control volume is designed as
follows

b1 ¼
1
g5

�k1e1 � f1ðx1Þ � ĥT1n1ðx1Þþ _x1d
h i

ð12Þ
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In the Eq. (14), k1 is a positive design parameter. ĥ is the estimate of the weight h�1.
The adaptive law for the weight of the first RBF network is as follows

_̂h1 ¼ C1ðn1e1 � g1ĥ1Þ ð13Þ

where g1 is a positive real number, and C1 ¼ CT
1 [ 0 is an adaptive gain matrix.

The traditional backstepping design method will make the number of items
expanding in the process of differential differentiation of virtual control, which will
result in a complicated design process of the control law. In order to avoid deriving the
desired virtual control in the next step, a dynamic surface control technique is intro-
duced to reduce the design complexity of the control law and the virtual control law is
filtered by a first-order low-pass filter. The dynamic equation of the filter is:

s1 _a1 þ a1 ¼ b1; a1ð0Þ ¼ b1ð0Þ ð14Þ

where s1 is the time constant of the filter.

Step 2. According to the tracking error of the second-order subsystem, we have:

_e2 ¼ _x2 � _a1 ¼ x3 þ f2ðx1; x2Þþw2ð�x2Þ � _a1 ð15Þ

The RBF neural network h2ð�x2Þ ¼ h�T2 n2ð�x2Þþ r2 is used to approximate the
unknown function w2ð�x2Þ. Then we can get:

_e2 ¼ _x2 � _a1 ¼ x3 þ f2ðx1; x2Þþ h�T2 n2ð�x2Þþ r2 � _a1 ð16Þ

The virtual control volume and the adaptive law for the weight of the second RBF
network are designed as follows

b2 ¼ �k2e2 � f2ðx1; x2Þ � ĥT2n2ð�x2Þþ _a1 ð17Þ
_̂h2 ¼ C2ðn2e2 � g2ĥ2Þ ð18Þ

where k2; g2 [ 0, C2 ¼ CT
2 [ 0:

Also, the virtual control volume b2 is filtered by a first-order low-pass filter. The
dynamic equation of the filter is:

s2 _a2 þ a2 ¼ b2; a2ð0Þ ¼ b2ð0Þ ð19Þ

where s2 is the time constant of the filter.

Step 3. In order to make the state tracking error e3 converge to zero in a finite time,
and improve the convergence speed and steady-state tracking accuracy of the error
system, the non-singular terminal sliding surface is designed in the following

s ¼ e3 þ k _ep=q3 ð20Þ

where k[ 0, p and q are positive odd numbers, and 1 < p/q < 2.

Flight Path Angle Controller Design 2471



Suppose that at tn time, s converges to zero, that is, sðtÞ ¼ 0; t� tn. Then e3 and _e3
will converge to zero in a finite time, and the convergence time is

ts ¼ tn þ k
q
p

p
p� q

e3ðtnÞj jp�q
p ð21Þ

At this time, the system will remain in the second-order sliding mode. According to
the Eq. (21), the convergence speed of e3 can be effectively adjusted by selecting
parameters p and q. On this basis, the paper uses the terminal sliding mode combined
with the high-order sliding mode control method to design the final control law, which
is shown as below

u ¼ u1 þ u2 ð22Þ

u1 ¼ � 1
g3

½f3ðx2; x3Þ � _a2� ð23Þ

u2 ¼ � 1
g3

f
Z t

0
½ q
kp

_e2�p=q
3 þ q1sgn sþ q2s�dsg ð24Þ

where q1 [ D_f ð�x3; tÞ
�� ��, q2 [ 0 are the parameters to be designed.

4 Stability Analysis

First define the filter error as:

yi ¼ ai � bi i ¼ 1; 2ð Þ ð25Þ

From the Eqs. (14) and (19), we have

_ai ¼ � yi
si

ð26Þ

The weight estimation error is defined as

~hi ¼ ĥi � h�i ði ¼ 1; 2Þ ð27Þ

The derivative of each order subsystem errors are

_e1 ¼ g5x2 þ f1ðx1Þþ h�T1 n1 þ r1 � _x1d ¼ g5ðe2 þ y1 þ b1Þþ f1ðx1Þþ h�T1 n1 þ r1 � _x1d
¼ g5ðe2 þ y1 þ 1

g5
�k1e1 � f1ðx1Þ � ĥT1n1 þ _x1d
h i

Þþ f1ðx1Þþ h�T1 n1 þ r1 � _x1d

¼ �k1e1 þ g5ðe2 þ y1Þ � ~hT1n1 þ r1

ð28Þ

_e2 ¼ �k2e2 þ e3 þ y2 � ~hT2n2 þ r2 ð29Þ

_e3 ¼ g3u2 þDf ð30Þ
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The derivative of filter errors are

_y1 ¼ � y1
s1

� _b1 ¼ � y1
s1

� 1
g5

�k1 _e1 � _f1ðx1Þ � _̂h
T
1n1ðx1Þþ€x1d

h i
ð31Þ

_y2 ¼ � y2
s2

� _b2 ¼ � y2
s2

� 1
g5

�k2e2 � f2ðx1; x2Þ � ĥT2n2ð�x2Þþ _a1
h i

ð32Þ

Based on Assumptions 1–2, clearly, there are continuous functions Bi satisfying the
following in equation

_bi
�� ���Biðe1; e2; y1; y2; ~h1; ~h2; x1d; _x1d;€x1dÞ ð33Þ

According to the Eqs. (31)–(33) we obtain that

yi _yi � � y2i
si

þ yij jBi � � y2i
si

þ 1
2
y2i þ

1
2
B2
i ð34Þ

Define the Lyapunov function of the whole system as

V ¼ V2 þV3 ð35Þ

where V1 ¼ 1
2 e

2
1 þ 1

2 y
2
1 þ 1

2
~hT1C

�1
1
~h1, V2 ¼ V1 þ 1

2 e
2
2 þ 1

2 y
2
2 þ 1

2
~hT2C

�1
2
~h2, V3 ¼ 1

2 s
2.

First, the derivative of V1 is

_V1 ¼ e1 _e1 þ y1 _y1 þ ~hT1C
�1
1

_̂h1

¼ g5e1e2 þ g5e1y1 � k1e
2
1 � e1~h

T
1n1 þ e1r1 þ y1 _y1 þ ~hT1C

�1
1

_̂h1

� � k1e
2
1 þ g5e1e2 þ e1r1 þ g5 e1j j y1j j � y21

s1
þ 1

2
y21 þ

1
2
B2
1 � ~hT1C

�1
1 ½C1n1e1 � _̂h1�

ð36Þ

Let k1 ¼ k10 þ k11; k10 � g5 [ 0; k11 [ 0, and based on the Young’s inequality,
these inequalities can be derived as follows

e1j j y1j j � 1
2
e21 þ

y21
2
;�g1~h

T
1 ĥ1 �

g1
2

h�1
�� ��2� g1

2
~h1

�� ��2;�k11e
2
1 þ e1r1 �

� k11e21 þ e1 r1j j � r21
4k11

� r�21
4k11

So we can get

_V1 � � k�1e
2
1 þ g5e1e2 þ 1þ g5

2
y21 �

y21
s1

þ 1
2
B2
1 þ

g1
2

h�1
�� ��2� g1

2
~h1

�� ��2 þ r�21
4k11

ð37Þ
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where k�1 ¼ k1 � g5
2 . In the same way, the derivative of V2 meet the following inequality

_V2 � _V1 � ðk20 � 1Þe22 þ e2e3 þ y22 � y22
s2
þ 1

2B
2
2 þ g2

2 h�2
�� ��2� g2

2
~h2

�� ��2 þ r�22
4k21

� � ðk�1 � g5
2 Þe21 � ðk�2 � g5

2 Þe22 þ e2e3 þ 1þ g5
2 y21 þ y22 þ

P2
i¼1

ð� y2i
si
þ 1

2B
2
i þ gi

2 h�i
�� ��2� gi

2
~hi

�� ��2 þ r�2i
4ki1

Þ

ð38Þ

where k2 ¼ k20 þ k21; k20 [ 1; k21 [ 0; k�2 ¼ k20 � 1.
Form the Eq. (38), we can know that if the designed control law makes e3 converge

to zero, then

_V2 � lV2 þ e ð39Þ

where l and e are positive real number, and defined as

l ¼ min
1� i� 2

2k�i � g5;
gi

kmaxðC�1
i Þ

� �
; e

¼
X2
i¼1

ðxy2i �
y2i
si

þ 1
2
B2
i þ

gi
2

h�i
�� ��2 þ r�2i

4ki1
Þ; x ¼ maxð1þ g5

2
; 1Þ

The above analysis shows that if the state tracking error e3 converges to zero, then it
can guarantee that the subsystems composed of e1, e2 are stable.

Next, the derivative of V3 is

_V3 ¼ s_s ¼ sð _e3 þ k
p
q
_ep=q�1
3 €e3Þ ð40Þ

Substituting the Eqs. (24) and (30) into the above equation, we can get

_Vs ¼ s_s ¼ sð_e3 þ k p
q _e

p=q�1
3 €e3Þ ¼ sð _e3 þ k p

q _e
p=q�1
3 ð _w3 � q

kp _e
2�p=q
3 � q1sgns� q2sÞ

¼ sk p
q _e

p=q�1
3 ð _w3 � q1sgns� q2sÞ

� � k p
q _e

p=q�1
3 q2s

2

ð41Þ

When s 6¼ 0, because 1\p=q\2, _ep=q�1
3 � 0 satisfied, so _Vs � 0. If and only when

_e3 ¼ 0, _Vs ¼ 0. It can be proved that it is not a stable state, and the system will not
remain in this state all the time, that is, it cannot be maintained steadily. Therefore, the
system will reach the non-singular terminal sliding surface in a limited time, and the
state tracking error will also converge in a limited time.

When e3 converges to zero, the Eq. (40) holds, and multiply elt to both sides of the
Eq. (39) and we can get

d
dt
ðV2ðtÞeltÞ� elte ð42Þ
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Define / ¼ e=l, then

V2ðtÞ�/þ ½V2ð0Þ � /�e�lt �/þV2ð0Þ ð43Þ

It can be seen from the Eq. (43) that the state ei, ~hi of the first two order subsystem
is semi-global uniform ultimately bounded, and thus ĥi is bounded. By analogy, all
states of the closed-loop system x1, x2, x3 are bounded. So, the tracking error can be
adjusted by adjusting the controller parameters to converge into a small neighborhood
of zero.

5 Simulation Result

In this subsection, we simulate the adaptive backstepping terminal sliding mode con-
troller for two cases: the nominal situation and the non-nominal situation.

5.1 Case1: The Nominal Situation

In this simulation case, the flight path angle command is set as: cd ¼ x1d ¼ 5 sinð p10 tÞ.
There are no parameters uncertainty and time-varying external disturbances in the
nominal simulation case. The main parameters for aircraft and control parameters are
showed in Table 1.

Table 1. The main parameters for aircraft and control parameters

Parameters Value

m (kg) 43900
S (m2) 121.86
Iy (kg.m

2) 2069903.25
�c (m) 3.4426
Vt (m/s) 70
FT (N) 61837
k1 3.1
k2 2
k 0.01
p 5
q 3
q1 0.05
q2 25
s1 s2 0.01
C1 C2 0.5I (I is unit matrix)
g1 g2 0.04
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Considering that the choice of the center and width of the RBFNN greatly affects
the performance of the adaptive neural network controller, appropriate radial basis
function must be selected to guarantee the approximation accuracy. Here we choose the
Gaussian function as the radial basis function whose expression is

ni xð Þ ¼ e
� x�lik k2

2r2
i ; i ¼ 1; 2; � � � n ð44Þ

where ri is the width of the Gaussian function, li is the center vector of the Gaussian
function, and n is the number of nodes in the hidden layer. The RBF neural networks
are selected in the simulation as follows. The structure of the first RBFNN is 1-9-1, the
network input is x1, and the network weights are initialized to 0,
l1 ¼ ½�5 � 3 � 2 � 1 0 1 2 3 5�. The structure of the second RBFNN is 2-9-1, the

network input is x1 and x2, l2 ¼ �9 �7 �5 �3 0 3 5 7 9
�9 �7 �5 �3 0 3 5 7 9

� 	
, and the

network weights also are initialized to 0. The initial flight path angle is −3°.
The simulation results are presented in Figs. 2 to 4, where Fig. 2 shows the

tracking results for the state variables c, Fig. 4 shows the control input de. From the
Fig. 3 we can see that the tracking performance is very good, only with very limited
tracking error in the initial period of time.

0 20 40 60 80 100 120 140
-20

-10
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20

t /(s)

δ e
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Fig. 4. The elevator deflection angle in case 1
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Fig. 3. The tracking error of the flight path
angle in case 1
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Fig. 2. The flight path angle tracking result in
case 1
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5.2 Case 2: The Non-nominal Situation

In this simulation case, the parameters uncertainty and time-varying external distur-
bances are considered. The aerodynamic parameters Cm0;Cmq;Cma;Cm _a;Cmde ;CL0;CLa

are set to be between −20% and 20% deviation from nominal values, respectively. And
the time-varying external disturbances are set as: dðtÞ ¼ 0:1 sinðtÞ cosðtÞ. The control
parameters are unchanged.

The simulation results are presented in Figs. 5, 6, 7, 8 and 9. Although the tracking
error of flight path angle is bigger than case1, it is limited in an acceptable range by the
controller and the convergence speed is fast. Comparing with the case 1, the states
tracking results in this case all have some little oscillation due to the time-varying icing
influence and external disturbances. The elevator deflection angle generated by con-
troller is shown in Fig. 9. It can be seen that comparing with case 1, the elevator
deflection angle also has some oscillation because of the disturbances.
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From simulation results of the two cases, we can see that the control method
proposed in this paper make a faster convergence speed, and the steady-state error is
small even if there is time-varying external interference and modeling error, and
effectively eliminates the chattering phenomenon of the control input.

6 Conclusion

A adaptive backstepping terminal sliding mode control method for the control of flight-
path angle has been developed. The last step of the design of controller adopts a special
non-singular terminal sliding mode to replace the traditional linear sliding mode. The
control strategy based on non-singular terminal high-order sliding mode control law is
designed to remove the chattering, and make the last state of the system converge in a
finite time. It is proved by Lyapunov method that all signals in the closed-loop system
are semi-global uniform ultimately bounded. At last, the numerical results of two
simulation cases validate the viability of this approach.
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