
Two-Phase Flow 
for Automotive 
and Power 
Generation Sectors

Kaushik Saha
Avinash Kumar Agarwal
Koushik Ghosh
Sibendu Som Editors

Energy, Environment, and Sustainability
Series Editors: Avinash Kumar Agarwal · Ashok Pandey



Energy, Environment, and Sustainability

Series editors

Avinash Kumar Agarwal, Department of Mechanical Engineering, Indian Institute
of Technology Kanpur, Kanpur, Uttar Pradesh, India
Ashok Pandey, Distinguished Scientist, CSIR-Indian Institute of Toxicology
Research, Lucknow, Uttar Pradesh, India



This books series publishes cutting edge monographs and professional books
focused on all aspects of energy and environmental sustainability, especially as it
relates to energy concerns. The Series is published in partnership with the
International Society for Energy, Environment, and Sustainability. The books in
these series are editor or authored by top researchers and professional across the
globe. The series aims at publishing state-of-the-art research and development in
areas including, but not limited to:

• Renewable Energy
• Alternative Fuels
• Engines and Locomotives
• Combustion and Propulsion
• Fossil Fuels
• Carbon Capture
• Control and Automation for Energy
• Environmental Pollution
• Waste Management
• Transportation Sustainability

More information about this series at http://www.springer.com/series/15901

http://www.springer.com/series/15901


Kaushik Saha • Avinash Kumar Agarwal
Koushik Ghosh • Sibendu Som
Editors

Two-Phase Flow
for Automotive and Power
Generation Sectors

123



Editors
Kaushik Saha
Centre for Energy Studies
Indian Institute of Technology Delhi
New Delhi, India

Avinash Kumar Agarwal
Department of Mechanical Engineering
Indian Institute of Technology Kanpur
Kanpur, Uttar Pradesh, India

Koushik Ghosh
Department of Mechanical Engineering
Jadavpur University
Kolkata, India

Sibendu Som
Argonne National Laboratory
Lemont, IL, USA

ISSN 2522-8366 ISSN 2522-8374 (electronic)
Energy, Environment, and Sustainability
ISBN 978-981-13-3255-5 ISBN 978-981-13-3256-2 (eBook)
https://doi.org/10.1007/978-981-13-3256-2

Library of Congress Control Number: 2018962380

© Springer Nature Singapore Pte Ltd. 2019
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore

https://doi.org/10.1007/978-981-13-3256-2


Preface

Energy demand has been rising remarkably due to increasing population and
urbanization. Global economy and society are significantly dependent on the energy
availability because it touches every facet of human life and its activities.
Transportation and power generation are two major examples. Without the trans-
portation by millions of personalized and mass transport vehicles and availability of
24�7 power, human civilization would not have reached contemporary living
standards.

The International Society for Energy, Environment and Sustainability (ISEES)
was founded at Indian Institute of Technology Kanpur (IIT Kanpur), India, in
January 2014 with the aim of spreading knowledge/awareness and catalysing
research activities in the fields of energy, environment, sustainability and com-
bustion. The society’s goal is to contribute to the development of clean, affordable
and secure energy resources and a sustainable environment for the society and to
spread knowledge in the above-mentioned areas and create awareness about the
environmental challenges, which the world is facing today. The unique way
adopted by the society was to break the conventional silos of specializations
(engineering, science, environment, agriculture, biotechnology, materials, fuels,
etc.) to tackle the problems related to energy, environment and sustainability in a
holistic manner. This is quite evident by the participation of experts from all fields
to resolve these issues. ISEES is involved in various activities such as conducting
workshops, seminars and conferences in the domains of its interest. The society also
recognizes the outstanding works done by the young scientists and engineers for
their contributions in these fields by conferring them awards under various
categories.

The second international conference on “Sustainable Energy and Environmental
Challenges” (SEEC-2018) was organized under the auspices of ISEES from 31
December 2017 to 3 January 2018 at J N Tata Auditorium, Indian Institute of
Science Bangalore. This conference provided a platform for discussions between
eminent scientists and engineers from various countries including India, USA,
South Korea, Norway, Finland, Malaysia, Austria, Saudi Arabia and Australia. In
this conference, eminent speakers from all over the world presented their views
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related to different aspects of energy, combustion, emissions and alternative energy
resources for sustainable development and a cleaner environment. The conference
presented five high-voltage plenary talks from globally renowned experts on topical
themes, namely “Is it Really the End of Combustion Engines and Petroleum?” by
Prof. Gautam Kalghatgi, Saudi Aramco; “Energy Sustainability in India:
Challenges and Opportunities” by Prof. Baldev Raj, NIAS Bangalore; “Methanol
Economy: An Option for Sustainable Energy and Environmental Challenges” by
Dr. Vijay Kumar Saraswat, Hon. Member (S&T), NITI Aayog, Government of
India; “Supercritical Carbon Dioxide Brayton Cycle for Power Generation” by Prof.
Pradip Dutta, IISc Bangalore; and “Role of Nuclear Fusion for Environmental
Sustainability of Energy in Future” by Prof. J S Rao, Altair Engineering.

The conference included 27 technical sessions on topics related to energy and
environmental sustainability including 5 plenary talks, 40 keynote talks and 18
invited talks from prominent scientists, in addition to 142 contributed talks, and 74
poster presentations by students and researchers. The technical sessions in the
conference included Advances in IC Engines: SI Engines, Solar Energy: Storage,
Fundamentals of Combustion, Environmental Protection and Sustainability,
Environmental Biotechnology, Coal and Biomass Combustion/Gasification, Air
Pollution and Control, Biomass to Fuels/Chemicals: Clean Fuels, Advances in IC
Engines: CI Engines, Solar Energy: Performance, Biomass to Fuels/Chemicals:
Production, Advances in IC Engines: Fuels, Energy Sustainability, Environmental
Biotechnology, Atomization and Sprays, Combustion/Gas Turbines/Fluid
Flow/Sprays, Biomass to Fuels/Chemicals, Advances in IC Engines: New
Concepts, Energy Sustainability, Waste to Wealth, Conventional and Alternate
Fuels, Solar Energy, Wastewater Remediation and Air Pollution. One of the
highlights of the conference was the rapid-fire poster sessions in (i) Energy
Engineering, (ii) Environment and Sustainability and (iii) Biotechnology, where
more than 75 students participated with great enthusiasm and won many prizes in a
fiercely competitive environment. More than 200 participants and speakers attended
this four-day conference, which also hosted Dr. Vijay Kumar Saraswat, Hon.
Member (S&T), NITI Aayog, Government of India, as the chief guest for the book
release ceremony, where 16 ISEES books published by Springer, Singapore, under
a special dedicated series “Energy, Environment, and Sustainability” were released.
This is the first time that such significant and high-quality outcome has been
achieved by any society in India. The conference concluded with a panel discussion
on “Challenges, Opportunities & Directions for Future Transportation Systems”,
where the panellists were Prof. Gautam Kalghatgi, Saudi Aramco; Dr. Ravi
Prashanth, Caterpillar Inc.; Dr. Shankar Venugopal, Mahindra and Mahindra;
Dr. Bharat Bhargava, DG, ONGC Energy Centre; and Dr. Umamaheshwar, GE
Transportation, Bangalore. The panel discussion was moderated by Prof. Ashok
Pandey, Chairman, ISEES. This conference laid out the road map for technology
development, opportunities and challenges in energy, environment and sustain-
ability domains. All these topics are very relevant for the country and the world in
the present context. We acknowledge the support received from various funding
agencies and organizations for the successful conduct of the second ISEES
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conference SEEC-2018, where these books germinated. We would therefore like to
acknowledge SERB, Government of India (special thanks to Dr. Rajeev Sharma,
Secretary); ONGC Energy Centre (special thanks to Dr. Bharat Bhargava); TAFE
(special thanks to Sh. Anadrao Patil); Caterpillar (special thanks to Dr Ravi
Prashanth); Progress Rail, TSI, India (special thanks to Dr. Deepak Sharma);
Tesscorn, India (special thanks to Sh. Satyanarayana); GAIL, Volvo; and our
publishing partner Springer (special thanks to Swati Mehershi).

The editors would like to express their sincere gratitude to a large number of
authors from all over the world for submitting their high-quality work in a timely
manner and revising it appropriately at short notice. We would like express to our
special thanks to Profs. Pedro Marti, Pallab Sinha Mahapatra, Prof. Sudipto
Mukhopadhyay, Somnath Roy, Achintya Mukhopadhyay, Swarnendu Sen,
Dipankar Sanyal, Dr. Le Zhao, Dr. Souvick Chatterjee, Dr. Kausik Nandi,
Dr. Chetankumar Patel and Mr. Uddalok Sen, who reviewed various chapters of
this book and provided very valuable suggestions to the authors to improve their
manuscript.

The book covers different aspects of the two-phase flow problems pertinent to
the automotive and power generation sectors. The contributions cover a range of
topics starting from fundamental aspects to application-oriented research work,
which are of interest to both the industry and the academia. The variety of topics
included liquid–gas two-phase interactions, nucleate and film boiling, role of
two-phase problems in performance assessment of internal combustion engines, gas
turbines, fuel cells, nuclear reactor and MEMS.

New Delhi, India Kaushik Saha
Kanpur, India Avinash Kumar Agarwal
Kolkata, India Koushik Ghosh
Lemont, USA Sibendu Som
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Chapter 1
Introduction: Two-Phase Flow
for Automotive and Power Generation
Sectors

Kaushik Saha, Avinash Kumar Agarwal, Koushik Ghosh and Sibendu Som

Abstract Two-phase problems play vital roles in several industrial applications in
power generation sectors. The energy crisis is one of the major concerns in today’s
world. Fuel sprays are still widely used in the automotive industry because of their
high energy content on a volumetric basis and favorable storage. Two-phase prob-
lems related to the automotive sprays, whether it is inside the fuel injector or as an
emerging spray in the combustion chamber, continue to garner tremendous interest
in the scientific community. Different industrial applications, such as fuel cells or
ferrofluid propulsion systems, encounter two-phase problems, which need in-depth
understanding to improve energy efficiency and ensure durability. Apart from experi-
mental investigations, researchers also need to resort to numerical simulations to cater
to the newchallenges and innovative product design aswell as to better understand the
underlying science. Running large-scale simulations using high-performance com-
puting (HPC) unravels unforeseen insights. Therefore, gathering knowledge of HPC
systems and usage is a prerequisite to carry out industry-relevant numerical simula-
tion studies. Boiling and condensation are commonly encountered in nuclear energy
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and other power generation devices. Both experimental and numerical efforts have
been reported in the literature for the advancement of the fundamental understanding
of these processes. This book will cover all the above-mentioned aspects regarding
two-phase problems, which are part and parcel of different power generation sectors.

Keywords Two-phase flows · Spray atomization · Vaporization · Fuel cells
Gas diffusion layer · High-performance computing · Ferrofluids · Boiling
Condensation

Two-phase problems arewidely common inmany industrial and day-to-day appli-
cations in today’s world. Among the various necessities in today’s world, energy
demand is one of the most concerning issues and is expected to be a major hurdle
for years to come in the future. Energy demand comes from transportation sectors,
power plants, household appliances, etc. Applications of two-phase problems are
seen in many of these sectors, such as liquid fuel spray evaporating in a combustion
chamber, multiphase flows in fuel cells andmicrochannels, boiling and condensation
problems in various thermochemical and nuclear engineering applications. Plethora
of studies has been carried out at fundamental levels aswell as in application-oriented
problems in the area of two-phase phenomena. This book has been divided into three
parts.

The first part revisits the development in experimental and numerical aspects
of spray atomization and droplet dynamics in the field of automotive engineering.
Recent advancements and findings in these areas have been also documented by the
contributing authors. Internal combustion engine and gas turbine combustors happen
to be among the leading sectors meeting the global power demands. In both these
sectors, liquid fuels (primarily fossil fuels) have been a vital source of power because
of their ability to produce a substantial amount of energy on a volumetric basis. The
fossil fuels in liquid form when injected either into the combustor or upstream of
the combustion engine intake port need to get vaporized to form a suitable fuel
(vapor)–air mixture to form the basis for exothermal reactions yielding tremendous
power. Accurate estimation of fuel–air distribution is a prerequisite for the assess-
ment of the quality of the combustion phenomenon. Spray–wall interaction is also a
vital areawhere the accurate estimation of fuel droplets interactingwith the solidwall
is needed to assess the generation of unburnt hydrocarbons. Consequently, a detailed
understanding of fuel spray behavior and characterization has been warranted over
the last century. The modern inventions in the engine technologies, a multitude of
options for using the liquid fuels (early injections, split injections dual fuel, alterna-
tive fuels, etc.), generate endless scopes for fundamental and applied research in the
transportation sector. Two-phase problems not only arise when the fuel is injected
in the form of a spray. Prior to the fuel leaving the fuel injector, a liquid fuel may
encounter cavitation (mainly in diesel injectors) and flash boiling (mainly gasoline
direct injectors). Both the cases are examples of two-phase problems where the fuel
is transforming from liquid to vapor phase due to sudden depressurization. Inside
the fuel injectors, the liquid fuel moves at a velocity of few hundred meters per sec-
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ond, through flow passages with a hydraulic diameter of couple hundred microns.
Consequently, the number of experimental studies addressing in-nozzle flow charac-
teristics is limited. Computational fluid dynamics studies have been prevalent in this
area to provide the details, which are otherwise extremely difficult to obtain through
experiments. Understanding spray atomization (disintegration of a high-speed liquid
jet into ligaments and blobs, followed by further breakups into smaller droplets) has
been really vital. Several experimental and modeling studies have been undertaken
to unravel the physics of spray formation. Intricate phenomena, such as breakup, col-
lision, coalescence, collectively form one of the most complex research problems.
Analysis of spray atomization is useful even in the exhaust sections of heavy-duty
vehicles, where the urea–water solution is sprayed upstream of SCR section to form
the mixture of ammonia and isocyanic acid to eventually reduce harmful NOx emis-
sions to nitrogen gas, in the catalyst layers. Many experimental techniques, such as
shadowgraphy,Mie scattering, spray PIV, and others, have been used to analyze spray
characteristics with different fuel injection systems. Fuel sprays through single hole
and multi holes have been examined to provide insights into a varied range of spray
characteristics. Several modeling approaches have been proposed, implemented, and
tested to represent the spray atomization processes. In some cases, sprays are rep-
resented by the assembly of Lagrangian particles/droplets, where right at the exit
of the injector holes the spray is initiated with either a big drop (size similar to the
hole diameter) or a group of droplets with an assigned size distribution (e.g., Rosin-
Rammler). Such approaches have been widely implemented and utilized, despite the
limitation of unphysical representation of actual fuel flow out of the injector holes.
It is not physically correct to assume that spray is emerging as a drop right after the
exit of the injector holes. However, with the speed of the flow out of the holes, the
aerodynamic forces, typical in combustors, acting upon the liquid jet, it is safe to
assumewithin a very short span of time the liquid jets break down to droplets. Several
breakup models are used in vogue in engine spray combustion community, such as
Kelvin–Helmholtz, Rayleigh–Taylor, and others. There have been also some studies
on diesel sprays where it is assumed that the spray is not right away emerging as a
drop or blob at the hole exit and the entire spray is simulated in the Eulerian frame-
work. Such approaches require extremely fine grid resolution in the computational
domain, resulting in substantial computational cost. The behavior of spray plumes
changes considerably depending on the application. For example, in diesel injectors,
the individual plumes do not typically interact, since the angle of injection of the
spray plumes with respect to the injector axis is very wide. For gasoline direct injec-
tion, the angle of injection of spray plumes is noticeably smaller compared to that
in diesel injection, leading to higher chances of plume-to-plume interactions. Addi-
tionally, flash boiling occurs in gasoline direct injection engines at part load, when
the in-cylinder pressure is subatmospheric and the injected fuel is hot enough to be
superheated. Such a phenomenon leads to an early collapse of spray plumes render-
ing the overall spray to be much narrower and sudden burst of enhanced momentum
toward the downstream directions. In these days of fast-depleting fossil fuel reserves,
alternative fuels and biofuels are growing areas of research. Significant differences
in physical and chemical properties of the alternate fuel compared to the conven-
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tional fuels lead to fresh scopes of research in the automotive community, whether
it is a spray characterization in a non-reacting environment or in engine combustion
scenarios. As mentioned before, the first part of this book sums up the latest status
in the spray atomization and droplet dynamics of the automotive sectors.

The second part of the book will focus on research in two-phase flows carried
out in different industrial and power generation sectors. The concerns surrounding
pollutant emissions and emerging global warming issues are paving the way of alter-
nate power generation systems for, e.g., fuel cells. Polymer electrolytemembrane fuel
cells (PEMFCs) are gaining popularity due to high power density, but water manage-
ment is a major concern. To mitigate this problem, research is going on to understand
the two-phase flow heat transfer across the gas diffusion layers (GDLs). Excessive
water accumulation leads to lowering of overall efficiency, and hence, innovative
strategies of water removal have become essential and recent advancements have
made tremendous progress in this regard. Ferrofluids, which are colloidal suspen-
sions of single domain magnetic nanoparticles in a non-magnetic carrier fluid, are
currently being projected as potential candidates formicropropulsion sectors.Utiliza-
tion of ferrofluids requires analysis of the electrospray emissions and their inherent
instabilities. Advancements in this new emerging technology are also documented
in the second section of this book.

The second part also covers the aspect of the recent rise in large-scale computa-
tional research undertaken across the globe. Two-phase problems are of concerns in
numerous other industrial applications, and in many of these applications, the flow
is turbulent in nature. Due to characteristic length- and timescales of such problems,
performing experimental investigations in real-scale devices is extremely challeng-
ing. High-fidelity simulations resolving the necessary length- and timescales are a
viable approach with the advent of high-performance computing facilities across the
world. For accurate simulations of the fluid flow, large eddy simulation (LES) and
direct numerical simulation (DNS) are becoming more common among the scien-
tific community. Moreover, in case of problems dealing with two-phase flow aspects,
additional precautions are needed in terms of grid refinement to capture the interac-
tions between the two phases in bubbly or droplet-laden flows. To track such complex
problems onHPCmachines, several parallelization techniques are used, such asMPI,
GPU-accelerated computing with CUDA. The two-phase problems have reached a
juncture where interdisciplinary research has become extremely warranted.

The third part deals with the application of boiling and condensation related to
power and automotive sectors. This includes the boiling problem in debris coolability
in nuclear power reactor in the accidental scenario. The nuclear debris might be
formed following a MFCI accident. The types of formation of prototype beds have
been discussed in great details. The beds contain the heat-generating porous debris
along with water and vapor. The coolability and the liquid–vapor convection and
dry-out heat flux, which is a measure of ultimate coolability, are the main parameters
of a debris bed. First, in the known geometry, the problem is solved for single-
phase heat-generating porous bed for natural and mixed convection. Then, boiling
simulation results are given with an estimation of dry-out heat flux for porous debris.
The direct contact condensation of steam and water is a very complex and interesting
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problem in the power sector, particularly relevant in the conventional and nuclear
power plant. The detailed review of direct contact condensation of steam inwater and
water in steam has been carried out by the group of authors in one of the chapters.
The different regime mapping (condensation of steam in water) and its different
modes and cycles have been explained in details. This includes oscillatory bubble
regime, conical jet regime, oscillatory bubble regime, and chugging regime. The
underlying mechanism of the chugging regime has been explained in greater details.
In addition, the condensation-induced water hammer (CIWH) has been addressed
in a systematic manner, where the peak pressure rise as a mechanism of stratified
to slug flow transition has been discussed. The occurrence of CIWH from different
sources has been reported along with the proper physical explanation.

The film boiling studies have its relevance to numerous researchers through
decades in power and automotive sectors owing to its complexity and involved anal-
ysis. Although the mechanism of heat and mass transfer is clear through experiments
and theory by researchers, there are still uncertainties in the prediction of heat trans-
fer in film boiling. The mixed convection subcooled film boiling is taken up by
the authors in a subsequent chapter, and a combined integral regression analysis
is performed to predict heat transfer within 10% of experimental data. To perform
this, the first two existing instability models have been incorporated into ‘two-phase
boundary layer integral model.’ The model shows an uncertainty in comparing the
existing experimental data. The regression model is proposed with a new instability
length as a function of relevant non-dimensional parameters. The proposed model
successfully captures the existing experimental data of numerous researchers within
10% variation.

In the last chapter, the numerical modeling of boiling is reviewed by the authors.
The mechanism of boiling, the pool boiling curve, the flow boiling curve, and the
single bubble growth pattern are discussed first. The bulk convection, superheated
layer, and the role of microlayer evaporation are explained by the authors. Then in
the framework of numerical analysis, the two different approaches, namely inter-
penetrating continuum approach and single field formalism, are elaborated by the
authors. The interpenetrating continuum approach needs the proper heat flux parti-
tioning model along with the reliable and implementable closure relations. The role
of interfacial source terms and their treatments have been discussed. The single fluid
formalism is based on more fundamental principle of a marker property/indicator
function, and volume of fluid (VOF) and level set methods fall under this category.
A continuum surface force model is being used to incorporate the surface tension.
The simulation results for each of the methods are provided by the authors.
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Chapter 2
Review of an Eulerian Σ-Y Spray
Atomization Model for Nozzle Flow
and Near-Field Diesel Spray Modeling

Pedro Martí-Aldaraví and José Manuel Pastor

Abstract In order to contribute to a more environment-friendly community, a lot of
research is still needed in the field of fossil fuels and internal combustion engines.
In those applications, fuel injection systems are one of the key subsystems. How-
ever, due to their small characteristic sizes and timescale experiments are difficult
to carry out. Thus, computational fluid dynamics (CFD) has been a very successful
tool to improve engine efficiency during the last years. Several models have been
successfully developed to accomplish that goal. One of the latest is the Eulerian or
Eulerian–Lagrangian spray atomization model, which has proved to be able to deal
with multi-phase flow physics taking place during fuel injection. The key feature of
this model is that it is able to seamlessly simulate both the nozzle internal flow and
the subsequent spray development into the ambient gas. In this chapter, a review of
this model with examples of its applications is performed. Nozzle flow parameters
such as fuel mass flow rate and momentum flux are accurately predicted. The flow
pattern (pressure, velocity, and temperature) is then analyzed to give ideas about how
to improve the nozzle design. At the same time, fuel atomization and mixing with
the surrounding gas can also be studied. Spray macroscopic parameters penetration
length (both liquid and vapor) and spray angle are again precisely calculated when
compared with experimental measurements. Additionally, this model could be also
used to analyze microscopic parameters such as droplet size and distribution. This is
done by the calculation of the interphase surface density with the addition of a new
transport equation. Even though this model has shown great potential in the field of
multi-phase flows for engine applications, there is still room for improvement for its
sub-models and programming.
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2.1 Introduction

In the latest decades, both environmental regulations and fuel economy requirements
have become more restrictive all around the world. As an example, fuel costs used
in transportation means have been continuously increasing and are expected to do
so in the near future. As a result, investigations on modern engines must focus on
improving combustion efficiency and decreasing pollutant emissions. To accomplish
these two broad goals, the understanding of every phenomenon taking place in an
engine is basic. And that is why the research in internal combustion engines is in
turn divided into multiple areas: air management, thermal management, fuel injec-
tion, combustion. Among all of them, understanding fuel injection processes and
subsequent fuel–air mixture formation is crucial due to its impact in combustion
development and also pollutant formation.

Some of the phenomena taking place during the injection process, such as pri-
mary atomization and nozzle cavitation, are not fully understood (Desantes et al.
2016a). Numerical simulations combined with experimental tools make advance-
ments in this challenging field of science possible. Furthermore, simulations can
provide additional information about the underlying problem, which may be diffi-
cult or even impossible to obtain with experiments.

For fuel injection studies (both experimental and computational), the problem is
usually decomposed in two steps, dependingon the area of interest and compositionof
the fluid: internal nozzle flowand spray external flow. Internal flow studies investigate
the impact of the nozzle geometry on the flow pattern, the cavitation phenomenon,
the needle lift, its eccentricity, and other manufacturing issues, while external flow
studies deal with fuel atomization, breakup, collision, evaporation, fuel–air mixing,
and finally combustion processes. This division is made because of the different flow
nature: In the internal part, the flow is continuous, single-phase liquid (ormulti-phase
if cavitation is considered), and in the external part, the fluid evolves from a dense
multi-phase flow in the near-nozzle region to a dispersed flow far downstream.

Focusing on the liquid atomization process in current injection systems (high
injection pressure sprays, high Reynolds andWeber numbers, typical of direct injec-
tion engines), it occurs at extremely small length scales and high speeds, which com-
plicates both the experimental investigation and modeling of spray flow, especially
in the dense near-nozzle region where the flow contains large density ratios, phase
change, and even near-supercritical conditions. In fact, those scales are beyond the
spatiotemporal capabilities of current imaging systems. The lack of optical accessi-
bility, except by means of special diagnostic techniques (such as X-ray radiography),
hinders the flow characterization and the development of predictive primary atom-
ization models. It gets even more complicated when dual-fuel or multiple injections
strategies are used to improve combustion efficiency.

In order to improve understanding of primary atomization process for diesel-
like sprays, several modeling frameworks, from Lagrangian–Eulerian to Eulerian–
Eulerian and from Reynolds-averaged Navier–Stokes (RANS) to direct numerical
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simulations (DNS) have been employed over the years to capture and explain exper-
imentally observed spray details (Battistoni et al. 2018).

Due to the multi-phase, multi-physics, and multi-scale nature of the spray devel-
opment in direct injection engines, DNS are reported to be extremely expensive,
pushing both industry and laboratories toward the development of primary atomiza-
tion models. Numerous of these models have been received widespread attention,
some of them with limited predictive capabilities, requiring inputs such as initial
drop size and mass and momentum flux. For more than 30 years, the most com-
monly employed spray modeling approach utilizes a Lagrangian framework for the
liquid phase while using an Eulerian framework for the gaseous one, i.e., the classical
Lagrangian-discrete droplet method (DDM) approach. However, this DDM method
presents some well-known drawbacks for dense two-phase flow modeling, which
more recent Eulerian modeling approach overcome (Battistoni et al. 2018; Desantes
et al. 2016a). Furthermore, they are not necessarily appropriate from a physical point
of view for describing the near-nozzle dense region of the spray. Some basic hypoth-
esis, such as low liquid volume fraction or homogeneously distributed parcels in the
computational cells, are not valid. In addition, themajority of existing drag, collision,
breakup, and vaporization sub-models are based on assumptions of near-spherical
droplets in a sparse spray. The validity of these isolated drop-based models is hardly
justified in this region which is characterized by strong interaction between phases.
Moreover, in order to assure numerical stability, it is often necessary to use grid
sizes larger than the orifice diameter resulting in inadequately resolved flow struc-
tures. This issues usually require a “best-practice” approach when using this method
(Garcia-Oliver et al. 2013). Thus, DDM are well-suited for only low liquid volume
fraction flow, even though they are able to properly reproduce the macroscopic spray
behavior.

Because the interface between the fuel and surrounding gas is so complex, it is an
over-simplification to think of the dense spray core as being comprised of isolated
droplets.Multi-phase Eulerian approach fits better to this region.With extreme levels
of computational effort, the interface details can potentially be resolved through
interface tracking (volume-of-fluid and/or level-set methods). However, in a typical
engineering calculation, the mesh resolution is considerably coarser than in those
high-fidelity computations. Assuming that these interfacial details are far smaller
than the mesh size, smoothing its features over at least one cell, the end result is a
diffuse-interface treatment in an Eulerian framework. This framework is naturally
extensible to near critical or supercritical regimes. Under these conditions, the gas–
liquid interface “disappears” and spray simulation becomes entirely an exercise in
modeling turbulent mixing (Pandal et al. 2016). This explains why homogeneous
single-fluid Eulerian models (Vallet et al. 2001) have emerged for spray simulations
as a promising alternative to classical Lagrangian models. They have both numerical
(i.e., reduced number of source terms and grid convergence) and physical (i.e., the
intact core length can be simulated) advantages. Following this approach, instead
of tracking droplets or the interphase surface, a “more general notion” of interfacial
area density is used. This metric, with dimensions of reciprocal length, represents
how much interfacial area is present per unit volume. In addition, simulating the
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liquid phase using also an Eulerian reference frame allows for the solution to include
both the external spray and the internal nozzle flow, thus capturing the effects of the
nozzle geometry and then increasing model predictive capabilities.

In the present chapter, some of the research carried out by the authors1 on diesel-
like sprays using this single-fluid homogeneous Eulerian model is summarized, from
nozzle flow calculations to combustion analysis, and from RANS to large eddy sim-
ulations (LES). Most of the work is done in the context of the engine combustion
network (ECN), an international collaboration nexus between research institutes and
universities around the world that addresses the study of the engine performance,
focusing on the injection–combustion processes, with reliable high standards. Exper-
imental data to compare with simulation results and validate the models is obtained
thanks to this network.

The chapter is divided into six different sections. After this first introductory part,
the common computational methodology is explained in Sect. 2.2. Particularities of
the different models or implementations are also mentioned. Sect. 2.3 focuses on the
results inside the injector nozzle. Compressibility and thermal effects are studied.
Following, Sect. 2.4 deals with the near-field spray simulations. Spray characteristics
such as penetration or liquid distribution and concentration are examined. This forms,
so to speak, the main area of interest since these types of models are developed to
analyze that region. Logically, next Sect. 2.5 inspects the uses of these model on
evaporative sprays and the combustion process. And finally, general conclusions are
given in Sect. 2.6 together with some ideas of future work.

2.2 Review of the Computational Methodology

As commented in Sect. 2.1, separation of the large-scale flow features, such as mass
transport, from the atomization process occurring at smaller scales can be assumed
for high Reynolds and Weber numbers (Desantes et al. 2017; Vallet et al. 2001).
That is the case of current sprays in the automotive industry. Then, large-scale liquid
dispersion can bemodeled as the turbulentmixing of a variable density homogeneous
flow. For small-scale atomization, the surface density concept is introduced in order
to evaluate themean size of liquid fragments and droplets, considering that interfacial
details are smaller than the mesh size, and that there is a small difference in velocity
between phases.

These diffuse-interface Eulerian spray models share two common elements: a
model for the transport of liquid, denoted by Y , and a model for the evolution of
the interfacial surface area, denoted by Σ . This chapter deals with the strictly Eule-
rian model, named as Σ-Y model, in contrast to the Eulerian–Lagrangian spray

1As commented also in the Bibliography section, the reader should be aware that there are other
interesting and significantworks dealingwithEulerian–Lagrangian spray atomizationmodelswhose
reading is recommended. For the present chapter, it was decided to focus on the work of the same
research institution.
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atomization (ELSA) which includes transition to Lagrangian particle tracking (in
other words, ELSA includes both, Eulerian single-fluid model for the dense part and
a classic DDM for the disperse spray).

From the point of view of the model, the transport of the liquid employs mass (or
volume)-averaged convection along with turbulent mixing. Thus, the accuracy of the
liquid fraction transport is largely dependent on the accuracy of the two-phase turbu-
lent modeling. Despite the challenges of suchmodeling, there is extensive theoretical
basis to properly establish the closure terms. However, the model for the interface
evolution is somewhat more especulative, with several unclosed terms (Pandal et al.
2017c). There are available in the literature of several modeling approaches that have
been applied to sprays.

2.2.1 Favre-Averaged Transport Equations

In order to ensuremass conservation, the continuity equation (Eq. 2.1) for themixture
is solved.

∂ρ̃

∂t
+ ∂(ρ̃ũi )

∂xi
= 0 (2.1)

Being Ỹ the mass-averaged liquid mass fraction, continuity equation of this phase
yields in Eq. 2.2, where u′ denotes the turbulent fluctuations in velocity, Y ′ the
turbulent fluctuations in liquid mass fraction, and ˜̇Yevap the evaporation source term
(see Sect. 2.2.4). Due to the hypothesis of the model, the turbulent dispersion of

the injected liquid into the gaseous ambient ˜u′
i Y

′ can be modeled with a turbulent
diffusion flux given by Fick’s law2 of Eq. 2.3, where Sc is the Schmidt number
and μt the turbulent viscosity (thus, a turbulent viscosity model is required). By the
Kolmogorov hypothesis for small-scale features of the flow, Sc = 1 can be assumed,
although the value Sc = 0.9 is also generally used with good results (Garcia-Oliver
et al. 2013).

∂
(
ρ̃Ỹ

)

∂t
+

∂
(
ρ̃ũi Ỹ

)

∂xi
+

∂
(
ρ̃˜u′

i Y
′
)

∂xi
= −ρ̃ ˜̇Yevap (2.2)

ρ̃˜u′
i Y

′ = − μt

Sc

∂Ỹ

∂xi
(2.3)

2More sophisticated closures recently developed remain to be tested, specially under low ambient
densities and downstream positions where the model has shown poorer accuracy, probably due to
the relevance of interfacial dynamics.
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For those cases where phase change and/or combustion are considered, additional
mass fraction transport equations are required. Similarly to Eq. 2.2, Eq. 2.4 can be
written for each considered phase i . In this case, two different source terms are
included, one to take into account liquid evaporation and the other related to the
chemical reactions during the combustion process.

∂
(
ρ̃Ỹi

)

∂t
+

∂
(
ρ̃ũi Ỹi

)

∂xi
= ρ̃ ˜̇Yi,evap + ρ̃ ˜̇Yi,chem (2.4)

Under the assumption that the three or more phases (i.e., liquid, vapor, and gas)
form an immiscible mixture, the mass-averaged density of the mixture is related
to the mass fraction of all phases by Eq. 2.5. For those simulations without phase
change, the same equation can be applied taking Yi = 0.

1

ρ̃
= Ỹ

ρl
+ Ỹg

ρg
+

∑ Ỹi
ρi

(2.5)

An equation of state is then assigned to each phase. This is discussed later in
Sect. 2.2.3.

While the approach of this Σ-Y model assumes that the resolved momentum of

the liquid–gas mixture can be characterized by a single bulk velocity, the term ˜u′
i Y

′
captures the effect of the relative velocity between the two phases; thus, the slip
velocity (though small) can be derived, resulting in Eq. 2.6.

ũi,l − ũi,g = 1

Ỹ
(
1 − Ỹ

)˜u′
i Y

′ (2.6)

The mass-averaged velocity of the flow (the homogeneous mixture) is then
obtained by the momentum equation in the form of Eq. 2.7, where τi j represents
the Reynolds shear-stress tensor and its particular value depends on the turbulent
approach (i.e., RANS Desantes et al. 2014 or LES Desantes et al. 2017) and model
(i.e., k-ε Pandal et al. 2017a or SST k-ω Payri et al. 2017a). Note that surface tension
effects and volume forces are generally neglected (not without controversy) in this
equation for fuel injection applications because their impact on the solution is small
in comparison with turbulence terms.

∂(ρ̃ũi )

∂t
+ ∂

(
ρ̃ũi ũ j

)

∂x j
= − ∂ p̃

∂xi
+ ∂τi j

∂x j
(2.7)

Regarding the energy equation, either themass-averaged total enthalpy h̃0 (Eq. 2.8)
(Pandal et al. 2017a) or the mass-averaged static enthalpy h̃ (Eq. 2.9) (Payri et al.
2017a) can be considered, where in both cases αeff is the effective turbulent thermal
diffusivity, τi j ∂u j/∂xi is the viscous dissipation, and K = 0.5ũ2i is the mean kinetic
energy.



2 Review of an Eulerian Σ-Y Spray Atomization Model . . . 15

∂
(
ρ̃h̃0

)

∂t
+

∂
(
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The mass-averaged temperature evolution is calculated from the transported
enthalpy applying a bulk mixture enthalpy Eq. 2.10, under the assumption of local
thermodynamic equilibrium, where hl , hg , and hi denote the enthalpy of the liquid
fuel, the ambient gas, and each of the species in gas phase, respectively.

h̃ (p, T ) = Ỹ hl (p, T ) + Ỹghg (p, T ) +
∑

Ỹi hi (p, T ) (2.10)

A thermodynamic model is then assigned to each phase. This is discussed later in
Sect. 2.2.3.

The solution of the above equations fully characterizes the large-scale bulkmotion
of the flow. Nevertheless, several other options exist in the literature for obtaining
closure terms in the above system of equations. Conversely, the small-scale atom-
ization is modeled by solving a transport equation for the evolution of the density
of interfacial surface area Σ (Vallet et al. 2001) depicted in Eq. 2.11, where DΣ is
a suitable diffusion coefficient usually taken as the turbulent viscosity (νt ) over the
Schmidt number (now ScΣ ). A detailed explanation of the different terms (and possi-
ble alternatives for the source terms) in this equation and how relevant quantities for
spray characterization, such as Sauter mean diameter (SMD), are obtained is given
in Sect. 2.2.5.

∂Σ̃

∂t
+

∂
(
ũiΣ̃

)

∂xi
− ∂

∂xi

(
DΣ

∂Σ̃

∂xi

)
= (A + a) Σ̃ − VsΣ̃

2 − ˜̇Σevap (2.11)

The model and all of its variants are implemented using the open-source Open-
FOAM library. The advantages of this library are that polyhedral mesh and paral-
lelism are intrinsically supported. The implementation of the governing equations
has to be carefully analyzed because:

• The proper sequence of equations and updates improves the stability and the com-
putational cost of the solution (Payri et al. 2015).

• Consistency and conservation must be ensured, if not corrections need to be added
(Garcia-Oliver et al. 2013).
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• Selection of the right linear solvers and numerical algorithms allows to improve
the accuracy, stability, and parallel efficiency of the solver (Pandal et al. 2016).

2.2.2 Pressure–Velocity Coupling

Up to date, three different approaches (in addition to the original one Vallet et al.
2001) have been successfully applied to carry out the pressure–velocity coupling and
then compute the pressure field.

2.2.2.1 Compressible Pressure Equation

A standard pressure projection step may be implemented through Eq. 2.12 (Salvador
et al. 2014), where φ represents the flux at cell faced, ap the diagonal coefficient from
the momentum equation, and the symbol φ∗ the flux without the pressure gradient.
The compressiblity Ψ , calculated by Eq. 2.13 where al is the speed of sound of the
liquid phase, accounts for the effects of the turbulent mixing, Mach (compressiblity)
and thermal expansion.

∂(Ψ p̃)

∂t
+ ∂φ∗

∂xi
− ∂

∂xi

(
1

ap

∂ p̃

∂xi

)
= 0 (2.12)

Ψ = ∂ρ

∂ p
= Ỹl

ρ̃

ρl

1

a2l
+

∑
Yi

ρ̃

ρi

1

RiT
(2.13)

2.2.2.2 Total Derivative of Density

For the case ofmulti-phase, compressible flow the velocity divergence is nonzero and
could be split between the effects of the turbulent mixing, Mach (compressibility)
and thermal expansion by applying the chain rule to the continuity equation. In order
to guarantee the consistency between the definitions of density and mass fraction, a
small penalty function in the pressure projection step is included, which relaxes the
density calculated from the continuity equation toward the value stipulated by Eq. 2.5
(Garcia-Oliver et al. 2013), denoted as ρEOS. The final form of the formula is given
in Eq. 2.15, where the constant multiplier Kr represents the approximate number of
time steps for the relaxation to the correct density, andΔt is the simulation time step.
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∂xi
− ρEOS − ρ̃

Δt Kr ρ̃
+ ρ̃ ˜̇Yevap

2.2.2.3 Coupled, Density-Based Algorithm

In this type of solvers, density and liquid mass fraction are strongly correlated due to
the high density ratio between phases. And this generates large pressure fluctuations.
Therefore, a density-based approach seems well-suited for this Σ-Y models (Pandal
et al. 2016). Under this approach, the pressure equation is derived from an equation
of state. If the gas phase (in this case there is only one, the ambient gas) obeys an ideal
gas law while the liquid phase is assume to have linear compressiblity (Eq. 2.18),
the final explicit pressure equation is Eq. 2.15.

p̃ = ρ̃ − Ỹ
(
ρl,0 − Ψl p0

)
1

Rg T

(
1 − Ỹ

)
+ ỸΨl

(2.15)

2.2.3 Equations of State and Thermodynamic Sub-Models

The gaseous phases (e.g., the fuel vapor or the ambient gas) are assumed to obey an
ideal gas law (Eq. 2.16) in all published works.

ρi = p

Ri T
(2.16)

Under this hypothesis, the relation between enthalpy and temperature is straight-
forward given by Eq. 2.17, where Cp,i is the phase specific heat capacity at constant
pressure. If these gaseous species are also considered perfect gases (Payri et al.
2017a), Cp,i is assumed to be constant. Otherwise (for combustion studies), specific
heat capacity as function of temperature can be evaluated from 7-coefficient NASA
polynomials (Pandal et al. 2017a) or from a set of coefficients taken from JANAF
tables of thermodynamics (Desantes et al. 2016b).

dhi = Cp,i dT (2.17)

On the other hand, there is still some controversy about the equation of state and
thermodynamic model of the liquid phase. It can be assumed to be incompressible
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with constant heat capacity (Vallet et al. 2001), but also to have a linear compress-
ibility (Garcia-Oliver et al. 2013) denoted by ψl such as in Eq. 2.18, where ρl,0 and
p0 denote the reference density and the reference pressure, respectively, about which
the equation of state is linearized.

ρl = ρl,0 + ψl (p − p0) (2.18)

More recent works (Desantes et al. 2016b; Pandal et al. 2017a, b) employ the
Hankinson–Brobst–Thomson (HBT) correlation to estimate the liquid density as
function of temperature and pressure; and a Rowlinson–Bondi equation to relate
the liquid specific heat with the temperature. There is also the possibility of using
polynomial fittings (Payri et al. 2017a; Salvador et al. 2014) to liquid phase properties
experimentally measured as function also of temperature and pressure. These last
two approaches reproduce better the thermodynamic behavior of the liquid phase
and allow to capture expansion and thermal effects inside the nozzle (Desantes et al.
2016b; Payri et al. 2017a).

2.2.4 Liquid Evaporation Sub-Model

The source term in Eq. 2.2 for liquid–vapor transport equations is calculated in terms
of a rate needed to achieve local adiabatic saturation conditions. This can be written
as Eq. 2.19, where Ỹv is the local vapor mass fraction, Yv,sat is the value of vapor
mass fraction under adiabatic saturation conditions, and τevap is a relaxation time. So
far, the latter parameter has been set equal to the computational time step.

˜̇Yevap = Yv,sat − Ỹv

τevap
(2.19)

The term Yv,sat in Eq. 2.19 is calculated by means of locally homogeneous flow
approach (Garcia-Oliver et al. 2013).According to that, state relationships are applied
to describe spray thermodynamic conditions under the assumption of local thermo-
dynamic equilibrium.

In those cases where combustion is also simulated (Pandal et al. 2017a), there
could be several gaseous species additional to the ambient gas. Notwithstanding, the
liquid is assumed to be mono-component, and thus, the evaporation source term is
different from zero only for the fuel species (i.e., n-dodecane C12H26).

2.2.5 Primary Atomization Sub-Model

The terms A and a of Eq. 2.11 are inverse timescales that define the rate at which
surface area is produced. Specifically, the A term models the creation of surface area
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via the stretching of the interface by mean of velocity gradients. The original model
(Vallet et al. 2001) takes this term to be proportional to the same timescale as that
used in the production of kinetic energy in the standard k-ε turbulence model, as
shown in Eq. 2.20.

A = α0

˜u′
i u

′
j

k

∂ũi
∂x j

(2.20)

The a term accounts for small-scale interface area production. Here there are
several possibilities, but if it is assumed that the dominant mechanism is related to
the collision and breakup of droplets, the inverse of droplet collision timescale of
Eq. 2.21 may be used, where lt is the turbulent length scale.

a = acoll = α1

(36π)
2
9

(ltΣ)
2
3

(
ρl

ρ̃Ỹ

) 4
9 ε

k
(2.21)

The Vs term captures the effects of interface destruction by coalescence. It is
determined in Eq. 2.22 by solving the value of Vs that provides an equilibrium value
of Σ set by a predicted equilibrium droplet radius given by Eq. 2.23.

Vs = acollρlreq

3ρ̃Ỹ
(2.22)

req = α2
σ

3
5 l

2
5
t

k
3
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ρ̃Ỹ

) 2
15

ρ
11
15
l

(2.23)

Finally, the ˜̇Σevap term models the effects on interfacial surface produced by
evaporation. Obviously, it is related to the source term for the fuel liquid or vapor

transport equations, ˜̇Yevap through Eq. 2.24.

˜̇Σevap = 2

3
Σ

˜̇Yevap
Ỹ

(2.24)

Together with the mass-averaged liquid volume fraction X , the interface surface
area density can be used to calculate the local SMDof the spray, as shown in Eq. 2.25,
and the drop number density, in Eq. 2.26.

SMD = 6ρ̃Ỹ

ρlΣ̃
(2.25)

n = ρ2l Σ̃
3

36πρ̃2Ỹ 2
(2.26)
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The coefficients α0, α1, and α2 are modeling constants which, so far, have to be
calibrated (Pandal et al. 2017b) for each case (see Sect. 2.4.2 as an example, but also
to check the sensibility of the model to these coefficients).

2.2.5.1 Alternative Modeling Option

Previously presented approach includes source terms to account for generation due to
the growth of fluid instabilities (i.e.,Kelvin–Helmholtz) and the destruction of surface
due to droplet coalescence (in the case of dispersed flow). However, nowadays the
most common form for the combination of these two source terms is the restoration
to an equilibrium value (Σeq) or critical surface density to which the local surface
density is driven (Desantes et al. 2017). Equation 2.11 can be rewritten in the form
of Eq. 2.27.

∂Σ̃

∂t
+

∂
(
ũiΣ̃

)

∂xi
− ∂

∂xi

(
DΣ

∂Σ̃

∂xi

)
= CΣΣ̃

(
1 − Σ̃

Σeq

)
+ SΣinit − ˜̇Σevap (2.27)

Term Σeq could be set by a suitable equilibrium droplet radius (Eq. 2.23) (Pandal
et al. 2017b) in the form of Eq. 2.28.

Σeq = 3ρ̃Ỹ

ρlreq
(2.28)

This term can also be computed from an equilibrium Weber number, instead of
using an equilibrium droplet radius, in order to avoid any kind of assumption of
spherical droplets (Desantes et al. 2017), resulting in Eq. 2.29.

Σeq = α2

(
ρl + ρg

)
Ỹ

(
1 − Ỹ

)
k

σ
(2.29)

Then the coefficient Cσ is modeled as the inverse of the turbulent timescale as
given by Eq. 2.30.

CΣ = α1
ε

k
(2.30)

Note the presence of two modeling constants α1 and α2, by default equal to 1.0.
However, as mentioned above, they should be calibrated.

Until now all the source terms involved in this equation are proportional to the
interface surface density. As a result, there is not production/destruction if there is
no interface. Therefore, a proper initialization should be made by means of the term
SΣinit . This initialization corresponds to a production due to the liquid-gas mixing
process, whose modeling is represented in Eq. 2.31 (Desantes et al. 2017).
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SΣini t = 2ρ̃
νt

Sc

6ρ̃

ρlρglt

∂Ỹ

∂xi

∂Ỹ

∂xi
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(
1 − Ỹ

)
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There is also an alternative for this initialization source term (Pandal et al. 2017b),
which consists of considering aminimumvalue of Σ̃ in any computational cell which
is not filled with pure liquid or gas. This minimum value is estimated as V

1
3 where

V is the volume of the cell mesh. The source term only takes a positive value if the
interface field is lower than this Σmin, resulting in Eq. 2.32.

SΣini t = Σmin − Σ̃

Δt
if Σmin − Σ̃ > 0

SΣini t = 0 if Ỹ
(
1 − Ỹ

)
≤ 0 (2.32)

2.2.6 Combustion Sub-Model

The combustion modeling approach proposed for diesel-like reacting sprays can
be categorized as an unsteady flamelet/progress variable (UFPV) model, using the
approximated diffusion flamelet (ADF) model with the aim of decreasing the com-
putational cost of the generation of the laminar flamelet manifolds (Pandal et al.
2017a).

As a basis for the model, a transport equation for the mass-averaged mixture
fraction Z̃ , Eq. 2.33, and the mixture fraction variance Z̃ ′′2, Eq. 2.34, are needed.

∂
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(
∂Ỹvap
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)2

− ρ̃χ̃ (2.34)

In Eq. 2.34, the mean scalar dissipation rate3 is modeled as shown in Eq. 2.35,
where the turbulent dissipation rate ε and the turbulent kinetic energy k are directly
obtained from the turbulence model. The constant Cχ is calibrated in terms of inert
spray measurements.

3The presented combustionmodel is design and has been applied for two-equationRANS turbulence
models.
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χ̃ = Cχ
ε

k
Z̃ ′′2 (2.35)

The turbulence–chemistry subgrid interaction is accounted for by means of a
presumed probability density function (PDF) approach. A tabulation technique is
adopted to store pre-calculated turbulent flamelet solutions in order to allow the use
of detailed chemical mechanisms at reasonable computational cost. The mechanism
proposed to describe the n-dodecane chemistry consists of 255 species and 2289
reactions. Out of the full set of chemical mechanism species, only CO, CO2, H, H2,
H2O, OH, C2H2, and CH2O are transported in the solver by means of an equation of
the type of Eq. 2.4.

Themain interaction between the fluid dynamics solver and the combustionmodel
is reviewed next.4 Mixture fraction average and variance, scalar dissipation rate, and
CO and CO2 are retrieved by the combustion model from the corresponding trans-
port equations. Progress variable is then reconstructed as YC = YCO + YCO2 , which
together with a derived stoichiometric scalar dissipation rate enables the calculation
of the values of the pre-integrated tabulated species Ỹ tab

i at the subsequent time step
t + Δt . Finally, these species are combined with those retrieved from the solver at
time t , so that the source term from the transport equation is given by Eq. 2.36.

˜̇Yi,chem = Ỹ tab
i (t + Δt) − Ỹi (t)

Δt
(2.36)

Up todate and to the best of the authors’ knowledge, the presented combustion sub-
model (Pandal et al. 2017a) is the only one employed under an Eulerian description
of the spray. Therefore, the effect of the combustion model cannot be analyzed. It is
proposed as future work.

2.3 Nozzle Flow Results

2.3.1 Validation

Effects of nozzle geometry on spray development and combustion efficiency have
been widely reported in the specialized literature. To obtain geometrical details of
nozzles, silicone mold technique has widely been used over the years. Nevertheless,
new powerful techniques such as X-ray tomography have been also successfully
employed. In fact, this last technique allows not only obtaining the sizing of the
nozzle with a resolution of microns, but also the time resolved position of the needle
and measurements in the dense region of the spray.

4For a full description of the interactions, and also the layout of the complete combustion sub-model,
please consult the reference (Pandal et al. 2017a).
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Table 2.1 Nozzle geometry and injection conditions of the validation simulations

Orifice inlet diameter 140 µm

Orifice outlet diameter 112 µm

Orifice fillet radius 42 µm

Orifice length 0.988 mm

Fuel Standard Diesel elite+

Injection pressure 30 MPa

Fuel temperature 306 K

Ambient gas pressure 3.6 MPa

Ambient gas temperature 306 K

The information obtained with these techniques, in addition to mass flow rate (ṁ)
and momentum flux measurements (Ṁ), is used to validate the model presented in
Sect. 2.2 for nozzle flow simulations (Desantes et al. 2014; Salvador et al. 2014).
Validation also includes the proper selection of turbulence model and boundary
conditions.

Results of the single-hole nozzle described in Table 2.1 simulations are presented
next5 as an example of validation procedure.

As comparison metrics, steady-state discharge coefficient (Cd ), velocity coef-
ficient (Cv) and area coefficient (Ca) at the orifice outlet are used, as defined in
Eqs. 2.37–2.39, respectively.

Cd = ṁ

ρlUtheory Ao
= ṁ

Ao
√
2ρlΔp

(2.37)

Cv = Uef f

Utheory
= Ṁ

ṁ
√

2Δp
ρl

(2.38)

Ca = Aef f

Ao
= ṁ2

Aoρl Ṁ
(2.39)

The parametric study of boundary conditions is presented in first place. Inlet
boundary condition, place further upstream the needle position at its maximum lift,
is changed from constant pressure (nominal value) to time-varying velocity (obtained
from experiments). Outlet boundary condition, which is non-reflective pressure, is
located 80 mm far downstream the orifice outlet. This type of boundary condition
can also be used at inlet. Although this boundary condition is programmed to avoid
pressure wave reflections, there is always certain grade of bouncing which can be
increased (better stability) or decreased (higher accuracy). The grade of reflection is

5Details of the meshes and numerical setup of all cases are omitted in this chapter for the sake of
brevity. Nevertheless, that information is well described in the referenced documentation.
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Table 2.2 Steady-state and non-dimensional comparison metrics of the inlet boundary conditions
study in the validation case

Boundary ṁ [kg/s] Ṁ [N] Cd [−] Cv [−] Ca [−]

Experimental 1.654 0.372 0.888 0.953 0.846

Constant
pressure

1.638 0.347 0.843 0.941 0.793

Time-varying
velocity

1.687 0.370 0.872 0.938 0.817

Low reflection
pressure

1.687 0.370 0.872 0.941 0.799

Medium
reflection
pressure

1.712 0.370 0.869 0.941 0.819

High
reflection
pressure

2.098 0.567 1.074 0.946 1.016

changed from low (standard value) to medium and high (inlet boundary condition
is constant pressure). Table 2.2 shows the results with the standard compressible
k-ε turbulence model. All conditions predict with high accuracy (error lower than
10%) the corresponding experimental value except for the non-reflective boundary
condition with high grade of reflection. This conditions gives a continuous growing
mass flow rate, coming from a continuous growing of the inlet pressure value. Large
values of grade of reflection are not correct and must be dismissed. Since there
are not significant differences among the rest of options, the time-varying velocity
conditions is then suggested simply because allows more accurate representation of
the transient behavior of the nozzle.

When running RANS, a turbulence model needs to be selected. Five of them6

are tested with non-reflective inlet boundary condition (with low grade of reflection)
and not with the time-varying velocity as suggested above because simulations were
performed at the same time than previous study. Results are summarized in Table 2.3.
SST k-ω and realizable k-ε models clearly overestimate all parameters. The other
two k-ε models predict will with a maximum error of 3% all parameters.

Figure 2.1 shows the velocity profile at the exit section of the orifice. Standard
and high density ratio k-ε models have the same profile: small area at the center of
the orifice with constant velocity and large area with a parabolic velocity profile,
what is characteristic of laminar/low Reynolds number flows. With the RNG k-ε the
parabolic region is reduced, and even further reduced with the SST k-ω or realizable
k-εmodels. These last two show a typical profile of turbulent/high Reynolds number
flow, and that is why they should be used although they clearly overestimate the mass

6Once again, these models are not described in this chapter for the sake of brevity. Reader can
consult the specialized literature to gain insights into each model. All tested models are the standard
ones of the OpenFOAM libraries except the high density ratio k-ε (Garcia-Oliver et al. 2013)
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Table 2.3 Steady-state and non-dimensional comparison metrics of the RANS turbulence model
study in the validation case

Boundary ṁ [kg/s] Ṁ [N] Cd [−] Cv [−] Ca [−]

Experimental 1.654 0.372 0.888 0.953 0.846

Standard k-ε 1.700 0.370 0.869 0.942 0.819

High density
ratio k-ε

1.701 0.375 0.874 0.943 0.824

RNG k-ε 1.749 0.398 0.903 0.938 0.847

Realizable k-ε 1.992 0.500 0.998 0.967 0.965

SST k-ω 1.980 0.491 0.984 0.974 0.959

Fig. 2.1 Velocity profile at
the orifice exit of the RANS
turbulence model study in
the validation case

flow rate (proper selection of inlet boundary condition and values can overcome this
issue). Comparing both, the realizable k-ε predicts high turbulence levels at the core
flow of the orifice, while the SST k-ω presents higher values of eddy viscosity next
to walls. Because of those reasons, that one is the final recommendation.

With the goal of proving the validity of these decisions, the same nozzle is simu-
latedwith theSST k-ω turbulencemodel and a time-varying velocity at inlet boundary
conditions. Spray results of the simulation are depicted in Fig. 2.2. For each time
step, the upper part corresponds to the liquid mass fraction contour and the lower
part to the experimental contour obtained via backlight illumination technique. Very
good agreement is found, the only aspect of the spray that is not well captured is the
angle, wider in the simulations, especially near the nozzle.

This validation is just an example to show the methodology. The model presented
in Sect. 2.2 captures the trends when nozzle geometry and injection conditions are
varied (Desantes et al. 2014). Once the model is validated, it can be applied to study
different aspects of the nozzle flow.
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Fig. 2.2 Spray evolution in the validation case. Comparison with experimental results

2.3.2 Effects of Orifice Eccentricity

For this analysis, the ECN Spray A conditions are simulated and summarized in
Table 2.4. However, these conditions lead to an evaporative spray and combustion,
which is not the focus of the simulation at this time. Therefore, for the results shown
in this section the ambient temperature is decreased to 500 K to avoid evaporation
of droplets. Ambient pressure is also decreased to 3.4 MPa in order to keep the same
ambient density value, and 0% of oxygen concentration is selected at the discharge
chamber (N2 as ambient gas).

The nozzle internal geometry was measured by means of X-ray tomography, as
commented in Sect. 2.3.1. Two particularities were found: Orifice is not on the same
axis than the needle, and in other words, there is certain eccentricity that ranges from
20 to 53 µm (in the case of study is 37 µm), and the orifice section is not exactly
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Table 2.4 Specifications for the Spray A operating conditions of the Engine Combustion Network
(ECN)

Ambient gas temperature 900 K

Ambient gas pressure 6.0 MPa

Ambient gas density 22.8 kg/m3

Ambient gas oxygen (by volume) 15% O2 (reacting); 0% O2 (non-reacting)

Ambient gas velocity Near-quiescent, less than 1 m/s

Common rail fuel injector Bosch solenoid-activated, generation 2.4

Nominal orifice outlet diameter 90 µm

Nozzle K -factor K = 1.5 µm

Nozzle shaping Hydro-eroded

Mini-sac volume 0.2 mm3

Discharge coefficient 0.86

Number of holes 1 (single-hole)

Orifice orientation Axial (0◦ full included angle)

Fuel injection pressure 150 MPa, prior to start of injectio

Fuel n-dodecane

Fuel temperature at nozzle 363 K

Injection duration 1.5 ms

Injection mass 3.5–3.7 mg

circular. Desantes et al. (2014) show how the dynamic viscosity distribution near
the wall is slightly affected by the eccentricity. The boundary layer grows wider in
the direction of the eccentricity due to slightly larger flow acceleration in that area.
This leads to not completely axisymmetric mass distributions on the near-field spray
region, as it has been experimentally observed. Nevertheless, these effects are small
and only local.

2.3.3 Effects of Fuel Temperature

Pressure gradient inside injector nozzles accelerates the fuel converting its flowwork
into kinetic energy. This expansion comes with certain fluid cooling. In the process,
there are losses. One can assume that those losses are converted into heat (turbulent
kinetic energy is neglected)which increases fuel temperature. Therefore, it is possible
to estimate the temperature change as function of the losses, measured for example
with the velocity coefficient Cv , as shown in Fig. 2.3.

Injection temperature may have an impact on this process since its modifies the
fuel thermodynamic properties (density, viscosity, and compressibility). To compu-
tationally study this effect, the fuel and nozzle wall temperatures are varied from
263 K (cold start conditions) to 363 K (standard engine operation conditions).
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Fig. 2.3 n-dodecane
temperature change as
function of the velocity
coefficient (losses) for ECN
Spray A injection conditions.
Results of a 0D model

Table 2.5 Steady-state and non-dimensional comparison metrics of ECN Spray A injection condi-
tions for differentwall and initial fuel temperatures. Experimental data and simulationwith adiabatic
walls are also included

Cd [−] Cv [−] Ca [−]

Experimental 0.90 0.92 0.98

Adiabatic
(T f = 363 K)

0.90 0.92 0.98

T f = 263K 0.90 0.92 0.98

T f = 273K 0.91 0.92 0.98

T f = 303K 0.89 0.91 0.98

T f = 323K 0.89 0.91 0.98

T f = 343K 0.90 0.92 0.98

T f = 363K 0.90 0.91 0.98

Additionally, the effect of using adiabatic walls instead of constant temperature
boundary conditions can also be analyzed (Payri et al. 2017a). Table 2.5 shows the
discharge coefficient (Cd ), the velocity coefficient (Cv) and the area coefficient (Ca)
as defined in previous Sect. 2.3.1. When comparing simulations with adiabatic walls
and constant temperature walls, no difference is found. A reduction in the discharge
coefficient as the fuel temperature decreases is reported in the literature. This effect
is associated with a wider boundary layer inside the orifice that reduces the effective
area and velocity. However, simulations predict negligible variation in the nozzle
flow coefficients. And this is because at high injection pressures (such as in Spray A
conditions), the Reynolds number is higher than the critical valuewhere the boundary
layer transitions to turbulent and the discharge coefficient turns constant, regardless
the fuel temperature.
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Fig. 2.4 Profiles of axial velocity and temperature along the nozzle axis at time 0.5 ms after start
of injection for two different wall boundary conditions at ECN Spray A conditions. The dashed
vertical line represents the orifice outlet position

In order to further investigate nozzle flow differences between the adiabatic and
constant temperature walls, Fig. 2.4 shows the core flow properties inside the nozzle.
As commented before, differences are small. Inside the sac, there is almost stagnated
flow (lowvelocity) at constant temperature established bywall and initial temperature
value. Large and fast acceleration occurs at the orifice inlet section, which is coupled
to a sudden decrease in temperature due to expansion. Inside the orifice, the core flow
accelerates and cools down as the section decreases down to the outlet diameter. After
exiting the nozzle, velocity and temperature are kept constant a fewmillimeters inside
the intact core length.

Fluid properties, such as density, do change in a significant amount when the
temperature is varied (following the equation of state presented in Desantes et al.
2016b and Payri et al. 2017a), but this has no consequences in spray momentum as
shown in Table 2.5, therefore, neither in the spray development. Furthermore, all the
tested conditions fall in the complete atomization regime, supporting the result of
negligible impact on spray characteristics. There is still open questions, whether or
not this affects the evaporation and combustion processes and how much, because
different fuel temperatures at the orifice exit would lead to different droplet size and
evaporation rates during the injection event.

2.3.3.1 Effects of Needle Lift

It is known that needle movement affects spray behavior. Needle lift strategies can
influence on air utilization and mixing process and, thus, in combustion efficiency.
Needle position variation in time can be measured by means of X-ray tomography.
Nonetheless, some of the frequencies of the signal may be lost during the acquisition,
resulting in a peaky shape needle velocity time evolution. This may lead to unstable
and unrealistic internal nozzle flow pattern, so the signal could be filtered using a
moving average filter. Simulations of the original and the filtered signals of needle
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velocity were carried out with a morphing mesh strategy for the ECN Spray A injec-
tion conditions (Payri et al. 2017b). The filtering process seems to have negligible
effects, so it is not recommended.

Differences between simulations and experiments are specially large at start of
injection. This is related to the initial conditions. In this case (Payri et al. 2017b), the
nozzle is initially filled with stagnated liquid at injection pressure. That initialization
leads to higher mass flow rate values in the early stages of the injection. This issue
can be solved by initializing the orifice filled with gas at ambient conditions and the
rest of the nozzle filled with liquid at injection conditions.

A significant effect of the needle transient is found at the temperature field inside
the nozzle. In the case of fixed needle performed by Payri et al. (2017b), there is a
temperature drop on the core of the flow of about 20 from 343 K, which is the fuel
temperature set at boundaries. A small increase of temperature is observed next to
walls. However, in simulations with needle movement, the temperature inside the sac
and orifice goes up to almost 400 K at least until 0.5 ms after start of injection. That
increase in temperature is due to the viscous heating of the flow trespassing the needle
seat when the lift is small, and for longer times after start of injection diminishes,
reaching temperature levels similar to the ones observed in the simulation with fixed
needle position.

That increase in temperature modifies the fuel properties (reduces density) at the
orifice outlet, reducing the spray momentum an therefore its penetration. Although
the effect is small, it improves the computational prediction in comparison with
experiments (Payri et al. 2017b).

2.4 Near-Field Spray Results

As commented in Sect. 2.1, one of the main advantages of the Eulerian models
is that they allow simulating the nozzle flow and the spray seamlessly. This type
of simulation (from now on, coupled simulation) is compared to two different spray
simulations (decoupled, because only the spray is considered) (Desantes et al. 2016b).
Thefirst simulationwas conducted using as an inlet boundary condition, and thefields
obtained at the nozzle exit in the coupled simulation. The second was made using as
an inlet boundary condition a top-hat (TH) radial profile of axial velocity obtained
from mass flow rate and momentum flux measurements. The projected mass density
along the transverse direction comparing the simulations and X-ray radiography
data at 0.1, 2.0, and 6.0 mm downstream of the nozzle exit is shown in Fig. 2.5.
The projected mass density is interesting because it is a time-resolved measurement
of liquid concentration. Being a line-of-sight parameter allows easy comparison
between experiments and simulations, and also observe some of the ligaments and
flow structures near the orifice outlet. Radial dispersion is quite similar regardless the
simulation type, and only at the first axial location, the coupled simulation is slightly
narrower. More differences appear when comparing peak projected mass density.
At the three locations, the profiles predicted with the flat inlet time-varying velocity
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Fig. 2.5 Computed and experimentally measured profiles of projected mass density µg/mm2 at
0.5 ms after start of injection at different axial locations downstream of the nozzle orifice exit for
ECN Spray A conditions

Fig. 2.6 Computed and
experimentally measured
mass-averaged spray velocity
along the axis at 0.5 ms after
start of injection for different
types of coupled/decoupled
simulations for ECN Spray
A injection conditions

achieve a slightly worse value, being at 6 mm downstream the one which diverges
more from the experimental measurements.

The relative velocity axial profile as derived from the transverse integrated mass
is shown in Fig. 2.6. Once again, the three profiles are quite similar and the trends are
well captured. The coupled simulation achieved the best matchwith the experimental
measurements and predicted a less diffusive spray as indicated by slower relative
velocity decay.

Thus, a lower accuracy in the near region (within 10 mm) is achieved by the
simulations without the nozzle geometry, although agreement is still quite remark-
able with the experimental measurements in the case of the projected mass density.
Nevertheless, the effects of the internal nozzle flow characteristics are shown in the
profiles of axial velocity in this near region of the spray. The different velocity profile
and the subsequent induced turbulent viscosity modify spray dispersion and then liq-
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uid volume fraction profiles in the near-nozzle region. Further downstream, effects
vanish probably due to the fact that mass and momentum flux of both simulations
are similar. The main drawback of the coupled simulation is its 10 times higher com-
putational cost mainly due to the reduction of the simulation time step (for the same
CFL number) caused by the high-speed nozzle flow (where small cells are needed).

Direct comparison of the Σ-Y with classical DDM is explained in Sect. 2.4.1.
Additionally, following the spirit of the Engine Combustion Network (ECN), the
performance of this model is evaluated against other possibilities which are currently
being used for research (Battistoni et al. 2018):

• Lagrangian–Eulerian formulation in CONVERGE (by Georgia Institute of Tech-
nology).

• LES Volume-of-fluid (VOF) methodology in CONVERGE (by Università degli
Studi di Perugia).

• High-fidelity simulations with a CLS-VOF framework (by Sandia National Lab-
oratories).

For this study, non-reacting cold ECN Spray D injection conditions are employed.
They differ fromSprayA (Table 2.4) only in the nozzle geometry: The nominal orifice
outlet diameter is 180µm.Battistoni et al. (2018) showhowallmodels predict similar
axial velocities of the liquid phase, particularly within the first 4 mm of the spray.

Additionally, allmodels predict less surface area than suggested by the experimen-
tal data at the spray centerline. Along the spray periphery, the CLS-VOF approach
captures the experimentally observed projected surface area profile. The EulerianΣ-
Y model seems to predict a much more aggressive atomization process (because of
a faster reduction in SMD) than is predicted by the other models. Careful calibration
of the Eulerian Σ-Y model would allow for improved prediction of droplets formed
from the atomization process (see Sect. 2.4.2).

Nonetheless, the higher-fidelitymodeling approaches (Σ-Y , VOF-LES, andCLS-
VOF) are in general able to capture both the peak projected density at the spray
centerline, as well as width of the spray within the near-nozzle region.

These results indicate that although different degrees of atomization are predicted,
similar spray structures are suggested by the models.

LES has also been carried out with the Σ-Y model (Desantes et al. 2017). A
1/7th power law mean velocity profile (top-hat) with a turbulent intensity between
3 and 5% is used as boundary condition at orifice outlet. Simulations results have
been averaged from 0.5 ms after start of injection, during the quasi-steady period, as
in X-ray experiments. The projected mass density from time-averaged LES data is
presented in Fig. 2.7. This figure also includes results using the same mean velocity
profile and turbulent intensity (5%) for RANS. It is shown that LES captures the
projected mass density at the nozzle exit, but under-predicts it at 2 mm downstream.
Better results are obtained at 6 mm, contrary to RANS. This indicates that spray
dispersion is over-predicted in the near nozzle (to about 2 mm) in LES (which, as
shown before, can be improved if the nozzle is included in the computational domain-
coupled simulation). Notice that the same mass and momentum flux are injected for
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Fig. 2.7 Computed and experimentally measured projected mass density at different positions
downstream the orifice exit for RANS and LES simulations based on ECN Spray A injection
conditions

all cases. According to this result, the impact of fluctuations intensity is assessed
in LES. Nevertheless, noticeably sensitivity to inflow turbulence intensity levels is
observed, which requires further insight.

Another of the parameters used by researches to study the dense region of the
spray is the intact core length (IL). For the simulations, it is defined as the maximum
axial distance where the liquid mass fraction is greater than 99.9%. Its value for ECN
Spray A is about 1.30 mm (Desantes et al. 2014). When this value is compared to
0D models and correlations, the difference is lower than 5%. Nevertheless, when
experimental mass distributions are observed, as it is done in this section, the length
with high density or fuel concentration values seems larger than the IL predicted
in the simulations (although this is just a qualitative result which still requires real
quantification).

2.4.1 DDM Versus Σ-Y Eulerian Atomization Model

Desantes et al. (2016a) carried out a comparison between DDM and Σ-Y Eulerian
atomization model. At 0.1 mm from the orifice outlet, both models predict almost
the same peak projected mass density, but noticeable differences in width could
be detected with a narrower DDM profile. At 0.6 mm downstream of the nozzle
exit, although DDM profile width is quite similar to experiments, the peak value
is under-predicted. However, predictions by the Σ-Y model are really close to the
experimental values, showing a better spatial behavior reproducing the near-nozzle
flow structure. The largest differences can be observed at 2.0mm.Fuelmass projected
mass density predictions byDDMmodel are largely under-predicted in terms of peak
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value,whileΣ-Y model ones reproduce verywell the experimental trend both in peak
value and radial dispersion. Finally, at 4.0 mm downstream location, both models
predict reasonable values of peak projected mass density, but it has to be noted that
Σ-Y model reproduces the decrease from 2.0 to 4.0 mm, while the DDM model
keeps the value almost constant and predicts more radial dispersion. Overall, the Σ-
Y model provides the best matchwith the experimental data and can capture the trend
of the internal structure of a diesel spray in the near field fairly well. Nevertheless,
DDM approach is generally an order of magnitude faster due to lower resolution
grids (although the computational cost of the DDM greatly depends on the number
of injected parcels).

2.4.2 Optimization of the Interfacial Surface Density
Sub-Model

One of themost challenging topics of these Eulerianmodels of sprays is precisely the
calibration of the surface density equation. As commented before, this metric, with
dimensions of reciprocal length, represents how much interfacial area is present
per unit volume. This calibration procedure can be made in terms of numerical
comparison with DNS results or from a more practical point of view, by comparison
with experimental measurement of SMD, projectedmass density or projected surface
area.

Statistical design of experiments (DoE) is applied because of its high reliability
and accuracy in the results. The other great advantage of this statistical analysis is the
huge reduction in the number of simulations needed to achieve the optimum set of
values for the input parameters,which exactly define the number of iterations. Finally,
an important outcome from these studies, apart from the optimum configuration, is
the gained knowledge about mutual effects between the variables and their individual
effect on the final results.

Firstly, theΣ-Y model results are compared to DNS (Martí-Aldaraví 2014). Four
factors are selected for the statistical analysis (modeling constants α0, α1, and α2

of Sect. 2.2.5 and the Schmidt number ScΣ ). Each of them with two levels, high
and low, but ScΣ , which has three levels. By doing so, linear dependency is assumed
between the variable of interest and each factor. Nonetheless, a parabolic dependency
between the error and the diffusive coefficient ScΣ is considered. This type of design
leads to 24 simulations. Themathematical model is establishedwith 95% confidence.
Axial profiles and radial profiles of air–fuel surface density Σ̃ at three different axial
positions are used as comparison metrics. The final optimum values are shown in
Table 2.6. Contrary to the optimization explained later in this section, only one
constant, ScΣ , is statistically significant. However, tunning the present model does
not lead to small errors when comparing with DNS results as shown in the axial Σ̃

profiles in Fig. 2.8, so maybe it is recommended to change the model (as done in
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Table 2.6 Optimum values of the modeling constants obtained with the multilevel factorial statis-
tical analysis for the comparison with DNS

Constant α0 [−] α1 [−] α2 [−] ScΣ [−]

Original 1.00 1.00 1.00 1.00

Optimization 1.25 0.75 3.125 0.75

Fig. 2.8 Axial profiles of
the interfacial surface density
distribution on the axis of the
spray for the statistical study
comparing the original case
with the optimum one and
DNS results

Sect. 2.2.5.1, model used for the second statistical study). Still, an over-prediction
in spray width is expected due to the nature of the model.

Secondly, the technique known as response surfacemethod (RSM) is used in order
to obtain an optimum set of modeling constants. The optimization process uses three
inputs (modeling constants α1, α2 of Sect. 2.2.5.1 and the Schmidt number ScΣ ) and
a central composite design (CCD), which results in a test plan of 15 simulations. The
output parameter of RSM is the mean error between the measurements along the axis
and the calculated SMD, which is computed at a time late enough to ensure quasi-
steady-state predictions. Because slightly different trends in SMD evolution where
experimentally found depending on injection pressure, the optimization is carried out
for two different injection conditions: the standard non-evaporative reference ECN
Spray A (see Table 2.4), called here HP; and for lower injection pressure of 100MPa,
called MP (Pandal et al. 2017c). The mathematical model is again established with
95% confidence, keeping only the significant terms in both cases. At the end, the
minimum error output is foundwith the constant values shown in Table 2.7. The same
optimum value for the ScΣ parameter. Additionally, this parameter has negligible
effect on the error as long as its value is below 1, slightly increasing the error on the
contrary. Also interesting is the result of α2 for high injection pressure optimization.
Increasing its value above 2, the error is hugely increased as a consequence of too
much coalescence. This is not the case for medium injection pressure.

Third and finally, another methodology is applied to minimize the overestimation
of interfacial surface density obtained with the default values of the model constants.
A parametric study is carried out in order to investigate the effects on the results of
the constant values individually (Pandal et al. 2017b). The atomization sub-model is
again the one described in Sect. 2.2.5.1, and following previously presented results,
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Table 2.7 Optimum values of the modeling constants obtained with the RSM for ECN Spray A
conditions

Constant α1 [−] α2 [−] ScΣ [−]

HP optimization 0.96 1.459 0.9468

MP optimization 0.77 2.482 0.9468

only two of its constants are analyzed (concretely α1 and α2). The results indicate
that a higher α1 value makes the transition toward the equilibrium faster and vice
versa. Regardingα2, it seems that a value lower than 3.5 overestimates the interphase
density, in comparison with the experiments, while a higher value (e.g., α2 = 4.0)
under-predicts the surface formation between the liquid and the gas. After analyzing
the trends of the parametric study, up to four different combinations of values are pro-
posed. In light of the predictions, the simulation with α1 = 0.8 and α2 = 3.5 is able
to match the measurements with great deal of accuracy, and as a result, it is chosen as
the optimum for the following calculations. Using this configuration, experimental
trends varying injection conditions (injection and ambient pressures) are well repro-
duced. In fact, predictions of this set of optimum parameters are remarkably close
to the experimental data, providing a clear improvement with respect to the default
values.

2.5 Evaporative Sprays and Combustion Results

Experimental measurements and simple 1D models show that characteristic vapor-
ization lengths in direct injection diesel sprays can be predicted by the means of
mixing-controlled assumptions (Desantes et al. 2016a). An implication of these
finding is that under current diesel injection conditions, turbulent mixing and gas
entrainment may be the dominant phenomena with respect to fuel vaporization.

Once again, ECN Spray A specifications (see Table 2.4) were selected as the base
case to evaluate the model predictions by García-Oliver et al. (2013). Their results
show good agreement for both liquid and vapor penetration. In both cases, predic-
tions are within the experimental error interval of measured values. The accuracy
in maximum liquid length predictions confirms that the evaporation process under
Spray A conditions is mainly mixing controlled. In order to obtain those results,
the round-jet correction of the RANS k-ε model had to be employed, which also
improved the accuracy of non-evaporating sprays.

Regarding radial distribution of mixture fraction, the shape of the normalized pro-
files is also adequately predicted by the model. There is a slight bias toward narrower
radial profiles in the calculations, which should indicate less radial dispersion and
hence slightly lower entrainment. This is also coherent with the fact that the on-axis
mixture fraction is always in the upper part of the experimental error interval, and
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the same applies to spray tip penetration trends. In any case, the overall agreement
is remarkable.

Parametric studies with injection conditions variations, as well as with differ-
ent ambient density and temperature, were also performed (Garcia-Oliver et al.
2013). Trends of decreasing vapor penetration with decreasing injection pressure and
increasing penetration when decreasing ambient density are captured by the model.
In general, good agreement between calculations and experiments is obtained, with
most of the predicted results within experimental uncertainties. Effects of ambient
density and temperature on quasi-steady values of liquid length are also well pre-
dicted. Departures tend to be noticeable at the lowest ambient density conditions.
These results also confirms that evaporation model hypotheses presented in Sect. 2.2
are valid over a wide range of operating conditions of current compression ignition
engines.

As done in Sect. 2.4.1 for the near field, the performance of this homogeneous
single-fluid Eulerian model can be compared to the traditional DDM approach for
evaporative sprays (Desantes et al. 2016a). After a proper validation of both method-
ologies, there is a good agreement for both models in terms of liquid and vapor
penetration. In both cases, predictions seem to fall within the experimental uncer-
tainty of measured values. Nevertheless, only theΣ-Y model is capable of predicting
the initial evolution of the penetration. This can be justified because of the fact that
the Eulerian model uses a much finer grid to improve spatial resolution, which is not
possible with the DDM model.

Although in terms of liquid length both models achieve reasonable predictions,
the DDM solver has a different trend with respect to the mixture fraction. While up
to 22 mm the predicted values on the axis are higher than both measured as well as
Σ-Y ones, then DDM results become equal to both experimental and Σ-Y ones to
finally end up with lower values, almost out of the confidence interval. Regarding its
radial dispersion, the shape of the profiles is adequately predicted by both models.
At 25 mm, both models essentially produce the same results, in agreement with the
centerline evolution, but it is not the same at 45 mm. Although simulation profiles
are wider compared to the experimental ones at 45 mm, the Σ-Y predictions are
slightly narrower, that is, less radial dispersion, which may be the explanation of the
higher values shown on the centerline profile. Considering all the results, the overall
agreement of both models is quite remarkable.

Apart from the nominal ECN Spray A condition, additional operating conditions
were selected to evaluate the performance of both models (Desantes et al. 2016a).
For higher ambient temperature (Ta = 1100K), vapor penetration predictions are
within the experimental uncertainty of measured values for both models. However,
the predicted liquid penetration in the case of the Σ-Y model is slightly underes-
timated, while with the DDM model it is over-predicted. Once again, in the early
evolution of the vapor penetration, the Σ-Y model achieves the best agreement with
the experimental measurements.When the injection pressure is changed (to values of
50 MPa and 100 MPa), both codes are also capable of making an accurate prediction
of vapor penetration. Nonetheless, predictions of liquid length of the DDM solver are
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sensitive to injection pressure variations, instead of keeping it almost invariable as
the Σ-Y model, which depicts a good agreement with experimental measurements.

The global combustion indicators that usually characterize transient reacting
diesel sprays are ignition delay (ID) and lift-off length (LoL). From the compu-
tational point of view, ID is defined as the time spent from start of injection until
the maximum gradient in temperature takes place. On the other hand, LoL is defined
as the minimum axial distance to the nozzle where 14% of the maximum value of
Favre-average OH mass fraction in the domain is reached. Figure 2.9 shows both
computational predictions and experimental measurements of these metrics. Exper-
imental trends followed by both parameters are well captured by the model. LoL
values’ deviations from experiments are relatively small for all three conditions,
with a maximum difference of around 2 mm for standard Spray A conditions. On the
other hand, ID is clearly over-predicted, with deviations being very large for both low
temperature conditions, similarly to the literature. This disagreement is mainly due
to the strong role of chemical mechanism on the exact ignition timing, and means
that for the present chemical mechanism, the transition from the low to the high
temperature stages is slower than in experiments.

Finally, the flame structure provided by the computational model is evaluated by
comparison with PLIF measurements at quasi-steady state. It is depicted in Fig. 2.10
for standard ECN Spray Conditions. In the figure, experimental measurements are
shown at the top and computational results at the bottom. Additionally, red indi-
cates zones where OH is detected by the PLIF technique, while green corresponds
to regions where PLIF provides signal due either to formaldehyde (CH2O) or to

Fig. 2.9 Computed and experimentally measured ignition delay (on the left) and lift-off length
position (on the right) for different operating conditions based on ECN Spray A. SA refers to
standard conditions; T2 means a decrease in ambient temperature to Tb = 780K; and EX adds a
reduction of oxygen concentration to 14%
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Fig. 2.10 Comparison of predicted CH2O (green) and OH (red) with PLIF imaging at a quasi-
steady state for ECN standard Spray A condition. Color areas normalized by the maximum of each
species, respectively

polycyclic aromatic hydrocarbons (PAHs), and the white solid line is the contour of
the OH∗ image. The white dashed line is shown both on experimental and model-
ing results corresponding to the stoichiometric isolines from calculations in order to
have a spatial reference enabling easy comparison between bothmaps. Formaldehyde
location is reasonably captured by the model around 25 equivalent diameters down-
stream the nozzle exit. This specie is considered as an indicator of low-intermediate
temperature chemical reactions (cool-flame), and because of that, it appears slightly
upstream of the first OH location. In the case of experiments, some signal can be
observed upstream simulations, which is mainly due to light reflections on the liquid
length. Modeled formaldehyde disappears at 60 equivalent diameters downstream
due to the transition to the high-temperature chemistry within the flame. However,
experiments show a strong measured signal, which is most likely due to the pres-
ence of PAHs. Regardingmodeled OH distribution, location is consistently predicted
close to the stoichiometric location, but radial spreading is narrower in comparison
with the experiment. Discrepancies in the axial extent downstream of 100 equivalent
diameters are probably due to the laser sheet dimensions limit in the measurement.
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2.6 Conclusions

This chapter describes a single-fluid diffuse-interface spray modeling approach, the
so-called Σ-Y model. This approach assumes high Reynolds and Weber numbers,
found at current engine fuel injection systems, and is formulated in an Eulerian
framework, which is better suited for seamlessly simulating nozzle flow and the near-
nozzle dense spray region. In fact, this new solver provides a quite fair performance,
being able to predict and explain the main changes in the flow pattern experimented
even under reacting conditions.

Model governing equations, both for RANS and LES turbulence modeling frame-
works, have been described as well as some of the numerical aspects for its compu-
tational implementation. An overview of model assessment indicates that it is able
to properly simulate nozzle and near-nozzle flow under diesel spray injection con-
ditions. This is why commercial CFD codes such as StarCD (some years ago) and
CONVERGE (this present year) incorporated it to their standard libraries.

The combination of proper selection of turbulence model and inlet boundary con-
ditions leads to a solution with an error in simulations lower than 5%when compared
to experimental values for all internal flow parameters and spray tip penetration.
However, the obtained value of the spray angle is slightly wider than experimental
values.

According to model hypothesis, spray dispersion depends on turbulence mod-
eling accuracy and closure terms. RANS-based simulations provide good results
when using turbulencemodel constants adapted to round-jet flow requirements,while
recent LES simulations do not need any specific calibration. Simple closures have
been used for liquid mass fraction transport equation with fair results, indicating low
relative velocities for the conditions analyzed.

The validation using X-ray measurements was particularly valuable, because nei-
ther the experiments nor the models relied on the assumption of distinct droplets.
Only further downstream, when primary atomization is complete, is such an assump-
tion appropriate.

Concerning atomizationmodeling, it has been shown that after calibration, surface
density equation is able to capture near-nozzle interfacial surface or downstream
droplet diameter. Nevertheless, the observed deviations, mainly in SMD but also in
projected mass density, with respect to the experimental measurements indicate that
further efforts are required for the surface density area model in order to improve
predictive capabilities for different injection systems and operating conditions.

In addition to a better interfacial modeling which would require less calibration
(work currently being done by some researchers in the field), a complete simulation
from nozzle flow with needle movement to combustion is still missing. Based on
the information presented on this chapter, other suggestions for future work could
be the inclusion of cavitation and flash-boiling sub-models, simulation of multi-hole
nozzle and spray interaction and the analysis of pre- and post-injections inside and
outside the nozzle.
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This chapter has been written based on published papers in which authors have
collaborated in one way or another, although some other significant works have also
been mentioned. Therefore, the list of references presented here is not a complete
collection of the work related with the topic of discussion. The reader should be
aware that there are other interesting and significant works dealing with Eulerian-
Lagrangian Spray Atomization models whose reading is recommended.
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Chapter 3
Spray Collapse in a Multi-hole GDI
Injector and Its Effect on In-Cylinder
Combustion

Rakesh Kale and R. Banerjee

Abstract Gasoline direct injection (GDI) system has been shown to have several
advantages over the more conventional Port Fuel Injection system in a SI engine.
However, it has also been reported that GDI engines have higher particulate emis-
sions. One of the possible reasons for this higher particulate emission is collapse of
the spray emanating from the injector and wetting on the piston head, particularly
when the engine is operating under high-load conditions. In this study, a detailed anal-
ysis has been performed to understand spray collapse and its effect on in-cylinder
combustion for three different fuels: isooctane, n-butanol, and isobutanol. Initially,
spray studies in a constant volume chamber were performed. Parameters like liquid
and vapor penetration lengths, droplet size, and velocity distribution were estimated
from image analysis of high-speed videography and phase Doppler particle analyzer
(PDPA). To mimic in-cylinder conditions, the injector body temperature was raised
such that injected fuel was also at elevated temperature. Spray collapse was observed
at higher fuel temperature conditions, and this resulted in higher axial liquid pene-
tration and finer droplet size distribution. Similar experiments were then performed
in an optically accessible engine, and it was observed that spray collapse at higher
fuel temperature leads to wetting of the piston wall. It also leads to formation of pool
fire over the piston head which may lead to particulate emission. Effect of engine
operating conditions like start of injection on wall wetting and formation of pool fire
has been quantified using image analysis of high-speed videography.

Keywords Flash-boiling · Spray collapse · Alcohols · Fuel impingement · Pool
fire · GDI engine
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3.1 Introduction

Fuel injection and air–fuel mixture preparation are of prime importance for the direct
injection spark ignition (DISI) engines. Higher injection pressure results in finer liq-
uid fuel atomization and therefore reduces the time of droplet evaporation. However,
system component requirement for such a higher injection pressure system substan-
tially increases the overall vehicle cost. Additionally, such fuel injection systems are
mainly tuned to atomize gasoline-like fuels and selecting different fuels may not give
desired effect. Flash boiling is an effective way to provide fine spray even at lower
injection pressure (Xu et al. 2013; Kale and Banerjee 2018). Under realistic engine
running conditions, heat transfer from the combustion process heats up the cylinder
wall and fuel injector. This eventually increases the fuel temperature before it is
injected inside the combustion chamber. These situations give rise to the flash boil-
ing phenomenon. When hot fuel is injected into pressure conditions lower than the
saturation pressure of the fuel, vapor bubbles are generated inside the liquid. Subse-
quent expansion of these vapor bubbles during injection process causes catastrophic
disintegration of the liquid jet that leads to fuel atomization with finer droplets (Wu
et al. 2017).

Fuel temperature and ambient pressure are the main defining parameters in case
of flash boiling sprays. Degree of superheat and the non-dimensional parameter of
ambient to fuel saturation pressure (Pa/Ps) ratio are generally used to determine the
strength of flash boiling phenomenon. When Pa/Ps is greater than 1, the condition
is considered as non-flash boiling condition. As the pressure ratio is reduced, vapor
bubbles start appearing within the liquid phase and bubble growth subsequently
increases with decreasing Pa/Ps value. The regime, when the ratio is 1 > Pa/Ps > 0.3,
is called ‘transitional flash boiling’ phase. In this regime, spray atomization results
in smaller droplets compared to non-flashing sprays. When Pa/Ps is less than 0.3, the
condition is known as ‘flare flashing’ stage (Zeng et al. 2012). Under such condition,
highly atomized sprays are observed. At the flare flash boiling stage, the droplets
in the whole spray are uniform and small. This indicates that flash boiling is an
effective approach for producing fine droplets with uniform size distribution (Shen
et al. 2016).

Flash boiling can significantly alter the spray plume structure due to spray col-
lapse. For a multi-hole GDI injector, spray structure starts collapsing when Pa/Ps

was less than 0.3 (Zhang et al. 2014). Researchers (Wu et al. 2016) have proposed
that low pressure region may exist near the centerline of the injector, which directs
the fuel vapor and small droplets toward the centerline. 2-D flow field experiments
using PIV showed that, at sufficiently high degree of superheat, vortex structures are
generated at the front of the injector. Inward velocities cause the spray structure to
collapse toward the injector centerline. Small droplets and fuel vapor are observed to
have accelerated toward the inner side (Zhang et al. 2013). When Pa/Ps < 1, individ-
ual plume thickness grows due to vapor bubble growth and their explosion. At flare
flash boiling condition, plume thickness of individual spray is sufficiently high to
create spray interaction with the neighboring plumes. Under such conditions, spray
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structure loses its original signature and form a close connected hollow cone struc-
ture. This affects air entrainment within the spray plumes and no ambient gas could
enter the central region. This led to the formation of a low pressure zone near the
injector centerline. Due to this, smaller droplets were driven inside this low pressure
zone, creating a collapsed spray structure (Wu et al. 2016).

Spray collapse ultimately alters the spray morphology under flash boiling condi-
tions.Overall spray cone angle reduces significantlywith increasing fuel temperature.
Additionally, spray penetration length has observed to be higher under flare flash-
ing condition compared to transitional and non-flash boiling condition (Guo et al.
2017; Huang et al. 2014). Although flash boiling favors atomization process, how-
ever, spray collapse has its own disadvantages. Due to spray collapse, all the plumes
accumulate into one single spray structure. Moreover, increase in penetration length
increases the propensity of piston wall wetting, leading to the formation of a local-
ized liquid film. As a result of this, fuel film will take longer time to evaporate and
may end up with higher soot emissions (Schulz and Beyrau 2017). To tackle this
issue, some researchers like Wang et al. (2017) have proposed to use split injection
strategy to overcome fuel impingement. Considerable reduction in penetration length
was reported when split injection strategy was implemented as compared to single
injection strategy. However, the end effects are still unclear.

It is evident that understanding of flash boiling and its effect on engine combus-
tion are very important for GDI engine. Therefore, this chapter deals with systematic
investigation of flash boiling and its effect on spray characteristics and engine com-
bustion. Discussion will also include the effect of different biofuels. Isooctane along
with n-butanol and isobutanol is compared for different fuel temperature conditions.
Detailed analysis of macroscopic as well as microscopic properties such as liquid
and vapor penetration length; spray cone angle and droplet size distribution will be
presented. Finally, link will be established between flash boiling sprays and their
effect on piston wetting and pool fire combustion using optically accessed engine.

3.2 Equipment and Methods

Parameters like liquid penetration length, vapor penetration length, spray cone angle,
and droplet size distribution are very important to characterize a spray. Vapor pen-
etration indicates the amount of air entrained due to fuel injection process and the
resultant formation of air and fuel vapor mixture. Since all the combustion reactions
take place in the gas phase, visualization of the vapor phase in a spray is very impor-
tant. Schlieren is commonly used technique to visualize the evolution of the vapor
plume in spray and atomization process. Liquid penetration and spray cone angle
give an estimation of the dispersion quality of a spray. Longer liquid length andwider
dispersion angle are useful for higher air entrainment which ultimately helps in better
air–fuel mixing. However, longer liquid penetration can also lead to in-cylinder wall
wetting. Backlight shadowgraphy, Mie scattering, and Schlieren shadowgraphy are
commonly used for liquid phase visualization. Figure 3.1 shows the schematic of
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Fig. 3.1 Experimental setup for Schlieren and Shadowgraph technique

the Schlieren–Shadowgraph technique used for the spray visualization. Advantage
of this technique is same experimental setup can be used for vapor as well as liq-
uid phase detection. When employed with knife edge, the technique gives the vapor
phase information. On the other hand, liquid phase of the spray is captured without
the knife edge. Details of these techniques can be found in Settles (2001).

Phase Doppler particle analyzer (PDPA) is used for simultaneous measurement of
droplet size and its velocity. This technique can typicallymeasure droplet size ranging
from 0.5 µm up to few hundred microns (~300). The measurement method relies
on light scattering interferometry. It is a non-intrusive, single point measurement
technique where probe volume is defined by the intersection of two laser beams.
As a droplet passes through this probe volume, it scatters light from the laser beam.
These scatter signals are then captured by the light-detecting receiver which then
finds the phase shift between the Doppler burst signal. The phase shift of the signal
is proportional to the size of the spherical droplet. On the other hand, frequency of
the Doppler burst signal multiplied by the fringe spacing gives the droplet velocity.
Schematic of the PDPA system is shown in Fig. 3.2.

Constant volume spray studies provide in-depth insights to spray development
process without any disturbance due to external factors. Although optical access
engine is an important tool for in-cylinder studies, however, due to its limited optical
access, it is difficult to perform comprehensive experiments which are necessary for
spray characterization. To perform series of experiments at reproducible boundary
conditions, spray studies in a constant volume chambers have been extensively used
by researchers. Depending upon the experimental conditions, various designs of the
high pressure and temperature chambers have been used by different groups. Fuel
conditioning is also very important, particularly when studying flash boiling sprays.
In many studies, researches have used injector heating method to create elevated fuel
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Fig. 3.2 Experimental setup for droplet size measurement using PDPA
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Fig. 3.3 Optical engine setup

temperature conditions. Since very small quantity of fuel is required per injection,
generally it is assumed that fuel inside the injector is in thermal equilibrium with the
injector body temperature.

Engine with optical access to the combustion chamber is a very sophisticated
experimental setup to visualize and study different in-cylinder processes like inter-
nal air motion, fuel injection, and combustion, etc. Typically, access to the combus-
tion chamber is provided using hollow extended piston arrangement or transparent
cylinder liners. Schematic of the optical engine facility used in this study is shown
in Fig. 3.3. Axial and orthogonal optical access was available through an extended
hollow piston window and cylinder liner window, respectively. Hollow piston was
provided with sapphire window of 40mm diameter. Side windows were also made of
sapphire. This arrangement is useful for side illumination using LED or laser-based
system.
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3.3 Fuel Spray Behavior Under Flash Boiling Conditions

3.3.1 Effect of Flash Boiling on Spray Morphology

Figure 3.4 shows changes in spray structure of isooctane, n-butanol, and isobutanol at
different fuel temperature conditions. Schlieren and Shadowgraph images for vapor
and liquid phase of fuel at t � 1 ms are shown here. It is evident that that spray
morphology significantly changes with increase in fuel temperature. At 298 K fuel
temperature, three distinct spray plumes can be observed for all the test fuels. As
the temperature is raised, it is found that the plumes start coming closer to each
other and finally collapses into a single jet. Slight variation in spray structure can
be noticed among three fuels; however, it can be clearly seen that spray cone angle
decreases with increase in fuel temperature. Additionally, vapor plume seems to
be significantly longer at high fuel temperatures. From the liquid data, it can be
observed that liquid core is gradually diminishing with increase in fuel temperature.
This is because improved evaporation at higher fuel temperature decreases the droplet
lifetime hence reducing the liquid core. Some evidence of liquid is seen for n-butanol
and isobutanol at 523 K. However, no liquid is observed coming out of the injector
in case of isooctane.

Form the spray cone angle results in Fig. 3.5, it can be seen that for all the three
fuels, spray cone angle decreases with increase in fuel temperature. The reason for
sprays cone angle reduction is most probably due to flash boiling. For the selected
fuels, the temperature range is less than the critical temperature of the respective fuel
(see Table 3.1). Therefore, it is reasonable to expect that the fuels are in their liquid
phase inside the fuel injector. However, when the fuel is injected in a chamber that
is at near ambient conditions, the liquid experiences a rapid decompression. This
results in a rapid generation of vapor bubbles within the liquid volume which then
expand due to further decompression. This expansion tends to give individual jets a
radial velocity component which in turn leads to interaction with adjacent jets. As
fuel temperature increases, the liquid phase thermodynamic conditions move closer
to the critical point and the decompression process becomesmore rapid. This leads to
a catastrophic breakup of the liquid jet. Individual jets tend to lose their momentum
leading to the formation of a single jet along the injector axial direction as observed
in Figs. 3.4.

From the spray cone angle data, it can be observed that under all the condi-
tions, isooctane gives the lowest spray cone angle compared to the butanol isomers.
Reduced temperature (T r � T /T c) of a fuel is given by the fuel temperature (T ) nor-
malized by its critical temperature (T c). At 523K, reduced temperature for isooctane,
n-butanol, and isobutanol is 0.96, 0.93, and 0.96, respectively. Though there is no
significant difference in the reduced temperature values of the three fuels, in partic-
ular between isobutanol and isooctane, however, the two alcohols have higher latent
heat of vaporization leading to marginal higher latent cooling during phase change.
This maybe the reason why a small liquid core is seen for the two butanol isomers at
523 K and no liquid was observed for isooctane in Fig. 3.4. It can also be observed
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Fig. 3.4 Spraymorphology of isooctane and butanol fuels for different fuel temperature at t � 1ms
after start of injection

that for isooctane and n-butanol, spray cone angle decreases monotonically. How-
ever, in case of isobutanol, the cone angle increases when the temperature is raised
from 423 to 473 K. At 523 K, spray cone angle for isooctane could not be plotted,
because no liquid was experienced at the nozzle exit using shadow imaging.

Spray morphology significantly changes with increasing fuel temperature, there-
fore affecting vapor and liquid penetration lengths. Figure 3.6 shows vapor penetra-
tion of isooctane and butanol isomers at different fuel temperature conditions. It is
evident that vapor penetration increases with increase in fuel temperature. However,
this increment is not a straight function of fuel temperature. Vapor penetration length



50 R. Kale and R. Banerjee

0

20

40

60

80

100

298 K 373 K 423 K 473 K 523 K

Sp
ra

y 
C

on
e 

A
ng

le
 (d

eg
.)

Fuel Temperature

Isooctane N-Butanol
Isobutanol

Fig. 3.5 Spray cone angle for different fuels at various fuel temperature conditions

Table 3.1 Fuel thermo-physical properties

Fuel Isooctane n-Butanol Isobutanol

Molecular formula C8H18 C4H9OH C4H9OH

Molecular weight (g/mol) 114.22 74.12 74.12

Density (g/cm3) 0.70 0.81 0.80

Refractive index 1.391 1.397 1.396

Boiling point (K) 372 391 381

Surface tension (mN/m @ 293 K) 14.7 25.4 23

Viscosity (mPa s @ 293 K) 1.04 3 4

Vapor pressure (kPa @ 293 K) 5.12 0.64 1.2

Research octane number 100 96 94

Critical temperature (K) 543.9 563 547

Critical pressure (bar) 25 44.23 43

Lower heating value (MJ/kg) 44.3 33.07 33

Heat of vaporization (kJ/kg @ 293 K) 305.4 637.7 578.4

is highest when the fuel temperature is 523 K. In addition, it can also be observed that
373 K fuel temperature case has the lowest vapor penetration for all the test fuels.
This is because, at 298 and 373 K, spray maintains it course along the individual
orifice axis. However, fuel evaporation rate is faster at 373 K. Due to this, penetration
length first decreases at 373 K. As fuel temperature is further increased, complete
collapse of the spray causes change in the directionality of the spray plumes. Individ-
ual spray plumes shift toward the injector axis. Direction vectors for the individual
spray plume at non-collapsed condition contribute for both the axial and radial direc-
tion. However, with increase in flashing strength, they contribute more to the axial
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Fig. 3.6 Vapor penetration length for selected fuels at different fuel temperature conditions

direction of the injector. This makes the fuel vapor to move faster in axial direction
of the injector and results in higher vapor penetration.

From the liquid penetration data in Fig. 3.7, it can be noticed that liquid pene-
tration length decreases with increase in fuel temperature. N-butanol and isobutanol
show the lowest penetration for 523 K fuel temperature, whereas lowest penetration
for isooctane is recorded at 473 K fuel temperature. This is because, as noticed in
shadowgraph images in Fig. 3.4, no liquid was seen at 523 K, whereas vapor plume
can be clearly seen at this temperature for isooctane. Since at this temperature, all
the fuels are close to their respective critical temperature, there is no distinct phase
change process during supercritical injection; such sprays are very similar to dense
gas phase injection. Thermo-physical properties of the spray change significantly and
therefore conventional atomization and evaporation do not exist under supercritical
injection conditions (Zhang et al. 2016). Although fuel temperature is slightly lower
than the critical temperature of isooctane, no liquid isooctane is observed at the noz-
zle exit. On the other hand, liquid plumes are clearly observed for butanol isomers. It
is a common observation for evaporating sprays that the liquid penetration decreases
with increasing ambient or fuel temperature. From Fig. 3.7, it can be observed that
373 K fuel temperature case is giving the lower penetration compared to 423 and
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Fig. 3.7 Liquid penetration length for selected fuels at different fuel temperature conditions

473 K fuel temperature case (For n-butanol and isobutanol). As explained above, this
happens due to change in directionality of the spray.

3.3.2 Effect of Flash Boiling on Atomization Quality of the
Spray

SMD, AMD, and Droplet range for different fuels at different fuel temperature is
summarized in Fig. 3.8 to understand the quality of the atomization process of a
spray under flash boiling conditions. It can be clearly seen that for all the fuels,
SMD and AMD show monotonic reduction in the droplet diameter with increase
in fuel temperature. The droplet SMD at 423 K, reduced by approximately 64.87%
for isooctane, 58.45% for n-butanol and 54.51% for isobutanol compared to 298 K
fuel temperature case. Additionally, droplet AMD reduced by 74.24% for isooc-
tane, 65.58% for n-butanol and 57.12% for isobutanol. For all the fuel temperature
conditions, n-butanol shows the highest SMD and AMD, whereas isooctane has the
lowest values. This might be because of the higher viscosity and surface tension of
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Fig. 3.8 Effect of fuel temperature on SMD, AMD and droplet range for selected fuels

n-butanol. Additionally, butanol isomers have higher latent heat of evaporation com-
pared to isooctane. Droplet range or the maximum diameter in the spray is one of the
most important factors for automotive sprays. It tells about the occurrence of bigger
droplet in the atomization process. These larger droplets are expected to contribute
to soot formation and un-burnt hydrocarbon emission. Due to their bigger size, these
droplets fail to evaporate and mix completely with the surrounding air within the
required engine cycle duration (Zhao et al. 1999; Schroeter and Meinhart 2017).
Due to flash boiling effect, droplet range also gets reduced significantly. When com-
pared to 298K fuel temperature condition, droplet range at 423K, reduced by 58.66%
for isooctane, 55.67% for n-butanol and 51.13% for isobutanol. Generally, it is rec-
ommended that droplet SMD for the GDI engines should be below 25 µm to ensure
complete evaporation and the mixing within the required engine cycle duration. The
above droplet statistics suggest that flash boiling can effectively help in enhancing
the liquid atomization to ensure improved in-cylinder combustion characteristics.
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3.3.3 Effect of Fuel Temperature on In-Cylinder Spray
Structure

Constant volume spray experiments are primarily performed to understand the basic
nature of spray and its atomization as there is precise control over boundary condi-
tions. However, in-cylinder air motion due to piston movement, flow past inlet and
exhaust valves and the resultant thermodynamic conditions can significantly deviate
the spray behavior under engine running conditions. Optical engine with transparent
cylinder and piston arrangement as shown in Fig. 3.3 is very helpful for spray stud-
ies in such dynamic conditions. Planer Mie scattering using laser sheet illumination
gives the qualitative understanding of the liquid mass distribution in a certain cross-
sectional plane. Figure 3.9 shows the crank resolved spray pattern for different fuel
temperature in an illuminated plane that is 25 mm below the engine head. The fuel
injection was initiated at 60° after suction TDC, and images are color mapped for
better representation. It should be noted that injector used here was the 6 holes GDI
injector and therefore six distinct patterns were expected. However, only four spray
plume patterns are being observed at the starting phase. This is because other two
plumes have wider spray orientation angle, and they did not intersect with the laser
sheet.

From Fig. 3.9, it is evident that spray pattern changes significantly with increase
in fuel temperature. At lower fuel temperature conditions, i.e. 298 K, four distinct
plumes can be observed and as the fuel injection progressed, plumes show consid-
erable plume-to-plume interaction. This is probably due to the in-cylinder charge
motion during the intake stroke. However, spray pattern changes significantly when
fuel temperature is further increased. At 423 K, stronger plume interaction can be
observed at the later stage of isooctane spray. Compared to isooctane, butanol isomers
in Fig. 3.10 showed stronger plume-to-plume interaction. At 423 K, all the plumes
merged together to form a single spray print. As discussed previously, in case of
constant volume spray experiments, the spray collapse is due to flash boiling which
causes all plumes to merge together. For butanol isomers, gradual increase in spray
width (at 66 CA) is very clear as the fuel temperature is increased from 298 to 423 K.
This confirms the fact that vapor bubble explosion causes increase in individual spray
plume width and finally the interaction with the neighboring plumes.

3.3.4 Effect of Fuel Temperature on In-Cylinder Combustion

Figure 3.11 shows the crank resolved natural flame luminosity images of isooctane
for different fuel temperature and at two different injection timings. The images
were captured using the high-speed color camera. The natural light emission or the
chemiluminescence radiated by the hot carbon atoms can be a good measure to
quantify the quality of combustion (Gaydon 2012). Generally, premixed flames are
blue in color, and they are less luminous compared to diffusion flames which are
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yellowish in nature. From the figure, it is evident that injection timing has a major
role in in-cylinder combustion. For an SI engine, it is expected that air–fuel mixture
is homogeneous and therefore the mixture burns as a premixed flame. However, in
case of GDI engines, it is difficult to satisfy this assumption. Since the fuel is injected
directly inside the cylinder, it takes a finite amount of time for droplet evaporation
and complete mixing. Additionally, early injection timings increase the chances of
fuel impingement on the piston crown. This creates a fuel film on the piston crown
and it is a source of tail-pipe emission. Therefore, during the combustion stroke, this
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Fig. 3.10 Crank resolved spray pattern for n-butanol and isobutanol for different fuel temperatures

fuel layer burns as a diffusion flame and contributes to higher hydrocarbon and soot
emission. Due to this, at 298 K fuel temperature and injection timing of 30° after
suction top dead center (ASTDC), shows higher light intensity compared to injection
timing of 60° ASTDC. This natural flame luminosity can be used as an estimate for
soot emission.
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From the crank resolved images in Fig. 3.11, it is clear that fuel temperature has
a significant effect on natural flame luminosity. At 30° ASTDC injection timing,
gradual reduction in flame luminosity is evident as fuel temperature is raised. This is
because, although fuel impingement is certain in all the cases, however, due to higher
fuel temperature, liquid film evaporates quickly and therefore there is a reduction in
the overall combustion luminosity. When fuel injection timing was switched to 60°
ASTDC, significant reduction in flame luminosity can be observed compared to 30°
ASTDC injection timing. This is because, as the fuel injection timing is retarded, the
propensity of piston head wetting reduces due to relatively longer distance between
the fuel injector and the piston head. However, flame luminosity at 423 K is higher
compared to 373K fuel temperature case. Thismight be because of the spray collapse
at higher fuel temperature condition which causes localized wall wetting effect.
Therefore, a single bright spot can be observed at 60° ASTDC injection timing and
423 K fuel temperature. It should be noted that camera settings are crucial for such
kind of experiments. Too much light from the combustion creates CMOS sensor
saturation; therefore, need lower exposure time or lower lens aperture. On the other
hand, larger aperture is required when light intensity is less.
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Figure 3.12 shows the effect of fuel temperature on in-cylinder combustion for
n-butanol, and isobutanol. Results are shown here for only two fuel temperature con-
ditions, i.e., 373 and 423 K. No combustion occurred at 298 K due to low volatility of
butanol isomers and therefore not reported here. From the crank resolved images, it is
evident that combustion flame luminosity is decreasing with increase in fuel temper-
ature. However, distinct differences can be observed between the flame structure of
isooctane and butanol isomers at 423 K fuel temperature. More localized combustion
can be observed for isooctane as observed in the images given in Fig. 3.11. How-
ever, the flame is well spread across the optical window in case of butanol isomers.
This might be because spray collapse for butanol isomers is less prone compared
to isooctane. From the spray cone angle data in Fig. 3.5, it can be observed that at
423 K, spray cone angle of butanol fuels is approximately 10° higher compared to
isooctane. Additionally, spray structure of butanol fuel at 423 K is approximately
similar to the spray structure of isooctane at 372 K as can be observed from the
Schlieren images in Fig. 3.4. These factors imply that spray collapse for isooctane
is higher compared to spray collapse of butanol isomers. Therefore, butanol isomers
have lower propensity to produce localized fuel film on the piston crown. Due to
this, it can be clearly seen that flame emission intensity decreases with increase in
the fuel temperature for butanol fuels.

To quantify the sooty pool fire due to wall wetting, spatially integrated natural
flame luminosity (SINL) was compared for different fuels and fuel temperatures in
Fig. 3.13. It should be noted that camera aperture (F. stop no.) varies with respect
to experimental conditions; however, results can still be useful for qualitative under-
standing. As discussed previously, flame luminosity significantly decreases when
injection timing is retarded. For the same crank angle, SINL shows significant reduc-
tion with increase in fuel temperature. These observations are clearly distinguishable
for injection timing of 30° ASTDC. Similar trend is observed for butanol isomers
although injection timing was changed to 60° ASTDC. However, some differences
can be seen for isooctane. SINL at 423 K was recorded to be higher compared to
373 K fuel temperature. This might be due to total collapse of isooctane at 423 K
which results in increase in localized wall wetting, which in turn increases the pool
fire on the piston crown. It should be noted that SINL signal of isooctane at 298 K
is not presented here because direct comparison between these two is inappropriate
due to difference in camera aperture.

3.4 Summary and Concluding Remark

This chapter discusses spray characteristics of isooctane and butanol isomers under
flash boiling conditions. Systematic experimental study showed that spray behavior
significantly changes under flash boiling conditions and it has a remarkable effect
on engine combustion. The major outcomes of the study are as follows:
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Fig. 3.12 Effect of fuel temperature on butanol combustion at injection timing of 60° ASTDC

• Spray structure changes significantly with increase in fuel temperature. At suffi-
ciently high temperature, multiple spray plumes collapsed into one single spray
structure.

• Major changes due to spray collapse are: reduced overall spray cone angle;
increased liquid penetration up to certain fuel temperature; and increased vapor
penetration.

• Flash boiling sprays show significant reduction in droplet AMD and SMD. Highly
viscous liquids such as butanol isomers also show significant improvement in their
atomization quality.

• Spray collapse was also observed at elevated temperatures when injected inside an
optically accessible engine. Spray patternation show remarkable plume-to-plume
interactions due to increased individual plume width.

• Piston wall wetting is strongly related to fuel injection timing. Early injection can
significantly increase pool fire on the piston top.
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Fig. 3.13 SINL comparison for different fuel temperature and injection timings

• Higher fuel temperature can be helpful in reducing sooty combustion due to wall
wetting. However, spray collapse can increase the susceptibility of pool fire due
to localize wall wetting.

• Piston wetting changes significantly while selecting different fuel. This is because
reduction in spray cone angle is different for different fuels due to differences in
their thermo-physical properties.

• Flash boiling is very effective for better atomization and air–fuelmixing. However,
spray collapse due to flash boiling is not desirable.
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Chapter 4
Recent Progress in Primary Atomization
Model Development for Diesel Engine
Simulations

Gina M. Magnotti and Caroline L. Genzale

Abstract Predictive engine simulations are key for rapidly exploring and
optimizing the design of cleaner burning and more fuel-efficient engines. Injection
strategies in advanced engine concepts are resulting in the injection and atomization
of fuel under a wide range of operating conditions in order to meet stringent emission
regulations. However, the physics governing the breakup of an injected liquid fuel
jet into droplets under these conditions have not been well studied or experimen-
tally characterized to date. It is uncertain whether existing atomization and spray
breakup models, historically developed to study conventional diesel operation, can
be directly applied within engine CFD simulations to study new advanced engine
concepts. This chapter summarizes recent progress made in developing an improved
physics-based primary atomization model for use in diesel engine simulations across
a broad range of in-cylinder conditions. Physical mechanisms that are likely to con-
tribute to the atomization of diesel sprays are first reviewed, with a particular focus
on aerodynamic wave growth on the fuel jet surface and turbulence generated in the
injector. Then, recent advances in spray diagnostics that have informed characteristic
length scales of primary atomization are highlighted. The chapter concludes with the
presentation and validation of a newly developed hybrid spray breakup model, the
“KH-Faeth” model, capable of representing both aerodynamic and turbulent breakup
mechanisms in the atomization of non-cavitating diesel sprays.
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Nomenclature

Abbreviations

APS Advanced photon source
aT DC After top dead center
bT DC Before top dead center
CAD Crank angle degree
CFD Computational fluid dynamics
K H Kelvin–Helmholtz
K H -ACT Kelvin–Helmholtz aerodynamic cavitation turbulence
LTC Low-temperature combustion
PDPA Phase Doppler particle analysis
PMD Projected density
SMD Sauter mean diameter
SMDi Initial Sauter mean diameter formed from turbulent breakup process
SO I Start of injection
T DC Top dead center
USAXS Ultra-small-angle X-ray scattering
XRR X-ray radiography

Greek Symbols

ε0 Dissipation rate at the nozzle exit
ΛK H Wavelength at maximum growth rate
μ f Dynamic liquid viscosity
Ω Maximum wave growth rate
ω Growth rate
ρ f Liquid density
ρg Ambient gas density
σ Surface tension
τt Turbulent time scale
τK H KH characteristic breakup time

Roman Symbols

Ū0 Average jet exit velocity
a Radius of the jet
B0 KH breakup droplet size constant
B1 KH time constant
Cμ Model constant from standard k-ε turbulence model
Cτ Faeth turbulent breakup time constant
Csa Empirical constant for aerodynamic-enhanced breakup
Csi Empirical constant for droplet size at onset of breakup
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d j Injector nozzle diameter
Iscat Scattered X-ray light intensity
k Wave number
K0 Turbulent kinetic energy at the nozzle exit
Kc Nozzle form factor
li Characteristic length scale of droplet-forming eddy
Lt Turbulent length scale
N Number of droplets
Oh Ohnesorge number
q X-ray scattering vector
rc Radius of “child” droplet
Re f Liquid Reynolds number
T Taylor number
Tg Ambient gas temperature
Urel Relative velocity between the liquid and gas phases
vli Radial velocity of an eddy of size li
Weg Gas Weber number

4.1 Motivation

The diesel engine has remained the preferred power source for ground-based trans-
portation due to its high performance in terms of thermal efficiency and power output.
However, due to the nature of the non-premixed combustion process where high peak
temperatures and locally rich mixtures are formed, diesel engines suffer from high
levels of NOx and particulate matter production. With increasingly stringent emis-
sion standards for NOx and particulate matter, currently regulated up to 12 and 2%
of their 1990 levels (United States Environmental Protection Agency 2003), respec-
tively, both in-cylinder combustion control strategies and aftertreatmentmanagement
systems must be employed.

In order to control emissions directly within the engine combustion chamber
or within the exhaust stream, fuel injection timing with respect to top dead center
(TDC) has been utilized as an important tool to control fuel–air mixing and auto-
ignition processes, and thereby pollutant formation. Diesel particulate aftertreatment
systems often rely on post-injections late in the cycle during the expansion stroke,
between 60 and 130 crank angle degrees (CAD) after TDC (aTDC), in order to
control the thermodynamic state and chemical composition of the exhaust stream as
needed to regenerate the system (Genzale et al. 2010). However, due to the added
expense and complexity of these systems, in-cylinder methods have been explored to
directly minimize the production of emissions. Low temperature combustion (LTC)
concepts are a large class of advanced combustion strategies that leverage direct in-
cylinder control of emissions. As opposed to conventional diesel operation with fuel
injections near TDC, LTC concepts utilize fuel injections earlier in the engine cycle,
either during the intake or compression stroke between 20 and 300 CAD before
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TDC (bTDC), as shown in Fig. 4.1. Controlled timing of the start of injection (SOI)
with respect to TDC allows for premixing, while in-cylinder temperatures are still
low (Pickett and Kook 2009; Kodavasal et al. 2014; Dempsey et al. 2016). As a
result, for future engines, fuel injections can be expected to occur over a wide range
of conditions throughout the cycle to meet emission regulations.

However, our understanding of the physics controlling fuel injection and spray
development, and their effect on combustion and ultimately pollutant formation, has
been predominantly focused under conventional diesel operating conditions near
TDC, which are characterized by high temperature, Tg , and density, ρg , in-cylinder
environments. In order to characterize the vaporization process for diesel sprays,
Siebers developed a scaling law for themaximumpenetrationdistance of liquid-phase
fuel, more commonly referred to as the liquid length (Siebers 1999). By applying gas
jet theory as a simplified model of the fuel spray, a scaling law was developed for the
liquid length that accounted for the influence of injector, fuel, and ambient condi-
tions on vaporization. Comparison between liquid lengthmeasurements for a range of
fuels, injection and in-cylinder conditions (Siebers 1998) and scaling law predictions
revealed good agreement under conventional diesel conditions, as shown in the gray
region of Fig. 4.2. Because Siebers’ gas jet model predictions of mixing-controlled
vaporization showed good agreement with the experimental measurements for fuel
injection near TDC, vaporization was convincingly hypothesized to be controlled by
turbulent mixing, or entrainment, of hot ambient gases with the liquid fuel spray,
as opposed to atomization or heat and mass transfer at droplet interfaces (Siebers
1999). However, as the SOI is advanced or retarded with respect to TDC to con-
ditions with relatively lower ρg , as shown in the yellow region of Fig. 4.2, larger
discrepancies are seen between Siebers’ scaling law and the experimental data. One
proposed hypothesis for these discrepancies is that the details of droplet breakup
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Fig. 4.1 Range of advanced compression ignition combustion strategies using gasoline and/or
diesel fuel to achieve low-temperature combustion. Combustion strategies are ordered according
to their respective fuel injection timing with respect to top dead center (0 CAD). Modified from
Dempsey et al. (2016)
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Fig. 4.2 Comparison of
Siebers’ dense gas jet model
predictions with diesel spray
liquid length measurements.
Modified from Siebers
(1999)

affect vaporization rates at low ρg conditions (ρg less than∼7kg/m3) (Siebers 1999;
Iyer et al. 2000). Therefore, atomization processes may control vaporization within
the range of in-cylinder conditions relevant to LTC strategies.

If computational design tools are to be used to guide the use of direct injec-
tion strategies for cleaner and more fuel-efficient engines, the physics underpinning
atomization must be better understood to ensure the development of accurate models
and predictive simulations of fuel–air mixing and vaporization within the engine.
However, the fuel injection and spray breakup processes for engine computational
fluid dynamics (CFD) simulations are a challenging computational problem due to
the multi-phase, multi-physics, and multi-scale nature of the flow. Several modeling
approaches have been used to represent the liquid and gas phases and the exchange
of mass, momentum, and energy, but the most commonly employed method for
engine simulations is the Lagrangian–Eulerian framework, as schematically shown
in Fig. 4.3. In this method, the gas phase is resolved on the Eulerian grid, while
the liquid phase is modeled by tracking discrete parcels and their evolution using
a Lagrangian formulation. Using the “blob” injection method developed by Reitz
and Diwakar (1987), the injection event is represented by a train of discrete injected
parcels which start with a droplet size on the order of the nozzle diameter. Each
computational parcel statistically represents a number of droplets, N , that share
identical droplet properties (size, temperature, etc.) (Dukowicz 1980). Because the
liquid phase is not directly resolved on the grid, there is a need to employ submod-
els to represent the unresolved physics, such as primary and secondary breakup,
coalescence, evaporation.

It is uncertain whether existing atomization and spray breakup models, histori-
cally developed to study conventional diesel operation, can be directly applied within
engine CFD simulations to evaluate new advanced engine concepts. Themost widely
employed spray breakup model used within nearly all engine CFD codes, such as
KIVA (Amsden et al. 1989; Fluent 2005), CONVERGE (Richards et al. 2013) and
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Fig. 4.3 A Lagrangian–
Eulerian modeling
framework is used to
describe the spray formation
process, where the gas phase
is resolved on the grid and
the liquid phase is
represented with Lagrangian
computational
parcels (Magnotti 2017)

OpenFOAM (Weller et al. 1998), assumes that the growth of hydrodynamic insta-
bilities, formed due to the velocity difference at the liquid–gas interface of a fuel
spray, is the sole mechanism driving the primary breakup process (Reitz and Bracco
1982; Reitz 1987; Beale and Reitz 1999). It stands to reason that aerodynamic iner-
tial and drag forces should strongly influence the spray breakup process when ρg is
relatively large, as is the case for fuel injection near TDC. However, as ρg decreases
for injections earlier in the cycle, such as those employed in advanced combustion
engines, aerodynamic inertial forces are expected to decrease, bringing into question
if aerodynamic-induced spray breakup should still remain the dominant mechanism.
Indeed, if the fuel injection timing is sufficiently advanced such that in-cylinder ambi-
ent densities approach atmospheric conditions, recentmeasurements have shown that
spray breakup characteristics scale with turbulence properties at the injector nozzle
exit (Wu and Faeth 1993), suggesting that turbulence formed within the injector
may govern the spray breakup process under such conditions. Therefore, when com-
putationally investigating injection strategies ranging from early to late cycle fuel
injection timings, it seems unlikely that a spray model assuming a single breakup
mechanism would be capable of yielding reliable predictions to guide design eval-
uation and optimization. A key premise of the research presented in this chapter is
that a hybrid spray breakup modeling approach, which considers the contributions
of several influential breakup mechanisms for the conditions of interest, is needed
for use in design evaluation and optimization. This work aims to reassess the appro-
priateness of the physics underlying existing spray breakup models for the range of
conditions relevant for current and future engine design, and determine pathways
toward improving these models.

The remainder of this chapter details the physical processes that govern fuel
injection and spray formation under engine-relevant conditions, and reviews previ-
ous experimental and computational investigations characterizing different primary
atomization mechanisms within the spray literature. Recent experimental charac-
terization of the fuel spray structure is then summarized. Finally, comparison with
theoretical scalings is used to develop an improved hybrid spray breakup model, and
the recent implementation and validation of this model is reviewed.
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4.2 Background and Literature Review

The development of a spray under engine-relevant conditions, as illustrated in
Fig. 4.4, can be divided into four different processes: injection, spray formation
and atomization, ambient entrainment, and vaporization. The order of events leading
to combustion of the air–fuel mixture includes development of a turbulent, possibly
cavitating, flow within the injector, primary breakup of a liquid jet into droplets,
secondary breakup of droplets into smaller droplets, and simultaneous entrainment
of air and vaporization of fuel until critical air–fuel ratio and temperature conditions
are achieved for ignition and combustion. The mechanisms of spray breakup are
important to understand because they determine critical parameters, such as spray
geometry, initial droplet size, and number distribution, and serve as initial conditions
for vaporization and subsequent downstream processes. However, the spray forma-
tion process is difficult to analyze both computationally and experimentally due to
the multi-scale, multi-dimensional, and multi-physics nature of the problem.

In order to appreciate the challenges associated with studying the spray breakup
process under engine-relevant conditions, this section outlines the historical develop-
ment of theoretical, computational, and experimental efforts focused on the study of
spray atomization. First, the theoretical basis of different physical processes believed
to govern the primary breakup of a fuel spray will be presented. Next, the experi-
mental techniques and spraymeasurements that have informed the fundamental basis
of atomization and development of spray breakup models will be discussed. Then,
commonly employed spray breakup models in current engine CFD codes will be
reviewed.

Fig. 4.4 Physical processes influencing fuel spray development in a direct injection engine-relevant
environment (SPhERe Lab Homepage 2012)
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4.2.1 Spray Breakup Theory

Current understanding of diesel spray breakup was developed from the body of
research centered on the breakup of low-velocity round liquid jets (Levich 1962;
Sterling and Sleicher 1975; Rayleigh 1878;Weber 1931;Grant andMiddleman 1966;
Haenlein 1932; Borodin and Dityakin 1951; Castleman 1932). Depending on the
relative velocity of the liquid jetwith respect to the ambient gas, the breakupof a liquid
jet is governed by different physical mechanisms (Reitz and Bracco 1982; Castleman
1931; Reitz 1978). As shown in the jet breakup regime diagram developed by Reitz
(1978) in Fig. 4.5, four main regimes of spray breakup are observed: Rayleigh, first
wind-induced, secondwind-induced, and atomization. In an effort to gain insight into
the spray breakup process within the atomization regime, Reitz and Bracco sought
a unifying theory to explain the spray breakup characteristics of the Rayleigh, first
and second wind-induced regimes (Reitz and Bracco 1982). They hypothesized that
if the aerodynamic effects are the dominant factor for the stability of a jet with a
Reynolds number beyond that of the second wind-induced regime, as suggested by
the experimental work by Castleman (1931), then an extension of such a framework
could help provide insight into the dominant forces governing breakup within the
atomization regime.

Assuming that the dominant mechanism driving the spray breakup process within
the Rayleigh, first and second wind-induced regimes was the growth of disturbances
due to hydrodynamic instabilities (Drazin and Reid 2004), Reitz and Bracco evalu-
ated the linear stability of a round liquid jet issuing into a quiescent gaseous envi-
ronment(Reitz 1987; Reitz and Bracco 1986). Figure 4.6 provides a schematic of the
modeled primary breakup process proposed by Reitz. The stability analysis yields a
dispersion relation,

ω2 + 2ν f k
2ωF1(ka) = σka

ρ f a3
F2(ka) + ρg

ρ f
(U − c)2k2F3(ka) (4.1)

Fig. 4.5 Four main regimes
of round jet breakup
(adapted from Reitz and
Bracco 1982), namely the
Rayleigh regime, the first
wind-induced regime, the
second wind-induced regime,
and the atomization regime.
Fuel sprays are characterized
by high Re f and therefore
typically reside within the
atomization regime
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Fig. 4.6 Schematic
depicting primary breakup of
a liquid fuel jet due to the
aerodynamic growth of
waves. Modified from Reitz
and Bracco (1982)

Perturbed, Round Fuel Jet
Primary Droplet

2a
z 

r 

which relates the growth rate,ω, of an initial linear perturbation of wave number k =
2π/λ, traveling with phase velocity c, to jet and ambient properties. The dispersion
relation defines the stability of the jet in terms of non-dimensional ratios, Fi of
modified Bessel functions of the first and second kind, which depend on k and the
radius of the jet, a. The jet and ambient properties can be formulated in terms of
non-dimensional numbers, such as the gas Weber number, Weg , liquid Reynolds
number, Re f , and Ohnesorge number, Oh,

Weg = ρgU 2
rela

σ
(4.2)

Oh =
√
We f

Re f
= μ f√

ρ f σa
(4.3)

where ρg and ρ f are the gas and liquid densities, respectively, Urel is the relative
velocity between the liquid and gas phases, σ is the surface tension, and μ f is the
dynamic liquid viscosity.Weg is an indicator of the relative importance of gas inertia
to surface tension, whereas Oh is an indicator of the relative importance of viscous
forces to both liquid inertial and surface tension forces.

Once the stability criteria of the jet are determined from evaluation of the disper-
sion relation (Eq. 4.1), salient characteristics of the spray canbe identified for the three
breakup regimes. For low-velocity jets within the Rayleigh regime, a low Reynolds
number jet will undergo a capillary instability, where the destabilizing nature of the
capillary pinching overcomes the stabilizing surface tension forces, and result in the
formation of droplets that are larger than the diameter of the jet (Reitz and Bracco
1982). When the Reynolds number of the jet is increased, breakup occurs within
the first wind-induced regime. Under these conditions, relative velocities between
the liquid and gas phases increase to the point where aerodynamic inertial and drag
forces become important. Growing disturbances distort the jet to form ligaments,
upon which aerodynamic forces can act to form droplets on the order of the jet
diameter or smaller. Further increases in the jet Reynolds number result in breakup
within the second wind-induced regime, where hydrodynamic instabilities grow on
the liquid–gas interface and ultimately lead to the formation of droplets even smaller
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than those produced in the first wind-induced regime. For high Reynolds number jets,
such as gasoline and diesel sprays, breakup occurs within the atomization regime,
and results in the formation of droplet much smaller than the jet diameter.

Within the atomization regime, conditions which are relevant for fuel sprays in
direct injection engines, the dominant mechanisms driving the spray breakup process
are unknown and have remained a major open question within the spray research
community. Several sources of jet breakup have been proposed, including liquid
supply oscillations (Giffen and Muraszew 1970), cavitation (Bergwerk 1959; Sadek
1959), velocity profile rearrangement due to the changing boundary conditions at the
nozzle exit (Rupe 1962; Hooper and Eisenklam 1958; McCarthy and Molloy 1974),
turbulence generated in the nozzle (DeJuhasz 1931; Schweitzer 1937; Sitkei 1959),
and the growth of aerodynamic-induced disturbances (Castleman 1931, 1932; Ranz
1956). To test the ability of these proposed mechanisms to characterize jet breakup
in the atomization regime, Reitz performed a set of experiments to image the spray
and study its response to changes in fuel viscosity, nozzle geometries, injection,
and ambient conditions (Reitz 1978). Fourteen different single-hole nozzles were
used, each with a nozzle diameter of 340µm but varying internal geometries, as
characterized by the length-to-diameter ratio (L/d j ) and inlet radius of curvature of
the nozzle, in order to evaluate a range of nozzle exit flow conditions. Due to the
coarse resolution of the camera, the breakup process could not be directly imaged
and evaluated. As a result, the behavior of the spray was defined using the diameter
of the jet at the nozzle exit and the divergence angle of the spray.

Out of the five evaluated mechanisms, none of themwere able to explain all of the
experimentally observed trends. Breakup induced from liquid supply oscillationswas
discounted as a potential breakup mechanism because breakup of the jet was found
to occur even when the liquid injection pressure was held constant. Velocity profile
rearrangementwas reasoned not to be a contributing atomizationmechanism because
laminar nozzle exit flow conditions were found to be the most stable. However,
aerodynamic-induced breakupwas able to explain themajority of the spray behavior,
with the exception of nozzle geometry effects. The theoretical basis of aerodynamic-
induced breakup was evaluated through comparison with the measured divergence
of the spray, θ . The theoretical divergence of the spray was related to the initial flight
path of a formed droplet,

tan θ = v

u
(4.4)

with axial and transverse components of velocity, u and v, respectively. Using surface
wave growth theory to define the droplet velocity components in terms of the growth
rate andwavelength of the fast-growingwave, good agreementwas achieved between
the measured and predicted trends, although calibration of the model was required
for every nozzle considered.

Based on the observed trends of the spray with respect to changes in nozzle L/d j

and inlet radius of curvature, Reitz reasoned that nozzle-generated cavitation and
turbulence likely augment the aerodynamic breakup process (Reitz 1978). Although
no singlemechanismcould explain all of the experimentally observed trends, a hybrid



4 Recent Progress in Primary Atomization … 73

spray breakup mechanism including the influence of aerodynamics, cavitation, and
turbulence was thought to well describe the breakup within the atomization regime.

Although the seminal work from Reitz demonstrated the likelihood of aerody-
namics, turbulence, and cavitation influencing the breakup process in diesel sprays,
none of these mechanisms have been directly observed in diesel sprays under
engine-relevant conditions. As a result, existing scalings in the literature describing
aerodynamic-, turbulence-, and cavitation-induced breakup have only been indirectly
validated through their ability within a spray simulation to predict experimentally
observed trends in spray penetration (Beale and Reitz 1999; Som and Aggarwal
2010; Huh et al. 1998), spreading angle (Huh and Gosman 1991; Som 2009), and
far-field droplet size distributions (Reitz and Bracco 1986; Huh et al. 1998; Som
2009). In order to improve fundamental understanding of the physics underpinning
spray breakup and their appropriate scalings under diesel-relevant conditions, recent
work from Genzale and co-workers (Magnotti and Genzale 2017; Magnotti et al.
2017; Kim et al. 2018) systematically suppressed the dynamic and geometric fac-
tors contributing to cavitation inception so that aerodynamic- and turbulence-induced
breakup could be studied in isolation. The collective experimental and computational
work, summarized in Sects. 4.3.2–4.4.2, is used to construct a hybrid spray breakup
model, capable of representing non-cavitating diesel spray formation under a broad
range of conditions expected in future engines. The remainder of this section details
the current understanding of the theory underpinning aerodynamic and turbulent
breakup mechanisms.

4.2.1.1 Aerodynamic Breakup

Using aerodynamic breakup theory, Reitzwas able to explainmany of the experimen-
tally observed responses of the spreading of the spray to changes in fuel viscosity,
injection, and ambient conditions (Reitz 1978). These conclusions were only pos-
sible by developing a relationship between the surface wave growth theory and the
droplet formation process. Building off the work of Ranz (1956), Reitz postulated
that the maximum wave growth rate and the corresponding wavelength characterize
the fastest growing waves on the liquid surface, and that these waves are ultimately
responsible for primary breakup of the liquid jet. The size of the droplet formed
during primary breakup was assumed to be proportional to the size of the fastest
growing wave. To characterize the fastest growing waves, the dispersion relation
defined in Eq. 4.1 was solved numerically. For a set of Weg and Oh condition, the
solutions predicted a non-dimensional wave growth rate, ω

√
ρ f a3/σ in terms of a

non-dimensional wavelength, ρgU 2
relλ/σ . The results indicate that there is a maxi-

mum wave growth rate, ω = Ω , which occurs at a wavelength of λ = ΛK H . Curve
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fits of the numerical solutions to Eq. 4.1 for the maximum growth rate, Ω , and cor-
responding wavelength, ΛK H , were generated as functions of We for both phases,
Oh and Taylor number, T , defined below:

ΛK H

a
= 9.02

(
1 + 0.45

√
Oh

) (
1 + 0.4T 0.7

)

(
1 + 0.87We1.67g

)0.6 (4.5)

Ω

[
ρ f a3

σ

]0.5

=
(
0.34 + 0.38We1.5g

)

(1 + Oh)
(
1 + 1.4T 0.6

) (4.6)

T = Oh
√
Weg = μ f Urel

σ

√
ρg

ρ f
(4.7)

where T represents the contributions of viscosity, surface tension, and the relative
inertia of the ambient gas and the liquid jet. For a given condition, if the relative
velocity between the liquid and gas phases is known, the expected aerodynamic
droplet size and breakup timescale can be determined.

The robustness of the aerodynamic wave growth theory is ultimately limited by
its inability to capture geometric nozzle effects and their influence on the initial state
of the jet as it exits the injector nozzle. In the linear stability analysis used to derive
the dispersion relation in Eq. 4.1, it is assumed that the jet exit conditions are single
phase and laminar and that the gas–jet interface is deformed by an infinitesimally
small disturbance (Reitz and Bracco 1982; Drazin and Reid 2004). Experimental
work, such as the image of a turbulent jet shown in Fig. 4.7 (Taylor and Hoyt 1983),
provides evidence that mechanisms other than the growth of aerodynamic-induced
instabilities are responsible for atomization. More specifically, for the conditions
shown in Fig. 4.7 where water is injected into atmospheric conditions, no significant
gas inertial forces are expected to act on the jet. In spite of reduced aerodynamic
effects, disturbances on the surface of the jet are observed to grow that result in the
formation of droplets. These results provide additional evidence that mechanisms
other than aerodynamic-induced breakup can contribute to primary atomization. Out
of the possible mechanisms considered by Reitz (1978), turbulence generated in the
nozzle is the most likely mechanism to augment the primary atomization process for
non-cavitating diesel sprays. As a result, there is a need to consider how turbulence
can drive the spray breakup process under the wide range of operating conditions
characterizing advanced engine technologies. The predominant theories describing
turbulence-induced breakup are detailed in the next section.
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Fig. 4.7 Photograph from
Taylor and Hoyt (1983) of a
turbulent water jet injected
into quiescent atmospheric
environment. Reproduced
with permission of Springer
Nature, from Taylor and
Hoyt (1983)

4.2.1.2 Turbulence-Induced Breakup

Several theories have been put forth to explain the role of nozzle-generated turbulence
on the primary breakup process (DeJuhasz 1931; Schweitzer 1937; Sitkei 1959; Faeth
et al. 1995; Wu and Faeth 1993). Schweitzer proposed that turbulence generated in
the nozzle serves to augment the aerodynamic breakup process (Schweitzer 1937).
This theory was evaluated by examining images of fuel jet breakup conducted by Lee
and Spencer (1933), as shown in Fig. 4.8, and Schweitzer (Schweitzer 1937). Fuel
was injected into evacuated and pressurized chambers across a range of Reynolds
numbers (Re f ∼1500–9000). Schweitzer found that complete atomization of the
jet could be suppressed if the spray was injected into rarefied gas or if the nozzle
exit conditions of the jet were laminar. These results led to the hypothesis that the
radial component in turbulent pipe flow could cause disturbances on the surface of
the jet beyond the nozzle exit, which then grow according to aerodynamic wave
growth. However, without sufficient spatial and temporal resolution of their imaging
setup to characterize the length and timescales of the primary atomization process,
the proposed theory could not be directly validated. In spite of this, this conceptual
framework forms the foundation for the majority of existing turbulence-induced
breakup models used to study diesel spray formation, as will be discussed in further
detail in Sects. 4.2.3.2 and 4.2.3.3.

Due to advancements in imaging technology since the work of Schweitzer,
Faeth and co-workers were able to propose and validate a phenomenological model
for turbulence-driven spray atomization using pulsed shadowgraphy and high-
magnification holographic imaging (Wu et al. 1992, 1995; Wu and Faeth 1993;
Faeth et al. 1995).Wu and co-workers postulated that droplets formed from turbulent
breakupwere due to turbulent kinetic energyovercoming the surface tension energy at
the liquid–gas interface. This hypothesis was tested by systematically isolating the
influence of turbulence-induced breakup from other known breakup mechanisms,
such as cavitation through careful design of the injection system, and aerodynam-
ics by injecting into relatively low ambient density environments. By injecting into
conditions where the liquid-to-gas density ratio (ρ f /ρg) was large, the magnitude of
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Fig. 4.8 Photographs
detailing the effect of
ambient pressure on fuel jet
breakup. Modified from Lee
and Spencer (1933)

the inertial force acting on the jet was expected to be minimized. For ρ f /ρg greater
than 500, aerodynamic effects were observed to be diminished and have little effect
on the droplet formation process (Wu and Faeth 1993). It was hypothesized that
because droplet-forming eddies only needed enough turbulent kinetic energy to sur-
pass the surface energy present at the liquid–gas interface, initially formed droplet
sizes, SMDi , should only scale with jet properties at the nozzle exit. Indeed, analysis
of the experimental images confirmed that SMDi scaled with We f alone (Wu et al.
1992),

SMDi

d j
= 77We−0.74

f d j
(4.8)

where d j is the injector nozzle diameter. In comparison with length scales charac-
terizing the turbulence spectrum, SMDi was found to be larger than estimated Kol-
mogorov length scales, but smaller than integral length scales. As a result, Faeth and
co-workers hypothesized that because turbulent eddies formed in the injector convect
downstream and dissipate energy while doing so, the reduced size of droplet-forming
eddies, li , likely exist within the inertial subrange of the turbulence spectrum. This
hypothesis is supported by the scaling of SMDi in Eq. 4.8, which is dependent on
both the dimension and velocity of the flow.

However, the sizes of ligaments and droplets were observed to be influenced
by aerodynamic effects when the spray was injected into ρ f /ρg conditions less
than 500. Wu and co-workers proposed that aerodynamic effects can enhance the
spray breakup process by reducing the energy required to form a droplet. It was
hypothesized that acceleration of gas over a ligament can reduce the local pressure,
akin to flow over a sphere (Munson et al. 2013). Faeth and co-workers modeled the
enhanced aerodynamic effects as a mechanical energy, CsaρgŪ 2

0 l
3
i , which together

with the kinetic energy from the turbulent velocity fluctuations, ρ f v
2
li l

3
i , balances the

surface energy,Csiσ l2i , at the instant of droplet formation, as mathematically defined
below, (

ρ f v
2
li + CsaρgŪ 2

0

)
l3i = Csiσ l

2
i (4.9)
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where vli is the radial velocity of an eddy of size li , Ū0 is the average jet exit velocity,
and Csa and Csi are coefficients that incorporate the effects due to ellipticity, non-
uniform pressure variation over the ligament surface and non-uniform velocities
within the eddy. Even under conditions where aerodynamics augmented the spray
breakup process, the size of droplet-forming eddies, li , were still found to scale with
eddies within the inertial subrange of the turbulence spectrum.

Through the evaluation of images characterizing the formation of ligaments
and the resultant droplets for fully developed turbulent jets across a wide range
of liquid-to-gas density ratio (ρ f /ρg ∼ 104 − 6230), Reynolds number (Re f ∼
1.5 × 105 to 5.3 × 105), and Weber number (We f ∼ 7 × 104 to 4.1 × 105) condi-
tions, three different primary breakup regimeswere identified, as depicted in Fig. 4.9.
Non-aerodynamic primarybreakup is found to occur for highρ f /ρg conditionswhere
aerodynamic effects are suppressed, and turbulence is the only mechanism driving
the formation of droplets. Transition between non-aerodynamic (turbulent) and aero-
dynamically enhanced primary breakup was determined to be a function of ρ f /ρg

alone. The critical ρ f /ρg condition defining this transition was proposed to be 500,
although Wu and Faeth acknowledged that more experimental work was needed
to better define the breakup regime boundaries (Wu and Faeth 1993). Within the
aerodynamically enhanced breakup regime, turbulence is the primary mechanism
governing the spray formation process, although aerodynamics serve to reduce the
energy required to form droplets. As a result, smaller primary droplets are observed
within this regime relative to those formed in the non-aerodynamic regime.

For ρ f /ρg conditions less than 500, Wu and Faeth hypothesized that for suf-
ficiently large injection velocities, the secondary droplet breakup process would
become fast enough such that the primary and secondary breakup processes become
effectively merged and indistinguishable from one another (Wu and Faeth 1993).
Under such conditions, the measured droplet sizes were thought to be highly influ-
enced by aerodynamic secondary breakup processes. The transition between aero-
dynamically enhanced and merged aerodynamic primary and secondary breakup
regimes was defined using the relative timescales of ligament formation to secondary
breakup timescale ratios (τR/τb), where the critical timescale ratio was selected to
be 4. In contrast to the non-aerodynamic primary breakup regime, measured droplet
sizes in the aerodynamic primary and secondary breakup regimes are smaller and
have a strong dependence on the secondary breakup mechanism.

Although the phenomenological framework developed by Faeth and co-workers
to explain the role of turbulence in the primary atomization process is strongly sup-
ported through comparison with direct observation and measurements, questions
remain about the applicability of these findings to sprays formed from practical diesel
injectors. The set of experimental data supporting their theory considers jets issued
from large idealized nozzles, with nozzle diameters ranging from 3.6 to 9.5mm and
with long enough nozzle L/d j to ensure fully developed turbulence conditions at the
nozzle exit. In general, diesel injectors utilize nozzles with small diameters and short
length-to-diameter ratios, typically with d j < 1 mm and L/d j < 12 (Kastengren
et al. 2012). However, results from Wu and co-workers suggest that for conditions
where aerodynamic forces have a minimal influence on the spray (ρ f /ρg > 100),
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Fig. 4.9 Injection and ambient conditions of interest, overlaid on the turbulent primary breakup
regime diagram, as originally proposed by Wu and Faeth (1993)

the condition at the onset of turbulent breakup and the size of primary and sec-
ondary droplets were relatively independent of L/d j (Wu et al. 1995). Therefore,
discrepancies between the L/d j of diesel injectors and those considered by Faeth
and co-workers may not affect the applicability of their results to diesel sprays.

In order to assess the applicability of aerodynamic- and turbulence-induced
breakup theories to the broad range of conditions characterizing diesel sprays in
current and future engines, high-fidelity quantitative spray measurements, capable
of characterizing spray formation, are needed. In the next section, available spray
measurement and droplet sizing techniques will be discussed, alongwith the inherent
limitations of these methods to quantify the spray breakup process under engine-
relevant conditions.

4.2.2 Spray Diagnostics

The physical mechanisms governing atomization and spray formation are still largely
unknown due to the difficulty in directly observing this multi-scale andmulti-physics
process. In order to assess the validity of applying aerodynamic and turbulent spray
breakup theory to high-pressure fuel sprays under engine-relevant conditions, high-
fidelity quantitative spray measurements are needed. In this section, several imaging
and spray measurement techniques are presented, along with the inherent limitations
which prevent the direct quantification of the primary breakup process in diesel
sprays.

A range of imaging techniques have been applied to sprays in order to directly
image and observe global spray characteristics, as well as the initial jet breakup and
droplet formation processes in sprays. For example, in theworkbyReitz (1978);Reitz
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and Bracco (1982), previously discussed in Sect. 4.2.1.1, the shadowgraph technique
was used to characterize the spray and its response to changes in injection and ambient
conditions. In its most rudimentary form, the shadowgraph optical configuration only
requires a light source and a recording plane to detect the shadow of a given flowfield,
which is formed due to the refraction of incident light away from its initial undeflected
path. Although this technique does not yield a quantitative description of the spray, it
can provide qualitative characterization of the spray geometric features, such as the
spreading angle. The images obtained from Reitz and Bracco were limited in their
spatial resolution (∼ O(100µm)) and as a result were not able to resolve features
related to the primary atomization process, such as ligaments or droplets. As a result,
their study was limited to indirectly relating measurable spray parameters, such as
the spreading angle of the spray, to the proposedmechanisms driving the atomization
process.

Since the work of Reitz and Bracco, digital camera resolution, as defined by the
number of pixels in the image sensor, has increased by more than two orders of mag-
nitude (Borenstein 2012), resulting in significant improvements in spatial resolution
capabilities. Additionally, the use of pulsed light sources, either using lasers (Wu and
Faeth 1993) or LEDs (Crua et al. 2015; Zaheer 2015), has improved both the spatial
and temporal resolution of imaging techniques. For example, Wu and co-workers
used a pulsed ruby laser to obtain single-pulse shadowgraphs capable of resolving
the primary spray breakup process in the near-nozzle region (Wu and Faeth 1993;
Faeth et al. 1995). Feature extraction and analysis of these images enabled the quan-
tification of the characteristic length and timescales governing the turbulent primary
atomization process, as previously detailed in Sect. 4.2.1.2. However, the maximum
injection velocity evaluated by Wu and co-workers was approximately 67m/s (Wu
et al. 1992), which is slower than typical diesel sprays traveling with convective
speeds greater than 300 m/s. In general, imaging techniques are limited to slow to
moderate jet speeds (Ū0 ∼ 50−100m/s) due to competing needs of spatiotemporal
resolution and contrast required to image the ligament and droplet formation pro-
cess. Utilizing a state-of-the-art high-speed camera, Zaheer found that the minimum
spatial resolution of a feature traveling at a velocity of 100m/s was roughly 3µm
or larger; for faster features on the order of 500m/s, the resolution capabilities drop
to approximately 18µm (Zaheer 2015). Further development of current imaging
technology is needed to improve the simultaneous temporal and spatial resolution
required to resolve primary droplets produced from high-pressure fuel sprays, which
are on the order of 1µm and travel with convective speeds of 300m/s or greater.

In the absence of sufficiently resolved images to visualize spray development,
droplet sizing measurements are needed to characterize the outcomes of the spray
breakup process. For example, phase Doppler particle analysis (PDPA) measure-
ments (Behrendt et al. 2006; Soare 2007; Payri et al. 2011; Pastor et al. 2012)
can provide detailed point-wise spray measurements, such as local droplet size and
velocity, that are quite valuable for spray model validation. However, such mea-
surements have had limited success in characterizing primary breakup droplet sizes
under engine-relevant conditions. High droplet number density conditions in the
near-nozzle region complicate the use of PDPA due to the sampling requirements of
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isolated single droplets within the probed volume (Behrendt et al. 2006; Soare 2007).
In general, PDPA measurements have been conducted far downstream of the nozzle
exit (x/d j∼200−400). Measured droplet sizes from PDPA are typically much larger
than those indicated from more recent near-field measurements (Kastengren et al.
2017; Powell et al. 2013), suggesting that coalescence may influence the droplet size
distribution at these locations (Payri et al. 2011; Munnannur 2007). These factors
highlight the challenges of using such measurements for the validation of primary
breakup theories.

In order to quantify details of the spray in the near-nozzle region, alternative diag-
nostics to conventional imaging and droplet sizing techniques must be employed.
X-ray radiography (Wang 2005; Yue et al. 2001) is an absorption-based technique
which quantifies the path-integrated liquid fuel mass distribution in a spray, com-
monly referred to as projected density. Unlike light in the visible spectrum, X-rays
are absorbed rather than scattered by the liquid structures and droplets, which allows
such techniques to probe dense portions of the spray. Although X-ray radiography
cannot directly quantify droplet size or number density, it does provide measure-
ments of liquid mass distributions, particularly in regions of the spray where primary
breakup is expected to occur.

Although X-ray radiography can provide valuable information within the near-
nozzle region, droplet sizing measurements are still needed to advance fundamental
understanding of the primary breakup process. Recent advances of the X-ray beam-
line have leveraged existing projected densitymeasurements to quantify droplet sizes
using the ultra-small-angle X-ray scattering (USAXS)measurement technique (Kas-
tengren et al. 2017; Powell et al. 2013). This measurement affords a unique opportu-
nity to use the Sauter mean diameter (SMD) of droplet size distributions, particularly
in the near-nozzle region, to evaluate primary breakup droplet sizes. Sections 4.3.3
and 4.3.4 detail the salient features of the spray structure that can be observed using
these measurements, while Sects. 4.4.1 and 4.4.2 summarize how these experimen-
tal findings have been used to inform the development of an improved hybrid spray
breakup model.

4.2.3 Computational Spray Breakup Models

Aspreviouslymentioned in Sect. 4.1, themost commonly employedmethod formod-
eling sprays in engine simulations is the Lagrangian–Eulerian framework. Because
it is not computationally feasible to directly resolve the liquid phase in the context
of an engine simulation, the evolution of the spray due to primary and secondary
breakup, coalescence, and other processes is instead represented with physics-based
submodels. Details of the spray submodels employed in today’s engine CFD codes,
as they relate to the spray atomization theory discussed previously, are presented in
the next section.
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4.2.3.1 Kelvin–Helmholtz (KH)

As previously mentioned in Sect. 4.1, the KH model is the most widely used spray
atomization submodel within engine CFD codes. The model is based on the aero-
dynamic breakup theory from Reitz and Bracco (1982), as previously detailed in
Sect. 4.2.1.1, and is used to describe how the Lagrangian parcels change in size due
to the primary breakup process (Beale and Reitz 1999). The primary breakup of the
injected fuel is represented in the spray model through the decrease in size of “par-
ent” droplets, a, and formation of “child” droplets of size rc via KH aerodynamic
instabilities, as physically modeled with the following equations:

da

dt
= −a − rc

τK H
(4.10)

τK H = 3.726B1a

ΛK HΩ
(4.11)

rc = B0ΛK H (4.12)

where τK H is the characteristic breakup time, and Ω and ΛK H are the maximum
growth rate and corresponding wavelength of the most unstable surface wave, as
numerically solved from linearized stability theory previously described in Eqs. (4.5)
and (4.6). The KH breakup model employs two primary empirical constants, namely
the breakup time constant, B1, and droplet size constant, B0, which are typically
calibrated to achieve agreement between modeled and measured liquid-phase pene-
tration (Beale and Reitz 1999). Although B0 is typically set to a value of 0.61, a wide
range of B1 model constants have been employedwith primary breakupmodels, from
1.76 to 40 (Ning 2007; Som 2009; Beale and Reitz 1999; Liu et al. 1993; Kong et al.
1995; Eckhause and Reitz 1995; Patterson et al. 1994) in order to improve agreement
between model predictions and measured spray parameters of interest, such as spray
penetration, spreading angle, and far-field droplet size distributions. The need for
arbitrary calibration of the KH spray breakup model to match experimental spray
data highlights the limitation of the model in capturing the pertinent physics in the
primary breakup process.

4.2.3.2 Huh–Gosman

In order to link the internal nozzle flow development with the primary atomization
process and reduce the need for excessive tuning seen for the KH model, Huh and
Gosman developed a hybrid primary breakup model that incorporated the effects
of both aerodynamic- and turbulence-induced instabilities (Huh and Gosman 1991).
This model is built on the assumption posited by Schweitzer (1937) that turbulence-
induced breakup is controlled by the production of large-scale turbulent fluctuations
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within the injector, which create the initial disturbances on the liquid–gas interface.
These disturbances then grow according to KH instabilities and ultimately control
the time to form droplets, as depicted in Fig. 4.10.

In contrast to the theory put forth by Faeth et al. (1995), the turbulent fluctuations
responsible for droplet formation are assumed to exist within the energy-containing
range of the turbulence spectrum. These fluctuations are represented using a turbu-
lent integral scaling, which are characterized by a turbulent length scale, Lt , and
timescale, τt ,

Lt = Cμ

(
K 1.5

0

ε0

)
(4.13)

τt = Cμ

(
K0

ε0

)
(4.14)

where K0 and ε0 are the turbulent kinetic energy and dissipation rate at the nozzle
exit, and Cμ is a model constant from the standard k-ε turbulence model (Huh and
Gosman 1991; Som 2009; Som and Aggarwal 2009, 2010). Turbulence levels at the
nozzle exit can be determined by predictions of the turbulent flow field at the nozzle
exit from high-fidelity internal nozzle flow simulations (Som 2009; Xue et al. 2014;
Bode et al. 2014). Similar to the KH primary breakup model, the breakup of the jet
is then represented in the spray model through the effective decrease in size of the
“parent” drop, a, due to primary breakup as modeled below,

da

dt
= k1

L A

τA
(4.15)

where LA and τA are the turbulent atomization length and timescales, and k1 is the
main model calibration constant. The breakup length scale, LA, is then modeled as
proportional to Lt and occurs over a timescale, τA, that is a weighted sum of τK H

and τt .

Fig. 4.10 Schematic of turbulence primary breakup model, modified from Som and Aggarwal
(2010). Turbulent fluctuations formed within the injector create disturbances at the liquid–gas
interface, which grow and result in the formation of primary droplets. Reproduced with permission
of Elsevier, from Som and Aggarwal (2010)



4 Recent Progress in Primary Atomization … 83

In the absence of detailed internal nozzle simulations, K0 and ε0 can also be
estimated using a force balance between the pressure force exerted on the fluid at the
nozzle exit and turbulent stress within the nozzle, as detailed in the work of Huh and
Gosman (1991); Huh et al. (1998). An order of magnitude analysis was conducted to
determine the relevant forces governing the spray atomization process. The possible
candidates included surface tension, σ/d j , gas inertia, ρgU 2

in j , turbulent stress in the
jet, ρ f u2f , viscous stress in the jet, μ f Uinj/L , viscous stress in the gas, μgUinj/L ,
and gravity, ρ f gd j , where L is a relevant length scale for each force and u f and
ug are the turbulent fluctuating velocities in the jet and gas. The analysis led to the
conclusion that the dominant forces acting on the jet during the atomization process
are the forces due to the gas inertia (ρgU 2

in j ) and the turbulent jet internal stress
(ρ f u2f ).

The turbulent jet internal stress was estimated from a force balance

ρ f u
2
f πd j L = Δpnoz

πd2
j

4
(4.16)

that equated the resultant wall shear stress to the nozzle pressure drop, Δpnoz . Δpnoz
is obtained by considering the contributions from the total pressure drop, Δptot , loss
pressure drop, Δp f orm , and acceleration pressure drop, Δpacc,

Δptot = Δpnoz + Δp f orm + Δpacc (4.17)

The pressure loss terms are determined with the following relations,

Δptot = 1

c2d

ρ f U 2
in j

2
(4.18)

Δp f orm = Kc

ρ f U 2
in j

2
(4.19)

Δpacc = (1 − s2)
ρ f U 2

in j

2
(4.20)

where cd is the discharge coefficient, Kc is the form factor due to the nozzle inlet
radius of curvature for a fixed nozzle diameter, d j , and s is the area ratio that accounts
for the pressure loss due toflowacceleration in the contracting nozzle.Rearrangement
of Eq. 4.17 results in the following expression for Δpnoz :

Δpnoz = 1

c2d

ρ f U 2
in j

2
− (1 − s)2

ρ f U 2
in j

2
− Kc

ρ f U 2
in j

2
(4.21)
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Substitution of Eq. 4.21 and the definition of u f into Eq. 4.16 yields the following
expressions for K0 and ε0:

K0 = Uinj

8L/d j

[
1

c2d
− Kc − (1 − s2)

]
(4.22)

ε0 = Kε

U 3
in j

2L

[
1

c2d
− Kc − (1 − s2)

]
(4.23)

where Kε is a calibrationmodel constant set to 0.27 (Huh et al. 1998). These relations
for K0 and ε0 can then be substituted into Eqs. 4.13 and 4.14 to characterize the
turbulent integral length and timescales.

Although the Huh–Gosman model requires the calibration of three model con-
stants, which control the relative contributions of turbulence and KH to the atomiza-
tion timescale and the ultimate breakup rate of the spray, the implemented physics
were deemed to be validated through replication of the experimentally observed
trends for the spreading angle from four different nozzles (Reitz and Bracco 1979;
Hiroyasu andKadota 1974;Yule et al. 1985). Subsequent evaluation of themodelwas
conducted through the comparisons of predicted and measured spray tip penetration
and far-field droplet size measurements along the spray centerline and periphery at
distances of 40 nozzle diameters or larger from the nozzle exit (Huh et al. 1998).

Although the model was noted to predict the spray observables well, the assumed
role of turbulence in the atomization process was never directly validated. It should
be noted that the assumed turbulent breakup scaling within the Huh–Gosman model
is inconsistent with the body of experimental work from Faeth and co-workers (Wu
and Faeth 1993; Faeth et al. 1995). As noted in Sect. 4.2.1.2, the analysis of spray
breakup images indicated that primary droplets scale with smaller turbulent length
scales, more specifically those within the inertial subrange.

4.2.3.3 Kelvin–Helmholtz Aerodynamic Cavitation Turbulence
(KH-ACT)

While theHuh–Gosmanmodel utilizes a hybrid spray breakup approach that includes
the influence of both aerodynamics and turbulence on the primary breakup process,
the relative contributions of each of the mechanisms on the resultant spray were not
evaluated. However, the role of the selected primary atomization model on the pre-
dicted spray metrics was extensively studied throughout the body of work conducted
by Som 2009; Som and Aggarwal 2009, 2010; Som et al. 2009. In particular, the
primary atomization process was characterized by the resultant distribution of liquid
mass and droplet dispersion. Such comparisons were only possible through the use
of X-ray radiography measurements, which enabled the quantification of liquid mass
distributions, particularly in dense regions of the spray (Wang 2005; Yue et al. 2001),
as detailed in Sect. 4.2.2. Through the comparison of measured and predicted instan-
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taneous liquid mass distributions at various locations in the spray, the KH model
was found to underpredict droplet dispersion, as indicated by the relatively narrower
mass distributions in comparison with the experimental data. The underprediction
in droplet dispersion was attributed to the insufficient formation of child droplets
from the primary atomization process (Som et al. 2009). As a result, the inclusion
of additional primary atomization mechanisms, such as turbulence- and cavitation-
induced breakup, was motivated by the need to improve model predictions of droplet
dispersion. The addition of these physics was further supported through the inability
of the KHmodel to predict the expected trends of injector nozzle geometry on droplet
dispersion (Som et al. 2009; Som 2009).

The KH aerodynamic cavitation turbulence (KH-ACT) model improved upon the
hybrid spray breakup formulation from the Huh–Gosman model. Because cavitation
has been shown experimentally (Payri et al. 2004) and computationally (Huh and
Gosman 1991; Som and Aggarwal 2009; Schmidt 1997) to influence the breakup
process in diesel sprays, cavitation-induced breakup was included in the model. As
previouslymentioned, the focus of this review is on the aerodynamic- and turbulence-
induced breakup mechanisms, and their relative importance in diesel spray atomiza-
tion. Therefore, only the KH-ACT model improvements for aerodynamic and liquid
turbulence breakup will be highlighted here.

Firstly, in the Huh–Gosmanmodel, each parcel is assumed to have constant turbu-
lence levels throughout the simulation. In the KH-ACT model, a standard k-ε turbu-
lence model formulation is used to model the temporal evolution of turbulence levels
in each parcel, K (t) and ε(t), as it convects downstream from the nozzle exit prior to
the occurrence of primary breakup. Additionally, the Huh–Gosman model assumes
that the size of formed droplets is characterized by the turbulent length scale. The
KH-ACTmodel compares and identifies themaximum breakup rate of aerodynamic-
and turbulence-induced breakup in order to select the appropriate atomization length
and timescales, LA and τA, as defined below:

L A

τA
= max

{
a − rc
τK H

,
Lt (t)

τt (t)

}
(4.24)

One final key difference is the philosophy underlying breakup. In the Huh–
Gosman model, the breakup timescale is modeled as an averaged process between
the two breakup mechanisms. In the KH-ACT model, it is assumed that the breakup
process is ultimately determined by a single mechanism, either aerodynamics or tur-
bulence, at each instant in time. If KH primary breakup is dominant, then the parent
parcels evolve according to Eq. 4.10. However, if turbulent primary breakup domi-
nates the atomization process, then the parent parcel decreases in size according to
the following relation:

da

dt
= −CT,CAV

L A

τA
(4.25)

where CT,CAV is the breakup rate calibration constant.
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Fig. 4.11 Comparison of KH and KH-ACT model predictions against the Siebers data for a liquid
length for a range of ambient gas temperature and density and b vapor penetration for a range
of ambient gas densities (Som 2009). Reproduced with permission of Elsevier, from Som and
Aggarwal (2010)

Using the hybrid spray model formulation described above, the KH-ACT model
was shown to yield improved prediction of spray characteristics in comparison with
the KH model across non-vaporizing, vaporizing, and combusting conditions (Som
and Aggarwal 2010; Som 2009). However, the KH-ACT model was only observed
to produce marginal improvements over the KHmodel to predictions of liquid length
and vapor penetration for injection into low ambient density environments (ρg less
than 7 kg/m3, ρ f /ρg greater than 100), as shown in Fig. 4.11 (Som and Aggar-
wal 2010). Although the influence of the employed primary atomization model was
shown to have diminished influence on the spray formation process under vapor-
izing conditions (Som 2009; Som and Aggarwal 2010), this predicted discrepancy
might suggest that the scalings employed in the turbulence model did not sufficiently
enhance droplet formation and droplet dispersion. Indeed, the turbulent atomization
process in the KH-ACT model is assumed to scale with the integral scale in the tur-
bulence spectrum (Som 2009). It may be possible that the employment of a different
turbulence scaling that results in the formation of smaller droplets could improve the
predictive capability of the hybrid spray breakup model under vaporizing conditions.

4.3 Review of X-ray Measurements Applied to
Characterize Diesel Spray Structure

In order to assess spray predictions from the existing primary atomizationmodels and
determine how the influence of nozzle-generated turbulence should be represented
in a spray model, experimental measurements are needed to characterize the spray
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structure under engine-relevant conditions. This section reviews X-ray spray diag-
nostics that have been recently employed to guide the assessment and development
of an improved spray breakup model. Evaluation of experimental spray observables
over awide range of conditions can provide insight into the governing physicalmech-
anisms of fuel atomization under different engine operating conditions. In particular,
newly available spray data at conventional diesel engine conditions (ρ f /ρg < 100)
are first discussed and ultimately used to assess the predictive capability of the exist-
ing primary atomization models premised on aerodynamic wave growth, such as
the KH model. Then, experimental spray data under low ambient density condi-
tions (ρ f /ρg > 300), where aerodynamic effects are expected to be sufficiently sup-
pressed (WuandFaeth 1993), are analyzed to assess appropriate scalings for turbulent
breakup. The injection and ambient conditions evaluated in the computational and
experimental investigations are now presented.

4.3.1 Experimental Test Matrix

In order to better understand the interaction between aerodynamics and turbulence
on the primary atomization process in diesel sprays, the dynamic and geometric
factors contributing to cavitation inception must be systematically suppressed. As
the fuel flows through the injector, the liquid fuel pressure continuously decreases
from initially high values in the pressurized fuel supply to the ambient back pres-
sure. Through informed selection of a fuel with a low saturation pressure, such as
n-dodecane (NIST2018), the likelihoodof cavitation occurring due to the local reduc-
tion in pressure below the fuel vapor pressure can be minimized (Payri et al. 2004;
Schmidt 1997). Cavitation can also be suppressed through the careful selection of
injectors with converging nozzles having a rounded inlet corner and minimal surface
imperfections (Kim et al. 1997; Payri et al. 2004; Schmidt 1997; Duke et al. 2014).
Single-hole research-grade diesel injectors, with well-characterized internal nozzle
geometries, are available through the Engine Combustion Network (ECN) (Engine
Combustion Network 2018). Two classes of injectors provided by ECN that have
ideal internal nozzle geometries for suppressing cavitation are the Spray A and Spray
D injectors (Duke et al. 2014; Matusik et al. 2016); key geometric features of the
injectors are detailed in Table 4.1. As a result, n-dodecane injected from the ECN
Spray A and Spray D injectors have been studied so that the influence of cavitation
on the resultant spray will be minimized.

Once the influence of cavitation on the spray has been minimized, changes in
injection and ambient conditions can be related to the changing turbulent and aero-
dynamic breakup phenomena. As previously discussed in Sect. 4.2.1.2, a set of
experimental conditions can be defined to explore the aerodynamic and turbulent
primary breakup regimes proposed by Wu and Faeth (1993). As shown in Fig. 4.9,
evaluation of ambient densities, ρg , between 1.2 and 22.8kg/m3 allows for the pro-
posed non-aerodynamic and merged aerodynamic secondary and primary breakup
regimes to be investigated. Modulation of the fuel injection pressure, Pinj , from 50 to
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Table 4.1 Comparison of engine combustion network Spray A and Spray D injector nozzle geome-
tries (Engine Combustion Network 2018). The total injected mass, injection duration, and nozzle
discharge coefficient are given for an injection pressure of 50MPa and an ambient density of
22.8 kg/m3 (Payri et al. 2008; Magnotti and Genzale 2017)

Injector parameters Spray A #210675 Spray D #209133

Nozzle diameter (d j ) [µm] 89.4 186

Nozzle discharge coefficient
(Cd )

0.86 0.90

Injection duration [ms] 6.00 4.69

Total injected mass [mg] 15.2 51.6

Nozzle K-factor 1.5 3.7

Table 4.2 Non-vaporizing ambient and injection conditions for the Engine Combustion Network
(Engine Combustion Network 2018) Spray A and Spray D nozzles evaluated by Magnotti and
Genzale (2017) and Kim et al. (2018) In all cases, n-dodecane at a fuel temperature of 303K was
injected in a pure nitrogen environment at an ambient temperature of 303K.

Case ECN injector Ambient density
(ρg)[kg/m3]

Density ratio
(ρ f /ρg)

Injection pressure
(Pinj ) [MPa]

1 A 22.8 32.7 150

2 A 22.8 32.7 50

3 A 7.6 98 150

4 D 22.8 32.7 150

5 D 22.8 32.7 50

6 D 2.4 310.4 150

7 D 2.4 310.4 50

8 D 1.2 620.8 150

9 D 1.2 620.8 50

150MPa and selection of injectors with different nozzle diameters, d j , as defined in
Table 4.1, allow for the influence of Reynolds on the resultant spray to be assessed.
Using these selected ranges for ρg , Pinj , and d j , nine different cases were defined,
as detailed in Table 4.2. Across the selected range of conditions, the role of aero-
dynamics and turbulence on the breakup process in diesel sprays can be evaluated
using both experimental and computational approaches.

4.3.2 X-ray Diagnostic Techniques

When X-rays interact with steel in fuel injectors or liquid fuel droplets in a spray, the
incident light is strongly absorbed and enables the characterization of the medium
in the path of the beam. This is in direct contrast to optical diagnostics where visible



4 Recent Progress in Primary Atomization … 89

light is scattered and reduces the detection of transmitted light, thereby limiting the
applicability of optical techniques. As a result, X-ray diagnostics provide a unique
capability in yielding quantitative information about the injector geometry and liq-
uid mass and surface area distributions, particularly in highly scattering, optically
thick regions of the spray. X-raymeasurements, conducted by researchers at Argonne
National Laboratory at the Advanced Photon Source (APS), enable improved defini-
tion for spray model inputs through high-precision quantification of the fuel injector
geometry (Matusik et al. 2017) and yield validation data to assess spray breakup
model predictions (Kastengren et al. 2017, 2014), particularly in regions of the spray
inaccessible to optical techniques. In the subsequent sections, theX-ray experimental
techniques and corresponding spray observables are detailed.

4.3.2.1 X-ray Radiography

The X-ray radiography (XRR) technique allows the projected density, PMD, or
the path-integrated liquid fuel mass distribution, to be quantified throughout the
spray. XRR measurements used to quantify the centerline SMD were performed by
Argonne researchers at the 7-BM beamline at the APS (Magnotti and Genzale 2017;
Magnotti et al. 2017; Kim et al. 2018). A set of sample transverse distributions of
PMD are shown in Fig. 4.12 as scattered markers, and Gaussian fits to the data are
overlaid and depicted using the solid lines to highlight differences in the distributions.
To obtain two-dimensional maps of PMD, the injector was horizontally mounted
in a pressure chamber fitted with a pair of 12 × 30 mm X-ray transparent windows.
The chamber was pressurized to the desired back pressure with N2, which was also
used to maintain a continuous purge flow of approximately 4 standard L/min through
the chamber to minimize droplet formation on the windows during data acquisition.
A diesel common-rail injection system was used to pressurize n-dodecane fuel to

Fig. 4.12 Sample radial
distribution of X-ray
radiography
measurements (Kastengren
et al. 2017), at an axial
distance of 8mm from the
nozzle exit, for the Spray A
injection under the Case 1
and Case 2 conditions
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the desired rail pressure. The injector was fired at 3Hz for a commanded injection
duration of 2.0ms.

Detailed descriptions of the time-resolved radiography measurements may be
found in the previous work conducted by Kastengren et al. (2008, 2012, 2014);
Kastengren and Powell (2014), but are summarized here. A monochromatic beam at
8 keV energy passed through a set of curved mirrors, which focused the beam to a
5 × 6 µm point. The incoming beam intensity, I0, was measured using a diamond
X-ray beam monitor placed upstream of the pressure chamber. The outgoing beam
intensity, I , downstream of the pressure chamber was measured with a PIN diode.
As the X-ray beam passed through the fuel spray, photons were absorbed through
the process of photoelectric absorption, attenuating the beam by an amount related
to the quantity of fuel in the beam path of length z. When the XRR measurement
is normalized by ρ f , the quantity has been shown to be proportional to the liquid
volume fraction, LV F :

PMD = ρ f
Vliq

V
z = ρ f (LV F) z. (4.26)

4.3.2.2 Ultra-small-Angle X-ray Scattering (USAXS)

Researchers at Argonne performed USAXS measurements at the 9-ID beamline
of the APS in order to characterize the total surface area per sample volume of the
spray (Kastengren et al. 2017). By combining the surface areameasuredwithUSAXS
and volume of the droplets measured with radiography, the SMD of the droplet size
distribution can be determined, where the SMD is defined as

SMD = 6
V

A
(4.27)

where V and A are the volume and surface area of the droplets within the measure-
ment volume, respectively.

A schematic of the experimental setup is shown in Fig. 4.13. A beam of X-
rays at 21 keV was first shaped into a 50 × 500µm H × V spot by a set of high-
precision 2D slits. The beam was then collimated using a pair of Si (220) crystals

Fig. 4.13 A schematic of the ultra-small-angle X-ray scattering experiment (Kastengren et al.
2017). Reproduced with permission of Elsevier, from Kastengren et al. Kastengren et al. (2017)
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before interacting with the spray. As the beam passed through the spray, X-rays were
scattered at small angles. The scattered X-rays were filtered downstream with a pair
of Si (220) analyzer crystals, and the resulting intensitymeasuredwith a detector. The
9-ID beamline is equipped with a Bonse–Hart instrument to measure the scattering
intensity, Iscat (q), as a function of scattering vector,q (Ilavsky et al. 2009). The pair of
analyzer crystals were rotated to vary q between 1 × 10−4Å−1 < q <1 × 10−2Å−1

with a step size of 1 × 10−5Å−1 at low q, with increasing step size for larger q. The
scattered beam intensity as a function of q was measured at axial distances ranging
from 1 to 20mmdownstream of the injection nozzle tip, at the centerline of the spray.
Data were recorded in a 1-ms interval during the steady-state portion of the spray
event. Background measurements were also recorded over 80 ms before each scan to
account for any changes within the measurement domain caused by previous spray
events. Once Iscat (q) is measured, post-processing is performed using the Irena data
analysis package (Ilavsky and Jemian 2009) in order to obtain the surface area per
volume of fuel droplets.

In order to find the spray centerline during USAXS measurements, a transverse
scan at fixed q was also recorded at each axial location of interest. The spray cen-
terline was taken to be the transverse location at which the beam intensity was a
maximum, i.e., the location with the highest droplet density. Radiography measure-
ments were temporally averaged during the steady portion of the spray event for
the SMD calculation. The transverse profiles from the USAXS and radiography
measurements were each centered about their full width at half maximum in order
to index the profiles onto the same coordinate system. Because the transverse loca-
tion of the USAXS measurement is known at each axial distance, the corresponding
radiography data at that location may be found. The USAXS measurement point is
assumed to be in the center of the 50 × 500µmmeasurement volume. All measured
radiography points that fall within this window are averaged to arrive at one value of
the pathlength, with interpolation and appropriate weighted averaging performed to
accurately incorporate the edges of the measurement volume. The pathlength of fuel
obtained from the radiography measurements provides the line-of-sight integrated
volume of droplets in a sample of unit thickness. The USAXSmeasurements provide
the line-of-sight surface area per volume of droplets, likewise in a sample of unit
thickness. Thus, the two measurements can be combined as per Eq. 4.27 to arrive
at a line-of-sight integrated SMD value at each measured axial location. Based on
an uncertainty analysis, the resulting uncertainty in the measured SMD data was
estimated to be about 6% (Kastengren et al. 2017). A sample set of USAXS mea-
surements conducted along the spray centerline for the ECN Spray A injector under
Case 1–3 conditions is shown in Fig. 4.14.



92 G. M. Magnotti and C. L. Genzale

Fig. 4.14 Comparison of
axial distributions of
USAXS SMD measurements
along the spray
centerline (Kastengren et al.
2017). Data are shown for a
range of ambient density and
injection pressure conditions
for the ECN Spray A
injector. Reproduced with
permission of Elsevier, from
Magnotti and Genzale (2017)

4.3.3 Measured SMD Profiles Under Conventional Diesel
Operating Conditions

Kastengren et al. (2017) employed joint X-ray radiography and USAXS measure-
ments to characterize the spray structure for the ECNSprayA injector under injection
and ambient conditions relevant to conventional diesel operation. The USAXS mea-
surements quantifying the SMD distribution along the spray centerline, as shown
in Fig. 4.14, were conducted under the Case 1 − 3 conditions defined in Table 4.2.
The measurements begin 1mm from the nozzle (x/d j ∼ 11) and extend downstream
along the centerline.

Across all three conditions, the SMD measurements show droplet sizes in the
near-nozzle region that are much smaller than the nozzle diameter (90 µm). As can
be seen in Fig. 4.14 for the Case 1 condition (Pinj = 150 MPa, ρg = 22.8 kg/m3),
the measurement indicates a rapid decrease in SMD within the first 4 mm. This
suggests that the initial breakup process does not occur immediately at the injector
exit, but rather occurs over a finite time and distance. The length of the breakup
region has not been well characterized by previous experimental measurements and
is a salient spray feature that can be used to significantly improve model validation
efforts, as will be explored in Sect. 4.4.1. For example, faithful representation of the
spray breakup region over a range of ambient and injection conditions would suggest
that the timescale and rate of spray disintegration are well captured by the primary
atomization spray model. For the first time, these USAXS measurements provide
quantitative details of the atomization process in the near-nozzle region.

Downstream of the breakup region, interesting trends can be observed in the
measured SMD profiles. For parametric variations in ambient density (Case 1 vs.
Case 3 conditions), the measured SMD reaches a consistent minimum value that
remains relatively constant along the spray centerline. However, a decrease in injec-
tion pressure (Case 1 vs. Case 2 conditions) is found to provide an increase in SMD
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in downstream regions of the spray. These observed trends are due to the complex
interplay among primary and secondary breakup, as well as drop–drop interactions
via collisions and coalescence.Aswill be detailed in Sect. 4.4.1, these newly available
measurements were used by Magnotti and Genzale (2017) to evaluate the predictive
capability of existing spray models.

4.3.4 Measured SMD Profiles Under Low-Temperature
Combustion-Relevant Conditions

Experimentalists from Argonne also employed joint X-ray radiography and USAXS
measurements to characterize the spray structure for the ECN Spray D injector under
injection and ambient conditions relevant to LTC operating conditions (ρ f /ρg >

300) (Magnotti et al. 2017; Kim et al. 2018). USAXS measurements of SMD along
the spray centerline for Spray D #209133 are shown in Fig. 4.15 for Case 4 − 9
conditions, alongwith curves fitted to the data to illustrate the general trends in droplet
size evolution (Magnotti et al. 2017). In general, the measured SMD is observed
to decrease with increasing axial distance from the nozzle exit, indicating continual
breakup of the spray and droplets. The SMD along the spray centerline is also seen
to increase with decreasing ambient pressure, Pamb, and injection pressure, Pinj .
However, the experimental measurements suggest a transition in droplet formation
behavior as ρ f /ρg increases beyond 100, which corresponds to Pamb less than or
equal to 0.2MPa. As mentioned in Sect. 4.2.1.2, for ρ f /ρg greater than 500, Faeth
et al. have shown that aerodynamic forces do not exert a significant influence on the
droplet formation process (Wu and Faeth 1993). The similarity in SMD distributions
from the USAXS measurements for Pinj of 50MPa and Pamb of 0.1 and 0.2MPa
conditions suggests that changing the aerodynamic inertia by a factor of two does
not appreciably change the droplet formation process. However, for Pinj of 150MPa,
a larger change in SMD is observed when Pamb is increased from 0.1 to 0.2MPa.

In order to extract more detailed information about the local sensitivity of the
SMD to changes in injection and ambient conditions, the axial distribution of SMD
was fit to a two-term exponential function for each condition. The curve fit is of the
form

f (x) = AeBx + CeDx (4.28)

where A, B,C , and D are unique fitting parameters for each condition. An additional
point of 186 μm at the nozzle exit (x = 0) was added to each data set to capture the
rapid decrease in SMD from its initial value of the nozzle outlet diameter. The two-
term exponential function captures the data well, with an R2-value greater than 0.99
for all conditions.

Using these curve fits, the local sensitivity of SMD to changes in injection and
ambient conditionswas quantified byMagnotti and co-workers by evaluating the per-
cent change in SMD from the selected Case 9 baseline condition (Pinj = 50 MPa,
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Fig. 4.15 SMD
measurements from X-ray
measurements conducted at
the APS are shown for a
range of ambient and
injection conditions along
the spray
centerline (Magnotti et al.
2017). A two-term
exponential function is fit to
the data (solid and dashed
lines)

Fig. 4.16 Local sensitivities
of SMD to changes in Pinj
and Pamb for ρ f /ρg
conditions greater than 300,
as indicated by the X-ray
measurements and scalings
for turbulent length
scales (Magnotti 2017)

ρg = 1.2 kg/m3) (Magnotti et al. 2017). The local sensitivities of the measured
centerline SMD to changes in Pinj and Pamb were used to better understand the
appropriate scaling for the droplet formation process. In particular, an insensitiv-
ity to changes in ρg would suggest that aerodynamic inertial forces have minimal
influence on the resultant SMD and that the droplet formation process is likely con-
trolled by nozzle-generated turbulence. The results of the computed sensitivities for
the USAXS measurements are shown in Fig. 4.16. Indeed, these results confirm pre-
vious qualitative observations. At a fixed Pinj of 50 MPa, the SMD is not strongly
influenced by the change in Pamb from 0.1 to 0.2MPa. However, the results suggest a
joint sensitivity of SMD to changes in Pamb and Pinj , as a higher sensitivity to Pamb

is indicated for Pinj = 150MPa. The measured centerline SMD is also observed
to respond to changes in Pinj . In Sect. 4.4.2, analysis from Magnotti (2017), where
the USAXS measurements conducted under ρ f /ρg > 300 conditions are directly
compared with proposed scalings within the turbulence spectrum, is summarized in
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order to highlight potential length scales that can characterize the turbulence-induced
spray breakup process.

4.4 Development of an Improved Hybrid Spray Breakup
Model

Using the experimental data detailed in Sect. 4.3, it is possible to evaluate the pre-
dictive capability of existing spray breakup theories and models through their ability
to reproduce the observed trends and features in the USAXS measurements. This
section summarizes selected computational investigations that have informed the
development of an improved hybrid spray breakup formulation.

4.4.1 Assessment of Existing Spray Models Under
Conventional Diesel Operating Conditions

The USAXS measurements from Kastengren and co-workers (Kastengren et al.
2017), detailed in Sect. 4.3.3, provide newly available information about the internal
structure of the spray under high ambient density conditions relevant to conventional
diesel operation. These data were utilized by Magnotti and Genzale (2017) to test
the physical appropriateness of the KH primary spray breakup model and the ability
of other existing spray submodels to capture the experimentally observed features in
the spray structure. The key findings from this study are summarized in this section.

First, the computational investigation revealed the ability of a carefully calibrated
KH model to capture the salient features in the SMD profile. As shown in Fig. 4.17,
two spray breakup model constants were shown significantly to influence the pre-
dicted SMD distributions: B0, the KH primary breakup droplet size constant, and
B1, the KH breakup time constant, as defined in Eqs. 4.12 and 4.11, respectively. It
was noted that increasing B1 elongates the initial breakup process in the near-nozzle
region and spatially delays the location where the minimum SMD is achieved. Bet-
ter agreement was achieved with the measured drop size decrease within the spray
formation region when the B1 constant was increased to a value of 60. Increasing B0

from a standard value of 0.61 to a value of 1.0 yielded improved agreement between
the predicted and measured minimum SMD along the spray centerline. These result
suggested that the internal structure of the spray, as characterized by their centerline
SMD profile, can be well represented when droplet sizes formed by KH breakup are
assumed to be directly proportional to ΛK H .

Second, the predictive capability of the calibratedKHspraymodel, acting together
with other spray and droplet models, was tested and compared to the USAXS data
over a range of injection and ambient conditions. In particular, the trends in predicted
SMD along the spray centerline were evaluated when secondary droplet breakup via
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Fig. 4.17 Comparison of
calibrated KH-RT spray
models with measured axial
distributions of SMD at the
Case 1 condition
(Pinj = 150MPa and
ρg = 22.8 kg/m3) along the
spray centerline (Magnotti
and Genzale 2017). The
spray model predictions do
not include the effects of
collisions. Reproduced with
permission of Elsevier, from
Magnotti and Genzale (2017)

the RT breakup mechanism (Beale and Reitz 1999) and droplet collisions and coa-
lescence, modeled using the O’Rourke formulation (O’Rourke and Bracco 1980),
were included or excluded in the spray model. Comparisons of the measured SMD
distributions along the spray centerline with predictions from the calibrated model,
as shown in Fig. 4.18 for the (a) Case 1, (b) Case 2, and (c) Case 3 conditions, high-
light the ability of a model to capture parametric variations in injection and ambient
conditions. Overall, theKH-RT spraymodel without the influence of collisions (solid
line) was found to represent the measured centerline SMD distribution across all
conditions. Of particular note, when the injection pressure was decreased to 50MPa
(Fig. 4.18b), the model predicted a slight increase in SMD that is consistent with
the measurements. Because no droplet-droplet collisions were modeled, increasing
SMD with axial distance was due to the momentum of larger droplets overtaking
slower neighboring droplets.When the effects due to droplet collisionswere included
(dotted line), a substantial increase in droplet size was predicted that was inconsis-
tent with the experimental measurements across the range of evaluated conditions.
Although a collisionmodelmight be able to replicate experimentallymeasured SMD
at a single condition, it was concluded that collisions could not explain the exper-
imentally observed trend in centerline SMD distribution with respect to changes
in injection pressure. Additionally, the KH-RT model without the influence of colli-
sions was found to reproduce the experimentally observed features when the ambient
density was parametrically varied, namely the insensitivity of the minimum SMD
and increased length of the breakup region with decreasing ambient density.

Although the calibrated KH-RT spray model was found to capture many of the
experimentally observed trends, the findings from Magnotti and Genzale do not
confirm that the initial spray breakup process is completely described by the Kelvin–
Helmholtz mechanism under all conditions. In fact, several details in the model
predictions suggest that KH is not likely to be the only mechanism influencing the
primary breakup process. Although the initial spray formation region is well captured
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Fig. 4.18 Comparison of
different selected spray
models with measured axial
distributions of SMD at the a
Case 1, b Case 2, and c Case
3 conditions (Magnotti and
Genzale 2017). The
comparison is conducted
along the spray centerline for
the spray model employing
the KH spray model
constants B1 = 60 and
B0 = 1.0. Reproduced with
permission of Elsevier, from
Magnotti and Genzale (2017)
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by the carefully calibrated model (B1 = 60 and B0 = 1.0) for the Case 1 and Case 2
conditions, as shown in Fig. 4.18a and b, discrepancies can be seen between the
predicted and measured spray structure in the near-nozzle region for the Case 3
condition with a lower ambient density, as shown in Fig. 4.18c. While the minimum
SMD and length of the spray breakup region are well captured by the model, the rate
of droplet size decrease within the spray breakup region is underpredicted and results
in the overprediction of SMD in the near-nozzle region relative to themeasurements.

These results suggest that a spray breakup model premised on aerodynamic
breakup alone, such as the KH model, is not fully predictive in representing the
spray structure, particularly at ambient density conditions away from conventional
diesel operation. It is likely that the KHmechanism cannot predict the correct trends
in isolation and that other primary breakup mechanisms (e.g., turbulence-induced
breakup) augment the breakup process in diesel sprays. By analyzing the sensitiv-
ity of the USAXS measurements presented in Sect. 4.3.4 under low ambient density
conditions, Magnotti was able to identify an improved formulation for describing the
size of droplet formed for turbulence-induced breakup (Magnotti 2017). The details
of this work are summarized in the next section.

4.4.2 Evaluation of Turbulent Length Scale Relations Under
Low-Temperature Combustion-Relevant Conditions

As previously mentioned, comparison of measured sensitivities from the USAXS
measurements with theoretical turbulent scalings was conducted by Magnotti (Mag-
notti 2017) to provide clearer insight into the mechanisms driving the turbulent
breakup process. For example, the majority of spray models that consider the influ-
ence of nozzle-generated turbulence on the spray breakup process assume that the
size of primary droplets scales with the largest eddies in the turbulence spectrum,
such as the Huh–Gosman and KH-ACT models described in Sect. 4.2.3 (Huh and
Gosman 1991; Som and Aggarwal 2010; Huh et al. 1998). In these models, the
resultant droplet size scales with the dimension of the flow and is independent of
the Reynolds number and ambient environment properties (Pope 2000). This can be
demonstrated by evaluating the dependence of the turbulent integral length scale, Lt ,
on injection and ambient parameters. Lt can be defined using Eq. 4.13. Estimations
of the turbulent kinetic energy and dissipation rates at the nozzle exit, K0 and ε0,
respectively, can help determine the functional dependencies of Lt . Equations 4.22
and 4.23 can then be inserted into the integral scaling as defined in Eq. 4.13 to yield
a relationship between Lt and the injection and nozzle parameters:

Lt ∝ d j

(L/d j )0.5

[
1

c2d
− Kc − (1 − s2)

]0.5

(4.29)
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Equation 4.29 provides insight into the physical dependencies of the size of eddies
within the energy-containing range. If cavitation does not influence the flow condi-
tions at the nozzle exit, cd will remain nominally constant across all Pinj and Pamb

conditions (Payri et al. 2004; Schmidt 1997). Therefore, Lt is independent ofUinj or
ρg and is only a function of geometric features of the nozzle, such as the L , d j , and s
of the nozzle, as well as the inlet nozzle radius of curvature. Other researchers have
noted that for a fixed flow configuration, increases inUinj (Re f d ) do not largely affect
integral scales, but do increase the available kinetic energy to distort the liquid–gas
interface (Wu et al. 1992; Ruff et al. 1987; Tennekes and Lumley 1972).

As a result, the size of droplets formed from the largest eddies within the energy-
containing range would be insensitive to changes in Pinj and Pamb, as shown in
Fig. 4.16. This theoretical scaling suggests a larger insensitivity with respect to
changes in the injection and ambient conditions than indicated by the USAXS mea-
surements in Fig. 4.16. Therefore, the centerline distributions of SMD are not likely
formed by turbulent eddies within the energy-containing range. As a result, any tur-
bulent breakup model that assumes that the resultant droplets are proportional in size
to the integral length scale, such as the Huh–Gosman or KH-ACT spraymodels (Huh
and Gosman 1991; Som and Aggarwal 2010; Huh et al. 1998), is not likely able to
predict the experimentally observed trends for diesel sprays, particularly for injection
into ambient environments deviating from conventional diesel operating conditions
(ρ f /ρg > 100).

The experimental measurements conducted byWu and Faeth suggest that droplet-
forming eddies do not exist within the energy-containing range of the turbulence
spectrum (Wu et al. 1992; Wu and Faeth 1993). For injection into conditions where
ρ f /ρg > 500, the size of primary droplets was observed to decrease in size as Uinj

was increased, although the large-scale disturbances on the jet surface were observed
to be similar in size for the range of evaluated injection conditions (Wu et al. 1992).
Based on their analysis of themeasured liquid surface ligament and droplet properties
at the onset of turbulent breakup from holographic imaging,Wu and Faeth developed
an empirical correlation to relate the size of droplet-forming eddies, LFaeth , to nozzle
exit turbulence properties (Wu and Faeth 1993), as defined below:

LFaeth

Λ
= Csx

(
x

ΛWe1/2f Λ

)2/3

(4.30)

where Λ is the radial integral length scale, Csx is an empirical constant, and We f Λ

is the Λ-based liquid Weber number (ρ f U 2
in jΛ/σ ). Based on experimental data

across a wide range of Re f (9 · 104–5.3 · 105) and ρ f /ρg (104–6230) conditions,
Wu and Faeth determined that the empirical correlation in Eq. 4.30 best fit the entire
experimental data setwhenCsx was set to 0.65.By estimatingUinj using theBernoulli
equation, a relationship among LFaeth , Pinj , and Pamb can be approximated with the
following relation:

LFaeth ∝ We−1/3
f Λ ∝ U−2/3

in j ∝ (Pinj − Pamb)
−1/3. (4.31)
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Using the relation in Eq. 4.31, the sensitivity to changes in Pinj and Pamb can
be calculated to characterize the response of the Wu and Faeth correlation for non-
aerodynamic primary breakup to changes in injection and ambient conditions. For a
fixed Pinj of 50MPa or 150MPa, a slightly larger insensitivity of the centerline SMD
to changes in Pamb is indicated than is suggested by the measurements in Fig. 4.16.
However, a threefold increase in Pinj at a fixed Pamb of 0.1 or 0.2 MPa results in an
approximately 26%percent decrease in SMD. Comparisonwith predicted sensitivity
of the USAXS measurements with respect to changes in Pinj , as shown in Fig. 4.16,
reveals improved agreement between the measured and predicted sensitivities. It is
therefore possible for a properly calibrated LFaeth correlation, as defined in Eq. 4.30,
to well characterize the experimentally observed sensitivities of SMD to changes in
injection and ambient conditions for ρ f /ρg > 300.

Although Wu and Faeth’s phenomenological framework for characterizing tur-
bulent primary atomization was developed from a database of sprays issued from
idealized nozzles, with long L/d j to ensure fully developed turbulent flow at the
nozzle exit, comparisons between the empirical correlations fromWu and Faeth and
the diesel SMD measurements in Fig. 4.15 suggest that the geometric differences
with practical diesel injector hardware do not strongly influence the resultant spray
atomization process. These results are in agreement with experimental findings from
Wu and co-workers, where the condition at the onset of turbulent breakup and the size
of primary and secondary droplets were found to be relatively independent of L/d j

for ρ f /ρg conditions greater than 100 (Wu et al. 1995). As a result, the empirical
correlations fromWu and Faeth may serve as a foundation for representing turbulent
primary atomization in diesel spray breakup models.

4.4.3 Validation of the KH-Faeth Model

Based on the success of the KHmodel to represent the detailed spray structure under
high ambient density conditions (Magnotti and Genzale 2017), as summarized in
Sect. 4.4.1, and the consistent sensitivities indicated by the empirical correlations
from Wu and Faeth (Wu and Faeth 1993) and USAXS measurements under low
ambient density conditions (Magnotti et al. 2017), as discussed in Sect. 4.4.2, a new
hybrid spray breakupmodeling formulation was proposed byMagnotti (2017). In the
“KH-Faeth” hybrid spray breakup model, the competition between the aerodynamic
and turbulent breakupmechanisms is represented in a similar fashion to the KH-ACT
model (Som and Aggarwal 2010). At each instant in time, the dominant mechanism
is selected based on the maximum breakup rate, as defined below:

L A

τA
= max

{
a − rc
τK H

,
LFaeth

τFaeth

}
(4.32)

where the breakup parameters for the KH model have been previously defined
in Eqs. 4.10–4.12, and the characteristic length scale for the turbulence-induced



4 Recent Progress in Primary Atomization … 101

breakup process, LFaeth , was defined in Eq. 4.30. The characteristic timescale for
turbulence-induced breakup, τFaeth , is described using a Rayleigh timescale from
Wu and Faeth (Wu and Faeth 1993), which describes the time required for a droplet
to form from a ligament of size LFaeth , as defined below:

τFaeth = Cτ

√

ρ f
L3
Faeth

σ
(4.33)

where Cτ is an empirical time constant.
Recently, the KH-Faeth model was implemented by (Kim et al. 2018) into the

OpenFOAMmodeling framework using the user-defined library Lib-ICE, whichwas
developed by researchers at Politecnico di Milano (Lucchini et al. 2011; D’Errico
et al. 2014). Validation of the KH-Faeth model against X-ray experimental data is
now summarized.

In order to test the predictive capability of the newly developed hybrid spray
model, the spray structures predicted by the KH-Faeth model were compared with
those predicted by the KH model and those measured via USAXS across a broad
range of ambient and injection conditions for the ECN Spray D injector (Magnotti
et al. 2017). Comparisons among measured and predicted axial SMD profiles along
the spray centerline are shown in Fig. 4.19. Overall, the KH-Faeth model was found
to well match the experimental trends. While the SMD profiles predicted by the KH
model were found to be overly sensitive to changes in injection pressure and ambient
density, the predictions from the KH-Faeth model exhibited a similar response as the
USAXS measurements. The improved performance of the KH-Faeth model over the
KHmodel highlights the promise of this newhybridmodel formulation for predicting
primary atomization across the range of evaluated ambient and injection conditions,
which may be found in current and future LTC operating conditions.

Although the KH-Faeth model was found to perform better than the KH model,
Kim and co-workers noted some deviations among the USAXS measurements and
KH-Faeth model predictions at the highest ambient density conditions, as shown in
Fig. 4.19e and f. Based on the findings from Magnotti and Genzale (2017), Mag-
notti et al. (2017) and Kim et al. (2018), three likely candidates can be identified
to explain the discrepancies. First, uncertainty in the injection boundary conditions
can influence the primary breakup process and initial spray development. Indeed,
Kim and co-workers noted an underprediction of the spray penetration under the
Case 5 condition (Pinj = 50MPa, Pamb = 2MPa), which indicates a disagreement
in the measured and predicted momentum exchange between the liquid and gas
phases. Future computational studies that can model the internal flow development
and nozzle exit conditions for the ECN Spray D #209133 injector could help reduce
uncertainty in the prescribed injection velocity and spray spreading angle. Second,
a detailed analysis of KH-Faeth model predictions revealed a rapid primary breakup
process and short spray formation region. Careful calibration of the turbulent pri-
mary breakup time constant, Cτ , as defined in Eq. 4.33, could yield improved agree-
ment among the measured and predicted SMD profiles and spray penetration. More
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Fig. 4.19 Comparison of axial SMD distributions along the spray centerline measured using the
USAXS technique and predicted by the KH and KH-Faeth (Kim et al. 2018). Adapted with per-
mission from Kim et al. (2018)
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specifically, increasing Cτ would elongate the primary breakup process and spray
formation region, which would serve to increase the SMD values in the near-nozzle
region and accelerate spray penetration during the early injection transient. Finally,
because it is not possible to directly observe the interaction between competing
primary breakup mechanisms, there is great uncertainty in how the hybrid spray
breakup process should be represented in a model (Som 2009; Magnotti 2017).
Although the KH-Faeth model assumes that only a single breakup mechanism can
act upon a computational parcel to decrease its size, other model formulations, such
as the Huh–Gosman (Huh and Gosman 1991; Huh et al. 1998) and Bianchi mod-
els (Bianchi and Pelloni 1999), represent the outcome of the primary breakup process
as a weighted average between the aerodynamic and turbulent breakup mechanisms.
Future computational investigations could explore the influence of the representation
of the hybrid breakup process on the predicted spray.
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Chapter 5
Modeling of High-Pressure Fuel Injection
in Internal Combustion Engines

Zongyu Yue and Rolf D. Reitz

Abstract The internal combustion engine has been a major power plant in trans-
portation and industry, and demands continuously advanced technologies to improve
its performance and fuel economy, and to reduce its pollutant emissions. Liquid
fuel injection is critical to the combustion process in both compression ignition
(CI) diesel engines and gasoline direct injection (GDI) engines. Much effort has
been focused on modeling of spray atomization, droplet dynamics, and vaporiza-
tion using a Lagrangian-drop Eulerian-fluid (LDEF) framework, which has been
applied in engine computational fluid dynamic (CFD) simulations with success.
However, recent experiments have shown the mixing-controlled characteristics of
high-pressure fuel injection under vaporization conditions that are relevant to both
gasoline and diesel engines. Under such conditions, instead of being dominated by
droplet dynamics, the vaporization process of a liquid spray is limited by the entrain-
ment rate of hot ambient gas and a saturated equilibrium phase is reached within the
two-phase region. This suggests that an alternative approach of fuel spray modeling
might be applicable. An equilibrium phase (EP) spray model was recently proposed
for application to engine combustion simulation, based on this mixing-controlled jet
theory and assumption of local phase equilibrium. This model has been applied to
simulate both diesel fuel injection and GDI sprays, and has shown excellent predic-
tions for transient vapor/liquid penetrations, spatial distribution of mixture fraction,
as well as combustion characteristics in terms of flame lift-off length and soot emis-
sion. It has also shown better computational efficiency than the classical LDEF spray
modeling approach since the dynamic process of droplet breakup, collision, coales-
cence, and vaporization is not modeled. The model and results relevant to engine
simulation are reviewed in this chapter.
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5.1 Introduction

In all direct injection engines, such as diesel and gasoline direct injection (GDI)
engines, high-pressure fuel spray is an important process that impacts the subsequent
steps of fuel/air mixture preparation, auto-ignition, combustion, emission formation,
etc.Multiple-injection strategies with shaped rate-of-injection profile have been used
as effective means for reduction of combustion noise (Augustin et al. 1991; Schulte
et al. 1989), particulate matter, and nitrogen oxides (NOx) emissions (Han et al.
1996; Nehmer et al. 1994; Pierpont et al. 1995; Su et al. 1996; Tow et al. 1994).
In advanced combustion modes, such as reactivity controlled compression ignition
(RCCI) (Reitz et al. 2014) and partially premixed compression ignition (PPCI) (Mus-
culus et al. 2013), the stability and controllability of high-efficient combustion are
usually achieved by in-cylinder stratification that is tailored by injection strategies.
Although the study of liquid fuel spray has been ongoing for decades in engine com-
bustion research community, it is still required to better understand high-pressure
fuel injection process in order to improve engine design and meet ever-stringent
regulations. Conventional knowledge suggests that the liquid spray is dominated by
dynamic processes of liquid breakup, collision, coalescence, and interfacial vapor-
ization. After exiting the nozzle into the combustion chamber, the continuous liquid
phase is disintegrated into discrete liquid structure through aerodynamic force, cav-
itation, and turbulence effects, which is followed by secondary breakup and drop
collision. Finite-rate vaporization occurs when the droplet is surrounded by unsatu-
rated vapor.

In computational fluid dynamics (CFD) studies, the techniques for multi-phase
flow problem can be generally divided into two categories: the Eulerian–Eulerian
and the Lagrangian–Eulerian approaches. In the Eulerian–Eulerian approach, both
gaseous and liquid phases are resolved on a computational mesh as continuous Eule-
rian fluids. For fuel injection simulations, this Eulerian–Eulerian approach usually
demands refined mesh resolution of the order of microns in order to fully resolve
the internal and/or near-nozzle region or even to resolve the discrete liquid drops.
However, the characterization of a sharp interface between liquid and gas still needs
to be modeled, such as volume-of-fluid (VOF) methods, level-set methods, or front-
tracking methods (Gueyffier et al. 1999). While it provides detailed insight into the
processes of internal flow and external spray development (Battistoni et al. 2018;
Lacaze et al. 2012; Ménard et al. 2007; Xue et al. 2015; Yue et al. 2018a), the
computational cost of this Eulerian–Eulerian approach is prohibitively expensive for
application in large-scale problems, e.g., internal combustion (IC) engine simula-
tions.

The Lagrangian–Eulerian approach has been widely used for engine simulations,
wherein the liquid phase is represented as Lagrangian parcels and the gaseous phase
is resolved as a continuous Eulerian fluid. Specifically, the liquid fuel is introduced
into the computational domain as discrete ‘blobs’ with the prescribed boundary
conditions, such as rate of injection, spray cone angle, initial Sauter mean diameter
(SMD) (Reitz 1987; Reitz and Diwakar 1987). Following that, the processes of
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droplet/blob breakup, collisions, coalescence, and vaporization are also modeled
(Beale et al. 1999; Munnannur et al. 2009; Ra et al. 2009; Ricart et al. 1997; Som
et al. 2010; Su et al. 1996). A hybrid Kelvin–Helmholtz (KH)/Rayleigh–Taylor (RT)
instability analysis model is often used to predict drop breakup (Su et al. 1996). In
this case, a breakup length determined from Levich’s theory (Levich 1962) is often
adopted to regulate the competition between KH and RT breakup (Beale et al. 1999;
Ricart et al. 1997). Further development of breakup models has led to the inclusion
of in-nozzle flow effects, such as cavitation and turbulence (Som et al. 2010). Recent
development also enables the coupling of Lagrangian-drop Eulerian-fluid (LDEF)
spray modeling with internal flow simulation (Saha et al. 2017, 2018; Wang et al.,
2011b), wherein the prescribed fluid condition at the nozzle outlet is not required and
internal flow effects can be directly included. The spray modeling usually involves
a number of model constants that requires optimization to improve the prediction.
Perini et al. (2016) applied a multi-objective genetic algorithm (GA) to study the
interactions of various spray model constants for improved prediction accuracy in
simulations of a diesel spray. However, accurately predicting the fuel injection and
spray process under a wide range of engine-relevant conditions and for different
types of fuel remains a very challenging task.

While much effort has been focused on modeling liquid breakup and droplet
vaporization, the experimental study (Siebers 1998, 1999) has revealed the mixing-
controlled characteristics of high-pressure fuel injection under diesel engine-relevant
conditions. In this scenario, the liquid atomization is strong enough that the liquid
jet can be considered analogous to a turbulent gas jet and the vaporization process
is limited by the rate of hot ambient gas entrainment, rather than by liquid breakup
and mass transfer rates at droplet surfaces. It is assumed that local phase equilibrium
is achieved and a saturated vapor condition is fully reached at the tip of the liquid
length.

Iyer et al. (2000) performed a diesel spray CFD simulation with a two-fluid model
where the Eulerian transport equations are solved for both the liquid and the gaseous
phases. In their simulation approach, the vaporization is controlled by turbulent mix-
ing by applying the locally homogeneous flow (LHF) approximation with an empir-
ical phase equilibrium model. The results showed reasonably good agreement in the
liquid length prediction, again suggesting the mixing-controlled behavior of diesel
sprays. Matheis et al. (2017) adopted a detailed thermodynamic phase equilibrium
model (Qiu et al. 2014) that consists of phase stability analysis and flash calculation
in large eddy simulation (LES) of the Engine Combustion Network (ECN) Spray A
condition and concluded that the mixing-controlled two-phase mixture model can
be applied for dense or moderately dense spray regimes.

An efficient equilibrium phase (EP) spray model (Yue and Reitz 2017, 2018)
has been recently proposed for engine CFD simulations, which is based on mixing-
controlled jet theory and the assumption of local phase equilibrium. This model
has been applied to simulate diesel-type fuel injection as well as GDI sprays with
good predictions in terms of spray and combustion characteristics under a wide
range of operating conditions without the need for model constant tuning. Moreover,
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Fig. 5.1 Schematic of the
‘idealized’ spray model used
to develop the liquid length
scaling law (Siebers 1999)

the model shows better computational efficiency than the classical spray modeling
approach since the consideration of the droplet dynamic processes is bypassed.

In the following section, an idealized model for mixing-controlled sprays and the
derivation of a liquid length scaling law are reviewed. Then, the formulation of the
EP spray model for CFD simulations and its application to diesel and GDI spray
simulations are presented, followed by a brief summary.

5.2 Mixing-Controlled Vaporization of High-Pressure
Sprays

Siebers (1998, 1999) studied liquid fuel penetration in a constant volume chamber
operated under diesel-like conditions for a number of fuels, injector orifice sizes,
and ambient conditions. This study discovered that: (1) The liquid length, which is
defined as the maximum penetration distance of liquid fuel, linearly correlates with
injector orifice size; (2) the liquid length is insignificantly dependent on injection
pressure. These experimental findings can be well explained by mixing-controlled
vaporization process, which is examined by applying jet theory.

Siebers’ idealized model for high-pressure spray is illustrated in Fig. 5.1, which
assumes a quasi-steady flowwith a uniform growth rate and perfect adiabatic mixing
within the spray boundaries. The dashed lines outline the control volume used for
mass, momentum, and energy balances. The downstream side of the control surface
(x � L , and L is the liquid length) is defined as the axial location where the fuel has
just completely vaporized (viz., the liquid length).

Applying integral analysis for the controlled volume with the assumption of local
thermodynamic equilibrium, while neglecting the recovery of the kinetic energy in
the fuel vaporization region, the following equations are derived from mass and
momentum conservation:
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ṁ f � ρ f · Anoz ·Uinj � ṁ f (x) ∝ ρ f · d2 ·Uinj (5.1)

ṁa(x) � ρa · A(x) ·U (x) ∝ √
ρa · ρ f · d · x ·Uinj · tan(θ/2) (5.2)

ṁ f ·Uinj � ṁ f (x) ·U (x) + ṁa(x) ·U (x) (5.3)

where ṁ f is the injected fuel mass flow rate, ρ f is the injected fuel density, Anoz is the
effective nozzle area, Uinj is the constant injection velocity, ṁ f (x) is the fuel mass
flow rate at any axial location x, ṁa(x) is the mass flow rate of entrained ambient
gas, ρa is the ambient gas density, A(x) is the spray cross-sectional area,U (x) is the
radially uniform spray velocity, d is the nozzle diameter, and θ is the spray spreading
angle.

From jet theory, ṁa(x) is proportional to d, while ṁ f (x) is proportional to d2,
which results in a linear dependency of liquid length on the nozzle diameter if the
vaporization process is mixing controlled. On the other hand, both ṁa(x) and ṁ f (x)
are proportional to Uinj, indicating an independency of liquid length on injection
velocity or injection pressure.

Equations (5.1)–(5.3) can be rearranged to give a parabolic equation for the
fuel/ambient gas ratio, ṁ f (x)

ṁa(x)
, and its positive root gives the axial variation of this

ratio,

ṁ f (x)

ṁa(x)
� 2√

1 + 16 · x̃2 − 1
(5.4)

Here, x̃ � x/x+ is the axial distance in the spray normalized by x+ �
√

ρ f

ρa
·

√
Ca ·d

tan(θ/2) .

Ca is the area-contraction coefficient of nozzle.
At the tip of the liquid length (x � L), the liquid fuel has just vaporized completely

such that

ṁ f (L)

ṁa(L)
� B

(
Ta, Pa, T f

)
(5.5)

The term B
(
Ta, Pa, T f

)
is the mass ratio of liquid fuel and ambient gas in a

completely vaporized and saturated condition, which is a thermodynamic equilib-
rium problem with given ambient temperature (Ta), pressure (Pa), and injected fuel
temperature

(
T f
)
.

A liquid length scaling law (Siebers 1999) is then derived by combining Eqs. (5.4)
and (5.5) and substituting the definition of x+,

L � CL ·
√

ρ f

ρa
·

√
Ca · d

tan(θ/2)

√√√√
(

2

B
(
Ta, Pa, T f

) + 1

)2

− 1 (5.6)

Here,CL is amodel constantwhich has a theoretical value of 0.38. Siebers adjusted
this value to 0.62 to match n-hexadecane and heptamethylnonane liquid length data.
The adjusted value of 0.62 is also used in current work.
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Siebers (1999) compared the scaling law with measured liquid length data for
several types of fuels under a verywide range of engine-relevant operating conditions
and showed that the scaling law reproduced all major trends in the experimental
results. The close agreement between the liquid length scaling law and the measured
data suggests that vaporization in a high-pressure diesel injection approaches a limit
governed by spray mixing processes, and atomization and local interphase transport
processes at droplet surfaces are not limiting factors for fuel vaporization. Parrish
(2014) examined the scaling law in GDI measurement by lumping the term CL ·√

Ca ·d
tan(θ/2) into a single constant, which was adjusted through trial and error to match
the experimental data. It was found that the lumped constant reached a fixed value at
high ambient temperature, indicating that under such conditions the fuel vaporization
also becomes mixing controlled in GDI sprays.

5.3 Equilibrium Phase (EP) Spray Model

5.3.1 Governing Equations

In the LDEF approach for two-phase turbulent flow simulations, such as in the KIVA
code (Amsden et al. 1989) implementation, the liquid flow and gaseous flow are
resolved on two different but connected fields. The gaseous mixture of ambient
gas and vaporized fuel is resolved on an Eulerian field where the transport equa-
tions are solved for species, momentum, and internal energy. Using the Reynolds-
averaged Navier–Stokes (RANS) method, the instantaneous equations are averaged
and expressed with mean quantities, as shown below (Amsden et al. 1989).

The continuity equation for species m is

∂ρm

∂t
+ ∇ · (ρmu) � ∇ ·

(
ρD∇

(
ρm

ρ

))
+ ρ̇c

m + ρ̇s
mδm1 (5.7)

where u is the velocity vector for the mean flow, ρm is the mass density of species
m, ρ is the total mass density, D is the diffusion coefficient, ρ̇c

m is a source term due
to chemical reactions, ρ̇s

m is a source term due to the spray, and δm1 is the Dirac delta
function so that there is no spray source term for non-fuel species.

The momentum equation for the fluid mixture is

∂(ρu)

∂t
+ ∇ · (ρuu) + ∇P � μ∇ ·

(
∇u + (∇u)T − 2

3
∇ · uI

)
− ∇

(
2

3
ρk

)
+ Fs

(5.8)

where P is the fluid pressure, μ is the dynamic viscosity, superscript T denotes
transpose, I is the identity tensor, k is the turbulent kinetic energy, and Fs is the
momentum exchange between the liquid spray and the ambient flow.
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The internal energy equation is

∂(ρ I )

∂t
+ ∇ · (ρuI ) � −P∇ · u + λ∇2T + ρD

∑
m

(
hm∇2

(
ρm

ρ

))
+ ρε + Q̇c + Q̇s

(5.9)

where I is the specific internal energy, λ is the thermal conductivity, hm is the specific
enthalpy of species m, ε is the dissipation rate of turbulent kinetic energy, Q̇c is a
source term due to chemical heat release, and Q̇s is a source term due to spray
interaction.

For a turbulent flow, the Reynolds stresses are modeled by assuming the same
form as the viscous tensor for Newtonian fluids but with a modified viscosity, μ,
which is given as

μ � μ0 + μt (5.10)

where μ0 is the laminar dynamic viscosity, μt � Cμk2/ε is the turbulent viscosity,
and Cμ is a model constant. Turbulent fluxes of species and enthalpy are modeled by
assuming Fick’s law diffusion with a single diffusion coefficient, which is given as

D � μ

ρ · Sc (5.11)

where Sc is the Schmidt number and a constant value is assumed. Twomore transport
equations for k and ε are needed in the turbulence model (Han et al. 1995; Launder
et al. 1972; Wang et al. 2011a; Yakhot et al. 1992), which will be discussed later in
this section.

On the other hand, the liquid fuel is initialized at the location of nozzle exit as
Lagrangian parcels with the prescribed rate of injection and initial size equal to
an effective nozzle diameter. Each parcel represents an assembly of a number of
identical drops with the same temperature, size, momentum, etc. The Lagrangian
and Eulerian fluids interact with each other in terms of mass, momentum, and energy
transfer, through the source terms ρ̇s

m, Fs, Q̇s introduced above. In the traditional
LDEF approach, the two-phase flow process is primarily governed by the dynamics
of the Lagrangian drops, i.e., breakup, collision, and vaporization.

In order to model the fuel spray process with emphasis on mixing-controlled
vaporization, it is desired to simulate the liquid as a continuous fluid with an Eulerian
treatment. However, this treatment requires the computational mesh to be refined to
a micron level such that the near-nozzle flow can be resolved, and its application in
engine simulations is limited due to the resulting significant computational cost. In
the current EP model, the framework of the LDEF approach is retained such that
a practical mesh resolution can be used for engine simulations. However, the non-
equilibrium processes of liquid breakup and collision are not considered. Instead,
after being injected into the domain, the Lagrangian parcels gradually transition to
the Eulerian liquid phase, which is assumed to be homogenously mixed with the
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Fig. 5.2 Schematic of EP spray model, generated from CFD results (Yue et al. 2017)

local gaseous phase. The governing equation for the Eulerian liquid can be written
as

∂ρl

∂t
+ ∇ · (ρlu) � ∇ ·

[
ρD∇

(
ρl

ρ

)]
+ ṠEP + Ṡrelease (5.12)

where the subscript l denotes the Eulerian liquid phase, ṠE describes the mass
exchange between the Eulerian liquid and vapor phase assuming phase equilibrium,
and Ṡrelease is the source term that describes the transition rate from Lagrangian
drops to the Eulerian liquid. Other governing equations used in the LDEF approach
are unchanged, and the Eulerian liquid can be considered as an intermediate step
between Lagrangian drops and Eulerian vapor.

Figure 5.2 illustrates a schematic diagram for the current spraymodeling approach.
The injected Lagrangian parcels are denoted by the yellow spheres with size propor-
tional to the dropmass. The blue contour represents the Eulerian liquidmass fraction,
while the red contour represents the vapor mass fraction. The dashed arrows indicate
velocity vectors of the Eulerian flow field. As can be seen, the droplets release mass
smoothly as they move away from the nozzle. The phase change for the Eulerian
fluid

(
ṠEP
)
is solved for by employing a phase equilibrium solver, and it is a function

of the local mixture composition and thermodynamic state. Thus, the process of fuel
vaporization becomes controlled by the air entrainment and mixing, as illustrated by
the velocity field.

A liquid-jet model was derived based on Siebers’ scaling analysis to solve for the
term Ṡrelease in Eq. (5.12). Combining Eqs. (5.1) and (5.4) gives
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Fig. 5.3 Spray spreading
angle as a function of
injection pressure at three
ambient conditions (Yue
et al. 2017)
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γ (x) � ṁa(x)

ṁa(L)
�

√
1 + 16x̃2 − 1√

1 + 16(L/x+)2 − 1
(5.13)

The function γ (x) is the ratio between the entrainment flow rate at distance x and
the one at the tip of liquid length. In a mixing-controlled spray, γ (x) also represents
the possible upper bound of the proportion of fuel being vaporized at any axial
location. Therefore, the conversion rate from the Lagrangian parcels to the Eulerian
liquid is modeled by adopting the function γ (x) as

Ṡrelease � (
mparcel − mparcel,initial · (1 − γ (x))

)
/dt (5.14)

Here, mparcel is the mass of the parcel, mparcel,initial is the initial mass of the same
parcel upon injection, and dt is the computational time step. One should note that
Ṡrelease controls only the process of liquid release from Lagrangian-to-Eulerian phase
and not the vaporization process. The vaporization process is controlled by the local
phase equilibrium

(
ṠEP
)
.

The spray spreading angle θ is modeled as a function of gas/liquid density ratio,
ρ f

ρa
, Reynolds number, Re f , and Weber number,We f , according to the aerodynamic

surface wave theory for liquid-jet breakup (Ranz 1958; Reitz et al. 1979):

tan θ/2 � Cθ4π
√

ρa

ρ f
f

(
ρ f

ρa

(
Re f

We f

)2
)

(5.15)

Cθ is a model constant and is dependent on injector’s internal geometry and
flow condition. The function, f , is given in the references. The value of Cθ can be
determined from the best fit of the experimental data. Figure 5.3 shows a comparison
of experiments and model predictions of spreading angles as a function of injection
pressure for three ambient densities, for the ECN Spray A injector, with aCθ of 0.45.



118 Z. Yue and R. D. Reitz

5.3.2 Gas-Jet Model

The Lagrangian and Eulerian fluids are fully coupled in conservation of mass,
momentum, and energy. An aerodynamic drag force, Fs , is applied to the Lagrangian
parcels when a relative velocity exists between the liquid droplets and the gaseous
phase, and leads to momentum transfer as seen in the momentum equation. Fs is
modeled as

Fs � 3

8

ρ

ρ f

∣∣u + v′ − v
∣∣

rd

(
u + v′ − v

)
CDCdistortion (5.16)

where v is the velocity vector of droplet, v′ is a turbulent drop dispersion velocity, and
rd is the droplet radius. The effect of droplet distortion on drag is considered by an
enhanced coefficient, Cdistortion (Liu et al. 1993). The drag coefficient for undistorted
droplet, CD , is modeled as

CD �
⎧
⎨
⎩

24
Red

(
1 + 1/6Re2/3d

)
Red < 1000

0.424 Red ≥ 1000
, Red � 2ρ

∣∣u + v′ − v
∣∣rd

μt
(5.17)

However, a practical computational mesh for engine simulation is usually much
larger than the injector orifice size and cannot resolve the velocity profile in the
near-nozzle region. The estimation of drag force and momentum exchange becomes
dependent on mesh size when a mean value of CFD-resolved velocity is used to
calculate the relative velocity, and a coarse mesh usually results in overprediction
of momentum transfer and slow spray penetration. In order to improve the grid
independency of momentum coupling, the gas-jet model (Abani et al. 2008a, b) is
employed, wherein a sub-grid scale velocity usgs estimated from the turbulent gas-jet
theory is used instead of the CFD-resolved velocity.

In the gas-jet model, the solution for a gas jet with same injection velocity, mass
flow rate, and injection momentum is used to represent the velocity field of the liquid
fuel spray. Accordingly, an equivalent orifice size for the gas jet is determined to be
deq � d

√
ρ f /ρ. In a gas jet with transient injection profile, the effective injection

velocity ueff(x, t) can be written as a function of axial distance, x, and time, t, which
represents the convolution of n successive changes in the initial injection velocity,
Uinj(t0) (Abani et al. 2007),

ueff(x, t) � Uinj(t0) +
n∑

k�1

((
1 − exp

(
− t − tk

τ(x, tk)

))
× (

Uinj(tk) − Uinj(tk−1)
))

(5.18)

τ(x, t) � St
x∣∣Uinj(t)

∣∣ (5.19)
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Here, the jet response time, τ(x, t), is calculated using the spray jet analogy with
a constant value of 3.0 for the particle Stokes number, St (Abani et al. 2007).

Once the effective injection velocity is determined, the transient sub-grid gas-jet
velocity can be calculated with given axial distance, radial distance, and time, as
shown in Eqs. (5.20)–(5.23) (Perini et al. 2016).

usgs(x, r, t) � f (χ)ueff(x, t)(
1 + 12r2

K 2
entrx2

)2 (5.20)

f (χ) �

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

1/χ, χ ≥ ϕ

γmax − 32γ 3
max(χ−1)2

(3+)2(3+−4γmax)
, 1 ≤ χ < ϕ

γmin + χ(2 − χ)
(
γmax − γmin

)
, χ < 1

; χ � xKentr

3deq
(5.21)

 � √
9 − 8γmax (5.22)

ϕ � 3 + 

4γmax
(5.23)

The denominator in the right-hand side of Eq. (5.20) describes the velocity decay
along radial direction, and Kentr is a coefficient of turbulent entrainment rate. The
piecewise function, f (χ), describes the velocity dampingprofile along axial direction
that is defined by γmax and γmin. The values of these model constants are adopted
from a multi-objective GA optimization in simulation of diesel spray (Perini et al.
2016).

5.3.3 Phase Equilibrium in High-Pressure Sprays

Liquid fuel injection involves several non-equilibrium phenomena. However, as dis-
cussed previously, liquid vaporization is limited by the rate of ambient hot gas entrain-
ment, while local interphase transport rates are so fast due to the small drop sizes that
the assumption of local phase equilibrium can be applied to simplify the problem.
Therefore, other than the liquid fuel and ambient gas mixing rate, the determination
of phase equilibrium is also critical for the determination of spray vaporization.

For a multi-component mixture under ideal conditions, the vapor/liquid equilib-
rium can be determined using Raoult’s law,

Pi,v � Xi,l · Psat,i (5.24)

Pi,v is the partial pressure of species i in the vapor phase. Xi,l is themole fraction in
the liquid phase. Psat,i is the vapor pressure of the pure species for a given temperature,
which can be calculated by a number of vapor pressure equations (Reid et al. 1987).
The subscripts v and l denote the vapor phase and liquid phase, respectively. It is
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seen that equilibrium in this case only depends on temperature. However, under high-
pressure conditions, Raoult’s law is no longer valid, and a real gas equation of state
(EoS) is needed to solve the problem.

The Gibbs free energy is a thermodynamic potential that is used to measure the
obtainable energy from a closed thermodynamic system, and it is minimized when
the equilibrium is reached with a specified temperature, pressure, and mixture com-
position. Therefore, the equilibrium calculation is a search for the global minimum
of the Gibbs free energy in a multi-dimensional space, which is usually achieved by
requiring fugacity equality, e.g., in case of a two-phase equilibrium,

fi,v � fi,l (5.25)

f is the fugacity, which is equal to the pressure of an ideal gas that has the same
chemical potential as the real gas at some pressure. However, the fugacity equality
is a necessary but insufficient condition for phase equilibrium, because it stands for
a local stationary point that does not guarantee a global minimum. While the local
extreme given by the fugacity equality could happen to be the global extreme for
a simple fluid, this approach sometimes presents a ‘false’ equilibrium state for a
multi-component mixture.

Qiu and Reitz (2014a, b, 2015), Qiu et al. (2014) developed a phase equilibrium
solver based on classical thermodynamic equilibrium with a real gas EoS, which is
reported to be thermodynamically consistent and is computationally robust and effi-
cient. This solver has been applied to a number of multi-phase flow problems such as
condensation and supercritical fluids. In this approach, the phase equilibriumproblem
is solved in two steps, viz., a phase stability test and a phase-splitting calculation. The
phase stability test is performed first to examinewhether a phase-splitting calculation
is required and to provide initial guess values for the phase-splitting calculation. For
a multi-component mixture, the tangent plane distance (TPD) method (Baker et al.
1982;Michelsen 1982) is used to test the phase stability. The TPD function is defined
as:

TPD(X) �
Nc∑
i�1

Xi (μi (X) − μi (Z)) (5.26)

Here, X is the mole fraction array, Z is the feeding composition array, μ is the
chemical potential, and Nc is the number of components. Geometrically, TPD(X)

represents the vertical distance from the tangent hyperplane to the molar Gibbs free
energy surface of Z. It requires TPD(X) to be nonnegative at all stationary points to
achieve phase stability. Therefore, the TPD method reduces the search space from
thewhole domain to the local extremes and hence an exhaustive search of all possible
X is avoided. Whenever the phase stability test yields a negative value of TPD(X),
the flash calculation is performed based on the Rachford–Rice algorithm (Rachford
et al. 1952):
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∑Nc

i�1

Zi (ki − 1)

1 + λ(ki − 1)
� 0 (5.27)

ki is the phase equilibrium ratio of species i, and λ is the mole fraction of one phase.
The outcome of the stability test is used as an initial guess for solving the objective
function.

5.3.4 Equation of State

In CFD simulations, the EoS calculation is called numerous times for each compu-
tational cell at each time step. Therefore, it is important to maintain a good balance
between accuracy and efficiency for EoS calculation in engineering applications.
The Peng–Robinson (PR) EoS is a two-parameter efficient cubic EoS, which has the
form

P � RuT/(v̄ − bm) − am/
(
v̄2 + 2bm v̄ − b2m

)
(5.28)

where P is the pressure, T is the temperature,v̄ is the molar volume, and Ru is the
universal gas constant. am and bm are attraction and repulsion parameters, respec-
tively. For species i, the parameters are expressed as functions of critical properties
and acentric factor,

ai � 0.45724R2
uT

2
c /P2

c

[
1 + f (ω)

(
1 −√

Tc/T
)]2

(5.29)

bi � 0.07780RuTc/Pc (5.30)

where Pc is the critical pressure, Tc is the critical temperature, ω is the acentric
factor, and f (ω) � 0.37464 + 1.54226ω − 0.26992ω2. The parameters for a multi-
component mixture can be calculated following the van der Waals mixing rule

am �
∑
i

∑
j

xi x j
(
aia j

) 1
2
(
1 − ki j

)
(5.31)

bm �
∑
i

xi bi (5.32)

The subscript m denotes the mixture, and i and j denote individual species. x is
the species mole fraction. ki j is the binary interaction parameter for species i and j,
and its value can be found in reference (Knapp 1982). Table 5.1 lists the properties
required for EoS calculation for the major species that is considered in this work.
The listed species in total account for more than 99%mole fraction of the mixtures in
either a non-reacting or a reacting case in current study and, therefore, are considered
sufficient to represent the completemixture in theEoS calculations. These parameters
are also used by the phase equilibrium solver.
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Table 5.1 Species and
properties considered for the
EoS calculation

Species Tc (K) Pc (bar) ω (–)

nC12H26 658.0 18.2 0.5764

iC8H18 543.8 25.7 0.3034

N2 126.2 33.9 0.0377

O2 154.6 50.43 0.0222

CO 132.92 34.99 0.0663

CO2 304.19 73.82 0.2276

H2O 647.13 220.55 0.3449

Substituting the definition of the compressibility factor z def� P v̄/RuT into

Eq. (5.28), an alternative form of PR EoS is derived,

z3 − (1 − B)z2 +
(
A − 3B2 − 2B

)
z − (

AB − B2 − B3
) � 0 (5.33)

where A � am P
R2
u T

2 and B � bm P
RuT

. This cubic equation is numerically solved with
Newton’s method to yield one or three roots depending on the number of phases.

The internal energy is only a function of temperature when the ideal gas law is
applied.When a real fluid is considered at high temperatures and pressures, it requires
two independent thermodynamic variables to calculate the non-ideal departure in
internal energy. For example, internal energy as a function of temperature and molar
volume is expressed as

I(T, v̄) � I (T,∞) +

(
am − T dam

dT

wavg2
√
2bm

)⎡
⎣ln

∣∣∣∣∣∣
bm
(√

2 − 1
)

− v̄

bm
(√

2 + 1
)
+ v̄

∣∣∣∣∣∣

⎤
⎦ (5.34)

where wavg is the mixture-averaged molecular weight. The first term, I (T,∞), on
the right-hand side represents the internal energy at the ideal condition where the
molar volume approaches infinity. The second term on the right-hand side represents
the departure from ideality. This form of internal energy equation can be solved
analytically and is therefore implemented in this study.

Figure 5.4 shows the compressibility factors for a simple fluid (ω � 0) calculated
by the PR EoS, in comparison with results by the Lee–Kesler-modified Benedic-
t–Webb–Rubin (BWR) EoS (Reid et al. 1987). The BWR EoS is considered a more
accurate EoS that applies to a wide range of pressures and temperatures, but is more
computationally expensive compared to the cubic PR EoS. The compressibility fac-
tor is plotted as a function of reduced temperature Tr and reduced pressure Pr , which
are defined as Tr � T/Tc and Pr � P/Pc, respectively. A close agreement of pre-
dictions by the PR and the BWR EoS can be found at low-reduced pressures with a
relative difference less than 5%. The discrepancy increases at higher-reduced pres-
sures, especially at lower-reduced temperatures. The blue symbols in Fig. 5.4 mark
the status of major species of engine charge at 900 K, 75 bar, which is relevant to
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Fig. 5.4 Compressibility factor as a function of reduced pressure and temperature for a simple
fluid comparing PR EoS and BWR EoS (Yue et al. 2018b). Black solid lines are BWR EoS, and
red dashed lines are PR EoS. The blue symbols are the compressibility factors for selected species
at typical engine operating condition (900 K, 75 bar), estimated using this z-chart

engine operating conditions. It is seen that these species locate in a low-reduced
pressure and high-reduced temperature region, where the PR EoS provides similar
accuracy as the BWR EoS.

The Peng–Robinson EoS was implemented into the KIVA-3vr2 code (Amsden
1999) with the RANS framework, wherein the turbulent viscosity and diffusivity are
modeled to provide closures for the Reynolds stresses and turbulent fluxes, respec-
tively. Non-ideal effects in the transport properties are not taken into account here
since turbulent transport properties in RANS approach are generally two orders of
magnitude larger than laminar transport properties for the turbulent flows in engines.

In the KIVA code, the Navier–Stokes equations are solved by the Semi-Implicit
Method for Pressure-Linked Equations (SIMPLE) algorithm. Briefly, a corrected
pressure Pc is yielded to eliminate the difference between V p, the predicted volume
based on EoS calculation, and V c, the corrected volume related to the cell-face
velocities (Amsden et al. 1989). This process iterates until the predicted and corrected
values converge. Use of a real gas EoS generally requires more iterations since
the pressure dependency of thermodynamic derivatives leads to slower convergence
compared to the standardKIVA.Therefore, the computational time for an engineCFD
simulation is increased by 20–50% when the PR EoS is used (Yue et al. 2018b).
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5.3.5 Generalized RNG Model

For turbulence modeling in engine simulations, the RANS approach is currently
the most practical and dominant method because of its computational efficiency. In
the RANS approach, two more transport equations for the turbulent kinetic energy,
k, and its dissipation rate, ε, are solved in addition to the mass, momentum, and
energy equations. In this work, a generalized renormalization group (gRNG) k-ε
model (Wang et al. 2011a) is used. Compared to the standard two equation models
(Launder et al. 1972), the original RNGmodel (Yakhot et al. 1992) and the modified
RNG model (Han et al. 1995), the gRNG model accounts for flow compressibility
and has model coefficients that are functions of the flow strain rate. This allows
improved predictions in the three types of pure compression of interest in engine
flows: a 1D unidirectional axial compression, a 2D cylindrical-radial compression
(squish flow), and a 3D spherical compression. In the gRNG model, the transport
equations for k and ε are solved as follows

ρ
Dk

Dt
� Pk − ρε + Ẇ s + ∇ · [αkρν∇k] (5.35)

ρ
Dε

Dt
� ε

k
C1Pk + C

′
1ρν

ε

k
(∇ · u)2 − C2nρ

ε2

k
− ρR + C3ρε(∇ · u)

+ Cs
ε

k
Ẇ s + ∇ · [αερν∇ε] (5.36)

where Ẇ s is a source term due to interactions with the spray (Amsden 1999). v is the
kinematic viscosity. The production of turbulent kinetic energy Pk and the additional
term R from RNG analysis are modeled as

Pk � 2

3

[
aρν(∇ · u)2 − ρk(∇ · u)

]
(5.37)

R �
√
2(1 + a)

3
CμCηηε|∇ · u| (5.38)

The model coefficients are summarized in Table 5.2 (Wang et al. 2011a). η �
Sk/ε is the ratio of turbulent to mean strain-time scale, and S � (

2Si j Si j
)1/2

is the
magnitude of the mean strain Si j � 1

2

(
∂ui/∂x j + ∂u j/∂xi

)
. The terms a and n reflect

the ‘dimensionality’ of the strain rate field, which are defined as

a � 3
(
S211 + S222 + S233

)
/(|S11| + |S22| + |S33|)2 − 1 (5.39)

n � 3 − √
2a (5.40)
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Table 5.2 Coefficients for gRNG turbulence model

Function Constant

C ′
1 � a(1 − 2/3C1) C1 1.42

C2n �
2.4958 − 0.6857n + 0.1099n2

Cμ 0.0845

C3 � − n+1
n + 2

3C1 +√
2(1+a)

3 CμCηη(−1)δ ,

δ �
{
1, if∇ · u < 0

0, if∇ · u > 0

αk 1.39

αε 1.39

Cη � η(1−η/η0)

1+βη3
η0 4.38

β 0.012

5.4 Diesel Spray Simulation

5.4.1 ECN Spray A

The Sandia combustion vessel (Pickett et al. 2010, 2011; Skeen et al. 2016) simulates
a wide range of ambient environments (temperature, density, oxygen concentration,
etc.) for high-pressure fuel injection and provides full optical access to help in the
understandingof the details of the spray combustion process. Thepresent spraymodel
is validated with the ECN ‘Spray A’ operating conditions in this section. The Spray A
features a single-hole injector. The injected fuel is n-dodecane, which is often used
as a surrogate for diesel fuel in research. The injection pressure is 150 MPa, and
the fuel temperature is 373 K. The injection profile has a rapid start and end with a
steady period in between, forming a top hat profile. For the simulations, the rates of
injection were determined by a virtual injection rate generator (http://www.cmt.upv.
es/ECN03.aspx), as recommended by the ECN. The specifications of the operating
conditions are given in Table 5.3.

As can be seen, cases 1–6 represent non-reacting conditions with 0% oxygen,
where the transient liquid/vapor penetration and quasi-steady-state mixture fraction
weremeasured.Mie-scatter and Schlieren imagingwere used to track the liquid spray
and vapor plume, respectively. Rayleigh-scatter imagingwas used for the quantitative
measurement of vapor mixture fraction (Pickett et al. 2011). Cases 7–11 represent
combusting spray conditions with varying oxygen content and ambient temperature.
Laser-induced incandescence (LII) imaging combined with line-of-sight extinction
technique was applied for the quantitative measurement of soot volume fraction dis-
tribution (Idicheria et al. 2005; Manin et al. 2013; Skeen et al. 2016), while OH
chemiluminescence was used to indicate the jet lift-off length (Higgins et al. 2001).
In the CFD simulation results, the liquid and vapor phase penetrations are determined

http://www.cmt.upv.es/ECN03.aspx
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Table 5.3 Operating conditions and injector specification for ECN Spray A (Pickett et al. 2010,
2011; Skeen et al. 2016)

Case # Nom.
temp. (K)

Nom.
density
(kg/m3)

O2 (%
vol.)

Nozzle
diameter
(μm)

Discharge
coeff. (–)

Inj. dur.
(ms)

Non-
reacting

1 900 22.8 0 84 0.89 6

2 1100 15.2 0 84 0.89 6

3 700 22.8 0 89.4 0.9 1.54

4 1200 22.8 0 89.4 0.9 1.54

5 900 7.6 0 89 0.9 1.54

6 1400 7.6 0 84 0.89 6

Reacting 7 850 22.8 15 91 0.89 6

8 900 22.8 13 91 0.89 6

9 900 22.8 15 91 0.89 6

10 900 22.8 21 91 0.89 6

11 1000 22.8 15 91 0.89 6

Table 5.4 Spray model constants

Variable Name Value References

Liquid length scaling
law constant

CL 0.62 Siebers (1999)

Spray spreading angle
constant

Cθ 0.45 –

Gas-jet-assumed
Stokes number

St 3.0 Abani et al. (2007)

Gas-jet entrainment
constant

Kentr 0.85 Perini et al. (2016)

Max gas-jet weight
near nozzle

γmax 0.7

Min gas-jet weight
near nozzle

γmin 0.6

as themaximum axial distance between the injector exit and the farthest locationwith
0.1% liquid volume fraction and with 0.1% vapor mass fraction, respectively. The
nearest axial location where the local OH mass fraction reaches 2% of its maximum
value is used as the lift-off length. The model constants were kept unchanged for
all simulations in this section, as summarized in Table 5.4. For the reacting con-
ditions, the combustion is modeled as a well-stirred reactor. A reduced n-dodecane
mechanism (Wang et al. 2014) with 100 species and 432 reactions is used. A reduced
mechanism for polycyclic aromatic hydrocarbons (PAHs) is included, which enables
the use of a semi-detailed soot model (Vishwanathan et al. 2010) that uses pyrene
as soot precursor, and also considers acetylene- and PAHs-assisted surface growth,
particle coagulation, and soot oxidation by oxygen and OH.
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Fig. 5.5 Computational meshes for spray A

5.4.2 Grid Sensitivity

Three computational meshes with different resolutions were used so that the grid
sensitivity of the spray model could be tested. The three meshes are: Fig. 5.5a—a 2D
cylindrical mesh with a refined resolution of 0.7 mm * 0.7 mm * 0.5° at the nozzle;
Fig. 5.5b—a 3D cubic mesh with a refined resolution of 1 mm * 1 mm * 1 mm
at the nozzle; and Fig. 5.5c—a 3D cubic mesh with a refined resolution of
1.5 mm * 1.5 mm * 1.5 mm at the nozzle. The 2D cylindrical mesh considers a
cylindrical computational domain with a radius of 6.332 cm and a height of 10 cm,
which is similar to the geometry of the combustion vessel in the experiments. The
3D cubic meshes consider a domain with a width of 1.8 cm and a height of 10 cm,
which is large enough to simulate the spray process.

Figures 5.6 and 5.7 show transient liquid and vapor penetrations and quasi-steady-
state mixture fraction distributions for 900 K, 22.8 kg/m3 and 1100 K, 15.2 kg/m3

operating conditions. The black lines represent the ensemble average of the experi-
mental measurement, and the shadow area indicates the standard deviation. The red,
green, and blue lines are CFD predictions with resolutions of 0.7, 1, and 1.5 mm,
respectively. Due to the improved grid independency by using liquid-jet and gas-
jet models, the liquid penetration is seen to be almost unaffected by the different
mesh sizes. However, deviations are found in the vapor penetrations in the region
downstream of the liquid length at 10–20 mm axial distance from the nozzle exit,
wherein the penetration rate is lower with the coarser mesh. Although the amount
of momentum transfer is accurately predicted, the profiles of gaseous phase velocity
and mixture fraction distribution have large radial gradient in the near-nozzle region
and cannot be sufficiently resolved by the coarse mesh, which leads to flat spray
profile (Figs. 5.6a, b and 5.7a, b) and slow penetration rate. However, as the spray
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Fig. 5.6 Grid sensitivity for 900 K, 22.8 kg/m3 operating condition (Yue et al. 2017). Black lines
are the experimental results; gray area indicates uncertainty; red lines are results of the 0.5° sector
mesh (2D) with a resolution of 0.7 mm; green and blue lines are results of cubic meshes with
a resolution of 1 and 1.5 mm, respectively. a Vapor and liquid penetrations; mixture fractions b
along spray centerline, and c–f along radial directions at four axial distances from the nozzle exit
at quasi-steady state

keeps penetrating into farther downstream region, the growth rates of penetration
for a different mesh resolution become similar, and the transient penetration profiles
are all in good agreement with the experimental data for 1.5–3 ms after the start of
injection (ASI). Similarly, in the region of 3–5 cm axial distance, grid convergence is
achieved for the prediction of mass fraction distribution, indicating a good grid inde-
pendency of the current spray model. The 2D mesh with 0.5 cm resolution gives the
best match with the experimental measurement under both non-reacting conditions
and is used for the rest of this section exclusively.

5.4.3 Effects of Turbulence Model

Asmentioned inSect. 5.3.5, a generalizedRNGmodel is used for the turbulencemod-
eling in this work. However, for comparison, simulations were also performed using
themodified RNGmodel (Han et al. 1995) and the standard k-εmodel (Launder et al.
1972), and the results are plotted as green lines andblue lines, respectively, in Figs. 5.8
and 5.9. It is seen that the standard k-ε model overpredicts the spray dispersion with
slower penetration, which is considered to be a result of an unchangedmodel constant
used for both compressing and expanding flows (C3 � −1.0). For 22.8 kg/m3, the
mRNGmodel gives a similar result as the gRNGmodel and only slightly overpredicts
the dispersion at downstream locations. This is largely because the compressibility of
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Fig. 5.7 Grid sensitivity for 1100 K, 15.2 kg/m3 operating condition. See Fig. 5.6 for more expla-
nation

Fig. 5.8 Influence of turbulence models for 900 K, 22.8 kg/m3 operating condition. Black lines are
the experimental results; gray area indicates uncertainty; red, green, and blue lines are CFD results
of gRNG, mRNG, and standard k-ε models

flow is also considered in mRNGmodel

(
C3 �

{
1.726, if∇ · u < 0

−0.90, if∇ · u > 0

)
). However,

the discrepancy grows for a lower ambient density condition, where mRNG predicts
more similarly to the standard k-ε model, as can be seen in Fig. 5.9, indicating that
there is better flexibility of the gRNG model in spray modeling for a wide range of
operating conditions which is obtained by modeling C3 as a function of strain rate;
see Table 5.2.
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Fig. 5.9 Influence of turbulence models for 1100 K, 15.2 kg/m3 operating condition. See Fig. 5.8
for more explanation

5.4.4 Comparison of the EP and Classical Spray Models

It is also of great interest to compare the EP model with a classical Lagrangian spray
modeling approach, which includes the hybrid KH-RT breakup model (Beale et al.
1999), the radius-of-influence (ROI) drop collision model (Munnannur et al. 2009),
the gas-jet model (Abani et al. 2007), and the discrete multi-component (DMC)
vaporization model (Ra et al. 2009). This integrated approach has been widely
employed in simulations of fuel injection in IC engines. In this work, the spray
model constants were optimized for condition of 900 K, 22.8 kg/m3 (Wang et al.
2014) and were kept unchanged for all the other cases here.

Figures 5.10 and 5.11 compare the predicted spray penetration and fuel vapor dis-
tribution by the EP (red lines) and the classical spray model (green lines), for 900 K,
22.8 kg/m3 and 1100 K, 15.2 kg/m3 operating conditions, respectively. Meanwhile,
theKH-RTbreakup andROI collisionmodelswere also enabled in couplewith theEP
model, as shown by the blue lines, to assess the importance of these non-equilibrium
processes. The three modeling approaches are seen to give very similar predictions
that are also in good agreement with the experimental data. The consideration of drop
breakup and collision is shown to have a small influence on the EP model prediction,
since these processes neither affect the air entrainment and mixing nor do they have
an influence on the Lagrangian-to-Eulerian liquid conversion. The only effect that
breakup and collision could have on the EP model prediction is through the calcula-
tion of drop drag force, which depends on drop size. However, as seen in Figs. 5.10
and 5.11, this influence is seen to be negligible for such a vaporizing condition with
high injection pressure. By contrast, the breakup and collision models are critical
in the classical approach since they determine the droplet surface area density and
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Fig. 5.10 Comparisons of the EP and classical spray models for 900 K, 22.8 kg/m3 operating
condition (Yue et al. 2017). Black lines are the experimental results; gray area indicates uncertainty;
red lines are EP model without breakup and collision models; green lines are classical spray model,
which features droplet breakup, collision, vaporizationmodels; blue lines areEPmodelwith breakup
and collision models

the evaporation rate, which usually have a number of model constants that can be
optimized to achieve good prediction for spray simulations. A comparison of liquid
lengths predicted by the EP model and the classical model under various ambient
temperatures and ambient densities is given in Fig. 5.12. The EP model consistently
provides accurate prediction under all conditions, while the classical spray model
is shown to be less dependent on the ambient temperature wherein a case-by-case
adjustment in the model constants might be necessary to match the experiment under
a wide range of conditions. Another advantage of the EP spray model is better com-
putational efficiency since the non-equilibrium processes of breakup, collision, and
vaporization are bypassed, as illustrated in Table 5.5. It is also worth to note that the
DMC vaporization model used in the classical spray model applies Raoult’s law and
the Clausius–Clapeyron equation to determine the equilibrium at liquid–gas inter-
faces, which are less accurate at elevated pressures, e.g., engine operating conditions.

5.4.5 Flame Lift-off Length and Soot Formation

The flame lift-off length and spatial distribution of soot emissions are used to validate
reacting sprays of cases 3–7 in Table 5.3. The comparison of CFD predictions and
experimental measurement for quasi-steady-state sprays is presented in Fig. 5.13.
The spatial distributions of soot volume fraction are shown by the color contour, and



132 Z. Yue and R. D. Reitz

Fig. 5.11 Comparisons of the EP and classical spray models for 1100 K, 15.2 kg/m3 operating
condition. See Fig. 5.10 for more explanation

Fig. 5.12 Quasi-steady-state
liquid length for various
ambient temperatures and
densities (Yue et al. 2017).
Red: 22.8 kg/m3; blue:
15.2 kg/m3; and black:
7.6 kg/m3. Solid symbols:
experimental results; half
symbol: EP spray model; and
open symbol: classical spray
model

the same scales are applied for both CFD and experimental results. The blue dashed
lines mark the locations of flame lift-off lengths. The constants for soot model were
kept unchanged for all the operating conditions. At lower ambient temperatures
and lower O2 content, the ignition occurs further downstream with increased lift-off
length, which results in better fuel/air mixing and less soot formation. The prediction
of soot volume fraction is in good agreement with the experimental data. The location
and area of the soot cloud are also well captured, which is attributed to the accurate
prediction of mixture fraction in the downstream area.
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Table 5.5 Computational time for the EP and classical spray model

Case CFD time Time step Total parcel
number

Computational time

Classical
(min)

EP (min)

900 K,
22.8 kg/m3

6.5 ms 1 μs 10,000 191.57 139.66

1100 K,
15.2 kg/m3

147.40 135.05

1400 K,
7.6 kg/m3

196.14 151.68

Fig. 5.13 Comparisons of soot from the EP model CFD predictions (Yue et al. 2017) and experi-
mental measurements (Skeen et al. 2016). a–e give comparisons of the experiment (left) and CFD
(right) for different operating conditions. Color contours indicate the soot volume fraction; blue
dashed lines indicate lift-off length

5.5 Gasoline Direct Injection (GDI) Simulation

The previous sections present validation and applications of the EP spray model in
simulations of high-pressure, diesel-like fuel sprays. The success of those simula-
tions verifies the mixing-controlled characteristics of high-pressure diesel sprays.
On the other hand, GDI engines have drawn increasing attention due to a number of
advantages over port fuel injection (PFI) systems, such as accurate fuel delivery, less
cycle-to-cycle variation (CCV), better fuel economy with extended knock-limited
operating condition, and potential for stratified lean operation (Zhao et al. 1999).
Fuel injection is one of the critical processes in a GDI engine, especially for spray-
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Table 5.6 Operating
conditions and injector
specification for GM GDI
(Parrish 2014)

Injector Bosch HDEV 1.2 series

Nozzle holes 8

Orifice diameter 165 μm

L/D ratio 1.8

Plume direction 30° (nominal)/25° (measured)

Fuel Iso-octane

Injection pressure 20 MPa

Injection duration 766 μs

Ambient temperature 400/500/600/700/800/900 K

Ambient density 3/6/9 kg/m3

guided combustion systems, which make use of the injection process to form a stably
ignitable fuel/air mixture around the spark plug. The multi-hole GDI nozzle has the
advantage of providing a stable spray structure, and it is less sensitive to the operat-
ing conditions compared to pressure-swirl atomizers (Mitroglou et al. 2007). Despite
the similarity to multi-hole diesel injectors, multi-hole gasoline injectors usually fea-
ture a narrower drill angle, smaller length/diameter (L/D) ratios, a step-hole design,
and a relatively lower fuel pressure (10–40 MPa), with a more volatile, less viscous
fuel being injected into a cooler and lower density chamber. In this section, the EP
model is applied to simulate sprays of a multi-hole GDI injector and its controlling
mechanism is also examined.

The experimental data were taken in a constant volume spray chamber by Parrish
(2014), Parrish and Zink (2012). The operating conditions can be found in Table 5.6,
showing that three ambient densities were targeted, with temperatures varying from
400 to 900 K. The injector has eight holes with a stepped-hole geometry and a
nominal-included angle of 60°. However, the measured value of 50° was used in the
simulations. Iso-octane was used as a surrogate for gasoline in the experiments, and
the injection pressure was held at 20 MPa for all tested conditions. The duration of
the injection was 766 μs, which is shorter and more transient than the ECN Spray A
cases. Schlieren and Mie-scatter imagining were used to track the envelopes of the
vapor jets and liquid sprays, respectively. Unlike for a single-hole injector, the liquid
and vapor penetrations were evaluated for the entire spray rather than for a single
plume, and the distance from the nozzle exit to the jet tip was measured along the
direction of the injector axis.

For the simulation setup, the computational domain was a cylinder with a diam-
eter of 10 cm and a height of 10 cm. A 45° sector mesh was used, as shown in
Fig. 5.14, to simulate one spray plume with the injector located at the top center.
A clip plane colored by the mixture fraction is also shown in Fig. 5.14 to illustrate
the injector location and spray plume direction. In this case, plume-to-plume inter-
action is simplified by assuming each plume is identical. The mesh resolution is
0.5 mm * 0.5 mm * 4.5° near the nozzle and transitions to 2.75 mm * 2.75 mm * 4.5°
at the sides. As mentioned in Sect. 5.3.1, the model constant Cθ in the spreading
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Fig. 5.14 Computational domain for one spray plume simulation

angle correlation depends on the injector configuration and nozzle flow, e.g., cavi-
tation. Therefore, the value of Cθ for a GDI injector is expected to be different than
the value used for the Spray A injectors. Due to the lack of the experimental mea-
surement of spreading angles, Cθ was determined to be 0.6, based on a best match
of jet penetrations for the 6 kg/m3 ambient density cases.

The predictions of liquid and vapor envelopes are comparedwith the experimental
measurements for several conditions, as shown in Figs. 5.15, 5.16, and 5.17, for
three ambient temperatures, respectively. Three ambient densities are shown for each
ambient temperature. For each operating condition, results are compared at 0.5, 1.0,
and 1.5 ms after the start of injection in each row. The experimental results are shown
on the left in each pair of the experiment/CFD comparison. Red lines and green lines
outline the liquid and vapor envelopes, respectively, and the black dashed lines mark
the measured spray-included angle. For the CFD predictions, white clouds represent
the vapor plume and red clouds represent the liquid jet. The result of a simulated
single plume in a sector mesh was replicated and rotated to form an eight-plume
spray in order to compare with the experimental results.

The general trend is that both spray penetration and liquid residence time decrease
with increasing ambient temperature and increasing ambient density, which is
observed in both the experimental results and the CFD predictions. According to
the mixing-controlled spray analysis, higher ambient temperature at constant ambi-
ent density results in higher internal energy per unit entrained gas and consequently
leads to faster vaporization and shorter liquid length. On the other hand, higher
ambient density at constant ambient temperature results in a wider spray cone angle
that leads to a faster entrainment rate; thus, the vaporization is also accelerated. The
included angle and shape of the vapor envelopes seen in the experiments are accu-
rately captured by the simulations at each transient time for each operating condition.
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Fig. 5.15 Liquid and vapor envelopes for 500 K conditions. Ambient densities are 3, 6, 9 kg/m3

from left to right. Each row corresponds to 0.5, 1.0, 1.5 ms after start of injection, respectively. For
the experiment, red and green lines outline the envelopes of liquid and vapor phases, respectively.
For CFD, red and white clouds represent liquid jet and vapor plume, respectively

Fig. 5.16 Liquid and vapor envelopes for 700 K conditions. See Fig. 5.15 for more explanations

The fingerlike shape of the liquid jet is also well predicted by the model, with slight
overprediction in liquid residence time after the end of injection for low ambient
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Fig. 5.17 Liquid and vapor envelopes for 900 K conditions. See Fig. 5.15 for more explanations

density conditions, as can be seen at 1.5 ms ASI of the 500 K, 3 kg/m3 condition and
at 1.0 ms ASI of the 900 K, 3 kg/m3 condition.

The liquid and vapor penetrations are plotted as line graphs in Fig. 5.18. Solid
lines are the experimental results, while dashed lines are the CFD predictions and
colors indicate different ambient densities. Similar to observations in the 2D spray
envelopes, the transient penetration of the vapor plume is accurately predicted by the
model predictions with less than 5% error even at 3.5 ms ASI. Quasi-steady state of
liquid length is reached after an initial transient period for both the 700 and 900 K
cases. However, such a quasi-steady period is not seen for 500 K, indicating the
quasi-steady-state liquid length cannot be reached within such a short duration of
injection.Even though the currentEP spraymodel is derivedbasedon the experiments
of long-duration, quasi-steady-state fuel injection, its application in the present GDI
simulations is seen to capture the transient behavior of a short-duration injection
very well, as shown in the predictions of liquid penetration for the 6 and 9 kg/m3

conditions. Furthermore, although the liquid length is considerably overpredicted
at low ambient density conditions, the transient vapor penetration is still accurately
captured by the model.

Figure 5.19 shows the maximum liquid length as a function of ambient tempera-
ture for each ambient density condition. Excellent agreements can be found between
the experimental results and the CFD predictions for most cases. However, the error
in the prediction of maximum liquid length grows with decreasing ambient density
and temperature. In this case, the validity of mixing-controlled assumption is consid-
ered not to be the reason of such error, as the phase equilibrium, mixing-controlled
vaporization process would be expected to always give a faster vaporization and a
shorter liquid length compared to the non-equilibrium vaporization process. Pos-
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Fig. 5.18 Liquid and vapor penetrations. a, b, and c are liquid penetrations for 500, 700, and 900 K
ambient temperatures, respectively; d, e, and f are their corresponding vapor penetrations. Black,
red, and blue lines correspond to 3, 6, and 9 kg/m3 ambient densities, respectively. Solid lines are
the experimental measurement, and dashed lines are CFD predictions

Fig. 5.19 Liquid length as a
function of ambient
temperature. Black, red, blue
lines correspond to 3, 6,
9 kg/m3 ambient densities,
respectively. Solid triangles
are the experimental results;
hollow triangles are CFD
predictions

sibly, the constant value of CL in Eq. (5.6) is questionable. CL has a theoretical
value of 0.38 from the derivation of Siebers’ scaling law and was adjusted to 0.62 in
order to match the n-hexadecane and heptamethylnonane liquid length data (Siebers
1999). The change in CL is considered to be a compensation for errors introduced
by assumptions made when deriving the liquid length scaling law, which should not
be expected to be the same when the operating condition changes significantly.

Moreover, the accuracy of the correlation for the spray spreading angle θ can
also affect the liquid length prediction. Particularly, liquid cavitation within the
nozzle passages is a possible agency in the determination of Cθ in Eq. (5.15)
(Reitz et al. 1982), which is not considered in this study. The cavitation num-
ber K is usually used to quantify the cavitation transition, which is defined as
K � (

Pinj − Pamb
)
/(Pamb − Pv). Pinj is the injection pressure, Pamb is the ambi-

ent pressure, and Pv is the fuel vapor pressure. For the studied cases in this section,
the value of K ranges from 7.5 for the highest ambient pressure condition to 70.4
for the lowest ambient pressure condition, which is estimated using Pv of 0.78 for
iso-octane at 363 K. A higher K value indicates higher tendency of cavitation and
consequently wider spreading angle. Thus, the consideration of the K factor could
mitigate the deviation in liquid length prediction seen at low-pressure conditions.
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Nonetheless, the current form of the EP spray model provides satisfying results for
most engine-relevant conditions, especially for the vapor plume, which is essential
in engine combustion simulations.

5.6 Summary

Experimental studies have shown that the vaporization process of a high injection
pressure engine spray is controlled by the hot ambient gas entrainment and the
overall fuel/air mixing within the spray, instead of being controlled by transport
rates of mass and energy at spray droplet surfaces. This conclusion is valid for fuel
injection problem undermost of IC engine operating conditions. However, most CFD
models that have been applied in IC engine simulations use the LDEF method for
the modeling of the two-phase flow process of liquid fuel injection, where the non-
equilibrium processes of drop breakup, collision and coalescence, and liquid/vapor
interfacial vaporization aremodeled by tracking droplets with considerablemodeling
and computational effort. An equilibrium phase (EP) spray model has been recently
developed and implemented into an open-sourceCFDprogram,KIVA-3vr2 (Amsden
1999), for application to IC engine simulation, where the role of mixing-controlled
vaporization is emphasized by the introduction of an Eulerian liquid phase into the
LDEF framework and employing an advancedphase equilibriumsolver. TheEP spray
model was developed based on a jet theory and a phase equilibrium assumption,
without the need for modeling drop breakup, collision, and surface vaporization
processes.

The integrated model was validated widely in the ECN Spray A, as well as GDI
sprays. The validations confirm the good accuracy and grid independency of the EP
model in predictions of liquid/vapor penetrations, fuel mass fraction distributions for
the non-reacting sprays, and heat release rates, pressure traces, and emission forma-
tion for reacting cases, over a wide range of operating conditions (700 K to 1400 K,
7.6–22.8 kg/m3 for diesel sprays; 500–900 K, 3–9 kg/m3 for GDI sprays) without
the need for tuning of model constants, except for the constant in the spreading angle
correlation, which is expected to change for different injector configurations. The
accuracy of the liquid length prediction for GDI sprays at low ambient densities
could potentially be improved even further by using a comprehensive spray cone
angle model that considers in-nozzle flow, cavitation, etc. Moreover, the EP model
was also proven to be 37% more computationally efficient than the widely used
‘classical’ model for the studied cases.
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Chapter 6
Droplet Impingement and Evaporation
on a Solid Surface

Seong-Young Lee and Le Zhao

Abstract An efficient spray injection leads to better vaporization and better air—
fuel mixing, resulting in the stable combustion and reduced emissions in the internal
combustion (IC) engines. The impingement of liquid fuels on chamber wall or pis-
ton surface in IC engines is a common phenomenon, and fuel film formed during
the impingement plays a critical role in engine performance and emissions, particu-
larly under cold start conditions. Therefore, the study on the characteristics of spray
impingement on the chamber wall or piston surface is necessary. However, first,
due to the complexity of the practical fuel injection systems, it is difficult to attain
the detailed specific information of the spray impingement from the experiments
such as droplet size, mass, number, and velocity distributions in the vicinity of wall
region. Second, because of the Lagrangian particle/parcel concept (a particle repre-
senting a number of droplets in simulations), the spray–wall interaction model under
Eulerian–Lagrangian approach is often developed based on the individual droplet.
Therefore, the individual droplet’s impingement on wall and the droplet-to-droplet
collision have been extensively studied to assist in a profound perception on the
spray–wall impingement. In this chapter, the encouraging experimental observations
of applying optical diagnostics technology to study droplet–wall impingement are
extensively discussed. Single droplet impingement on a solid surface with various
conditions was examined to understand the detailed impinging dynamic process. The
droplet–wall interaction outcomes, in particular focusing on the splashing criteria,
were inspected, and a new correlation of deposition–splashing is developed. Post-
impingement characterizations including spreading factor, height ratio, contact line
velocity, and dynamic contact angle were then analyzed based on the experimental
data at various test conditions. Further, the non-evaporation volume of fluid (VOF)
method based on Eulerian approach was used to characterize single droplet imping-
ing on the wall and provide a better understanding of the dynamic impact process.
The simulation results of the spreading factor and height ratio matched well with
the experimental results during the droplet impingement process. In addition, due
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to the evaporation drawing more attention during the engine combustion process,
an evaporation VOF (e-VOF) sub-model was developed and applied to multi-droplet
impingement on a heated surface to qualitatively andquantitatively analyze the vapor-
izing process as droplets impacting onto the hot surface. The information obtained
from VOF simulations can be applied to improve the spray–wall interaction models
in the liquid spray Eulerian–Lagrangian method.

6.1 Introduction

This chapter introduces the characteristics of a single droplet–wall impingement
under non-vaporizing and evaporation conditions.

6.1.1 Droplet–Wall Impingement Mechanism Overview

The fluid dynamic phenomena during single droplet (order of millimeters) impinge-
ment on a solid surface can be characterized by a few parameters, such as fuel proper-
ties (i.e., surface tension, viscosity, wettability, and density) and operating conditions
(i.e., surface temperature, surrounding gas temperature, and pressure) (Potham et al.
2017). The impingement occurrence when a liquid droplet interacts with a solid sur-
face (dry, wetted, isothermal, or hot) can be categorized as the phenomena of stick,
spread, rebound, splash, and breakup (Bai et al. 2002) as shown in Fig. 6.1. The
droplet interaction with a dry or wetted solid surface has been studied by a number
of researchers over many decades; all the impingement processes are found to be
strongly related to the droplet impact energy (Bai et al. 2002; Habchi et al. 1999). The
droplet sticks on thewall when the impact energy is very low, while the liquid spreads
and rebounds as the impact energy increases until all the energy is dissipated. The
droplet disintegrates within the first instant after impingement as the impact energy
further increases; when the droplet interacts with the surface by leaving some liq-
uid on the surface (contributing to the wall-film formation) and splashing back the
remaining part, the splashing occurs. This remaining part contains droplets that have
different sizes and velocities with respect to the one that originally impinged on the
wall (Bai et al. 2002; Habchi et al. 1999; Moreira et al. 2010).

The mechanism of droplet splashing is inherently complex compared with other
interaction outcomes, and it largely depends on both the boundary conditions (e.g.,
liquid droplet velocity and impact angle) and surface topography. Hence, a num-
ber of experimental works of the droplet impinging on the dry or wetted surface
have been done, and the splash criteria are summarized based on these experimental
works. The splashing criterion is usually derived in terms of non-dimensional param-
eters to characterize the relative magnitude of the forces acting on the droplet. The
most general parameters utilized to express the splashing phenomenon are Reynolds
number (Re � ρD0U0/μ), Weber number

(
We � ρD0U 2

0 /σ
)
, Ohnesorge number
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Fig. 6.1 Schematic of the droplet impingement on a solid surface (dry/wetted/isothermal/hot sur-
face) (Zhao et al. 2017)

(
Oh � We0.5Re

)
, and Capillary number (Ca � We/Re) (ρ, μ, and σ are the den-

sity, dynamic viscosity, and surface tension, respectively; D0 is the initial droplet
diameter and U0 is the impact velocity). It is worthwhile to note that the parameters
of Re, We, Oh, and Ca are calculated from the normal velocity component of the
impinging droplet with respect to the surface.

StowandHadfield (1981) led one of the earliest experimental studies to understand
the water droplets’ impingement on a roughened aluminum surface. The dependence
of droplet–wall interaction phenomena on the Re and We of liquid fuel and surface
roughnesswas also performed. They postulated a splashing thresholdK=We0.5Re0.25,
in which the value of K is highly dependent on the surface roughness (Lindagren
and Denbratt 2004). Yarin and Weiss (1995) studied the single train of droplets
falling on a solid substrate with a thin film at a known impinging frequency (f ).
They proposed a splashing mechanism and found a splashing threshold as a func-
tion of impact parameters of a droplet: Ca and non-dimensional viscosity length(

λ �
(

ν
f

)0.5
σ/

(
ρν2

))
, as seen in Eq. (6.1) (v is kinematic viscosity), where the

dimensionless impact velocity (u) is introduced. They found that splashing threshold
does not rely on droplet diameter and is slightly affected by mean surface roughness.
They also concluded that the splashing threshold at u �17–18 corresponds to the
developed crown instability; a group of secondary droplets will be produced with
this splashing threshold.

Caλ
3
4 � Constant � u � U0

(ρ

σ

) 1
4
ν− 1

8 f − 3
8 > 17 ∼ 18 (6.1)

Nevertheless, as the derived splashing threshold provides an explanation only for
the corona splash but not for the prompt splash mechanism, this criterion does not
hold true for many cases. Corona splash arises from the instabilities in the rim of the
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crown (Yarin and Weiss 1995), and prompt splashing arises at the contact line in the
beginning of the spreading phase (Rioboo et al. 2001). Additionally, this correlation
posed under an assumption of no direct interaction of droplets with the solid dry
surface but rather with a thin liquid film. Therefore, it may not be applied for droplet
interaction directly with a dry surface.

Another major study to discuss the splashing process of a droplet impingement on
a solid surfacewas done byMundo et al. (1995). They formulated an empirical model
to investigate the deposition and splashing regimes, using the train of monodispersed
droplets by varying liquid properties, droplet diameter, and impingement angle. A
deposition–splashing criteria as functions ofOh andRe of the impinging droplet were
derived as the splashing threshold K �OhRe1.25 �57.7. This splashing threshold
was based upon the energy conservation of the impinging droplet, in which the pre-
impingement kinetic energy and surface energy of the droplet were conserved into the
viscous dissipation and surface energy of droplet spreading. Further, the spreading
factor and dynamic contact angle were considered as constant properties for any
given liquid and solid in the splashing process.

6.1.2 Detailed Study of Droplet Impingement on a Solid
Surface

6.1.2.1 Droplet Impingement on a Cold Surface

In the previous section, most studies of droplet impingement were carried out isother-
mally through experiments and they have been done for a long time, but the computa-
tional study on droplet–wall impingement began long after. Foote (1973) simulated
liquid droplet behavior by using a technique on the basis of an extension of the
marker-and-cell (MAC) method. This computing method considers the effect of sur-
face tension. He reviewed the theory related to the droplet oscillation problem and
predicted the large amplitude oscillation characteristics. His numerical prediction on
small amplitude oscillations agreedwell with the theory. Trapaga and Szekely (1991)
developed a mathematical representation, and simulated droplets impact onto a solid
surface under the isothermal condition by using volume of fluid (VOF) method.
They found that the spreading times were of the order of microseconds when droplet
sizes were in a hundred µm range and droplet velocities were in a hundred m/s
range. Fukai et al. (1993) numerically studied the deformation of a spherical liquid
droplet impingement on a flat surface by using two liquids (i.e., water and liquid tin).
In their work, surface tension during the spreading process was considered. They
solved a set of finite element equations built on a theoretical model to accurately
simulate the large deformations and characterize the spreading process. The effects
of droplet size, impact velocity, liquid and solid properties on the fluid dynamics
of the deforming droplet were studied. The results showed that the numerical simu-
lations successfully predicted the droplet recoiling process and mass accumulation
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around the surface periphery. Bussmann et al. (1999) developed a 3-D model with
the VOF method to study a water droplet impinging on an asymmetric surface. In
their numerical work, surface tension was modeled as a volume force acting on fluid
near the surface, while contact angles were applied as a boundary condition at the
contact line. Their simulation results showed a good agreement with the experimen-
tal photographs. A 3-D numerical study on a droplet interaction normally with a wall
film was presented by Nikolopoulos et al. (2007b). The finite volume solution of the
Navier–Stokes equations was coupled with VOF method in their study. Further, an
adaptive local grid refinement method was utilized to accurately track the liquid–gas
interface. Their results were comparable with the available experimental data for the
lamella temporal development. They also found the correlations between We and
secondary droplets diameter and number after droplet interacting with the surface.

6.1.2.2 Droplet Impingement on a Hot Surface

As results of the droplet evaporation and heat transfer between solid–liquid and
solid-surrounding gas, surface temperature level shows additional complexity to the
analysis of droplet–surface impingement phenomena. There are four different heat
transfer regimes as depicted in Fig. 6.2 (top) identified when a droplet impinges on a
heated surface (Kang and Lee 2000;Manzello andYang 2002; Tamura and Tanasawa
1958).

(I) When the wall temperature is lower than the droplet saturation temperature
(Tw <TSAT), the droplet evaporation is predominantly driven by the vapor
diffusion and the heat transfer occurs by the conduction and free convection.
This regime is known as the natural convection.

(II) When the wall temperature is larger than the droplet saturation temperature but
lower than the critical heat flux temperature (TSAT <Tw <TCHF), the droplet
evaporation is primarily driven by the heat transfer from the heated surface
to the droplet. This regime is known as the nucleate boiling regime. In this
regime, the vapor bubbles formnear the hot surface and the buoyancymoves the
vapor bubbles toward the liquid-surrounding gas interface. The vaporization
removes the heat, the droplet reaches the maximum evaporation rate, and the
heat reaches its maximum value at TCHF (Nukiyama 1966).

(III) When thewall temperature is above the critical heat flux temperature but below
the Leidenfrost temperature (TCHF <Tw <TLeidenfrost), the droplet evaporation
falls into the transition boiling regime. An insulating vapor layer forms at
the solid–liquid interface as the vaporization rate increases. The heat flux
reduces to a local minimum value when the Leidenfrost temperature achieves
(Leidenfrost 1966).

(IV) When the wall temperature is larger than the Leidenfrost temperature (Tw

>TLeidenfrost), the film boiling regime occurs. A thin vapor film forms in this
regime and prevents the physical contact between the droplet and the wall. The
heat transfer is initially dominated by conduction, but radiation starts to take
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Fig. 6.2 General heat flux and associated boiling regimes (top); the impingement regimes and
transition conditions when a droplet impinges on a hot surface (bottom). TPA is the pure adhesion
temperature, adhesion happenswhen Tw is below TPA at low impact energy; TPR is the pure rebound
temperature, rebound happens when Tw is above TPA at low impact energy (Zhao 2018)

a major role at higher temperature. Subsequently, the heat flux to the droplet
slightly decreases.

As a single droplet impinges on a heated surface, the impingement outcomes
become complicated. The various phenomena as observed at the cold impinge-
ment must be reconsidered within each boiling regime. Figure 6.1 covers relatively
complete impingement outcomes at different surface conditions. Bai et al. (2002)
proposed a general representation of the interaction outcomes from the available
experimental work as shown in Fig. 6.2 (bottom), which provides a good qualitative
explanation of the heat-induced phenomena. In this map, the impingement regimes
are described along with the transition regions (shaded regions) in a 2-D space based
onWe and the surface temperature.
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In spite of the fact that single droplet impingement is the fundamental aspect of
spray impingement and is widely researched, the results of these studies cannot be
directly extrapolated to reach an accurate understanding of spray impingement on a
solid surface. Multi-droplet impingement comprised of droplet–surface impact and
droplet-to-droplet interaction is critical to be studied. The single- and mono-sized
droplet train impact onto surfaces with the constant heat flux conditions was studied
by Soriano et al. (2010) to obtain the experimental characterization. Laser-induced
fluorescence (LIF) techniquewith a focus on the impingement areawas applied in the
experiment to characterize the filmmorphology bymeasuring film thickness and film
wetted area. The surface temperature at the liquid–solid interface was also measured
by infrared thermography. The effects of the droplet temperature, droplet frequency,
and fluid flow rate on the surface temperature were examined. The results showed
that the higher heat flux was affected by multiple droplets with higher fluid flow rate.
Lewis et al. (2013) compared the impingement heat transfer of a droplet train and the
free surface jets on a wetted hot surface using the VOFmethod in OpenFOAM. They
concluded that droplet train showed the noticeable temporal variations comparedwith
the impinging jets, because the nature of continuous droplet impingement influenced
the impingement region, thus, resulting in the increase of an unsteady cooling and
heating of the fluid near the wall. On the contrary, the film and the corresponding
free surface were stable with the small perturbations for the jet.

6.1.2.3 Post-impingement Characterization

In addition to the study on droplet–wall interaction outcomes and droplet splashing
criterion, post-impingement parameters which define liquid–solid interaction such
as surface wettability govern the wall-film formation and dynamics. After the droplet
impinges on a solid surface,wall surfacewettability is a significant factor to determine
the whole impact and deformation process. Surface wettability has an effect on the
maximum wetting wall-film area and defines whether the impinged droplets in a
spray undergo coalescence to form a continuous film on the wall or not. Therefore,
it is essential to qualitatively and quantitatively investigate the factors that affect
surface wettability.

One of the factors that characterize the surface wettability is the liquid–solid con-
tact angle formed at the solid–liquid-surrounding gas three-phase contact line (Hu
et al. 2015). The contact angle formed between the liquid–gas and liquid–solid inter-
face dramatically depends on the flow at three-phase contact line and the correspond-
ing stresses acting on it. The final shape of the deposited droplet is determined by
equilibrium contact angle, and the maximum spreading of the droplet is considerably
influenced by dynamic contact angle (Vadillo et al. 2009). The dynamic contact angle
is known as the contact angle formed at a moving contact line; the dynamic contact
angle is usually required as a boundary condition to model the capillary hydrody-
namics, for example, the certain stages of the droplet impact problem (Šikalo et al.
2005). Dynamic contact angle is substantially related to the contact line velocity.
However, the static equilibrium contact angle as per Young’s equation (Schrader
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1995) is only a function of surface tension at liquid–gas–solid interfaces. To account
for dynamic contact angle variations during droplet impingement, advancing, reced-
ing, and equilibrium are differentiated by the motion at the three-phase contact line,
therefore, corresponding to the occurrence of dynamic advancing, receding, and the
equilibrium contact angles, respectively. On the strength of the experiment, there are
various dynamic contact angle models implemented in CFD codes to help predict
the underlying physical mechanisms of droplet–wall interaction (Malgarinos et al.
2014).

Further, the flow at three-phase contact line and the dynamic contact angle at the
moving contact line influence the spreading rate (Roisman et al. 2008). The dynamic
of spreading is characterized into four regions by the impinging droplet We and
Oh, as stated by Schiaffino and Sonin (1997). We measures the driving force for
droplet spreading, and Oh scales the force to resist the spreading. Four regions are
described as: inviscid-impact driven (at lowOh, highWe); inviscid-capillarity driven
(at low Oh, low We); highly viscous-capillarity driven (at high Oh, low We); highly
viscous-impact driven (at high Oh, high We).

6.2 Experimental Methodology

6.2.1 Backlight for Droplet–Wall Impingement

Theexperimental setup as shown inFig. 6.3 is for themeasurements of a single droplet
impingement on a flat solid dry surface. A drop generator, a high-speed camera with
appropriate lens systems, and high-intensity light source are used for the test. Single
droplet is generated by a precision syringe pump using 0.2 mL/min volume flow rate.
The droplet with an initial diameter (D0) is released and accelerates by gravity before
it impinges on the surface and reaches an impact velocity (U0). The initial droplet
diameter varies with different fuels, and the impact velocity changes from 0.72 to
3.0 m/s as the droplet release height varies between 26 and 456 mm in this work. An
analog mode LED lamp focused by an iris was passed through a plano-convex lens
to generate a collimated cylindrical light. Photron FASTCAM SA 1.1 high-speed
camera along with a 200-mm Nikon Nikkor lens and f-stop 4 was placed on the
opposite direction of the LED to capture the process of droplet impinging on the
plate. The image acquisition frequency was varied between 9000 and 12,000 frames
per second (fps), and the exposure time is within a range of 5.6–111 µs varying
with the liquid fuel and duration of droplet impingement process. Two different
flat plates were used, smooth and roughened, to examine the effect of roughness
on the droplet–wall interaction dynamics. The roughened surface has an average
roughness of 16 µm and peak-to-peak roughness of 80 µm, which is comparable
with a conventional piston surface (Yang and Ghandhi 2007). As well, to study the
effect of surface temperature on the dynamic process of the droplet–wall interaction,
the smooth flat plate was heated-up using heater controller. In the present work,
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Fig. 6.3 Experimental setup for single droplet–wall impingement (Zhao 2018; Zhao et al. 2018)

the roughened surface is the BK-7 window while the smooth, heated surface is the
heat-treated stainless steel.

6.2.2 Image Processing

Figure 6.4 (top) shows the schematic of a single droplet placed at a certain location
above the impinged plate; Fig. 6.4 (bottom) provides the schematic after the droplet
impinging on the surface. The various global parameters, such as the initial droplet
diameter (D0), the impact velocity (U0), spreading diameter (d), spreading factor
(�), height ratio (h/D0), contact line velocity (Ucl), and dynamic contact angle (θ ),
are described to describe the process of droplet impacting on the surface.

Spreading diameter (d) is the distance between the left and right visible three-
phase contact points. The three-phase contact points are defined as the points where
all three phases (solid, liquid, and surrounding gas) encounter. Spreading factor (�) is
the ratio between spreading diameter (d) and initial droplet diameter (D0). Impinged
height is defined as themaximumheight in the perpendicular directionwith respect to
the impinged surface; similarly, impinged height ratio (h/D0) is the ratio of impinged
height to initial droplet diameter (D0). The contact line velocity (Ucl) is the rate
of change of spreading diameter (d) regarding the time. As described previously,
the angle formed between the liquid–gas interface and solid–liquid interface at the
three-phase contact point is defined as contact angle. The dynamic contact angle (θ )
can be considered as the angle observed at the moving contact line during the droplet
impingement process. Three stages based on contact line velocity are observed dur-
ing a droplet impingement on the surface: advancing, receding, and equilibrium. In
current work, if theUcl >0, the dynamic contact angle is known as advancing contact
angle; if Ucl <0, the dynamic contact angle is known as receding contact angle; and
if Ucl �0, the droplet becomes stable. In this stage, the equilibrium contact angle is
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Fig. 6.4 Schematic of droplet impingement on the flat surface (Zhao 2018; Zhao et al. 2018)

known. The averaged contact angle at each phase is calculated by taking the mean of
the instantaneous contact angles of respective phases (Zhao 2018; Zhao et al. 2018).

An in-house MATLAB code was used to process the images and analyze the
droplet impingement on a flat surface. The procedure of image processing is shown
in Fig. 6.5. In Fig. 6.5 (top), first, based on the original image the backgroundwas sub-
tracted to remove the unnecessary object other than the droplet. Then, the image was
converted into a binary image based on a threshold (Otsu 1979) to aid in accurately
predicting the droplet boundary. A sensitive analysis for the threshold value was done
on a sample case by increasing and decreasing default threshold by 20%, and the ini-
tial droplet diameter shows only±2% for different threshold values. Additionally, the
difference between the horizontal direction and vertical direction in droplet diameter
was measured to determine the possible deformation of an impacting droplet caused
by drag force. It was found that this difference waswithin±1% for all measurements,
resulting in that the drag force shows the insignificant impact on the droplet size.
Therefore, the image of the droplet is approximated as a circle and the initial droplet
diameter is extracted on the basis of the area of this circle.
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Fig. 6.5 Image processing procedure for single droplet–wall impingement (Zhao 2018; Zhao et al.
2018)

Fig. 6.6 Contact angle measurement technique (Zhao 2018; Zhao et al. 2018)

The processing of post-impingement images is shown in Fig. 6.5 (bottom). The
boundary points are separated into two interfaces: solid–liquid interface (blue) and
liquid–gas interface (red). The spreading diameter (d) is calculated as the distance
between leftmost and rightmost visible three-phase contact points. The spread factor
(�), ratio of spreading diameter and initial droplet diameter, is then calculated at
each time step. Similarly, the height of the impinged droplet is measured as a distance
from the topmost point of the droplet to the flat surface, and the impinged height ratio
(h/D0) is found. The contact line velocity (Ucl) follows the same way to be obtained.

The dynamic contact angle (θ ) is processed as an angle between the tangent
to droplet profile at the moving contact line and horizontal solid–liquid interface.
The boundary points corresponding to the liquid–gas interface are considered, as
shown in Fig. 6.6. Only the pixels, very near to the three-phase contact point on the
liquid–vapor interface, are considered to curve-fit a line. This curve-fitted line is used
as a tangent to the droplet from the three-phase contact point as shown in Fig. 6.6
(right). The contact angle is finally obtained from the slope of the curve-fitted line.
The dynamic contact angle is extracted from each image by averaging the visible
left and right contact angles. Moreover, the reference scale in the experiment was
obtained by measuring the number of pixels corresponding to a known length; the
known length was oriented normal to the camera’s line of sight (Zhao 2018; Zhao
et al. 2018).
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6.3 Numerical Simulation Details

Eulerian–Eulerian approach states two fluids, and transport equations for continuum
properties associated with both fluids are resolved. The volume fraction of each
phase is weighted based on the terms in the transport equations. Each phase and the
interaction between any two phases at any location in the space have to be solved,
thus, leading to the large costs of Eulerian–Eulerian models. However, in Eulerian
approach, only one set of governing equations need to be resolved for all phases,
causing a tremendous cost-saving compared with Eulerian–Eulerian method. VOF
method is one of the most widely used Eulerian approaches. As part of this work,
droplet impingement on a solid surface under non-evaporation conditions is simu-
lated by the existing VOF model. A VOF modeling technique that can accurately
capture evaporation during droplets’ impingement on a solid surface is yet to be devel-
oped. In particular, modeling evaporation in such complex contact line (encountered
in liquid–gas–solid systems) geometries requires an accurate VOF methodology for
volume-tracking three-phase systems in 3-D.Therefore, the development, implemen-
tation, and validation of a VOFmodeling approach including vaporization integrated
into CFD codes to provide accurate and predictive simulation of droplet–wall inter-
actions are performed in the current work. This is accomplished by development and
inclusion of an evaporation sub-model in existing VOF modeling framework, and it
is validated through extensive experimentation of the droplet–wall impingement and
droplets collision, spread and vaporization dynamics.

In summary, droplet impingement on a solid unheated surface was simulated
by VOF method; evaporation sub-model was implemented based on the existing
VOF model. VOF calculations capture important details of droplet impact dynamics
onto an unheated or a heated solid surface under non-evaporating and evaporat-
ing conditions. For instance, the contact line formed by the impacting droplets in
the droplet–wall impingement case is irregular and needs to be captured by a VOF
methodology that is capable of robustly reconstructing liquid–gas–solid interfaces.
As well, the validated evaporation sub-model in terms of droplet relevant simulations
can be further extended to study the spray–wall impingement in theVOFcontext. Fur-
thermore, with the inclusion of the results of the VOF analysis on droplet/spray–wall
impingement, the predictive simulation on the relevant sprays can be eventually
achieved with less requirement of extensive parameters tuning.

6.3.1 Eulerian-Based VOF Method

6.3.1.1 Non-evaporation Governing Equations

The conservation laws of mass and momentum are used to describe the fluid motion
of isothermal, single-phase flows. Multi-phase flows involving two or more phases
require additional equations to define each of the additional phases and the relation
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between phase properties. These additional equations are transport equations of void
fraction variables and are solved to capture the interface. They are solved simultane-
ously with the mass and momentum conservation equations. The mass conservation
is expressed as continuity equation. Themomentum equation is attained by balancing
the total forces acting on a fluid element with gravity forces, viscous forces, surface
tension, and body forces.

The mass conservation and momentum equation for compressible flows are
expressed in Eqs. (6.2) and (6.3),

∂ρ

∂t
+ ∇ · (ρU) � 0 (6.2)

∂(ρU)

∂t
+ ∇ · (ρU⊗U) � −∇ p + ∇ ·

[
2μS − 2μ(∇ · U)I

3

]
+ fst + fg (6.3)

where I is identity matrix, p is pressure, μ is dynamic viscosity, fst is surface tension
force, and fg is gravity force.

S � 0.5
[∇ · U + (∇ · U)T

]
(6.4)

The continuity andmomentum equations for incompressible flows are obtained by
considering the changes in density of an infinitesimally small element as negligible
or zero as follows (Potham et al. 2017; Richards et al. 2016):

∇ · (U) � 0 (6.5)

ρ

(
∂U

∂t
+ U · ∇U

)
� −∇ p + ∇ · [

μ
(∇ · U + (∇ · U)T

)]
+ fst + fg (6.6)

In VOF, an interface-capturing method, the location of interface is known based
on the value of a scalar function called void fraction (α):

α � Vg

V
(6.7)

where Vg is the volume of gas phase and V is the total volume of the control volume.
Void fraction α of 1 stands for the liquid phase and α of 0 represents the gas phase,

and α between 0 and 1 is known as the interface. Mass of each phase is conserved
when the transport equation of its phase fraction is satisfied. Transport equation of
void fraction α is given by

∂α

∂t
+ U · ∇α � 0 (6.8)

VOF method modeling multi-phase flows neglects the discontinuity and involves
obtaining a mixture representation of two or more phases. Transport properties and
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Fig. 6.7 Schematic of liquid
and vapor void fractions in
the computational domain
(Zhao 2018)

velocity of the mixture phase are obtained by volume averaging the properties of
individual phases.

ρ � ρgα + (1 − α)ρl (6.9)

μ � μgα + (1 − α)μl (6.10)

U � Ugα + (1 − α)Ul (6.11)

where ρg is the gas-phase density, and ρl is the liquid density; μg is the gas-phase
viscosity, and μl is the liquid viscosity; Ug is the gas-phase velocity, and Ul is the
liquid velocity.

6.3.1.2 Evaporation Governing Equations

Phase change in VOF is modeled using source terms in continuity, momentum, and
phase fraction equations along with the transport equation of temperature. In the
current work, multi-phase flows with three phases, including liquid, its vapor phase,
and surrounding gas, are considered. Vapor and surrounding gas are modeled as
continuum phases without interface separation between them. This continuum phase
is referred as gaseous phase. Vapor diffuses in gas; however, both vapor and gas
are insoluble in liquid phase. The bulk or advection-based velocities of both gas
and vapor phases are identical. Two void fraction variables are used to describe
the presence of three phases: liquid void fraction (α1) and vapor void fraction (α2).
When α1 is equal to 1, representing only liquid fuel phase, and when α2 is equal to
1, standing for only vapor fuel phase. The detailed information of liquid and vapor
void fractions can be found in Eqs. (6.12) and (6.13) along with Fig. 6.7.
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α1 �

⎧
⎪⎨

⎪⎩

0 In surrounding air or vapor fuel phase

0 < α1 < 1 At liquid interface

1 In liquid fuel phase

(6.12)

α2 �

⎧
⎪⎨

⎪⎩

0 In liquid or surrounding air phase

0 < α2 < 1 vapor fuel and surrounding airmixed

1 In vapor fuel phase

(6.13)

In addition, transport properties such as density (ρ), thermal conductivity (k) of
individual phases are volume averaged to obtain properties of single mixture phase.

ρ � α1ρl + α2ρv + (1 − α1 − α2)ρg (6.14)

k � α1kl + α2kv + (1 − α1 − α2)kg (6.15)

where ρl is the liquid fuel density, ρv is the vapor fuel density, and ρg is the surround-
ing gas density; kl is the liquid fuel conductivity, kv is the vapor fuel conductivity,
and kg is the surrounding air/gas conductivity.

Specific heat (cp) at constant pressure is obtained by mass averaging the specific
heats of individual phases.

cp � ρlα1cp,l + ρvα2cp,v + ρg(1 − α1 − α2)cp,g (6.16)

where cp,l is the liquid fuel specific heat, cp,v is the vapor fuel specific heat, and cp,g
is the surrounding gas specific heat.

Velocity is modeled as

U � U lα1 + Ugpα2 + Ugp(1 − α1 − α2) (6.17)

Or simply as

U � U lα1 + (1 − α1)Ugp (6.18)

where Ugp is velocity of gaseous phase (including vapor and surrounding gas).
Mass transfer during the phase change in incompressible flows is modeled as

addition or removal of liquid or vapor volume,whichmodifies the continuity equation
of Eq. (6.5) as

∇ · (U) � −ṁ ′′′
(
1

ρl
− 1

ρv

)
(6.19)

where ṁ ′′′ is the volumetric rate of mass transfer (Schlottke andWeigand 2008) from
liquid phase to vapor phase caused by the temperature and mass fraction gradient. It
is calculated as follows:
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ṁ ′′′ � Dvg ∗ ρgp

1 − Yv
∇Yv · ∇α1 − k

hv
∗ ∇T · ∇α1 (6.20)

where Dvg is diffusivity of vapor in gas and ρgp is density of gaseous phase (including
vapor and surrounding gas).

Mass fraction of vapor phase (Yv) is calculated using vapor-phase volume fraction,
density of vapor and gaseous phases:

Yv � α2

1 − α1

ρv

ρgp
(6.21)

The momentum equation as shown in Eq. (6.6) is not affected by the evaporation
sub-model. Therefore, no source terms are added to momentum equation as their
effects are already introduced in continuity equation.

The interface between liquid and gaseous phases is assumed to be at saturation
state during phase change.Mass fraction of vapor at interface (Schlottke andWeigand
2008) is given by

Yv,sat � Pv,sat
P

∗ Mv

Mgp,sat
(6.22)

where Pv,sat is saturated vapor pressure, P is static pressure, Mv is molecular weight
of vapor, Ma is molecular weight of surrounding air, and Mgp,sat is molecular weight
of gaseous phase.

Mgp,sat � Pv,sat ∗ Mv +
(
P − Pv,sat

) ∗ Ma

P
(6.23)

Saturated vapor pressure is calculated using the Wagner equation (Schlottke and
Weigand 2008) as follows:

Pv,sat � Pc ∗ Tc
T

∗
[

a ∗
(
1 − T

Tc

)
+ b ∗

(
1 − T

Tc

)1.5

+ c ∗
(
1 − T

Tc

)3

+ d ∗
(
1 − T

Tc

)6
]

(6.24)

where Tc is critical temperature and Pc is critical pressure.
Energy equation is introduced to model the heat transfer effect. The source term

in the energy equation is the heat transferred due to mass transfer during evaporation.

∂
(
ρcpT

)

∂t
+ ∇ · (

ρUcpT
) � ∇ · (k∇T ) + hvṁ

′′′
(6.25)

The temperature at the interface is constrained to saturation temperature. As well,
surface superheat is not considered.

Transport equations of liquid and vapor volume fractions have source terms to
simulate reduction of mass from liquid and addition of mass to vapor phase during
evaporation. If ṁ

′′′
signifies the volumetric rate of mass transfer from liquid to vapor
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and an artificial interface compression flux term is introduced, the liquid-phase frac-
tion transport equation can be represented by Eq. (6.26) and the vapor-phase fraction
transport equation can be represented by Eq. (6.27),

∂α1

∂t
+ ∇ · (Uα1) + ∇ · ((1 − α1)U rα1) � α1(∇ · U) − ṁ

′′′
(
1

ρl
− α1

(
1

ρl
− 1

ρv

))

(6.26)

∂α2

∂t
+ ∇ · (Uα2) − ∇ · (α2U rα1) � ∇ · (

Dvg∇α2
)
+ α1(∇ · U)

+ ṁ
′′′
(

1

ρv
+ α1

(
1

ρl
− 1

ρv

))
(6.27)

Although this evaporation sub-model is developed for the incompressible flows as
described in the above equation, it is found to be also compatible for the compressible
flows as the error due to the incompressible assumption is much less than 10%
(Tonini and Cossali 2012). Significant improvements in the simulation results will be
achievedby considering the evaporation and clarifying the vapor fuel and surrounding
gas phases quantitatively.

6.4 Experimental Results

Table 6.1 lists the test conditions of single droplet impingement on a solid surface.
Four different fuels were used during droplet–wall impingement test, and Table 6.2
provides their liquid properties; the range of impact We and Re is also given.

A sequence of droplet shape evolution at various time instants for diesel and water
is shown in Fig. 6.8, to describe the dynamic impingement process of a liquid droplet
on a smooth solid surface.As the baseline non-splashing condition, the initial droplet-
impinged surface height of 52 mmwas chosen. Hence, the corresponding impactWe
for diesel is 104 and for water is 53. For splashing condition, the initial droplet-

Table 6.1 Test conditions for single droplet–wall impingement

Parameter Values

Ambient temperature (°C) 25

Ambient pressure (atm.) 1

Fuel Diesel, water, n-dodecane, n-heptane

Height between needle and impinged surface
(mm)

26–456

Impact velocity U0 (m/s) 0.72–3.0

Surface temperature (°C) 25; 150, 185 (heated surface)

Average surface roughness Ra (µm) 1.6 (smooth); 16 (roughened)
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Table 6.2 Liquid properties

Parameter Diesel Water n-dodecane n-heptane

ρ (kg/m3) 848 1000 750 684

σ (N/m) 0.024 0.070 0.023 0.019

v (cSt) 2.6 1.0 1.97 0.38

D0 (mm) 2.87 3.6 2.86 2.6

We 52–925 26–458 43–833 45–836

Re 789–3300 2562–10,718 1037–4339 4941–20,669

Fig. 6.8 A sequential visualization of droplet–wall impingement experiment for diesel and water:
non-splashing (top); splashing (bottom) (Zhao 2018; Zhao et al. 2018)

impinged surface distance of 286 mm was selected. The corresponding impact We
for diesel is 569 and for water is 289. Since the initial droplet–surface height is much
larger compared to the droplet size, the initial location of droplets is not shown in
Fig. 6.8; instead, the droplet center to the solid surface is set to be the same distance
of 4 mm for all conditions to show the pre-impingement phenomena. In addition, the
time stamps are selected with respect to the time when droplet just impacts on the
plate (i.e., t �0 ms when droplet interacting with the plate). The time stamps along
with each image illustrate slightly variances in water and diesel fuels because of the
particular events occurring at the different time, especially after droplet impinging
on the surface.

A series of non-splashing events for droplet impingement on a smooth solid
surface is observed in Fig. 6.8 (top). From left to right, there are (a) pre-impingement,
(b) impingement, (c) post-impingement, (d) maximum spreading, and (e) receding.
In (a), the initial water droplet size (D0 �3.6 mm) is observed to be larger than diesel
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droplet (D0 �2.87 mm); in (b), the droplet size shows no substantial change before
impinging on the surface due to the insignificant effect of the drag force on it, as
stated in image processing section; after impingement, it can be clearly seen in (c)
that droplet starts spreading radially in the current view, and the diesel droplet spreads
more rapidly compared to water droplet at 1.8ms caused by the larger surface tension
of water (see Table 6.2); in (d), the water droplet reaches its maximum spreading
factor of 2.4 around 6.0 ms and diesel droplet achieves its maximum spreading factor
of 3.1 around 11.0 ms. In a short period, after spreading as shown in (e), the water
droplet begins receding under the effect of capillary force; however, it is difficult
to visualize the receding in diesel droplet due to lower surface tension and higher
viscosity of diesel fuel. Subsequently, the droplet becomes stable, corresponding to
the equilibrium stage (not shown here).

Similarly, Fig. 6.8 (bottom) shows a series of splashing events for droplet imping-
ing on a smooth plate. From left to right, there are (a) pre-impingement, (b) impinge-
ment, (c) splashing, (d) further splashing, and (e) primary deposited equilibrium. In
(a) and (b), the initial droplet size of diesel (D0 �2.87 mm) and water (D0 �3.6 mm)
are the same as mentioned in the non-splashing case; After interacting with the solid
surface, droplets spread radially and splash at 1.0 ms in (c), and the stronger splash-
ing is observed in diesel droplet in comparison to water due to higher surface tension
of water. According to Yarin and Weiss (1995) and O’Rourke and Amsden (1996,
2000), the splashing threshold corresponds to the formation of a kinematic discon-
tinuity. As well, the velocity discontinuity, located at the boundary between fluid
moving outward from the splashing location and slower moving fluid on the sur-
face, results in fluid to be ejected away from the surface. The secondary droplets
are then generated; in (d), the diesel and water droplets further splash into a number
of secondary droplets, and because of smaller surface tension in diesel case, more
satellite droplets are formed in diesel case. On the other hand, oscillation is observed
in water case because of the higher surface tension of water; around 40 ms after
droplets impinging on the plate, as shown in (e), both diesel and water droplets tend
to achieve the equilibrium stage while the spreading diameter in diesel is larger than
that in water case.

6.4.1 Splashing Criteria

As discussed in Introduction section, the splashing threshold of Caλ
3
4 � u > 17 ∼

18 was suggested by Yarin and Weiss (1995). They studied a single-train droplet
falling on a solid substrate with a thin film at a known impinging frequency (f ).
Figure 6.9 (top) provides the correlation between Capillary number (Ca) and dimen-
sionless diffusion length (λ), and the black solid line represents the splashing criteria
line obtained fromYarin andWeiss (1995). The data points shown in Fig. 6.9 (top) are
our experimental results at various conditions (including variations of liquid viscos-
ity, surface tension, smooth and roughened surfaces, heated plate), where the blue
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Fig. 6.9 Splashing criteria
for various test conditions:
Ca versus λ (top); Oh versus
Re (bottom). (Zhao 2018)

points denote the non-splashing events while the red points signify the splashing
events. The experimental results overall follow the same trend with the literature
in predicting the non-splashing phenomena for water, diesel, and n-dodecane, but
not for n-heptane. The data points from non-splashing cases with n-heptane fuel are
observed to shift toward the splashing region. On the other hand, the data points
representing splashing characteristics from other fuels cross the Yarin and Weiss’s
splashing criteria line (solid black line). As stated in previous, Yarin and Weiss’s
criterion may not work for many cases since the derived splashing threshold pro-
vides an explanation only for corona splash mechanism. Moreover, this correlation
posed under an assumption of no direct interaction of droplet with the solid dry
surface instead of a thin liquid film. Therefore, it may not be applied for droplet
impingement directly on a dry surface.

The best correlation for the current experimental data is found to be between
a dashed line showing Caλ

3
4 � 12 and a round dot line exhibiting Caλ

3
4 � 10
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in Fig. 6.9 (top). It should be noted that the frequency (f ) in the current work is
assumed to be U0/D0 (Stanton and Rutland 1998) and λ can be further derived as
λ � Re1.5/We.

Another splashing criteria based onOh and Re in Fig. 6.9 (bottom) have been also
discussed previously; it was presented by Ma et al. (2017) by summarizing a larger
number of researchers’ experimental data at various test conditions. The black dashed
line stands for the splashing correlation of OhRe �17 from Ma et al. (2017), and
the rest of four dashed lines exhibit the correlations of OhRe1.25 �124.3, OhRe1.25

�126.7, OhRe1.17 �63, and OhRe1.29 �197.9 from Geppert et al. (2016), Cossali
et al. (1997), Vander Wal et al. (2006), and Bernard et al. (2017), respectively. Most
blue symbols from our experiment are below these critical lines, while most red data
points are above them. However, one of the exceptions occurs again in n-heptane
case, rather than following the splashing criteria line of OhRe �17, and n-heptane
data points resides atOhRe of 26. It is also observed that splashing on the roughened
plate happens slightly below theOhRe�17, because the probability of prompt splash
increases as the amplitude of roughness increases (Rioboo et al. 2001).

A large number of experimental works are done on the droplet–wall interaction;
however, due to the complexity of physics of droplet–wall interaction and the limita-
tions of the experimental data, the splashing criteria are still necessary to be studied
and improved. The best correlation with respect to the current experimental data and
test conditions is found as follows:

OhRe0.886 � 6.7 (6.28)

To further understand and examine the splashing correlation, for example, the
splashing threshold from Yarin and Weiss (1995) determined by Ca and λ is dis-
cussed. As Eqs. (6.29) and (6.30), Ca represents the relative effect of viscous forces
versus surface tension acting on an interface between a liquid and a gas; λ is known
as the non-dimensional viscosity length.

Ca � ρU0ν/σ � We/Re (6.29)

λ �
(

ν

f

)0.5

σ/
(
ρν2

)
(6.30)

As the black solid line (splashing criteria line) shown in Fig. 6.10, at any splashing
conditions, assuming the liquid density ρ, impact velocityU0, and the droplet initial
diameter D0 are constants, Eqs. (6.29) and (6.30) become:

Ca ∼ ν/σ (6.31)

λ ∼ σ/ν1.5 (6.32)

At the same viscosity ν, Ca decreases and λ increases as the surface tension σ

increases. This means that a relative longer viscosity length is required to overcome
the surface tension force to ensure the splashing occurring, namely a larger surface



166 S-Y Lee and L. Zhao

Fig. 6.10 Schematic of
splashing criteria: red-green
dashed line (D0 �constant)
(top); red-green dot line (U0
�constant) (bottom) (Zhao
2018)

tension holds the droplet breakup until a certain viscosity length reaches and vice
versa. It should be noted that viscosity is resistant to flow motion, while the surface
tension is the force of attraction acting between the liquid molecules.

In the similar way, at the same surface tension σ , Ca increases and λ decreases
as the viscosity v increases. This indicates that a relative shorter viscosity length is
required to ensure the splashing occurrence, viz. a higher viscosity results in a shorter
viscosity length after droplet spreading on the wall, resulting in the droplet breakup
and vice versa.

Besides, it is interesting to point out that the data points in Fig. 6.9 are regularly
seated in the figure with certain slopes. For example, four data sets are observed from
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Fig. 6.9 (top) in terms of four different tested liquid fuels. Diesel and n-dodecane
with similar liquid properties are shown in the left two sets while water and n-heptane
are shown in the right two sets. In addition, Diesel and n-dodecane have relatively
higher viscosity and lower surface tension than water and n-heptane. To describe
and extend this phenomenon by a general way, as the red and blue lines shown in
Fig. 6.10, with any given liquid fuel, the liquid properties remain same at a given
condition, Eqs. (6.29) and (6.30) become:

Ca � C1U0 (6.33)

λ � C2D
0.5
0 /U 0.5

0 (6.34)

where C1 � ρν/σ and C2 � σ/
(
ρν1.5

)
are constants.

In Fig. 6.10 (top), as the impact velocity U0 increases and the droplet initial
diameter D0 remains the same, Ca increases and λ decreases, causing higher chance
of splashing occurrence and vice versa.

When the droplet initial diameter D0 increases, Ca remains the same but λ

increases. Therefore, the dashed line consisted by data points shifts toward the
right as D0 increases due to the change of λ as displayed in Fig. 6.10 (bottom).
However, the slope of the line based on the data sets shows insignificant change with
D0. It was also found that this slope shows no substantial change when the same-size
droplets with different liquid fuels were considered, as the experimental data points
shown in Fig. 6.9.

To summarize the above analysis, the cross point of the splashing criteria line and
the data sets with different liquid fuels and droplet initial diameter differentiates the
non-splashing (blue) and splashing (red) characteristics. Since the current experiment
tested, sub-millimeter-based droplets show the larger magnitude compared with typ-
ical droplets found in high-pressure sprays. Thus, the correlations and the concepts
are summarized from Fig. 6.10 which might be proposed and extended to the actual
sub-micrometer-based droplets splashing study. Other than the liquid properties and
droplet size, from another point of view, only the spherical droplets are considered
in the present work, but the droplet shape at pre- or post-impingement and further
splashing are possible changed into an irregular shape. This behavior is also neces-
sary to be taken into account for the universal splashing correlation development,
which can be supported by Eulerian-based VOF simulations.

6.4.2 Post-impingement Evolution

In this section, the experimental results of a single diesel droplet impinging on a
stainless steel plate will be presented. Three test cases were performed, one at the
baseline surface temperature of 25 °C and two cases at elevated surface temperatures
(150 and 260 °C) representative of the piston temperature in a modern diesel ICE
(Miers et al. 2005). In addition, the experimental results at each condition are aver-
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aged from five repetitions, and after start of impingement (ASOI) time is presented
for the post-impingement evolution.

6.4.2.1 Experimental Results

The experimental diesel droplet–wall impingement results at the baseline surface
temperature condition (25 °C) are firstly presented. Figure 6.11 (black line) shows
the temporal spreading factor and height ratio (left) and dynamic contact angle (right)
at the baseline temperature condition. The impinged droplet achieves the maximum
spreading factor about 8 ms. Then, the flattened droplet starts to recede under the
capillary force and the spreading factor slightly reduces as a result of this recoiling.
The spreading factor and height ratio remain same when the droplet becomes stable.

In Fig. 6.11 (right), the contact angle is around 150° at the onset of droplet–surface
contact. Afterward, the contact angle reduces rapidly to about 100° and decreases

Fig. 6.11 Surface
temperature effect on
spreading factor and height
ratio (top) and dynamic
contact angle (bottom) at
We=207 (non-splashing
conditions) (Markt et al.
2018)
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throughout the rest of advancing phase. The receding phase initiates when the contact
angle drops to 30o at approximately 10 ms and slowly decreases until 30 ms. During
the receding phase, the droplet does not significantly recede as observed in Fig. 6.11.
After 30ms, the contact angle tends to be stable, signifying the start of the equilibrium
stage.

6.4.2.2 Surface Temperature Effect

The experimental results of diesel droplet–wall impingement at two different surface
temperatures, 150 and 260 °C, are performed in this section. These temperatures
were selected as they are comparable with the piston surface temperature in diesel
engines (Miers et al. 2005) and allow the study of surface temperature effect on
post-impingement process. In the experiments, a 3-wire heat flux probe was used
to measure surface, embedded and differential temperatures. The probe consists of
two “J”-type thermocouples, one was installed at the plate surface and another was
installed 2 mm under the surface thermocouple. The temperature profiles are not
shown here for the sake of brevity, and one such temperature profile can be found in
our previous work (Zhao 2018; Zhao et al. 2018).

Figure 6.11 (top) also shows the spreading factor and height ratio for diesel
droplets impinging on the heated surface. Unlike the unheated case (25 °C), at both
150 and 260 °C, the droplet continues spreading until its maximum spreading diam-
eter is achieved around 8 ms. In the same period, the height ratio shows little change
until the receding phase begins and the droplet starts to oscillate slightly as it attempts
to reshape.At the onset of receding, vertical elongation is observed as seen inFig. 6.11
(top). Nevertheless, since the surface temperatures (150 and 260 °C) are below the
Leidenfrost temperature of diesel (460 °C), the droplet fails to levitate above the
surface (Zhao 2018). The spreading factor keeps decreasing in this stage while the
height ratio shows a rapid increase at 20 ms and rapid reduction around 35 ms due
to droplet oscillation. As a long time is required (�40 ms) for the droplet to stabi-
lize, the equilibrium phase at higher surface temperature condition is not shown in
Fig. 6.11.

Furthermore, surface temperature introduces additional complexity to the analysis
of droplet–wall impingement phenomena by the change of liquid properties. Also, as
heat transfer between solid–liquid and solid-surrounding gas occurs, droplet evap-
oration is possible. The viscosity and surface tension of diesel decrease with the
increase of surface temperature; thus, the spreading diameter at 260 °C is larger than
the one at 150 °C, until evaporation takes place around 25 ms. The height ratio at
260 °C is lower than the one at 150 °C before 13 ms. After that, the height ratio
at both high surface temperatures shows fluctuations as observed in the high-speed
images (not shown here). This phenomenon might be associated with heat transfer
and droplet evaporation.

Since the surface temperature of 150 °C is smaller than the droplet saturation
temperature (180–360 °C), the droplet evaporation is primarily driven by the vapor
diffusion and the heat transfer occurs by conduction and free convection, while the
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surface temperature of 260 °C is within the range of the droplet saturation tempera-
ture. Therefore, the droplet evaporation, mostly driven by the heat transfer from the
heated surface to droplet, may fall into the nucleate boiling regime (Zhao et al. 2018).
In this regime, buoyancy starts to take place and moves up the formed vapor bubbles
from the hot surface toward the liquid. It is possible that the droplet impingement
with 260 °C surface temperaturemay experience this phenomenon; if so, the increase
in height ratio may be due to rising vapor bubbles. Again, the viscous and surface
tension forces reduce as the surface temperature increases; hence, the droplet recedes
easily after reaching its maximum spreading distance compared to the lower surface
temperature case.

In Fig. 6.11 (right), the dynamic contact angle at higher temperatures follows a
similar trend with that at 25 °C. The contact angle is about 150° as long as the droplet
contacts the surface, and it then reduces substantially to below 10°. Later, the contact
angle quickly raises and starts to remain at a relatively stable value. The average
advancing contact angle was found to be 74°, 34°, and 31° at 25, 150, and 260 °C,
respectively; the average receding contact angle was 20°, 18°, and 21° at 25, 150,
and 260 °C, respectively; and the average equilibrium contact angle was 12°, 25°,
and 31°, 25, 150, and 260 °C, respectively.

6.5 Simulation Results

6.5.1 Single Droplet Impingement on an Unheated Surface

The droplet–wall interaction process is implemented with the VOF method in CON-
VERGE software (Richards et al. 2016). High-resolution interface capturing (HRIC)
is activated for the current set of simulation to reconstruct the interface details.
Since the air density and viscosity are much smaller than those of diesel fuel, the
flow in the air has no significant effect on the flow in the droplet, and air flow
works only around the droplet. Therefore, it is not necessary to provide a very large
computational domain to signify an infinite domain. A 3-D computational domain
(18×18×8mm3)was used to simulate the entire process of a single droplet impinge-
ment on an unheated solid surface. Initially, the fuel droplet with an initial velocity is
located at a certain distance above the surface. The droplet travels downward toward
the wall by the gravity force and reaches the surface with the impact velocity. In
the simulation, the liquid phase is fuel and the gas phase is the surrounding air at
atmospheric pressure. Open boundary conditions are applied at the top and side to
simulate an infinite domain, and a no-slip condition is used for the impinged wall at
the bottom (Zhao 2018; Zhao et al. 2018).

A specific contact angle θ of fluid at the wall is used as a boundary condition.
The contact line velocity in the current work is simply approximated as the time
derivative of the radius of the wetted area (rcl) in Eq. (6.35), based on the studies by
Šikalo et al. (2005) and Roisman et al. (2008),
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Fig. 6.12 Grid generation with the numerical 3-D diesel droplet (iso-surface at α �0.5) at 1.0 ms
(Zhao 2018; Zhao et al. 2018)

Ucl � drcl/dt (6.35)

After the contact line velocity is obtained, the advancing or receding phases are
defined by the direction of contact line movement based on the dot product of the
velocity vector with the unit-free surface normal.

Single diesel droplet impinging on the wall is selected for numerical study which
serves for high-pressure diesel spray–wall interaction study in the future. The initial
droplet–surface height is 52 mm, and incident droplet diameter is 2.87 mm. To
reduce the computational cost, the initial location of droplet is set to 4 mm above
the solid surface and the droplet shows the same diameter and velocity as in the
experiment. The relevant parameters and liquid properties can be found in Tables 6.1
and 6.2. Constant contact angle with a value of θ =13°, following the experimentally
measured equilibrium contact angle, was used in the simulations. The base mesh
size was 1.0 mm in the simulation, and two levels of AMR based on void fraction
were used. Further, three levels of fixed embedding were considered along with the
droplet traveling path and four levels of fixed embedding were imposed near the
impinged surface. Thus, the smallest grid size in the entire computational domain
was 62.5 µm. Figure 6.12 shows the mesh generation in the vertical cross section
with the diesel droplet at 1.0 ms.

The grid convergence study was performed for two minimum grid sizes. Simu-
lations with minimum grid sizes of 62.5 µm were performed using three and four
levels of embedding refinement for the droplet traveling path and near impinged
surface regions, respectively. In addition, the embedding on the impinged surface
is set to four times thicker in 62.5 µm case than that in 125 µm case, which has a
substantial effect on the droplet shape after impinging on the plate. In terms of cell
count, the 62.5 µm case resulted in a peak cell count of~2.3 million, while 125 µm
case resulted in a peak cell count of~1.3 million, which requires at least twice more
computationally demanding in 62.5 µm case. Based on the grid convergence, com-
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putational demand, and droplet shape considerations, 62.5 µm case grid size was
selected as the reference minimum grid size for the current study.

The spreading factor and height ratio with the two grid sizes are plotted respec-
tively in Fig. 6.13 and validated by experimental results. The simulation results with
finer grid size (62.5 µm) overall match well with experimental data compared with
the coarse grid size case. The spreading factor and height ratio show a stronger agree-
ment with experimental results before ASOI of 5 ms. With the increase of spreading
factor, the discrepancy between numerical and experimental results is observed,
which might be by reason of contact angle applied in the simulation. The difference
between the experimental and numerical spreading factor is about 3.0% at the max-
imum spreading diameter. Afterward, the simulation results in the receding stage
around ASOI of 10 ms are quite comparable with experimental data. Further, due
to the computational demanding of numerical study, the experiments also show a
longer spreading stage than the simulation.

Figure 6.14 shows a sequence of high-speed images and the corresponding simu-
lation results during the droplet impingement on the unheated surface. The simulation
results generally provide a good agreement with the experimental data with respect
to the droplet shape, impinging time, and spreading process. At ASOI of 8 ms, the
numerical spreading diameter and the droplet structure show difference with the
experimental result, which might be as a result of the surface tension. When the
maximum spreading diameter is reached, the flattened droplet then starts receding
under the capillary force and finally tends to be stable (not shown here).

Figure 6.15 presents pressure coefficient (Cp) and the induced flow field in a
vertical plane through the center of the droplet during droplet–wall impingement.
The pressure coefficient (Cp) is defined as (Malgarinos et al. 2014)

Cp � P − P∞
1
2ρliqU 2

0

(36)

where P is the pressure of the computational domain, P∞ is the pressure on the far
field, ρliq is the liquid fuel density, and U0 is the impact velocity.

The same scale in terms of the initial droplet size as that in Fig. 6.14 is applied
into Fig. 6.15. In Fig. 6.15, pressure increases up to 1.6 times of droplet initial
kinetic energy at the initial stage of droplet impinging on the surface, because a
dimple is formed based on the droplet impact (Maitra et al. 2014). In the same stage,
the velocity magnitude is about 1.2 times of initial impact velocity near impinged
surface region. The vortex on the top of the droplet is observed. At the remaining
spreading stage from ASOI of 2 ms, Cp is 0.1 times lower than that in the initial
spreading phase and it reaches its maximum value on the leading edge of spreading.
The velocity magnitude in this remaining stage is also lower compared to that at the
initial spreading phase, and it is around 0.6 times of impact velocity. The vortex is
visible on the droplet rim in both left and right; it also changes the direction when
the receding phase initiates. It appears that the vortex motion is associated with the
motion of the droplet leading edge, where the size of vortex is proportional to the
contact line velocity. This relation can be evidenced by the fact that the variation
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Fig. 6.13 Comparison of spreading factor and height ratio between experiment and simulation
results (Zhao 2018; Zhao et al. 2018)

Fig. 6.14 Asequence of high-speed images (top) and the corresponding simulation results (bottom)
(3-D iso-surface of droplet in black with α �0.5) (Zhao 2018; Zhao et al. 2018)

observed in the vortex magnitude is similar to that of contact line velocity during the
spreading process.
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Fig. 6.15 Pressure coefficient Cp (top) and induced flow field profiles shown by velocity vector
(bottom) on a vertical plane through the center of droplet. The first Cp legend corresponds to the
first picture, while the second legend corresponds to the rest of four pictures (Zhao 2018; Zhao et al.
2018)

6.5.2 Multi-droplet Impingement on a Heated Surface

To validate the evaporation sub-model, a water droplet in the cross-stream of hot air
is simulated in a 3-D domain and compared with the published results (Schlottke and
Weigand 2008). Overall, the simulation based on the evaporation sub-model matches
well with the results by Schlottke and Weigand (2008). After the evaporation sub-
model is validated, the evaporation of spherical droplets’ impingement on a heated
surface and the droplet number and surface temperature effects on evaporation are
studied by three cases.

Figure 6.16 shows the arrangement of multiple n-heptane droplets from both top
and front views. Table 6.3 gives the simulation conditions. The total liquid mass
remains the same in all cases; therefore, the droplet size varies at each case and
multiple droplets always have the equal size. The initial distance between any two
droplets in Case 2 and Case 3 is equal to the radius of this set of droplet. The initial
distance between each droplet center and wall is the same for all cases. The droplets
fall with an initial velocity of 0.8 m/s. The ambient temperature and pressure of
the domain including the droplet are 298 K and 1 atm. The surface temperature is
maintained at 483 K, which is 10 K larger than the Leidenfrost temperature of n-
heptane (473 K). Hence, the evaporation of the droplets falls into the film boiling
regime referred to Fig. 6.2. The contact angle between the droplet and the hot surface
is set to 120° (Nikolopoulos et al. 2007a).

The computational domain is a 3-D domain (8 mm×5 mm×5 mm) with air
inside at atmospheric pressure and temperature of 298 K. A non-uniform grid with
the maximum size of 200 µm and minimum size of 50 µm in x, z directions and
maximum size of 613 µm and minimum size of 7.5 µm in y direction is generated.
A finer mesh is applied both in the center of the domain and near the hot surface
region, where the heat conduction to the droplet is maximum and droplet shape after
impact is also dependent on grid resolution. Figure 6.17 shows the grid generation
of Case 1, and the similar grid distributions are used in Case 2 and Case 3.
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Fig. 6.16 Multiple droplets’
arrangement of three cases
(Potham et al. 2017; Zhao
2018)

Table 6.3 Simulation parameters of three cases

Case 1 Case 2 Case 3

Fuel n-heptane n-heptane n-heptane

Number of droplets 1 2 4

D0(mm) 1.50 1.19 0.94

V0(m/s) 0.8 0.8 0.8

We 41 33 26

Re 3750 2975 2360

Fig. 6.17 Numerical grid
distribution in Case 1
(Potham et al. 2017; Zhao
2018)

As all three cases correspond to film boiling regime, a vapor film can be observed
between the droplet and the wall. This vapor layer prevents the droplets from getting
into the physical contact with the hot surface. Heat transfer from the surface to
droplets is driven by conduction through the vapor film.
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Figure 6.18 presents the temporal variation of droplets’ shape and vapor formation
for Case 1, Case 2, and Case 3. A cut plane at z �0 is presented for Case 1 and
Case 2. A diagonal plane by passing the centers of droplets is used in Case 3. The
white color signifies the liquid fuel phase, and the color with the legend indicates
the vapor fuel phase in Fig. 6.18. Overall, the droplets’ shape and vapor volume
fraction follow the similar trend in all three cases. Also, the droplet shape and vapor
volume fraction distributions of single droplet case match well with the results from
Nikolopoulos et al. (2007a). As the droplets approach the hot surface around 3 ms, a
portion of the liquid droplet vaporizes and a thin film is formed. This film prevents the
physical contact between droplet and the hot surface. Droplets keep spreading after
impingement till a thin neck region. It then starts to recede and rebound after 9 ms.
At the rebound phase, droplets oscillate in shape from vertical elongation initially to
near spherical shape in the later stage. The temperature is higher near the surface and
decreases nearby the droplet. Moreover, from Case 2 and Case 3 (multi-droplet), it is
also observed that droplets start to merge together after 3 ms as soon as they impinge
on the wall. There is more vapor in the center of the domain at 5 ms, which might be
caused by the pressure difference during multi-droplet impinging on wall and spread
out to a larger region compared with single droplet. Finally, the multi-droplet merges
into a single droplet about 8 ms and rebounds away from the hot surface.

In the current study, droplet levitation is calculated as the minimum of the vertical
distances between the surfaces of the droplets to the hot surface. Droplet levitation
has an effect on the surface temperature and vapor distributions around the droplet,
and thus the evaporation rate. Figure 6.19 shows the variation of droplet levitation
over time for three cases. Due to the different droplet size, initial droplet lift is also
different in each case. Droplet lift approaches itsminimumvalue in each case at about
2.5 ms when it gets closer to the surface. As the droplets spread and evaporate, the
levitations increase due to the vapor distribution below the droplet.When the droplets
reach their maximum spreading distances, the levitations reduce again since the force
exerted by the vapor is overcome. The fluctuation of droplet levitation is observed
until a steady state between the vapor mass below the droplet and the droplet mass
is achieved. The levitation decreases to a certain extent and then increases during
the receding stage. When the droplets rebound from the surface, droplet levitation
in Case 1 (single droplet) is higher than those in multiple droplets. However, the
opposite trend is shown when comparing Case 2 (two droplets) and Case 3 (four
droplets). The reason is that droplets are arranged in two rows in z direction in Case
3, each droplet has two neighboring droplets opposing its spreading, resulting in the
merged droplet rising earlier. The droplet levitation becomes similar in Case 2 and
Case 3 after 14 ms.

The average droplet surface temperature is a key parameter associated with phase
change of droplet. Theoretically, the average surface temperature of droplets with
infinitesimally thin surface, undergoing phase change, must be saturation temper-
ature. The saturation temperature of n-heptane is 371 K at atmospheric condi-
tions; hence, the droplets start vaporizing when the droplets’ surface temperature
reaches the saturation temperature. Nevertheless, VOF simulations cause an interface
smeared across few cells with finite thickness excluding the effect of grid resolution.
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Fig. 6.18 Temporal evolution of liquid and vapor volume fractions (Potham et al. 2017; Zhao 2018)

Therefore, the average droplet surface temperature might be different with satura-
tion temperature even with droplet phase change. Figure 6.20 presents the temporal
average droplet surface temperatures in all the cases.

Initially, the droplets are at a room temperature of 298 K. The surface temperature
increases steadily to the saturation temperature at 2.5 ms due to the droplets move-
ment toward the hot surface. The droplet surface temperature significantly decreases
after 8 ms in Case 1, because the droplet levitation increases at the same time as
shown in Figs. 6.18 and 6.19. As the droplet travels away from the heated surface
into a relatively cold domain, its surface temperature decreases. The reduction of
droplets surface temperature is less distinct in Case 2 and Case 3. Due to less levita-
tion occurred in Case 2 compared with that in Case 3 as shown in Figs. 6.18 and 6.19,
the droplet surface temperature in Case 3 is lower than that in Case 2 after 7.5 ms.
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Fig. 6.19 Droplet lift-off
height from the wall (Zhao
2018)

Fig. 6.20 Temporal
variation of average surface
temperature (Zhao 2018)

The liquid mass fraction inside the domain is normalized with the initial mass
fraction. The liquid mass fraction versus time is plotted in Fig. 6.21. Initially, the
liquid mass fraction is at 100% since droplets are at room temperature. The total
liquid mass in the beginning is the same in three cases, and it decreases slightly due
to mass diffusion from droplet surface to the surrounding air. During this period, the
droplets’ surface temperatures increase to the saturation temperature. Subsequently,
there is a sudden reduction in liquid mass fraction caused by temperature and mass
diffusion gradients. The evaporation rate in Case 3 is the highest; Case 2 is the
next, finally Case 1. This is because of after droplets impacting on the hot surface,
larger surface area occurred in Case 3 than Case 2 and Case 1. Larger surface area
facilitates more heat transfer and thus higher evaporation rate. The evaporation rate
considerably reduces after the droplets rebound. In Case 2 and Case 3, multi-droplet
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Fig. 6.21 Time dependency
of liquid mass fraction (Zhao
2018)

merges at about 4.5 ms which leads to surface area decrease. Further, the evaporation
rate decreases in Cases 2 and Case 3 compared to Case 1.

In addition, higher droplet levitation and less spreading cause less evaporation and
higher liquid mass fraction in Case 3 compared to Case 2. After 5 ms, liquid mass
fraction reaches its lowest value in Case 1 due to larger droplet spreading distance
resulting in more evaporation. A very high droplet levitation ensures that evaporation
is negligible in Case 1 after 10 ms, whereas a low evaporation rate causes continued
decrease in liquid mass fraction in Case 2. Finally, liquid mass fractions are almost
equal in Case 1 and Case 2 after 15 ms. Cumulative heat transfer to the droplet
can be also calculated in terms of the evaporated liquid mass and the latent heat of
vaporization. It is found that the maximum heat transfer shows in Case 1 and the
minimum is in Case 3. However, the heat transfer in Case 2 continues to increase
even beyond 9 ms and becomes almost the same with that of Case 1.

6.6 Further Discussion

For future experimental and numerical studies of droplet–wall impingement, various
test conditions with multi-train droplets, including a sensitivity analysis of droplet
size and ambient/injection conditions, as well as combustion, will be considered
to further improve the correlation of splashing criteria. The evaporation solver will
be improved to achieve a more accuracy of interface representation and numerical
calculation. A more accurate modeling approach based on the physics and method-
ology obtained from droplet impingement with less parameter-tuning requirements
for spray–wall impingement prediction will be developed.
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6.7 Summary

In this chapter, a detailed analysis of the dynamic process of droplet–wall impinge-
ment with various conditions has been performed. The experimental work was
implemented under the room temperature and atmospheric pressure; water, diesel,
n-dodecane, and n-heptane were utilized as the tested fuels and injected at various
We numbers. The splashing criteria during droplet impingement on the solid surface
were investigated, and a new correlation in terms of the current experimental data
was developed.

The current experimental study on the evolution of the dynamic process of
droplet–wall interaction is one of the unique contributions to expand the database of
relevant research, such as assisting the dynamic contact angle model development
under Direct Numerical Simulations (DNS) or VOFmethodologies. In the numerical
work, VOF method was applied to characterize the single fuel droplet impingement
on the solid surface and deliver a deep understanding of the dynamic impingement
process in the CONVERGETM framework. The main findings of this work are as
follows:

• Overall, the experimental results of droplet impingement on the various ambi-
ent and surface conditions show a good agreement with the splashing and non-
splashing phenomena observed in the published droplet–wall interaction models.
A new splashing correlation with respect to Oh and Re based on the experimental
data was found.

• The effect of surface temperature on droplet spreading factor, height ratio, and
dynamic contact angle was studied. At higher surface temperature, the maximum
spreading factor is larger than that at lower surface temperature case. Diesel droplet
at different test conditions appears to oscillate slightly and attempt to reshape; the
vertical elongation is observed during the receding phase.

• Simulation results match well with the experimental spreading factor and height
ratio. The pressure coefficientCp and the velocity magnitude are found to be larger
at the initial stage of spreading. The vortex is observed on the top of droplet rim at
the initial spreading phase. Later, it is visible around the droplet rim on both left
and right with the cross-sectional view.

• The newly developed solver of evaporation sub-model was successfully imple-
mented into the existing solver with VOF model. The new model was validated
with the published results, and then themulti-droplet impingement on a hot surface
was studied by using this evaporation sub-model. The simulations well predicted
the droplet levitation characteristics as the surface temperature is higher than Lei-
denfrost point. As droplet number increases, the spreading distance decreases and
it takes less time for droplets to recede. As well, droplet number in a perpendicular
direction leads to reduction in droplet spreading and increase in lift-off. Higher
lift-off results in lower average temperature.
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Chapter 7
Modeling of Cavitation in Fuel Injectors
with Single- and Two-Fluid Approaches

Kaushik Saha, Michele Battistoni, Sibendu Som and Xianguo Li

Abstract In high-pressure fuel injection systems, cavitation is known to affect spray
atomization processes. Modeling the cavitation phenomenon has become a neces-
sity to ensure predictive quality and higher fidelity of the fuel spray simulations.
Inside the fuel injectors, local pressures drop below the saturation pressure of fuels
in regions of flow separations, such as inlet of holes and periphery of needles at low-
lift conditions. Several cavitation models and multiphase modeling approaches have
been employed in the literature to predict the extent of cavitation in the fuel injec-
tion systems. A review of these modeling approaches will be presented. Amongst
the cavitation models, bubble-based and semi-empirical timescale-based ones are
widely used. Mixture/single-fluid and Eulerian–Eulerian/two-fluid approaches have
been adopted for fuel injection cavitation modeling. Two-fluid approach captures
the interaction between the two phases, which is usually ignored in single-fluid
approach. Comparative studies in the literature will be reviewed here to provide
a comprehensive idea of the cavitation modeling approaches to the readers. The
advantages and disadvantages of these models will be discussed in depth. Keeping in
mind the conflicting requirements of accuracy and constraints of computational cost,
recommendations will be provided for suitable cavitation modeling approaches.
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Nomenclature

CFL Courant Friedrichs Lewy number
D Mass diffusivity (m2/s)
fv, fl , fg Mass fraction of vapour, liquid and gas, respectively
k Turbulent kinetic energy (m2/s2)
mvap,m liq Mass of vapour and liquid phases in a cell (kg)
N ′′′ Bubble number density (1/m3)
p Local pressure (Pa)
pcrit Critical pressure (Pa)
Pinj Injection pressure (MPa)
Psat, psat Saturation pressure (Pa)
ΔP Pressure differential, MPa
R Bubble radius, m
RP Source term for cavitation modeling, kg/(m3 s)
S11 Strain rate (1/s)
t Time (s)
Tfuel Fuel temperature (K)
Tsat Saturation temperature (K)
u Local cell velocity (m/s)
ui Advected mean velocity (m/s)
u j Advecting mean velocity (m/s)
V Volume of a cell (m3)
x Local cell vapour quality
x̄ Local cell equilibrium quality
Ym Mass fraction of mth species

Greek

α Void fraction (vapour + non-condensable gases)
αq Volume fraction of the qth phase
ε Turbulence dissipation rate (m2/s3)
θ ,θ0 Equilibrium timescale and empirical time constant(s)
μ,μt Dynamic and turbulent viscosity coefficient (kg/ms)
ρ, ρv, ρl , ρg Density of mixture, vapour, liquid and gas (kg/m3)

7.1 Introduction

Modern diesel injectors operate at high injection pressures (200 MPa or higher) with
spray velocities on the order of few hundred m/s. In recent times, gasoline direct
injectors also operate at higher than usual injection pressures (20 MPa or higher).
Depending on fuel physical properties, needle lift, pressure differential and internal
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Fig. 7.1 Illustration of a cavitating nozzle and cavitation affecting spray breakup and combustion

injector geometry, local pressures inside the injector holes and in the sac region can
drop below the saturation pressure of the concerned fuel resulting in vapour or void
formation, a phenomenon called ‘cavitation’. In the last two decades, cavitation has
been known to affect the fuel injector erosion, the spray atomization process and
consequently the combustion and pollutant formation processes (Baumgarten 2005;
Payri et al. 2006; Som 2009). Figure 7.1 illustrates the effect of cavitation on spray
combustion. The needle movement dictates the available passage for the fuel flow
through the injector holes, affecting the flow features at the exits of the holes.

Investigation of cavitation in fuel injectors through experiments and numerical
techniques has been carried out in the last few decades. An experimental investigation
is extremely difficult in case of real-size commercial fuel injectors because of small
dimensions of holes (∼100 to 200 µm) and high fuel velocity (∼400 to 600 m/s)
inside the injector holes. Still, with some limitations on the operating conditions,
real-size nozzles with optical access have been built and used for visualizations
of cavitation phenomena (Afzal et al. 1999; Manin et al. 2018). Semi-empirical
correlation [Nurick’s correlation (Nurick 1976)] based on one-dimensional analysis
predicting discharge coefficient (Cd ) can only provide an estimate of the mass flow
rate in case of round axisymmetric nozzles. Further information on the extent of
cavitation and its effect on flowvariables at the hole outlet cannot be obtained through
such a correlation. Computational Fluid Dynamics (CFD), hence, has been a useful
tool for analysing cavitation in fuel injectors for the last two decades.

Cavitation, a two-phase flowproblem, should be solved using amultiphasemodel-
ing approach. The mixture multiphase approach is commonly adopted for cavitation
modeling, since the approach is easy to implement and computationally cheap. Mix-
ture approach results in only one set of conservation equations (mass, momentum,
energy) and a single transport equation to estimate the instantaneous local compo-
sition of the two phases (liquid and vapour). Therefore, in a mixture approach, for
any given computational cell the two phases are considered to be mixed homoge-
neously within that cell. The mixture multiphase approach without the consideration
of relative velocity has been typically used for cavitation modeling. Although, in
its generic form, the mixture approach does include the concept of slip or relative
velocity (ANSYS 18). The reason proposed for neglecting the relative velocity is
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that the average flow velocity is considerably higher than the expected magnitude of
the relative phase velocity (Saha 2014). Volume of fluid (VOF) is preferred when the
two phases are considered immiscible and interface tracking is of prime importance.
However, grid refinement requirement at the interfacial regions renders the VOF
approach very expensive (Gorokhovski and Herrmann 2008). The full Eulerian–
Eulerian approach takes into account the relative velocity between the phases, and
hence, the interaction between the phases needs to be modelled more accurately. The
Eulerian–Eulerian approach is usually more expensive than the mixture approach
with a separate set of transport equations for both the phases (ANSYS 18). Eulerian–
Lagrangian approach is rarely used for cavitation modeling because it is very expen-
sive and not feasible to implement for multihole commercial fuel injectors. However,
the Eulerian–Lagrangian approach, more commonly known as the discrete bubble
model (DBM), is to date the most detailed approach in the field of numerical analysis
of nozzle flow cavitation. The DBM approach involves bubble nucleation, bubble
transport, collision, coalescence and breakup phenomena (Giannadakis et al. 2008).
As a result, the DBM is computationally expensive and it is typically beyond the
scope of the practical usefulness for fuel injection simulation today. Therefore, it is
not included in the present review.

Prediction of the extent of cavitation is not only affected by the multiphase
approach, but also due to cavitation model (source term modeling for phase change),
turbulence modeling (different RANS based and LES approaches), geometry (sac
region, hole shape: converging, straight, inlet shape: rounded or sharp) (Som 2009;
Saha 2014; Schmidt andCorradini 2001). In terms of turbulencemodeling, large eddy
simulation (LES) has already been shown to be more reliable when flow transients
are vital at low-needle lifts (needle opening and closing) (Battistoni et al. 2015).
However, for a commercial fuel injector, even unsteady RANS (U-RANS) could be
very expensive (Saha et al. 2016). Hence, LES is still not commonly adopted for
cavitation simulations for commercial fuel injectors. Naturally, the quality of simu-
lation prediction depends on the types of cavitation model and multiphase approach
chosen for the study. Comparative assessments of cavitation models and multiphase
approaches are rarely documented in the literature. The current chapter would like to
address this less explored area and discuss some of the work reported in the literature.

The chapter is organized in the following manner: at the beginning, the govern-
ing equations involved in single- and two-fluid approaches will be described. In
this chapter, single-fluid would indicate the mixture multiphase approach and the
Eulerian–Eulerian multiphase approach will be addressed as two-fluid. The sub-
models involved in the two-fluid approach for interaction between the two phases
will be discussed. After that, different cavitation models, commonly used in the
literature, will be described along with their origins, underlying assumptions and
approximations, advantages and limitations. This will be followed by discussions
on the published results for providing comparative assessments of the multiphase
approaches coupled with various cavitation models.
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7.2 Model Formulation

Themodel formulations available in the literature for solving the cavitating two-phase
flow in a direct injection fuel injector will be reported here. Themass andmomentum
conservation equations for the single- and two-fluid approaches will be elaborated
in this section. The source/sink terms in the transport equations for estimating the
proportions of the constituent phases (liquid and vapour) are accounted for through
cavitation model. Different cavitation models adopted in the literature are described
in this section as well. The energy equation is often not solved in the cavitation
modeling approach, under the assumption that cavitation phenomenon will be nearly
isothermal (Saha 2014). However, in the case of modern fuel injectors there is still
scope of inclusion of energy equation and examine its effect.

7.2.1 Multiphase Approaches

In case of the single-fluid approach, one set of conservation equations of mass and
momentum is solved:

∂ρ

∂t
+ ∂u jρ

∂x j
= 0 (7.1)

∂ρui
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+ ∂ρuiu j

∂x j
= − ∂p

∂xi
+ ∂

∂x j

[
μeff

(
∂ui
∂x j

+ ∂u j

∂xi
− 2

3

∂ui
∂xi

)]
(7.2)

where the mixture density is calculated from

1

ρ
= fv

ρv

+ fg
ρg

+ 1 − fv − fg
ρl

(7.3)

where ρ, ρv , ρg and ρl are the densities of the mixture, the vapour phase, the non-
condensable gases and the liquid phase, respectively. The vapour concentration is
determined from the following transport equation:

∂ρ fv
∂t

+ ∂u jρ fv
∂x j

= ∂

∂x j

(
ρD

∂ f

∂x j

)
+ RP (7.4)

where RP represents the phase change rate and will be elaborated in ‘cavitation
models’.

The effective viscosity in Eq. 7.2 is expressed as μeff = μ + μt where μ is the
mixture (liquid and gaseous phases) molecular viscosity and μt is the turbulent
viscosity which can be modelled. For example,

μt = Cμρ
k2

ε
(7.5)
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for k − ε models. In case of the two-fluid approach, transport equations are solved
for both the phases. The pressure p is shared by both the phases. The conservation
equations are as follows:

∂αqρq

∂t
+ ∂αqu j,qρq

∂x j
= RP (7.6)

∂αqρqui,q
∂t

+ ∂αqρqui,qu j,q
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= −αq
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3
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)]

q stands for phase index, uq is velocity of the qth phase and Mqp estimates the
momentum exchange between the two phases. The closure equation becomes

2∑
q=1

αq = 1 (7.8)

The momentum exchange term can be evaluated in terms of interphase momentum
exchange coefficient Kqp (ANSYS 18).

Mqp = Kqp(ui,q − ui,p)

where Kqp = αpαqρq f
τq

, f is the drag function dependent on the drag coefficient CD

and τq is the relaxation timescale.

7.2.2 Cavitation Models

There are various approaches to formulate a cavitation model. Most approaches are
based on bubble dynamics and the approximation that pressure difference across the
bubble interface is the main driving mechanism for growth and collapse (Brennen
1995). There is also a model that depends on the semi-empirical correlations and
timescale estimation for phase change. The pros and cons of the cavitation models
described here will also be discussed in this section. Typically, cavitation models
involve the formulation of the source/sink terms to assess the growth and collapse of
vapour cavities. Some of the cavitation models consider the presence of a very small
amount (∼ppm level) of non-condensable gases in the liquid fuel, and the relevant
further details have been documented in the literature (Brennen 1995). Therefore, in



7 Modeling of Cavitation in Fuel Injectors … 191

general, the void fraction (volume fraction of gaseous species) in the two-phase flow
is given by α = αg + αv . In fuel injector holes, the liquid fuel is subjected to high
pressure and high velocity. Hence, fuel compressibility becomes vital, which is not
considered in all the cavitation models.

7.2.2.1 Schnerr and Sauer

In their cavitation model, Schnerr and Sauer (2001) neglected the presence of non-
condensable gases. As a result, α denotes αv only in Schnerr and Sauer model. They
expressed α as,

α =
4
3πR3N ′′′

1 + 4
3πR3N ′′′ (7.9)

One may arrive at the following, by combining liquid, vapour and overall mass
conservation equations,

∂(ρvα)

∂t
+ ∂(u jρvα)

∂x j
= ṁv = ρvρl

ρ

Dα

Dt
(7.10)

Equation 7.10 has been the base equation of multiple cavitation models proposed
in the literature. The bubble number density N ′′′ was considered to be constant (on
the order of 1013 1

m−3 ). The temporal derivative of α was coupled with the vapour
and liquid mass conservation equations. Finally, using linear Rayleigh equation the
source term was derived as (Schnerr and Sauer 2001)

RP = 3α(1 − α)

R

ρvρl

ρ
(−1) j

√
2 (|p − psat|)

3ρl
(7.11)

where

p − psat

{
> 0 j = 1 for vapour condensation
< 0 j = 2 for vapour formation

Schnerr-Sauer model has been combined with both the single- and the two-fluid
approaches (ANSYS 18). The bubble number density N ′′′ was defined in terms of
per unit liquid volume rather than per unit control volume (containing the two-
phase mixture). Such an approach may lead to undesirable outcomes, which will be
elaborated in the Results and Discussion section.

7.2.2.2 Zwart-Gerber-Belamri

Zwart et al. (2004) assumed the bubble size to be constant in their cavitation model.
They also did not consider the presence of non-condensable gases. If p < psat
(vapourization),
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RP = Fvap
3αnuc (1 − α) ρv

R

√
2 (p − psat)

3ρl
(7.12)

else (condensation),

RP = Fcond
3αρv

R

√
2 (p − psat)

3ρl
(7.13)

where the parameters used in this model are α = αv , Fvap = 50; Fcond = 0.01, R =
10−6 m is the bubble radius, αnuc = 5 × 10−4 is the nucleation site volume fraction.
The vapourization equationwasmade different from the condensation. Their constant
bubble radius assumption is not physically correct since bubble radius is supposed
to change with the evolution of void fraction. Despite these limitations, their model
has achieved fair amount of success because the parameters Fvap and Fcond were
tuned to obtain reasonable predictions. Zwart-Gerber-Belamri model has also been
implemented with both the single- and the two-fluid approaches (ANSYS 18).

7.2.2.3 Saha-Abu-Ramadan-Li

Saha-Abu-Ramadan-Li model (Saha et al. 2013; Saha and Li 2016) has also been
based on Eq. 7.10. They considered the presence of non-condensable gases. Cavita-
tion occurs when the local mean effective pressure is below the saturation pressure.

peff < psat (7.14)

where the local mean effective pressure peff is considered to include the cumulative
effect of local static pressure, stresses, turbulent pressure fluctuations.

peff = p − p′ − (μ + μt ) S11 (7.15)

where p is the mean local static pressure, p′ is the turbulent pressure fluctuation
and can be taken as p′ = 0.47ρk. S11 corresponds to the highest eigen-value of the
deviatoric strain tensor; to determine S11 first det (S − λI ) is equated to zero, where
S is the shear strain tensor and I is the identity matrix. Roots of λ are thus obtained,
and the highest value of λ is used to estimate S11. The phase change rate can be
derived by combining the mass conservation equations for the mixture, liquid and
vapour phases, respectively, as follows

RP = 3α

R

ρvρl

ρ
(−1) j

√
2 (|peff − psat|)

3ρl
(7.16)

where

peff − psat

{
> 0 j = 1 for vapour condensation
< 0 j = 2 for vapour formation
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and R is the effective bubble radius, α is the void fraction (αv + αg), and R can be
expressed in terms of α and number density of bubbles [N ′′′ ∼ 1012 (m−3)]. There-
fore, the expression of α used by them was,

α = 4

3
πR3N ′′′

Unlike the two previous cavitation models, this cavitation model considered com-
pressibility of both the liquid and gaseous phases.

7.2.2.4 Alajbegovic et al., Battistoni et al.

Another commonly used bubble-based model is implemented in AVL FIRE CFD
code (Alajbegovic et al. 1999; Battistoni and Grimaldi 2018; Battistoni et al. 2014a).
It is coupled with two-fluid approach. The starting point of this model is based on
Rayleigh bubble growth aswell. The rate of increment of the bubble radius is provided
as,

Ṙ =
√
2

3

(
psat − peff

ρl
− RR̈

)
(7.17)

The peff accounts for the turbulent fluctuations affecting the local pressure deviating
from the thermodynamic pressure.

peff = p − CE
2

3
ρl kl (7.18)

whereCE = 1.2 and kl is the turbulent kinetic energy in the liquid phase surrounding
the vapour bubbles (Battistoni et al. 2014a). The rate of change ofmass of a cavitation
bubble is given by

∂mb

∂t
= ρv4πR2 Ṙ (7.19)

The modeling approach did not limit itself to mono-disperse bubble population
approximation for representing the cavitating regions. The approach needed to esti-
mate bubble size distribution to account for poly-disperse bubble distribution. Addi-
tional transport equations were solved for N ′′′ and A′′′, which denote bubble number
density and interface area density, respectively.

∂N ′′′

∂t
+ ∇ · (

N ′′′−→v (0)
) =

∑
R j + Rph (7.20)

and
∂A′′′

∂t
+ ∇ · (

A′′′−→v (2)
) =

∑
φ j + φph (7.21)
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The zeroth and second moment average velocities of the bubble size distribution
are indicated by−→v (0) and−→v (2), respectively. For themomentum interaction between
the two phases, the model approach uses drag coefficient (CD) and turbulent disper-
sion coefficient (CT D). A value of CT D = 0.1 is typically used. It is interesting to
point out that additional treatment was included in the framework to account for the
increment in the turbulent viscosity due to the relative velocity of the two phases by
using Sato coefficient of CSato = 0.6.

7.2.2.5 Homogeneous Relaxation Model

Homogeneous relaxation model is a type of phase change model that is based on the
empirical constants (Bilicki andKestin 1990;Downar-Zapolski et al. 1996;Gopalakr-
ishnan and Schmidt 2008). The HRMwas formulated for solving flash boiling prob-
lems. However, it has been successfully implemented in commercial CFD codes
like CONVERGE (Richards et al. 2018) for analysing cavitation problems in diesel
injectors (Zhao et al. 2014; Battistoni et al. 2014a, b). HRM represents the phase
transition by estimating the timescale to reach equilibrium two-phase composition.
HRM falls in between the two extremes of thermodynamic two-phase models repre-
sented by the homogeneous equilibrium model (HEM) and the homogeneous frozen
model (HFM) (Downar-Zapolski et al. 1996; Brennen 1995). Thus, HRM captures
the essence of in-between real-world scenarios.

The source/sink terms RP in the fuel species conservation equations are obtained
through the HRM. At first, the rate at which the local vapour quality (x) approaches
the equilibrium vapour quality is evaluated. The vapour quality is mathematically
represented as x = Yv

Yv+Yl
= mvap

mvap+mliq
. The rate of change of local vapour quality,

( Dx
Dt ), provides the estimate of RP . Through HRM we get,

Dx

Dt
= x − x

θ
(7.22)

The timescale θ is calculated as

θ = θ0α
−0.54ψ−1.76 (7.23)

where

θ0 = 3.84 × 10−7; ψ = |psat − p|
pcrit − psat

; α = αv + αN2 + αO2

Non-condensable gases are included in α. If x0 is the current local vapour quality
of a cell and x1 is the corresponding value for the next time step, with a time step
size of Δt , then x1 can be computed as—x1 = x̄ − (

x̄ − x0
)
e−Δt/θ . Therefore,

RP = (x1 − x0)(mvap + m liq)

VΔt
= (x1 − x0)ρ

(Yv + Yl)

Δt
(7.24)
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where V is the volume of the cell andmvap andm liq are the vapour and liquid masses,
respectively, in that cell.

7.3 Results and Discussion

In this section, published results from the literature will be discussed emphasizing on
the effects of different cavitation models and the choice of multiphase approaches.
The effects seen in both local and global perspectiveswill be presented and elaborated
here.

The aim of the cavitation simulation in a fuel injector is to provide physically
correct inputs for the spray simulation. Therefore, it is important to investigate the
flowfield characteristics at the nozzle exit. Saha and Li (2016) delved into the effects
of change in cavitation models as well as the multiphase approaches (Saha and
Li 2016). RNG k − ε turbulence model was adopted in their study. In case of an
axisymmetric nozzle with 50MPa inlet pressure and 5MPa back pressure, the liquid
volume fractions predicted by three different cavitation models at the nozzle exit
were plotted with respect to the normalized radius (r/r0, r0 being the radius of the
outlet) and shown in Fig. 7.2. There are considerable differences in the two-phase
compositions at the nozzle exit. Difference in the extent of predicted cavitation
regions (c.f. Fig. 10 in Saha and Li 2016) leads to such variations in the liquid
volume fraction profiles. However, all the models predict values of the same order
and have the same qualitative trend with the maximum value at the centre and then
decreasing towards the wall and then increasing again. At the nozzle exit, cavitating
zones tend to drift away from the wall and hence the liquid concentration increases
near thewall. The Saha-Abu-Ramadan-Limodel tends to predict considerable vapour
concentration in the middle of the nozzle compared to the other two models. Schnerr
and Sauer model’s definition of bubble number density is not physically correct,
which is also the main difference in its formulation with respect to the Saha-Abu-
Ramadan-Li model. Moreover, consideration of non-condensable gases assists in a
realistic expansion of voids when the Saha-Abu-Ramadan-Li model is used. Zwart-
Gerber-Belamri model does not consider the non-condensable gases. Moreover, that
model uses tuned constants which cannot be expected to yield the desired prediction
in a wide range of scenarios.

Saha and Li (2016) clearly showed the effect of changing themultiphase approach
on cavitation through vapour volume fraction contours. Figure 7.3 presents the
change in vapour volume fraction contours for the axisymmetric nozzle, when the
multiphase approach is changed keeping the cavitation model the same.

It was seen that a time step size of 10−6 secs was sufficiently small to capture the
cavitation characteristics. There were noticeable differences in the predictions using
the single- and two-fluid approaches. Multiphase coupled algorithm and per phase
turbulence modeling approach were adopted for the two-fluid simulations as they
have been proved effective in the parametric study of different numerical schemes
by Saha and Li (2016). ANSYS Fluent ANSYS (18) provides different options for
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Fig. 7.2 Comparison of the predicted liquid volume fraction profiles at the nozzle exit of the
axisymmetric nozzle using the three cavitation models (SS—Schnerr and Sauer; ZGB—Zwart-
Gerber-Belamri; SAL—Saha-Abu-Ramadan-Li) coupled with the single-fluid approach subjected
to the inlet pressure of 50 MPa and the outlet pressure of 5 MPa (from Saha and Li 2016, reprinted
with permission from ASME)

Fig. 7.3 Comparison of the vapour volume fraction contours for the axisymmetric nozzle for
the Zwart-Gerber-Belamri model coupled with the single- and two-fluid approaches at the inlet
pressure of 100MPa and fixed outlet pressure of 5 MPa. (The maximum vapour volume fraction is
abbreviated as Max VVF. All the two-fluid results are at 0.5 ms.) (from Saha and Li 2016, reprinted
with permission from ASME)
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two-fluid approach in terms of turbulence modeling and pressure–velocity coupling.
With multiphase coupled algorithm, there could be one set of turbulence transport
equations with two sets of mass and momentum conservation equations. Another
option is turbulence per phase where two sets of transport equations are solved for
mass, momentum and turbulence. It was demonstrated by Saha and Li (2016).

Saha and Li (2016) also compared the model predictions with the experimental
findings from Winklhofer et al. (2001). The experimental studies were carried out
in a throttle nozzle with almost square cross-sections. Apart from measuring global
variables, such as mass flow rates, the authors also estimated velocity profiles at a
distance of 53µm from the inlet section of the nozzle using fluorescence techniques.
For 8.5 MPa of pressure differential across the nozzle (inlet pressure was 10 MPa),
the model predictions (Schnerr and Sauer, Zwart-Gerber-Belamri: both single fluid
and two fluid; Saha-Abu-Ramadan-Li: only single fluid) were compared with the
measured values and presented in Fig. 7.4. Winklhofer et al. (2001) mentioned that
uncertaintieswere involved in capturing velocity data in the near-wall regions. All the
modelswere able to predict the qualitative trend of the velocity variation in the central
regions and not in the near-wall regions. In all cases, there were over-predictions
of the velocity which were expected as the mass flow rate predictions were also
higher than the experimental value. The predictions from the Saha-Abu-Ramadan-
Li model and the Schnerr and Sauer model with the single-fluid approach agree best
with the experimental values at the core of the flow compared to the predictions of
the other models. Both the Schnerr and Sauer and Zwart-Gerber-Belamri models
coupled with the two-fluid approach show kinks which are not visible when coupled
with the single-fluid approach. Therefore, cavitation models which do not perform
well when coupled with single-fluid approach still have the potential to provide
better prediction when coupled with two-fluid approach. The Saha-Abu-Ramadan-
Li model prediction, only coupled with single-fluid approach, is visibly different in
the near-wall region compared to the other cases, showing two kinks indicating well-
developed cavitating regions and flow recirculation. The kinks near the wall indicate
that the presence of vapour is accelerating the flow near the wall. The disparities in
the prediction are due to the difference in the predicted concentration of vapour by
the cavitation models coupled with the multiphase approach in the near-wall regions.

Battistoni et al. (2014a) compared predictions of cavitation models implemented
in two different CFD codes—AVL FIRE and CONVERGE—which are commonly
used in the internal combustion engine community. The AVL FIRE involves two-
fluid approach coupled with bubble dynamics cavitation model. The CONVERGE
code uses single-fluid approach coupled with homogeneous relaxation model. The
standard k − ε model and standard wall function were used by both the codes. The
X-ray experiments carried out by Duke et al. (2013) were utilized by Battistoni et
al. in their work. X-ray-based studies are typically capable of providing quantitative
information on voids which was not possible to retrieve from the data byWinklhofer
et al. (2001). The nozzle was cylindrical, 2.5 mm long and 0.5 mm in diameter.
The authors plotted the total void fraction (depth-integrated using the 3D data from
simulations) along the length of the nozzle and compared themwith the experimental
data, as shown in Fig. 7.5.
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Fig. 7.4 Comparison of the predicted velocity profiles from the three (SAL: Saha-Abu-Ramadan-
Li; ZGB: Zwart-Gerber-Belamri; SS: Schenrr and Sauer) cavitation models using the single- and
two-fluid approaches, at the pressure differential of ΔP = 8.5 MPa with the experimental values
measured at a location, 53 µm from the nozzle inlet section (Winklhofer et al. 2001) (from Saha
and Li 2016, reprinted with permission from ASME)

Fig. 7.5 Computed total
volume fraction α

(vapour+air) along the
channel axis evaluated in one
cell layer thick slices,
compared to the
experimental data (Duke
et al. 2013) (from Battistoni
et al. 2014a, reprinted with
permission from ASME)

Right after the inlet edge, the void fraction goes up after attaining the peak value
remains constant in the experiment. Themodels could predict the rise of void fraction
but were unable to maintain the peak value. Nevertheless, the two-fluid approach of
AVL FIRE did relatively a better job. The authors also highlighted the experimental
uncertainties were not available in this data, which prevent to draw a comprehensive
conclusion regarding a better cavitation model. The authors emphasized that the
inclusion of non-condensable gases could be vital in void prediction since vapour
can only form near the inlet and adjacent to the wall where the local pressure is



7 Modeling of Cavitation in Fuel Injectors … 199

Fig. 7.6 Pressure profiles
along the nozzle wall (a) and
nozzle centreline (b) (from
Battistoni et al. 2014a,
reprinted with permission
from ASME)

sufficiently low. In the central regions of the nozzle, the local pressure could not be
low enough to trigger the cavitation. Hence, expansion of the dissolved gases could
be the cause for void formation away from the nozzle wall.

The pressure field is generally a good indicator of the void distribution in the
domain. Battistoni et al. (2014a) looked into the pressure variation along the nozzle
wall and nozzle centreline, which are shown in Fig. 7.6. It is seen that both the codes
are capable of predicting low-pressure values downstream of the inlet where cavita-
tion is expected. However, in case of two-fluid approach in AVL FIRE the pressure
recovery occurs at around x/L = 0.25 indicating flow re-attachment and disappear-
ance of cavitation, which qualitatively matches with experimental visualization by
Duke et al. (2013). On the other hand, with single fluid in CONVERGE the pressure
recovery does not occur, implying the cavitating regions are extending downstream
considerably more compared to the two-fluid approach in AVL FIRE. For both the
approaches, compressibility was considered. As a result, the pressure in the cavitat-
ing regions never reached unphysical negative values. For both the centreline and
nozzle wall cases, the pressure fluctuates before approaching the outlet pressure. The
qualitative patterns are similar, but the locations of pressure drop and rise differ. This
disparity in the evolution of pressure field is strongly dependent on the multiphase
approach treatment. In this scenario, consideration of the two-phase interactions is
possibly the reason behind the superior performance of the two-fluid approach.

7.4 Summary and Concluding Remarks

The current study reviews the different cavitation modeling approaches typically
used for numerical analysis of the two-phase flows in the fuel injection systems.
The governing equations of single- and two-fluid approaches are provided, followed
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by the description of some of the commonly adopted cavitation models. The pros
and cons of the different cavitation models are discussed elaborately. The effects of
changing the cavitation models as well as the multiphase approach are demonstrated
using some of the published results in the literature. It is evident that for a given
multiphase approach, different cavitation models may yield considerably different
results. The cavitation models, unable to provide the desired level of predictions with
single-fluid approach, can do better when coupled with two-fluid approach. How-
ever, if the cavitation model is devoid of tuned model constants and/or questionable
approximations, reasonable predictions could be obtained even when coupled with
single-fluid approach.
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Chapter 8
Characterization of Biodiesel Sprays

Chetankumar Patel, Joonsik Hwang, Avinash Kumar Agarwal
and Choongsik Bae

Abstract Internal combustion engines are widely popular and useful in our life to
meet different power requirements. Gaseous and particulate emissions emitted from
these engines pose major environmental and health issues. Environment-friendly
alternate fuels like biodiesel for diesel engine and alcohols for gasoline engines are
gaining popularity steadily in the last decade due to faster depletion of conventional
fuels reserves and adaptation of strict emission regulations worldwide. However, it
is significantly important to review the spray characteristics of these alternative fuels
because engine performance and emissions are largely dependent on air–fuel mixing
process to a great extent. This chapter mainly focuses on different optical techniques
used for spray characterisation. There are two types of spray characteristics,which are
important in the context of internal combustion engines, namely macroscopic spray
characteristics and microscopic spray characteristics. Macroscopic spray character-
istics such as spray tip penetration and spray cone angle are generally characterised
by Mie scattering, shadowgraphy and schlieren techniques, by using high-speed
CCD camera. Microscopic characteristics such as spray droplet size distribution and
droplet velocity distributions are generally measured using phase Doppler interfer-
ometry (PDI) technique.
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Nomenclature

μ Viscosity
ρ Surface tension
�P Pressure difference
f d Doppler frequency
δ Fringed spacing
ms Millisecond
mg Milligram
µm Micron

Abbreviation

CVCC Constant volume combustion chamber
PDI Phase Doppler interferometry
PIV Particle image velocimetry
LIF Laser-induced fluorescence
FPS Frame per second
FIP Fuel injection pressure
MPa Mega Pascal
WCO Waste cooking oil
TKE Turbulence kinetic energy

8.1 Introduction

Diesel engines play a vital role in our life, especially in sectors like energy and
transportation. However, their contribution to environmental pollution is raising eye-
brows of environmentalist and policy-makers alike. Battery-operated vehicles are
also emerging as threat to the automotive companies. However, some new alternate
fuels are emerging as effective solutions to tackle this environmental degradation.
Therefore, it is desirable to design biofuel-operated engines to achieve fuel efficiency
and low emissions levels. Spray and combustion visualisation studies in an optical
engine and constant volume combustion chamber (CVCC) are gaining momentum
in last few decades for meeting stringent emission norms and utilization of alternate
fuels. In this context, spray investigation of biofuels is of vast importance to design
the alternate fuelled engines.

Biodiesel has emerged as a strong alternative to mineral diesel. However, it suf-
fers from relatively higher density and viscosity compared to conventional diesel,
which significantly affects the fuel injection system and fuel atomization process
(Table 8.1). Fuel atomization plays a vital role in the combustion of fuels. Several
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Table 8.1 Comparative physical properties of diesel and biodiesel (Hwang et al. 2017)

Property Diesel Karanja biodiesel

Carbon/hydrogen/oxygen (%) 86.27/13.73/0 78.25/12.03/9.72

Lower heating value (MJ/kg) 42.98 39.89

Density (@288 K) (kg/m3) 820 886

Kinematic viscosity (@313 K) (mm2/s) 2.2 5.66

Surface tension (@313 K) (N/m) 0.026 0.03

Flash point (K) 329 417

optical methods such as direct visualisation (spray imaging), phase Doppler interfer-
ometry (PDI), particle image velocimetry (PIV) and laser-induced fluorescence (LIF)
are very useful for measurement of various spray atomization characteristics. These
studies give valuable information on the fuel spray characteristics: macroscopic as
well as microscopic.

8.2 Spray Characterization

Macroscopic spray studies provide information on the spray characteristics such as
spray tip penetration and spray cone angle, while microscopic spray studies provide
information about droplet size distribution and droplet velocity distribution of the
sprays. Researchers conducted these studies in atmospheric as well as pressurised
conditions in constant volume spray and combustion chambers. In recent years,
IC engines have been extensively modified for optical access in order to carry out
various optical diagnostics. This chapter discusses the measurement principles of
these optical diagnostics, methodologies and some discussion on the results obtained
by various researchers.

8.2.1 Macroscopic Spray Investigations

Macroscopic spray investigations involve two important characteristics, namely
spray tip penetration and spray cone angle (Fig. 8.1). Spray tip penetration is the
distance between the nozzle tip of the injector and the farthest point in the spray
plume on the spray axis. Spray cone angle is the angle between the straight lines of
the two farthermost points on the outline of the spray plume.

Several researchers conducted spray investigations in a constant volume spray
chamber for various biodiesels. Patel et al. (2016a) conducted spray visualization
experiment on a constant volume spray chamber at a FIP of 20 MPa and at ambient
pressure of 0.1, 1 and 2 MPa. Figure 8.2 shows the schematic of experimental set-up
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Fig. 8.1 Macroscopic spray parameter definitions (Patel et al. 2016a)

Fig. 8.2 Experimental set-up for spray visualisation (Patel et al. 2016a)

for visualisation of the spray. They conducted experiment using a mechanical fuel
injector at an injection pressure of 20 MPa. Electric motor-driven fuel pump was
utilized to supply the fuel to the injector of the fuel injection system. Spray visual-
ization was conducted using high-speed CCD camera at 10,000 frames per second
(FPS) using a 105-mm-focal length lens, an image processor and two illuminating
lamps.

Image processing was done for the assessment of spray tip penetration and spray
cone angle (Fig. 8.3). Captured images were processed using the following steps: (i)
original image was converted into binary image; (ii) pixels of the background region
were assigned a value of ‘0’, while those in the spray regionwere assigned a value ‘1’.
This helped in defining the boundary surrounding the spray region; (iii) these images
were further enlightened by using several filters. Finally, these images were utilized
for calculation of spray tip penetration and spray cone angle (Patel et al. 2016b).



8 Characterization of Biodiesel Sprays 207

Fig. 8.3 Post-processing methodology for captured spray images using Matlab (Patel et al. 2016b)

Fig. 8.4 Spray tip penetration of fuel sprays at different ambient pressures (Patel et al. 2016a)

Figure 8.4 shows the spray tip penetration and spray cone angle for biodiesels
blends vis-à-vis baselinemineral diesel. Diesel sprays evolved relatively earlier com-
pared to biodiesel and its blends. Spray tip penetration reached its maximum earlier
for diesel under ambient pressure conditions. However, at higher ambient pressure
conditions, there were no significant differences observed amongst these test fuels.
Figure 8.5 shows the spray cone angle for these test fuels. It was observed that with
increasing ambient pressure, spray cone angle increased, regardless of the test fuel
used. Spray cone angle for biodiesel becomes relatively narrower after few ms of the
injection at both ambient and higher ambient pressure conditions.

Suh et al. (2008) measured spray development for diesel and biodiesel blend
(BD20) at a FIP of 100 MPa for single injection condition. The difference between
the spray development of diesel andbiodieselwas less,which suggested that biodiesel
blend has less influence on the spray development.

Figure 8.6 shows the macroscopic spray images captured by Mie scattering tech-
nique. Spray characteristics in a CVCC were investigated by Hwang et al. (2016) at
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Fig. 8.5 Spray cone angle of fuel sprays at different ambient pressures (Patel et al. 2016a)

Fig. 8.6 Macroscopic spray images at fuel injection pressure of 80 and 160 MPa (Hwang et al.
2016)

0.1 MPa ambient pressure and 300 K temperature at a FIP of 80 and 160 MPa for
waste cooking oil biodiesel andmineral diesel. They reported similar spray evolution
for diesel and biodiesel (Fig. 8.6). WCO biodiesel exhibited longer injection delay
and liquid penetration length but narrower spray angle compared to baseline mineral
diesel, primarily due to higher viscosity, density and surface tension of biodiesel
(Fig. 8.7).

Agarwal et al. (2013) reported that in general, biodiesel exhibited longer spray
tip penetration and wider spray cone angle compared to baseline mineral diesel.
They also reported improved atomization characteristics for lower biodiesel blends
compared to baseline diesel. Biodiesel obtained from palm and waste cooking oil
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Fig. 8.7 a Spray tip penetration length, and b spray cone angle for diesel and WCO biodiesel
(Hwang et al. 2016)

Fig. 8.8 Spray tip
penetration at FIP of
100 MPa (Wang et al. 2010)

exhibited longer injection delay and longer spray penetration length at higher fuel
injection pressures (Wang et al. 2010) (Fig. 8.8) primarily due to relatively higher
surface tension as well as viscosity.

He et al. (2008) performed the spray characterization in the constant volume spray
chamber. They reported that increase in injection duration resulted in increased spray
tip penetration and wider cone angle in case of biodiesels. Park et al. (2011) reported
that addition of diesel or bio-ethanol with biodiesel slightly reduces the spray tip
penetration and had only little effect on the spray cone angle. Spray tip penetration
increased, while spray cone angle reduced with increasing ratio of biodiesel in the
blend (Gao et al. 2009; Zhao et al. 2008).

Som et al. (2010) conducted simulations to compare the effects of different fuel
properties of biodiesel sprays. Figure 8.9 shows the cavitation contours inside the
injector nozzle for diesel and biodiesel. They observed that cavitation started at the
inlet of the nozzle orifice and continued till its exit in case of diesel, while cavitation
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Fig. 8.9 Vapour fraction contours for diesel and biodiesel inside the injector (Som et al. 2010)

appeared at the inlet of the nozzle orifice in case of biodiesel, but it did not last till
the exit of the nozzle. Biodiesels have relatively higher viscosity and density and
relatively lower vapour pressure than baseline mineral diesel, which contributed to
the differences in cavitation patterns (Battistoni andGrimaldi 2012; Saha et al. 2013).
Turbulence was observed to be relatively lower in biodiesel at the exit of the injector
nozzle. These parameters together resulted in higher spray tip penetration and lower
spray cone angle for biodiesels (Som et al. 2010).

Yu et al. (2017) conducted simulation of the flow of diesel and biodiesel inside the
nozzle orifice of the injector. Figure 8.10a shows the vapour phase fraction contours,
and Fig. 8.10b shows the turbulence kinetic energy (TKE) contours in the injector
nozzle for diesel and biodiesel at 50 MPa FIP and 0.1 MPa ambient pressure. They
reported that internal cavitation appeared at the inlet of the orifice and extended till
the exit of the nozzle, while in case of biodiesel, it appeared for a short distance in
the orifice. This was due to relatively higher viscosity of biodiesel that suppressed
the development of cavitation in the injector nozzle. Figure 8.10b also shows that
biodiesel has relatively smaller high-intensity TKE zone compared to baseline min-
eral diesel. These results exhibited relatively lower vapour phase fraction and TKE
in case of biodiesel in the nozzle orifice compared to baseline diesel because of
relatively higher viscosity and higher surface tension of biodiesel. All these factors
led to relatively longer spray penetration length and narrower spray cone angle for
biodiesels compared to baseline mineral diesel.



8 Characterization of Biodiesel Sprays 211

Fig. 8.10 Countours of a vapour phase fraction, and b turbulent kinetic energy (TKE) for diesel
and biodiesel inside the injector nozzle (Yu et al. 2017)

8.2.2 Microscopic Spray Investigations

Spray development process after fuel injection from the nozzle is shown in Fig. 8.11.
Spray plume can be divided into two sections. Initial part is called ‘primary spray
break-up region’, where the break-up of liquid jet into ligaments and large droplets
occurs. Conversion of large droplets into small droplets occurs in the ‘secondary
spraybreak-up region’ (https://www.brighton.ac.uk/advanced-engineering/research-
projects/les-sprays.aspx). Secondary break-up region is the most important region
for microscopic spray investigations.

Diameter and velocity of the fuel droplets are important microscopic spray char-
acteristics that need to be investigated after the break-up length in secondary spray
break-up region. SMDand velocitymeasurements of diesel and biodiesel at 16 differ-
ent positionswere carried out byHwang et al. (2017) at 0.1MPa ambient pressure and
300 K temperature for biodiesel vis-à-vis baseline mineral diesel (Fig. 8.12). They
moved the measurement location in horizontal axis by 1 mm and in vertical axis by
10 mm in the secondary break-up region of the spray plume. Figure 8.12 shows the
phase Doppler interferometery (PDI) set-up for the measurement of droplet size and
velocity distributions. This system consists of two transmitters and a receiver. The
angle between each transmitter and receiver was set to be 30°. Transmitter 1 emits
two laser beams (blue and green of wavelength 532 and 491 nm, respectively), while
transmitter 2 emits one beam (yellow of 561 nm wavelength). Each laser beam was
split into two separate beams of equal intensity, and a phase shift was introduced in
the second beam using appropriate optics. All these six laser beams intersected at
one point, which is called ‘probe volume’.When the droplets pass through this probe
volume, they generate Doppler burst signals (one for each wavelength) and alternate
dark and bright interference fringes are formed in the probe volume. Whenever any
droplet passes through the probe volume, it scatters the light, which is captured by

https://www.brighton.ac.uk/advanced-engineering/research-projects/les-sprays.aspx
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Fig. 8.11 Spray
development process

the receiver. The frequency of the scattered light signal can be directly related to the
velocity of the droplet and is given by the following relationship:

v � fdδ (8.1)

where fd �Doppler frequency, and δ � fringed spacing

SauterMeanDiameter D32 �
∑

i nc(i)d
3
i∑

i nc(i)d
2
i

(8.2)

where i �histogram bin number; nc �number of samples in each bin: corrected size
count; d �diameter of the spherical droplet.

Surface volume divided by the surface area of droplet is called Sauter mean diam-
eter (SMD). Droplet size and velocity play central role in fuel spray atomization
process in any combustion device such as IC engine. Chi and Kim (1993) measured
the droplet size distribution using Fraunhofer diffraction technique at different loca-
tions for varying FIP and ambient gas pressure for diesel. They reported a reduction in
SMDwith increasing FIP. They initially observed higher SMD of the spray droplets,
which reached a constant value after 1–2.5 ms from the start of injection. Komada
et al. (2013) reported that in a radial plane, droplets in diesel spray have relatively
higher velocity in the centre and this velocity decreases with increasing radius at
a FIP of 80 MPa. Wang et al. (2010) measured spray characteristics of palm and
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Fig. 8.12 Phase Doppler interferometry set-up (Hwang et al. 2017)

waste cooking oil biodiesels at FIPs of up to 300 MPa. They developed a correlation
between SMD, fuel viscosity, surface tension and FIP. This relation is:

SMD � 6156μ0.385σ 0.737ρ0.737
f ρ0.06

a �P−0.54 (8.3)

Here, μ � Viscosity, ρ � Surface Tension, and�P � Pressure difference.
They found larger SMD of spray droplets from biodiesels due to their higher

viscosity and surface tension analytically. SMD results at a FIP of 80 MPa under
non-evaporating conditions after the break-up length are shown in Fig. 8.13 (Hwang
et al. 2017). Droplet size distribution is represented in a circle for a given location
in the fuel spray. SMD showed a decreasing trend in the axial direction, regardless
of fuel type. SMD observed was relatively higher for biodiesel compared to baseline
mineral diesel (Hwang et al. 2017). SMD of spray droplets in the axial direction
along the centre line is represented in Fig. 8.14. SMD decreased with increasing
FIP for all test fuels since higher FIP helps in improving the fuel spray atomization.
Biodiesel showed higher SMD of spray droplets at all FIPs compared to baseline
mineral diesel, due to its higher viscosity and surface tension (Hwang et al. 2017).

Patel et al. (2016c) reported relatively higher SMD for Jatropha biodiesel and
blends compared to baseline mineral diesel at a FIP of 20 MPa under ambient con-
ditions, 40 mm away from the injector nozzle exit, while the injected fuel quantity
was varied from 12 to 32 mg/injection (Fig. 8.15). They also reported increased
SMD with increasing fuel injection quantity. Velocity for biodiesel spray droplets
was relatively lower compared to baseline mineral diesel (Fig. 8.16).

Lee et al. (2005) measured the SMD and velocity distribution of spray droplets
using phase Doppler particle analyser (PDPA) (Fig. 8.17). They reported that SMD
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Fig. 8.13 Mean SMD distribution in the spray at a FIP of 80 MPa (Hwang et al. 2017)

and spray droplet velocity distribution of biodiesel blends were observed to be rela-
tively higher compared to baseline mineral diesel. They indicated that higher surface
tension led to lower Weber number, which increased the SMD distribution of the
spray droplets compared to mineral diesel. Reduction in fuel injection velocity was
due to higher surface tension, which increased friction between the nozzle surface
and fuel flow.

Suh et al. (2008) conducted experiments for the measurement of droplet size
and velocity distributions for diesel and biodiesel blends under single injection
and pilot injection conditions, along the axial direction of the spray plume. With
increasing axial distance, reduction in SMD in spray droplets was reported. They
observed higher SMD of spray droplets and lower spray droplet velocity distribution
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Fig. 8.14 Effects of FIP on
SMD along spray centreline
(Hwang et al. 2017)

Fig. 8.15 SMD of spray
droplets for different test
fuels (Patel et al. 2016c)

of biodiesel spray compared to diesel spray. They also reported that spray atomiza-
tion improves with pilot injection since the fuel injection velocity increases. Guan
et al. (2015) conducted experiments using particle/droplet image analysis technique
and reported relatively smaller SMD due to addition of di-n-butyl ether (DBE) in
biodiesel. They found that centre of fuel spray has higher spray droplet number den-
sity compared to the peripheral zone. They also reported that biodiesels exhibited
higher probability of larger droplets compared to baseline diesel; however, addition
of up to 30% DBE resulted in increased probability of smaller droplets compared to
biodiesel (Fig. 8.18) (Guan et al. 2015).

Gao et al. (2009) used biodiesel produced from three non-edible sources palm oil,
used fried oil and Jatropha oil. They calculated SMD values for the spray droplets
from the three test fuels and reported relatively higher SMD of biodiesel blends
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Fig. 8.16 Average droplet velocity variations in X direction for varying injected fuel quantity from
12 to 32 mg/injection (Patel et al. 2016c)

Fig. 8.17 a Droplet size distribution after the start of injection, and b axial mean velocity distri-
bution after the start of injection for biodiesel blends (Lee et al. 2005)
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Fig. 8.18 Droplet size
distribution for diesel,
biodiesel and DBE blends
(Guan et al. 2015)

Fig. 8.19 Effect of biodiesel
blending ratio and increasing
FIP on SMD (Choi and Oh
2012)

compared to baseline diesel, primarily due to higher viscosity and surface tension of
biodiesel compared to mineral diesel.

Choi and Oh (2012) used mineral diesel and biodiesel extracted from palm oil to
analyse the effect of blending ratio and FIP on the fuel spray behaviour using a laser
diffraction particle analyser. The results indicated that increasing FIP caused SMDof
spray droplets to become smaller. In contrast, an increased biodiesel blending ratio
caused SMD of the fuel spray droplets to become larger (Fig. 8.19).

These studies suggested that higher viscosity, density and surface tension of
biodiesel play decisive role in increasing the droplet size and velocity distributions.
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8.3 Conclusions

In this chapter, macroscopic and microscopic spray characteristics of biodiesels and
blends are discussed. It emerges that physical properties of the fuel such as density,
viscosity and surface tension play a major role in determining the spray character-
istics. These properties affect the flow in the nozzle orifice of the injector and are
responsible for relatively lower cavitation contour for biodiesels. This results in rel-
atively longer spray tip penetration length and narrower spray angle for the biodiesel
sprays under ambient conditions. However, it was observed that under higher ambient
pressure conditions, the difference in macroscopic spray characteristics is not quite
significant for different test fuels. Higher viscosity and surface tension significantly
affect the droplet size and velocity distributions in case of biodiesel sprays. Majority
of biodiesels showed relatively higher SMD and velocity distributions compared to
baseline mineral diesel. Higher velocity distribution was observed due to relatively
higher momentum after the injection of the biodiesel droplets from the injector noz-
zle. It can be therefore concluded that biodiesels exhibit relatively longer spray tip
penetration, narrower spray cone angle, higher SMD and lower spray droplet veloc-
ity distribution compared to baseline mineral diesel under identical experimental
conditions.
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Chapter 9
LES and DNS of Multiphase Flows
in Industrial Devices: Application
of High-Performance Computing

Somnath Roy

Abstract High fidelity solutions of turbulent flow equations are obtained by large
eddy simulation (LES) and direct numerical simulation (DNS). These techniques
are devoted for resolving most of the energy-carrying scales in a turbulent flow.
Grid resolution in LES or DNS is determined by the lengths of the finest scale of
motion which is to be directly simulated. In multiphase flows, further refinement
in the grid topology is required to capture the bubble or droplet front and also to
resolve the small structures that are created in the wake zone of the bubble/droplet.
Owing to the grid size and finer timescales, the computational complexities in LES
or DNS are extremely high, and parallel computing resources are often deployed.
The present chapter reviews computational efforts involved in turbulent multiphase
flow simulation in industrial devices. Several high-performance computing (HPC)
strategies like distributed computing using message passing interface (MPI), general
purpose graphics processing unit (GPGPU) accelerated computing using CUDA and
their hybridizations are also reviewed. Estimations of the computational requirement
for simulation of large industrial devices are presented, and potential use of modern
computational science and hardware are critically assessed.

Keywords Multiphase flow · Turbulence · Computational fluid dynamics
Large eddy simulation · Direct numerical simulation · High-performance
computing · Parallelization · MPI · CUDA · GPGPU

Nomenclature

C2
s Smagorinsky constant

f i ith component of body force
k Turbulent kinetic energy
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p Pressure
Re Reynolds number
Sij Large-scale strain rate tensor
t Time
ui ith component of velocity
xi ith coordinate
y+ Wall coordinate
σ ij Viscous stress term
τ t
i j Sub-grid stress tensor

ε Turbulent dissipation rate
η Kolmogorov length scale
νt Sub-grid eddy viscosity

Acronyms

DNS Direct numerical simulation
GPGPU General purpose graphics processing unit
IBM Immersed boundary method
LBM Lattice Boltzman methods
LES Large eddy simulation
MPI Message passing interface
MRF Multiple reference frame
OpenMP Open multiprocessing
PBM Population balance model
PCI Peripheral component interconnect
RANS Reynolds-averaged Navier–Stokes
VOF Volume of fluids

9.1 Introduction

Multiphase flows are observed in a wide range of industrial applications involving
energy sector, biochemicals, automobiles, petroleum, pulp and paper industries, etc.
Complex flowphenomenawith energy andmomentum transfer at turbulent scales are
associated with the operation of these devices. A two-phase flow is often observed to
be of particulate nature, i.e., a dispersed particle-like phase is embedded in one con-
tinuous phase fluid. The particles show a range of length scales and their microscale
dynamics interacts with the smaller scales of turbulent motion. Further, the particle
dynamics show different flow features depending on the density ratio of continuous
and particle phases. An accurate numerical modeling, therefore, should focus on
resolving the smaller length scales. However, industrial devices like coal gasifier,
slurry pumps, bubble separators also exhibit flow features at much larger scales.
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Therefore, numerical simulation needs to predict flow behaviors at an extremely
wide range of scales and the resulting requirement of computational expense can be
restrictively high. The other types of multiphase flows consist of more than one dense
dispersed system, where, multiple fluids are considered instead of fluid-particle sys-
tems. In these cases, the computational challenge is augmented by the complexities
involved in interface tracking (Kaotka 1986) as the random turbulent velocities can
significantly alter the interface topology and affect the levels of interfacial stresses.
This is also to mention that the computational cost of tracking the particles or the
interface is extremely high (Shin et al. 2017).

Design of industrial multiphase devices is motivated by the quest of the improv-
ing few important metrics like energy efficiency, reduced emission, production rate,
longer life of the components, increase security. For a combustion device, in order
to improve its efficiency, the fuel injection system and mixing parameters are to be
improved. Similarly, the efficiency of the filtration and separation is to be augmented
for reducing the content of unburned carbon and other hazardous particles through the
emission nozzle. For an industrial mixing device, the mixing time is to be reduced
with optimal penalty in power requirement in order to obtain better productivity.
Marine applications are to be designed for better performance with reduced drag on
them. For improved performance of oil/gas pipe networks, losses are to beminimized
using understanding of multiphase flow profiles and separation zones. Cavitation in
pumps and valves is to be well understood for predicting life of these devices. As a
whole, it is well taken that detailed understanding of flow behavior is extremely nec-
essary for better design and optimal specification of operating conditions of a large
number of industrial devices. Also, the predictive and scheduled maintenances can
be better planed once this understanding is well developed. Lab-scale experiments
are often considered to be a route for developing the insights. However, scaling up
has been reported as a much complex issue in multiphase experiments. Wang et al.
(1993) reported that though velocities can be scaled from lab-scale prototype to the
actual device, scaling could not be achieved for the droplet sizes. Similar scalability
problems are reported for cavitation problems (Keller and Arndt 2000; Schnerr and
Sauer 2001) where suitable non-dimensional parameters cannot be obtained. Pan-
garkar (2014) reviewed correlations based on mechanical similarity in multiphase
reactors and concluded that the power of the Reynolds number varies for different
devices and length scales. Considering this limitation of lab-scale experiments on
multiphase flows, computational methods are to be critically designed for full-scale
devices.

Computational fluid dynamics (CFD) techniques have been widely utilized for
studying multiphase flows in industrial devices since last two decades. Few of the
important works include Einberg et al. (2005), Gentric et al. (2005), Rohdin and
Moshfegh (2007), Chu et al. (2009), Raynal et al. (2009). Most of these studies
solved Reynolds-averaged Navier–Stokes equations with one or two equation-based
eddy-viscosity models. Comparisons were made with experimental observations in
terms of bulk parameters. However, turbulent statistics are either not compared with
the field data or under/over predicted through these studies. It can be further observed
that the considered devices have little geometric complexities. These are either a fixed
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domain or can be represented by simple rotational motion of the impeller blades and
can be modeled efficiently by rotating/sliding mesh method using multiple reference
frames (MRF) (Gentric et al. 2005). The mesh sizes considered are not more than
a million, and hence, computational costs are not very high. This is to be noted
that without further refinement, this mesh cannot sufficiently resolve small energy-
carrying scales of turbulent flow, and hence, the turbulent stresses and their effects
on smaller particles/interface topology cannot be predicted through these models.

Pierce and Moin (2004), Mahesh et al. (2006) present two pioneering works of
numerical study of multiphase reacting flow through complex industrial geometries
using LES. Both the studies have used near two million mesh points. Mahesh et al.
(2006) used unstructured hexahedral volume elements and a Favre-averaging tech-
nique for filtering. A Lagrangian technique is used to model the fuel jet, and its
breaking and atomization were also predicted. Satisfactory comparisons were also
obtained in terms of turbulent kinetic energy statistics. Riber et al. (2009) evaluated
different numerical models for prediction of particle dispersion in a particulate recir-
culating two-phase flow. They have been able to simulate motion of around 500,000
particles using near three million hexahedral fluid cells through multiprocessor dis-
tributed computing. Their implementation was shown to scale up to 64 processors.
However, the geometric complexities were much less. We can compare their effort
with the recent studies which have considered much complex industrial geometries
like plowshare mixers or bladed tower mills (Cleary et al. 2017). In the later study, a
much advanced computational framework called workspace (Cleary et al. 2015) has
been used which scales well in large computing infrastructures. Yu et al. (2017) have
also recently reported k-μ sub-grid model-based LES study of cavitation around
highly skewed impellers using volume of fluid (VOF) method. They have used a
well-resolved mesh which ensured y+<50 even near the propeller blades. Each of
their simulation using openFoam took nearly 120 h in 128 processors. De Queiróz
Lamas et al. (2017) presented commercial software (ANSYS CFX)-based predic-
tions of multiphase flows through an industry-scale chute in which their finest mesh
simulation has been performed over 11million hexahedralmesh elements. Therefore,
it can be observed that with the recent advances in computing power and multicore
architectures, more accurate and better-resolved predictions of turbulent multiphase
flows in complex industrial geometries have been obtained.

Microscale interaction between the different phases can only be predicted through
DNS. DNS requires a mesh refinement of the order of the Kolmogorov scales and
also needs the discretization schemes to be of very high order of accuracy. That
essentially calls for spectral methods or use of higher order spatial stencils. Thus,
the overall computational requirement for a DNS is much higher compared to LES
or RANS models. Lakehal et al. (2002) reported a DNS study of interphase heat and
mass transfer using VOF-based interface tracking for fundamental problems like
collapse of a water column, rise of a single bubble. Lahey (2005) presented a two-
fluidDNSstudy in a nuclear reactor and also evaluated the closuremodels of turbulent
mass and momentum equations. However, Tryggvason et al. (2010) assessed that a
billion-sized grid may be demanded by a complex geometry DNS. This has been a
restrictive factor in present multiphase CFD research. Recently Balcázar et al. (2017)
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studied bubble swarms using large computer architecture of 2048 processors and laid
a roadmap of multiphase DNS in large geometries.

The present paper will try to address the issues and promises of performing high
fidelity computational studies of multiphase flows in complex industrial geometries.
In the next section (Sect. 9.2), we will briefly discuss the simulation techniques for
multiphase turbulent flows and will explore the complexities related to LES and
DNS in this regard. It will also try to assess the infrastructural requirement consid-
ering the associated computational complexities. The subsequent section (Sect. 9.3)
will introduce high-performance computing (HPC) techniques and will review the
existing HPC implementations of multiphase LES/DNS. Section 9.4 will discuss the
potentials ofmodernHPCarchitecture in addressing the computational requirements.
Section 9.5 will present the concluding notes.

9.2 Simulation Techniques for Turbulent Multiphase Flows

Eulerian–Eulierian approaches of turbulent multiphase flow simulation can be
broadly classified as one-fluid (Tryggvason et al. 2006) or multi-fluid models (Crowe
et al. 1996). In these approaches, efforts are taken to track the interface between differ-
ent phases using methods like VOF, level set. The other class of approaches is based
on Lagrangian particle tracking in a domain described by Eulerian flow (Picanno
et al. 2015). In this particular section, we will like to focus on physics-based mod-
eling approaches of multiphase turbulent flows. Other issues like interface tracking,
handling of complex geometries will be discussed in Sect 9.4 in connection with
application of HPC techniques.

9.2.1 Large Eddy Simulation (LES)

Large eddy simulation technique directly resolves the large-scale energy-carrying
structures and model smaller scales of turbulent motion. The large structures are
identified by filtering the Navier–Stokes equation at the grid level. The filtered
Navier–Stokes equations for turbulent incompressible flow are given as:

∂u j

∂x j
� 0 (9.1)
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The filtering is typically done at the grid level which is at inertial subrange. The
filtered equations capture all large energy containing eddies, and the sub-grid-scale
momentum and energy fluxes are modeled through closure terms The fluctuations
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Fig. 9.1 Turbulent energy spectra showing the energy cascade at different scales

at sub-grid-scale are more universal in nature and are less affected by the boundary
conditions (Kolmogorov 1941). A schematic showing the energy cascade at high
Reynolds number flow is shown in Fig. 9.1.

Equation (9.2) introduces τ t
i j , which is the sub-grid-scale-stress and obtained using

an eddy-viscosity model as:
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themagnitude of the strain rate tensor. In the above equations, the over-bar represents
the filtered quantities. The model constant C2

s can be obtained using Smagorinsky
dynamic model (Smagorinsky 1963; Germano et al. 1991). For numerical stability,
the model constant is limited to positive values only and smoothed locally. Detailed
formulation of LES and sub-gridmodeling can be found in Sagaut (2006) andGarnier
et al. (2009).

Filtering and sub-grid-scale modeling for multiphase flows in Eulerian–Eulerian
framework are more complex as closures are further needed for interphase mass and
momentum transfer terms. The filtered governing equations with both one-fluid or
multi-fluid assumption can be found in Labourasse et al. (2007). The filtered equa-
tions need closure terms for phase advection, interface mass and momentum transfer
along with the sub-grid-scale turbulent stresses. It is also reported that a spatial filter-
ing for properties and Favre-averaging of the velocities can help in obtaining more
tractable set of governing equations.

LES has the challenge of incorporatingwide ranges of length and timescales in the
modeling. In a multiphase flow, dispersed phases introduce additional smaller scales
of motion due to two factors: (a) Turbulent wakes are formed behind the particles,
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Fig. 9.2 Schematic of multiphase modeling approaches leading from DNS at microscopic level
to Euler–Euler filtered equations for large eddy simulation (reproduced with permission from Fox
2012)

and (b) large-scale flow instabilities arise due to turbulent shear and density differ-
ences. Fox (2012) described that multiphase turbulent flow is actually a multi-scale
multi-physics phenomena, where particle-wake dynamics at micro-level interacts
with macroscopic flow physics. While a DNS can resolve all the scales up to the
microscopic length, an LES will only resolve up to the inertial scales. The inertial-
scale dynamics can be well represented by macroscopic Eulerian hydrodynamic
models. However, Fox (2012) argued that information of the kinetics of microscopic
particles may be lost while volume-averaging/filtering the microscopic activities to
the inertial level. He, rather, suggested to introducing a mesoscopic model, which
has to be constructed using density function closures on microscopic activities and
then to apply filters and momentum and density closures for LES in macroscopic
level. Schematic of these modeling approaches is shown in Fig. 9.2.

Fox and Verma (2003) demonstrated that filtering-based formulations are incon-
sistent with the underlying concepts of turbulent flows with dispersed particles. To
address this, Pope (2010) proposed a self-conditioned LES model where the number
density functions are closed at mesoscopic level using a conditional moment. Exam-
ples of large eddy simulation of turbulent multiphase flows are discussed in detail in
Sect. 9.4.

9.2.2 Direct Numerical Simulation (DNS)

Direct numerical simulation (DNS) is the solution of the Navier–Stokes equations,
resolving all the scales ofmotionwhile imposing the appropriate initial and boundary
conditions. Each simulation produces a single realization of flow. In DNS, the mesh
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is fine enough to resolve the smallest scales of motion. DNS also needs numerical
schemes with low dispersion and dissipation errors. As all the scales of turbulent
motion are directly simulated, the simulation results are free from modeling errors.
The smallest scales of turbulent fluctuations, which are even impossible to record
through experimentalmeasurements, can bewell captured and visualized usingDNS.
Therefore, DNS can also be an efficient tool for designing turbulence models. Over
the past few decades, DNS has been found useful in the study of transitional and
turbulent flow physics. However, it has some limitations. Firstly, higher order dis-
cretization schemes are used in DNS in order to limit dispersion and dissipation
errors; those schemes are not found to be very flexible in handling complex geome-
tries and general boundary conditions. Secondly, DNS requires an extremely refined
mesh, where the grid scale should be of the order of few Kolmogorov scales. Thus,
the overall computing cost in DNS can be huge.

Tryggvason et al. (2010) discussed that DNS of multiphase flows is actually a
multi-scale physics problem, where the individual defects near the interface bound-
aries of the droplets require a small-scale analysis and the modified constitutive
relations from this analysis is used at a larger-scale Eulerian simulation to resolve
the effects of the geometry and boundary conditions. Tryggvason et al. (2013) used
this approach to study motion of hundreds of bubbles in turbulent channel flow
and showed that multi-scale modeling can better predict the mass release from the
bubbles.

Due to heavy computational requirement, DNS has been mostly restricted to
simple flow configurations. However, some interesting insights into fundamental
multiphase flow physics have been revealed through DNS studies, like effects of
inter-particle interaction in heat transfer (Ström and Sasic 2015), breakup of swirl jet
(Galbiati et al. 2016), modeling of atomization (Arienti et al. 2016), modulation of
methane flames by external perturbation (de Souza et al. 2017). DNS has also been
used for evaluation of various models used in LES and other higher-scale turbulent
flow simulations (Tang et al. 2018; Vincent 2015).

9.2.3 Computational Complexities

To resolve all the scales of turbulent motion, the total number of grid points required
is in the order of Re9/4. The ratio of characteristic time to Kolmogorov timescale also
varies in the order ofRe3/4. This implies that in order to compute the solution in a cube
of unit characteristic length for a duration equal to characteristic time, the unsteady
Navier–Stokes equation is to be solved for O(Re3) times. This high computational
cost limits the application of DNS in low Reynolds numbers. It can be estimated that
DNS of flow in simple geometry may require near billion meshes (Tryggvason et al.
2010) and a large number of computing cycles. Whereas, LES uses grid filters at
inertial scale and the mesh requirement is less by hundred times. Wang et al. (2014)
presented a scaling analysis for estimation of mesh sizes in turbulent wall bounder
flow at friction Reynolds number, Reτ=180. For this Reynolds number, Kolmogorov
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scale length in thewall coordinate is η+~1.5. A channel is consideredwith respective
aspect ratio of 4 and 1 in x- and z-directions and friction Reynolds number is defined
based on the half channel height in y-direction. A mesh resolving the Kolmogorov
scales thus needs�+ < 1.5 and a minimum total number of mesh points of 6.7× 107.
Large eddy simulation on the same geometry may need less number of mesh points.
For constant eddy-viscosity-based Smagorinsky model, they have used �+ � 5.64
and reduced the mesh requirement to 256 × 64 × 64.

However, this analysis is presented for a simple channel flow, and themesh require-
ment will be higher by order of magnitude for industry-scale complex devices. Full-
scale simulations are often essential requirements in multiphase CFD as scalability
has been a long-debated issue. Capecelatro et al. (2016) observed that the predicted
granular energy component of gravity-driven cluster induced turbulence increase
linearly with the domain size, whereas the balance between them is nearly constant.
Further, some other parameters like volume fraction fluctuation or particle settling
velocity show different levels of dependence with the domain size. Therefore, a
reduced scale simulation of turbulent multiphase devices may lead to erroneous pre-
dictions.

Roy and Acharya (2012) showed that even with a coarse grid with 70η spacing,
LES of a lab-scale stirred tank reactor requires 4.2 million cells for grid independent
solution. The computational complexities further enhance in a multiphase flow as the
smaller dispersed particles (which are present inmillions) are also to bemodeled. The
memory and computational clock requirement thus become higher than the limits
of stand-alone computing servers. Therefore, parallel computing paradigms using
HPC environments are to be developed. In the subsequent section, we will try to
review the HPC techniques and their applicability for physics aware flow simulation
in large-scale multiphase devices.

Prosperetti (2015) noticed that fully resolved simulations of turbulent particulate
flow are restricted to simple low Reynolds number cases. He also observed that the
near-wall turbulence behavior is very different for multiphase flows as compared
to single-phase flows due to the fact that the particles near the wall do not show a
no-slip behavior. Therefore, the closure models for multiphase turbulence must be
more involved. Closure models are developed by averaging data obtained through
fully resolved DNS. However, the large information due to thousands of particles and
slow convergence rate of the averaging are the two major issues in developing these
statistical correlations. Therefore, computational complexities are also involved in
post-processing and analysis of DNS data, and advanced computational systems like
parallel GPUs are to be deployed.

9.3 High-Performance Computing (HPC)

Modeling the fine structures of 3-D turbulent flow, even for simple geometries,
requires a large number of grid points as well as computing cycles. Here, the con-
ventional approaches of using high clock-speed, high RAM computers are found to
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be inefficient as the required number of floating point operations as well as memory
access is enormously high. Overcoming the sequential bottleneck requires different
approaches of computing. The most logical one is to use many processors which will
work simultaneously on the same problem. This approach is popularly known as
parallel computing. The main idea behind this HPC technique is basically breaking
down a large computing task into a group of smaller tasks and executing them in
parallel by a number of processors.

Before discussing theHPC implementations formultiphaseCFD, it will beworthy
to revisit the architectures of the parallel computing systems. There are two types
of memory systems used in parallel computers: (1) distributed memory systems:
where each processor carries its own onboard local memory which is not available to
other processors in the network, and (2) shared memory systems: where a common
memory area is made available to all the processors in the network. For a distributed
memory system, data transfer takes place through inter-processor communication;
and therefore, the performance tends to decrease rapidly with increase in number of
processors. On the contrary, shared memory systems are expensive and often limited
by the hardware restrictions. For shared memory architecture, data access by each
processor may find a bottleneck by the bandwidth provided by the PCI bus. Based on
the concurrent instructions streams and data streams, Flynn (1972) classified com-
puter architectures. This classification is popularly known as Flynn’s taxonomy. The
classifications are: single instruction single data stream (SISD), single instruction
multiple data streams (SIMD), multiple instruction single data stream (MISD), mul-
tiple instruction multiple data streams (MIMD). Among these architectures, SIMD
andMIMDaremost widely utilized for scientific computing. In SIMD architecture, a
number of computing cores perform similar instructions over multiple data streams.
This can be deployed in case of a sharedmemorymulticore system (using openMP) or
GPGPU (using CUDA). InMIMD architecture, each processor runs its own program
on its own data. Typically, it has been observed that distributed memory multicore
machines using MPI can give optimized performance in MIMD architecture. A typ-
ical comparison between shared memory and distributed memory architecture can
be explained by Fig. 9.3. It can be shown that while shared memory processors can
handle a large memory job together, they need a good synchronization between the
concurrent processes. These concurrent processes are defined as “threads” in par-
allel multicore computing. In distributed memory architecture, the data as well as
instructions are distributed into several machines which perform the tasks locally.
However, they need to communicate via a network switch for inter-processor data
transfer dynamically.

9.3.1 Multiprocessor Distributed Computing Using MPI

Adomain decomposition-based parallelization scheme is usually used for CFD com-
putations over large distributed memory parallel computing platforms (popularly
known as clusters). In this method, the solution domain is divided into a number
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Fig. 9.3 Models of parallel computing architecture

of sub-domains and each sub-domain is assigned to a distinct processor in MIMD
architecture. Each processor solves the discretized set of governing equations over
the assigned sub-domain, subjected to the given boundary conditions. However, extra
boundaries are created at the edges of each sub-domain, adjacent to the neighboring
sub-domain, where the boundary condition needs to be defined (shown in Fig. 9.4)
in order to solve the discretized governing equation for that particular sub-domain.
Boundary conditions are assigned to that face of the sub-domain to maintain the
continuity of the flow variables and fluxes. This can be achieved by allowing the data
transfer among the different processors along the partition line of the sub-domains
via standard MPI protocol (Gropp et al. 1999).

For curvilinear/block-structured curvilinear mesh, the solution domain is divided
into an arbitrary number of hexagonal grid zones, Z , and the parallel solution strat-
egy partitions these domains among an arbitrary number of processes, P, with the
requirement that P ≤ Z . Each process obtains a solution on its pre-assigned portion
of the domain, subject to the boundary conditions for that part of the domain. Load
balancing is an important step while assigning the block of zones to the processors. It
is expected that applications using zones of approximately the same size will exhibit
a higher level of parallel efficiency due to uniform communication and computation
load and less latency. It is also important to see that neighboring zones are associated
to same or neighboring processors to increase data localization and to reduce the
volume of inter-processor data transfer. Data on the boundaries of each block are
communicated to its adjacent blocks during every solution iteration. The parallel
setup routines precompute the memory addresses of both the sources and destina-
tions of all data transfer events, whether in-memory or inter-process. This is also to be
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Fig. 9.4 Domain decomposition for Laplace equation of scalar, T , in a 2-D rectangular geometry

noted that the processors usually seat idle during data communication and increases
latency of the application. Also to reduce latency, the computational effort must be
divided among each processor such that each completes its work in about the same
length of time. For a given number of computational zones, the inter-processor com-
munications increase with the number of processes assigned to the problem. Also, if
the sizes of the zones are made too small, the amount of data transferred, relative to
the amount of CPU work required, will also increase. Assignment of grid zones to a
user-defined number of processes is automatic and can be accomplished using graph
partitioning software like METIS (Karypis and Kumar 1998). This strategy has been
well discussed by Tyagi et al. (2007).

Usually the heaviest part of a CFD code consists of matrix solution routines.
The size of the matrix to be solved by each processor can be limited to a smaller
order by dividing the large problem into smaller sub-domain-based problems. Also,
parallel solution of each sub-domain increases the overall speed. The matrix solvers
are usually modified using additive/multiplicative Schwarz algorithm.

Alternatively OpneMP constructs can be deployed in a shared memory architec-
ture, where parallel threads are created to compute for different rows of a matrix
solver. OpenMP applications are mostly limited due to higher requirement of the
RAM as the entire matrix is computed using a large contiguous memory. However,
recent development of computer hardware has enabled CFD community to solve
large problems using hybrid MPI/OpenMP constructs in heterogeneous clusters (de
Wiart and Hillewaert 2015; Alvarez et al. 2018).
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9.3.2 GPGPU-Accelerated Multicore Computing

Graphics processing units (GPUs) have emerged as highly parallel computing units
over last few decades. A large number of streaming multiprocessors (SMs) are
embedded in a GPU card; each of these multiprocessors contains computing cores
with fixed number of registers. GPU has many more transistors devoted to data pro-
cessing and less number of transistors for data control and cache. Each SM has a
fast on-chip small-sized memory shared among its cores, whereas a larger off-chip
memory is slower. This off-chip memory known as device memory is shared across
different SMs. One of the most recent developments, Pascal P100 GPU cards, con-
tains 56 SMs; each SM is having 64 FP32 computing cores, dedicated sharedmemory
of only 64 kB and 4MB L2 cache. The off-chip memory is 16 GB (Nvidia 2016). As
suggested by their name, the GPUs were primarily designed for computer graphics
and image processing (Nvidia 1999). As a later development, GPUs are modified to
perform tasks similar to vector processors and deployed for scientific computing (Du
et al. 2012). The general purpose computing on GPUs is termed as GPGPU comput-
ing where GPU is called as a device and CPU is called a host. A generic GPGPU
architecture is shown in Fig. 9.5. A Kernel is the part of or a program itself that is
executed on GPU device using large number of threads organized into thread blocks
and grids. More details on the GPGPU programming model using threads and thread
blocks can be found in the CUDA C Programming Guide (Nvidia 2011). CUDA
allows us to program GPGPUs to carry out parallel computing at an extreme level
and to launch “threads” on amulti-million scales. Thus, themathematical solvers can
be efficiently parallelized and sent to CUDA Kernel reducing the computation time
drastically as compared to the serial counterpart. Double precision peak performance
of NVIDIA P100 cards is reported to be around 5.3 TFlops (Nvidia 2016).

Though CPUs are much faster than GPGPUs for running a single set of instruc-
tions, they cannot execute multiple instructions concurrently. On the contrary, the
GPGPUs, despite being much slower than CPUs, can process number of instructions
of similar kind in parallel. However, the performance of GPUmultiprocessors can be
adversely augmented due to slow memory access and small onboard memory chips.
Typically, parallelmatrix solution algorithms are to be demonstratedwith good “com-
pute to global memory access ratio” for efficient GPU optimization (Dubois et al.
1986). With efficient memory management and kernel calls, efficient acceleration
of matrix solvers has been reported in the works of Christen et al. (2007), Garland
et al. (2008), Peña et al. (2014), Anzt et al. (2017), etc. In these studies, 7–30 times
speedup is observed. It is noteworthy that the speedup has been increased over the
years due to advancements of GPU hardware in terms of memory, bandwidth, and
computing cores. Also, GPGPU computation is proved to be much energy efficient
compared to multicore clusters.
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Fig. 9.5 Schematic of a GPGPU architecture showing streaming multiprocessors and memory
register

A number of researchers have demonstrated GPGPU accelerators to obtain
speedup of CFD solvers. Some of the important works are Cohen and Molemaker
(2009), Jespersen (2010), Corrigan et al. (2012), Agrawal et al. (2015). This is note-
worthy that most of the implementation came via augmenting simple CUDA con-
structs on legacy in-house codes.

9.3.3 Application of HPC Techniques in Computing
Multiphase Turbulent Flows

Highly parallelized algorithms are used for simulation of multiphase flows by a num-
ber of researchers. Parallel computing methods are utilized for addressing computa-
tionally exhaustive issues like finer mesh requirements for DNS (Zeng et al. 2008;
Wachs 2011), modeling of moving boundaries (Hartmann et al. 2006; Rodriguez
et al. 2013), tracking of interphase front with higher geometric accuracy (Tryggvasn
et al. 2001; Balcázar et al. 2014), and tracking of Lagrangian particles (Picano et al.
2015; Sweet et al. 2018). In this subsection, we will review the relevant literature.
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Both DNS and LES require refined mesh to resolve finer scales of turbulent
motions. For particulate flows, it is also important to resolve the mesh to capture the
smallest scales of turbulent motion. Zeng et al. (2008) present a turbulent channel
flow simulation where the diameter of the smallest particle is of the order of twice
Kolmogorov length scale with the particle Reynolds number varying from 42 to 250.
They have used spectral element methodology (SEM) over a 1283 mesh, and the
computations ran for 1.3 months in 256 processors. Ham et al. (2003) presented
the multiphase LES simulation studies using arbitrary-shaped mesh in industrial
combustor geometry with 18 injection holes. They have used an extremely refined
mesh with 100 million control volumes. The detailed computer science indicators of
their code have been reported alongwith a scalability up to 500 processors. Thiswork,
in particular, stands as one of the pioneering efforts of studying multiphase flow in
industry-scale geometries. Much developments in LES of large multiphase devices
have been reported in recent years due to development in computer architecture and
CFD techniques. Olenik et al. (2015) studied dispersion of five million particles
in a 2.5 MW IFRF coal combustor furnace and showed that LES predictions are
much superior to RANS in terms of agreement with experimental data. Bauerheim
et al. (2015) used near 35 million cells to study combustion instability in multi-point
low NOx annular combustor. Their work needed computing over a large number of
time steps as they studied temporal behavior of the combustion flame and the vortex
dynamics.Xie andLuo (2017) attempted a studyofmulti-scale physics in a two-phase
stirred tank flow, where they have coupled CFD simulations with population balance
model (PBM) for the dispersed droplets and reaction kinetics. They have used a
commercial CFD software (ANSYS fluent) within whose framework ATRP kinetics
and PBM models are coupled through user-defined functions. Production runs are
obtained using 1.2 million cells in 64 CPUs. A physical time of 1000 s is simulated
in 15 days runtime. Multiphase flow community has been efficiently using GPU-
accelerated lattice Boltzmann model (LBM) for flow predictions. The advantages of
LBM in a GPU architecture is that the issues of latency due to memory copying can
be avoided as typical matrix solvers are not used. Kuznik et al. (2010) demonstrated a
GPU-acceleratedLBMsimulation for 20482 mesh.Xiong et al. (2012) simulated near
120,000 particleswith 75μmdiameter in 0.1 cm3 domain usingmultipleGPUs. They
have used a hybrid CPU-GPU architecture, where the inter-processor data transfer
was carried by MPI or OpenMP calls. They reported that the scalability remains
almost linear till 600 GPUs. Their work showcased a super scalable implementation
of multiphase simulation using GPUs. DNS of droplet collision using LBM has
been modeled in multiple GPUs, and 12 GTx titan GPUs are found to be 190 times
faster than 12 i7 cores (Huang et al. 2018). Recent P100 GPUs are found to be
twice faster than GTX titans. However, scalability is of reduced order in cases of
Navier–Stokes solution due to memory management and iterative nature of large
matrix solvers. Mayank et al. (2017), Sweet et al. (2018) reported GPU acceleration
of two-phase Navier–Stokes LES solvers. The speedup is 7–14 times. The mesh
requirement in a DNS is usually much higher than a LES.Wang et al. (2014) showed
that to obtain comparable mean flow parameters, LES roughly requires 1/40 times
mesh than DNS. They used a highly optimized code over eight K20 GPU cores.
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Therefore, DNS of multiphase flows are restricted to simpler geometries and mostly
focused on understanding local small-scale physics (e.g., Lebas et al. 2009, Shi
et al. 2017). Beharfarid et al. (2013) used a smart approach of coupled DNS-RANS
for simulation of fission gas discharge during loss of flow accident in a partially
blocked sodium fast reactor. This basically used a multi-scale approach, where near
10 mm of the clad failure, DNS is used and RANS is used for the rest of the 0.5 m
long geometry. The mesh requirement is limited to 1.5 million. The simulations ran
for 1 million CPU hours in 2048 IBM blue gene cores using MPI. Sbrizzai et al.
(2006) presented an early attempt of DNS of a full-scale stirred tank reactor with 104

particles with lowest diameter of the order of the Kolmogorov length scale. However,
their calculation was achieved in a two-million mesh framework as they considered
a rather lower level of the Reynolds number (Re �1636).

One of the serious computational challenges for multiphase flow arises from the
need of identification of the interface of the different phases. Especially for prob-
lems involving multiple bubbles coalescence, atomization or liquid jet instability,
the interface undergoes drastic changes in topology and breaks/coalesces. Interface
tracking algorithms are utilized to reconstruct smooth topologies while maintaining
sharpness of the boundary. Algorithms like level set method, VOF are used for that.
Herrmann (2003) discussed a domain decomposition-based scalable parallelization
strategy for fast marching method solution of the parabolic equation for level set
scalar transport. He showed that separate load balancing for both sides of the inter-
face is essential for linear scalability of the implementation. He later extended this
approach for unstructured mesh (Hermann 2008). However, this condition is diffi-
cult to achieve for large domain with a dispersed phase. Fu et al. (2015) reported
up to 13x speed for CPU-GPU hybrid parallelization of level set-based multiphase
front tracking solvers. Waters et al. (2017) used VOF method for prediction of spray
breakup in a parallel multiprocessor environment.

Tryggvason et al. (2001, 2006) demonstrated a surface tracking methodology
using marker points on the interface. These marker points are connected by a surface
mesh. Themultiphase flow equations are solved by one-fluid or multi-fluid model for
different phases. The interface points move due to the local fluid velocities. Tryggva-
son and his group have extensively used this methodology for solving different appli-
cations of multiphase flow. The front advancement is followed by reconstruction and
local smoothening of the interface, and the surface mesh is also dynamically refined
to redefine the interfacial topology (Tryggvason et al. 2001). While the fluid domain
is decomposed and the sub-domains are assigned to different processors, the interface
nodes belonging to one sub-domain may move to another sub-domain and add up to
the local memory belonging to a different processor. Bunner and Tryggvason (1999)
introduced a separate parallelization strategy for the marker points. Their location
information is stored in one particular node designated as the master. Based on the
geometric location, this information is scattered from the master to other processors
dynamically. For Lagrangian particle tracking in multiphase flows simulation, GPU
acceleration has been well demonstrated as a simple and efficient strategy (Barker
2013; Fukushima et al. 2015). Picanno et al. (2015) used immersed boundarymethod
to simulate motion of 10,000 particles in a turbulent channel flow with a DNS that
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uses more than 100 million cells. They have used a domain decomposition-based
parallelization over 2048 cores of distributed memory cluster.

Immersed boundarymethod can also be used formodeling of complex andmoving
geometries used in industrial applications. A detailed review of this method can be
found in Mittal and Iaccarino (2005). In this method, a structured fixed mesh may
be employed to solve flow in any complex domain where the moving/deforming
boundaries are modeled using velocity interpolation/force interpolation. Sun and
Sakai (2016) demonstrated a fast solution method for multiphase flow in complex
industrial devices using VOF and immersed boundary method. Tyagi et al. (2007)
discuss a parallelization scheme for immersed boundary implementation in a baffled
stirred tank. They have redistributed the grid blocks near the moving boundary for
reducing latency during immersed boundary implementation and reported a tenfold
increase in computational speed. Krishnan et al. (2017) developed a GPU-optimized
immersed boundary solver for complex geometry flows. Very recently, Guitérrez
et al. (2018) coupled moving mesh and immersed boundary method (IBM) to track
bubbles using level set method in complex geometries.

9.4 Potential Use of Modern HPC Resources in Simulation
of Industry-Scale Problems

In the previous sections, we have reviewed applications of HPC aware techniques
for CFD simulation of multiphase flows. It has been identified that multiphase flows
are actually a multi-scale phenomena and efficient modeling of different scales are
required for accurate predictions in industry-scale geometries. As the drive for this
predictions is better design of the components, the bulk flow parameters as well as
microstructures of the flow are important in the simulations. Detailed discussion on
potentials of DNS in industrial multiphase flows can be found in Reveillon et al.
(2011). The wholesome computational requirement of this multi-scale simulation is
extremely high as it will need to solve equations over a near billion mesh point for a
long duration of physical time.While discussing the issues of dimensional scalability
inmultiphase CFD, Capecelatro et al. (2016) suggested that exa-scale computing can
be a potential route to address computational challenges of accurate simulation of
industry-scale flows. In one of the pioneering works on HPC-based CFD at large
domain, Onodera et al. (2013) presented LES of single-phase wind flow simulation
of 10 km×10 kmmetropolitan area. They have handled a 0.8 billion grid points using
multiple GPUs. Thus, multi-GPU and hybrid GPU-CPU infrastructures should be
explored as the platforms for calculations ofmultiphase flow.Appleyard andDrikakis
(2011) showed that an efficient memory management and memory reuse can help
in acceleration of multiphase CFD with interface tracking in multi-GPU machines.
Maruthi et al. (2017) showed that cutting edge P100GPU can give 113 times speedup
compared to a single CPU for DNS in turbine blade cascades. Pérez et al. (2018)
used multi-level hybridization using MPI-OpenMP and CUDA for DNS of reacting
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flows with detailed chemistry. With advent of GPU direct technology, GPUs can
communicate among them bypassing the CPU and interconnect switches and thus
can reduce the latency (Otten et al. 2016).

Algorithmic developments are also vital for addressing larger problems in multi-
phase CFD. Few of the recent works in that direction can be briefly reviewed here.
Shin et al. (2017) demonstrated 10243 meshDNS ofmultiphase flow usingmassively
parallel solvers and multigrid method. Juric et al. (2017) reported development of
parallel CFD software for multiphase flowswhich can scale over 256,000 processors.
Dyson (2018) accelerated the matrix solvers in OpenFOAM using GPUs and pre-
dicted spray dynamics. Ma et al. (2016) and Wu et al. (2018) have used data-driven
models for prediction of multiphase flows. These models pose less computational
complexity compared to deterministic CFDand also can bewell accelerated inGPUs.

Multi-particle simulation in parallel architecture utilize either of the two different
strategies: (i) A master node tracks all the particles and passes the information to the
slave nodes, or (ii) each node is responsible for particles local to it, and they pass
the relevant information to neighboring processors. Both these strategies introduce
certain amount of latency. Bonnier et al. (2018) demonstrated an algorithm based on
temporal locality of the particle data and redistributing the particles among the cores
which improved the speedup of parallel particle tracking.

In 2016, US Department of Energy Office of Science and US Nuclear National
Security Administration have jointly initiated the exa-scale computing project (ECP)
to revolutionalize the computing power using cutting-edge technologies like hybrid
parallelization, memory efficiency. This project aims at 50-fold increase in the appli-
cation performances (Messina 2017). There have been similar initiatives in other
parts of the globe (i.e., in European Union, Japan, China, and India). Under the
aegis of these programs, worldwide scientific consortiums for exa-scale computing
application on different domains are established. Brower et al. (2018) demonstrates a
world spread exa-scale effort on lattice-QCD computations. In their 2030 vision doc-
ument, NASA estimated the cost of computation for wall-modeled LES with billion
grid points and asserted on the need of exa-scale computing (Slotnick et al. 2014).
They have identified few grand challenges in aerospace CFD which will test the
capabilities of the forthcoming HPC infrastructures. These problems involve aerody-
namics and power generation in aircrafts. Their vision document has also identified
the hurdles which have to be overcome by the present computational technology.
These areas include higher power consumption, software extraction, programming
environment, scalability of the code as well as the preprocessor and post-processor.
Smith (2016) reports activities of a consortium formed by Department of Energy
(US) Innovation Hub for full-scale reactor core simulation using exa-scale comput-
ing. Bolotnov (2015) asserted on the requirement of exa-scale HPC for fully resolved
simulation of bubbly flow in reactor cores. Cela et al. (2016) reported a Brazil–Eu-
rope collaboration for energy research using exa-scale HPC. They have focused on
wind energy and biomass-derived fuels. Apart from the use of advanced architecture
and simulators, they have also asserted on fundamental CFD issues like improving
the CFD microscale models and dynamic downscaling strategy for transferring the
effects of mesoscale boundary conditions to the microscale solver.



9 LES and DNS of Multiphase Flows in Industrial Devices … 241

Exa-scale computing initiatives will follow several challenges in terms of imple-
mentation at both software and hardware levels. Shalf et al. (2010) discuss the major
challenges in establishing an exa-scale infrastructure. One serious difficulty will
emerge due to huge power requirement by thousands of CPUs and GPUs involved
in processing data at exaflops rate. Exa-scale architecture is typically categorized as
a hybrid CPU-GPU architecture, which requires massive power for chip operation
and cooling. To address this, better energy aware algorithms are to be developed.
Focuses on improved thermal design of the chips will also complement the energy
requirement by the processing cores (Kulkarni et al. 2018). The other challenges
are interconnect latency, memory latency, resilience, software systems, data man-
agement, exa-scale algorithm development, etc. Ashraf et al. (2018) showed that
MPI-OpenMP-CUDA tri-hybrid solvers can be designedwith efficient algorithms for
better performance–energy trade-off. As a step ahead, Eurolab-4-HPC team presents
a long-term vision for development HPC infrastructure for 2023–2030 (Ungerer and
Carpenter 2018). This vision map calls for unifying HPC with high-performance
data analytics, use of nonvolatile memory, better programming paradigm, and not
the least green and power saving applications. Statistical models are finding popular-
ity inmultiphase CFD community (Gibou et al. 2018; Zhuang et al. 2018). The vision
for coupling of HPC with data analytics will help in strengthening these activities.

Considering the above developments and efforts of several consortia on exa-scale
computing (Kumar et al. 2015; Chang et al. 2017), scientific community can hope
of exploring new insights of multiphase turbulent flows in complex large devices in
coming years.

9.5 Summary

This chapter has presented a review of LES and DNS studies for prediction of com-
plex multiphase multi-scale flow in industrial devices. The developments in HPC
techniques and their use in multiphase CFD are also discussed. It is observed that
though LES has been performed for industrial problems using HPC platforms, DNS
studies have mostly been restricted to simplified flow configurations. However, DNS
has been instrumental in understanding some of the fundamental phenomena of
multiphase flows. Thus, contemporary research on exa-scale computing focuses on
addressing challenges like DNS of large configurations, simulation of reacting mul-
tiphase flows.
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Multiphase Flow its Application
in Water Management and Harvesting
in Fuel Cells

Tibin M. Thomas, Pallab Sinha Mahapatra, Raman Vedarajan
and Ranjan Ganguly

Abstract Increased emission of carbon dioxide into the atmosphere from the fossil
fuel-powered automobiles and power plants is one of the major sources of global
warming. Using renewable and clean sources of energy as a fuel can control this.
Among the other available alternatives, fuel cells have emerged as a promising source
of clean energy due to their high efficiency, low/zero emission rate, modular design,
and portability. Besides, fuel cells are capable of producing water as a by-product,
making them an attractive option for potable water. Recent trends in the global auto-
motive market show a strong trend of gravitating toward hydrogen fuel cell-powered
automotive from the existingbattery-operated automotive in the comingyears.Owing
to the high power density characteristics, polymer electrolyte membrane (PEMFC)
fuel cell has been considered to be the most attractive one as the primary power
source in fuel cell vehicle. Attaining slug-free drainage of water from the gas diffu-
sion layers (GDLs) in PEMFC is one of the key challenges in their commercialization.
Water management of hydrogen fuel cell can be optimized by extensive analysis of
two-phase heat transfer phenomena like condensation and evaporation happening
across GDL of the fuel cell. Excessive accumulation of water droplet on the GDL
reduces the overall efficiency of the fuel cell. Thus, water removal from GDL is very
important. Studies have shown that the quality of the water from a PEMFCmeets the
standard health requirements for drinking, indicating the importance of harvesting
water from fuel cell exhausts as a sustainable drinking water source. The challenge
in such water harvesting lies in achieving high condensation rate with minimum
cooling energy penalty. This chapter reviews the fuel cell in general with a focus on
multiphase phenomena and its use in water management in the GDL of fuel cells
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and harvesting drinking water from fuel cell exhaust. The background fundamentals
are provided, and the state of art is discussed. Finally, the future perspective of water
management and harvesting in fuel cells is provided in a larger backdrop of global
energy–water nexus.

Keywords Water harvesting · PEM fuel cell · Water management
Self humidification

Nomenclature

ṁair Mass flow rate of air [kg/s]
ṁw

evap Evaporation rate of water [kg/s]
ṁw

prod Water production rate [kg/s]
ṁv−l Phase change mass transfer rate [kg/s]
Ac Cross-sectional area of flow channel [m2]
Am Effective membrane cross-sectional area [m2]
AFC Active area of the fuel cell [m2]
B One half of the flow-field channel height [m]
c Chord length [m]
CH2O Water concentration in the membrane [kmol/m3]
Cmem Concentration of the membrane [kmol/m3]
d Pore diameter of GDL/CL [m]
Di Bulk diffusion constant [m2/s]
DB

i Binary diffusion constant [m2/s]
Deff

i The effective diffusion coefficient [m2/s]
DKn

i Knudsen diffusion constant [m2/s]
Dm Self-diffusion coefficient [m2/s]
F Faraday constant [C/kmol]
FD Force exerted due to drag [N]
FP Force exerted due to pressure [N]
FS Force exerted due to surface tension [N]
h Height of the generated droplet [m]
i Current density [Amp/m2]
Iion Ionic current density [Amp/m2]
Jm
diff Mass flux due to diffusion [kg/m2s]
Jm
EOD Mass flux due to EOD [kg/m2s]

kp Proton conductivity [s/m]
Kn Knudsen number
δlatticeliq Average distance between liquid water lattices [m]
Mair Molecular weight of air [kg/kmol]
MH2O Molecular weight of water [kg/kmol]
mmem Mass of the dry membrane [kg]
N Number of channels
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nd EOD coefficient
nSO−

3
Number of moles of SO−

3 in the membrane [kmol]
P Pressure [Pa]
Psat Saturation pressure at a temperature of T (K) [Pa]
Pvap Vapor pressure at a temperature of T (K) [Pa]
Qw The amount of water generated from PEM fuel cell [L/s]
Qnet

w Net amount of water collected from the fuel cell [L/s]
R Universal gas constant [8.314 KJ/kmolK]
r Radius of curvature of the spherical cap [m]
RH c

in Inlet relative humidity at cathode channel [%]
slq Volume fraction of liquid water
T Temperature [K]
U Air velocity at the cathode inlet [m/s]
US

g , U
S
L Superficial air/water velocity [m/s]

W Power output of the fuel cell [kW]
x Condenser efficiency

Greek Symbols

α Ratio of net water flux to proton flux
lg Average distance between two successive collisions [m]
ε Porosity
λ Water content
μ Viscosity of air [kg/ms]
ρair Density of the air [kg/m3]
ρH2O Density of water [kg/m3]
ρmem Density of the membrane [kg/m3]
σ Surface tension [N/m]
θA Advancing contact angle [◦]
θR Receding contact angle [◦]
θ Static contact angle of the surface [◦]
ζ Flow stoichiometry of air

Abbreviation

Ca Capillary number
CAH Contact angle hysteresis
CL Catalyst layer
EOD Electro-osmotic drag
GDL Gas diffusion layer
MCFC Molten carbonate fuel cell
MCL Maximum contaminants level
MEA Membrane electrode assembly
MPL Microporous layer
ORR Oxygen reduction reaction
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PEM Polymer electrolyte membrane
PEMFC Polymer electrolyte membrane fuel cell
PRR Proton reduction reaction
PTFE Poly-tetra-fluoro-ethylene
TDS Total dissolved solids
USEPA United States Environmental Protection Agency
WER Water energy ratio

10.1 Introduction

Environment-related issues such as globalwarming, climate change, and air pollution
have become more critical in the present decade because of the increased emission
of carbon dioxide from the fossil-fuel-fired engines. An assessment of the various
fuels over the production to consumption stages in a different type of automobiles
is depicted in Fig. 10.1. In gasoline vehicles, greenhouse gases are emitted at the
production and consumption stages. However, for electrical vehicles, greenhouse
gases are emitted during the electricity generation in the power plant and zero emis-
sion at the consumption phase. Fuel cell vehicles are globally accepted as the most
environment-friendly automobile with zero greenhouse gas emission at any stages
of the fuel life cycle subjected to the hydrogen production method. Presently, the
majority of the leading automobile manufacturers have a fully developed model of
fuel-cell-powered vehicles. Majority of the automotive manufacturers are active in
further research and development of their own fuel cell vehicle by collaboration with
other leadingmanufacturers and government agencies for a sustainable environment.
In the economic perspective, many hurdles need to be overcome to bring the fuel
cell vehicles into the commercial market. The main challenges associated with the
fuel-cell-powered vehicles are lack of infrastructure for fuel storage and involvement
of rare-earth elements (like catalyst material, components of electric propulsion sys-
tems) in the fuel cell systems. All developed countries are spending a substantial
amount for the infrastructure development of fuel refilling station as like gasoline
stations reflect the global interest on zero-emission fuel cell vehicles in the future.

Fuel cells are the promising clean energy electrochemical devices to convert the
chemical energy stored in the hydrogen fuel into electricity. The discovery of fuel
cell is credited with Sir William Robert Grove in 1839 (Andújar and Segura 2009).
Later under the leadership of Thomas Grubb and Leonard Niedrach, General Elec-
tric (GE) has developed fuel cell technology for Gemini space program of NASA in
1959 (Andújar and Segura 2009). The fuel cells are categorized into different types
depending on the electrolyte used in the cell. The most important types of fuel cells
are phosphoric acid fuel cells (PAFC), alkaline fuel cells (AFC), polymer electrolyte
membrane fuel cells (PEMFC), direct methanol fuel cells (DMFC), solid oxide fuel
cells (SOFC), and molten carbonate fuel cells (MCFC). According to the specific
application, any suitable type of fuel cell can be selected. In stationary power genera-
tion applications, the widely used fuel cells are MCFC, SOFC, and PAFC. However,
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Fig. 10.1 Life cycle assessment of the various fuel in a different type of automobiles—gasoline
vehicles, battery-powered electrical vehicle, fuel cell vehicle (reproduced with permission from
Hwang 2013)

the suitable fuel cells for transportation and portable application are PEMFC,DMFC,
and AFC. Out of all fuel cells, majority of the research and developments focus on
PEMFC. PEM fuel cell is getting great attention since it is an ideal alternative power
source for battery-powered electric vehicles. The important features of PEM fuel
cells such as high power density, zero-emission characteristics, high efficiency, and
low operating temperature are the main reasons for selecting them in automobile
application. But the commercialization of this technology in the global automobile
market becomes viable only after the further improvements in terms of durability,
cold-start capability, cruising stage, and cost reduction.

Dwindling reserve of freshwater is a major threat to this planet despite the fact
that around 71% of earth surface is covered with water. Due to the industrialization
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and environmental pollution, we are contaminating the available freshwater indis-
criminately. This will affect the quality of potable water from the natural resources
on earth, and drinking water is more likely to become dearer in future decades. It has
been estimated that one-third of the global population is affected by the scarcity of
freshwater. For conserving global water supplies, there is a need to explore alterna-
tive and sustainable technologies for the collection of freshwater. Studies show that
the quality of the water produced from the PEM fuel cell is relatively pure and can
be used for drinking water purposes with a proper purification system (Hristovski
et al. 2009; Tibaquirá et al. 2011a, b). Therefore, the water generated from the fuel
cell vehicle during operation is separately stored in a tank after purification and it
can be used for the drinking purposes of the travelers.

Liquid water comes in the fuel cell through chemical reactions and condensation
of water vapor. Water management of the fuel cell is one of the biggest challenges in
the commercialization of the fuel cell. Liquidwater and gases create a two-phase flow
situation in the flow channel of the fuel cell. In case of excess water accumulation in
the cathode side GDL, overall efficiency of the fuel cell decreases. Therefore, proper
drainage of water is required from the GDL. Increasing the gas temperature (Wilkin-
son et al. 1998), applied vibration (Mughal and Li 2006), increasing pressure drop
(Voss et al. 1995), proper flow path design (Anderson et al. 2010) generally helps in
water management in the fuel cell. Both experimental and numerical investigations
have been performed for the proper design of the flow channels. Multiphase analysis
for the water management of the fuel cell is required to understand the underlying
competition between the gravity, surface tension, and shear forces. Surface wetta-
bility also has a major role in water removal from the surfaces. The wettability of
the surfaces can be modified by applying different coatings or by chemically chang-
ing the property of the surfaces. By applying PTFE coating, Owejan et al. (2007)
reported that the water accumulation decreases inside the channels of PEMFC. Ear-
lier studies show that the choice of suitable wettable surfaces for water removal is
debatable. Both hydrophilic and hydrophobic surfaces have merits and demerits (Lu
et al. 2011).

The objective of this chapter is to present the multiphase phenomena associated
with the polymer electrolyte membrane fuel cell and its application in advanced
water management and harvesting strategies. This chapter is structured as follows.
The basic introduction and operating principle of the various components in the
PEM fuel cell are presented in Sect. 10.2, and the water transport mechanism of each
component is explained in Sect. 10.3. Section 10.4 illustrates the two-phase flow
patterns in the flow-field channels and presents the overall overview of phase change
heat transfer phenomena occurred during the fuel cell operation. Water management
issues and strategies considered for the optimum design of fuel cell systems are
summarized in Sect. 10.5. The feasibility of fuel-cell-generated water as a drinking
water solution is reviewed in Sect. 10.6.



Multiphase Flow its Application in Water Management and Harvesting . . . 255

CLPEM GDLBIPOLAR PLATE

Anode Side Cathode Side

(H in in

      Excess
out

V
e- e-

i

      Excess
   (O out

Fig. 10.2 Cross-sectional view of a single-cell PEMFC (membrane electrode assembly with two
bipolar plates on both the sides)

10.2 Construction and Operating Principle of PEMFC

Fuel cells may be looked up as a promising zero-emission electrochemical devices
capable of converting the chemical energy stored in the hydrogen to electricity and
water. The basic design of PEMFC is composed of onemembrane electrode assembly
(MEA) and two bipolar plates placed on both sides of MEA as shown in Fig. 10.2.
The typical MEA is made by binding five thinner porous structured layers. It consists
of one polymer electrolytemembrane (PEM), catalyst layer (CL) attached to the sides
of PEM, and two gas diffusion layer (GDL) attached above the CL. As illustrated in
Fig. 10.2, PEMFC has cathode and anode side on either side of the membrane. In
PEM fuel cell, hydrogen (H2) is given as a fuel at the anode side and oxygen (O2) is
given as an oxidant at cathode side through the flow field of the bipolar plate.

At the anode side CL surface, hydrogen splits into electron and proton and the
corresponding hydrogen reduction reaction (HOR) is expressed as,

H2 → 2H+ + 2e− (10.1)
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At the cathode side, water and electricity produced from oxygen reduction reaction
(ORR) are given by,

1

2
O2 + 2H+ + 2e− → H2O + Electrical Energy + Heat (10.2)

The overall chemical reaction in a hydrogen fuel cell is summarized as,

H2 + 1

2
O2 → H2O + Electrical Energy + Heat (10.3)

Polymer electrolyte membrane acts as an electrolyte of the fuel cell. It allows
the transport of conducting proton and water across the membrane and acts as a
barrier for gases. Presently, Nafion membrane is widely used as a benchmark mem-
brane in all kinds of PEMFC. It is developed in the 1970s, by the modification of
Teflon (Grot 1976). The structure of Nafion membrane consists of flexible perfluoro-
carbon, hydrophobic poly-tetra-fluoro-ethylene (PTFE) backbone, and hydrophilic
H+SO−

3 ions. Commercial Nafion membranes are Nafion-112, Nafion-115, Nafion-
117, Nafion-1110with a sizes of 2, 5, 7, 10mil (1mil=25.4µm), respectively. Nafion
membrane can work with a relatively higher operating temperature of around 190 ◦C
without any chemical degradation. PEM membrane needs to be operated at a well-
hydrated condition for better proton conductivity. The water content (λ) in a Nafion
membrane is correlated as (Li 2005),

λ = mmem

nSO−
3

ρmem
CH2O (10.4)

where mmem is the mass of the dry membrane, nSO−
3
is the number of moles of SO−

3
in the membrane, ρmem is the density of the membrane, and CH2O is the concentration
of water in the membrane.

The catalyst layer is fabricated with platinum-loaded carbon particles and assem-
bled between the GDL and PEM membrane. On the anode side, CL dissociates the
hydrogen into electrons and protons and it allows the transport of proton through the
porous structures and restricts the flow of electrons. On the cathode side CL, oxygen
combines with electrons and protons and produces electrical energy and water. The
porosity value of the CL is ranging between 0.2 and 0.4, and the thickness of the
typical CL is in the order of 0.01 mm. The GDL is usually a carbon paper or carbon
cloth with porous structures, and it acts as the electrical connection between CL and
the bipolar plate. It distributes the reactant evenly along with the bipolar plate and
removes water from GDL/CL, GDL–bipolar plate interfaces. The porosity value of
the GDL is higher than that of CL and in the range of more than 0.5 (Jiao and Li
2011).

Graphite is generally used for the construction of bipolar plate because of its
exceptional chemical stability features. Aluminum, titanium, stainless steel, nickel,
polymer composites are also used as an alternative material for the bipolar plate.
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Hence, a proper selection of bipolar plate material and design of flow field based
on the application can enhance the performance of the fuel cells. The important
functions of bipolar plates in fuel cells are

1. Even distribution of fuel (anode side) and oxidant (cathode side) in the flow-field
channels.

2. To facilitate heat and water management.
3. To separate individual cells in a fuel cell stack.
4. To carry the generated electrical energy to an external circuit.

10.3 Water Transport Mechanism in a PEMFC

The transport mechanism of water in a PEM fuel cell is varying with the local
operating conditions and different materials of each of its components. In normal
operating conditions, water exists either in liquid or vapor state. There is also a
possibility of solidification in PEMFC components which are frequently observed
during the starting of automobiles in winter season (Oszcipok et al. 2005). The water
transport mechanism becomes complex at this operating condition which is beyond
the scope of this chapter. A detailed explanation of the water transport mechanism
in the individual component of a PEM fuel cell at normal operating conditions is
presented in the following subsections.

10.3.1 Polymer Electrolyte Membrane (PEM)

Optimized performance of the fuel cell is normally achieved by maintaining a fully
hydrated membrane at all the operating conditions. A portion of the water content at
the anode side is transported along with the proton transport. This proton transport
depends on the temperature and amount of water content at themembrane anode side.
The chemical structure of a Nafion membrane is composed of polymer side chain
with sulfuric acid for the help of proton transport whereas hydrophobic poly-tetra-
fluoro-ethylene back bone for the mechanical stability. High proton conductivity
exhibits with the large concentration of SO−

3 ions. The proton transport from one
polymer chain to the adjacent one is shown in Fig. 10.3. Each of the polymer chains
attracts one H+ ions. The void space between the two polymer chain is absorbed
by water molecule, and this volume is increased with the increase in the anode side
water content. The bond between H+ and SO−

3 becomes weak in the presence of
absorbed water in the void volume. Water molecules are strongly attracted to SO−

3 ,
and it helps in H+ jumping from one active site to another. The vibration of polymer
chain due to the attraction between neighboring polymer chains also promotes the
proton transport in the membrane. A Nafion membrane at a well-hydrated condition
contains nearly 20watermolecules for each SO−

3 ions. A relationship between proton
conductivity (kp) with water content (λ) and temperature (T ) is given by Springer
et al. (1991),
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Fig. 10.3 Various stages of proton transport mechanism from one polymer chain to adjacent chain

kp = (0.5139λ − 0.326) exp

(
1268

[ 1

303.15
− 1

T

])
(10.5)

In Nafionmembrane, proton conductivity varies linearly with the amount of water
content. It is observed that proton conductivity decreases when water content value
becomes lower than 2. The optimum range of water content value for Nafion mem-
brane is 2–5. A limiting case is analyzed when no water is available in the membrane
resulting in a low proton conductivity due to the direct proton transport between
two adjacent charged sites. The protons are transported over the membrane in the
form of hydrogen–water ions like H3O+, H5O

+
2 , or something similar. Transport of

water along with the proton transport in the pores of the membrane is termed as
electro-osmotic drag (EOD). In the absence of pressure and concentration gradient,
EOD coefficient is defined as the ratio between the number of moles of water to the
number of moles of proton crossing through the electrolyte membrane. The mass
flux (Jm

EOD) due to EOD is expressed as

Jm
EOD = −nd

Iion
F

(10.6)

where F is the Faraday constant, Iion is ionic current density, and nd is the EOD
coefficient. Correlations have been developed from experimental measurements for
the calculation of EOD coefficient. Twowidely used correlations for the computation
of EOD coefficient for numerical simulations are (Springer et al. 1991; Zawodzinski
et al. 1995)

nd = 2.5λ

22
(10.7)

and

nd =
{
1 ; λ ≤ 14
0.1875λ − 1.625 ; otherwise

(10.8)

In fuel cell, water is produced on the cathode side. So the larger value of water
concentration at cathode side creates a concentration gradient which transports the
water to the anode side by slow molecular diffusion through the void spaces in the
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membrane. The flux due to mass transfer (Jm
diff ) of water over the membrane due to

the molecular diffusion is given as

Jm
diff = −Dm∇Cmem (10.9)

where Dm is the membrane self-diffusion coefficient and Cmem is the concentration
of themembrane. The negative sign indicates that direction ofmass transfer is always
in the direction of decreasing concentration. The self-diffusion coefficient depends
on the temperature and water content of the membrane. Zawodzinski et al. (1991)
correlated the value of self-diffusion coefficient as,

Dm =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

2.692661843 × 10−10 ; λ ≤ 2

10−10 exp

(
2416

[
1
303 − 1

T

])(
0.87[3 − λ] + 2.95[λ − 2]

)
; 2 < λ ≤ 3

10−10 exp

(
2416

[
1
303 − 1

T

])(
2.95[4 − λ] + 1.642454[λ − 3]

)
; 3 < λ ≤ 4

10−10 exp

(
2416

[
1
303 − 1

T

])
(2.563 − 0.33λ + 0.0264λ2 − 0.000671λ3) ; λ > 4

(10.10)
Motupally et al. (2000) also correlated the self-diffusion value from the same exper-
imental data by another method which is given by,

Dm =
⎧⎨
⎩
3.1 × 10−7λ

(
exp[0.28λ − 1]

)
exp(−2346

T ) ; 0 < λ < 3

4.17 × 10−8λ
(
161 exp[−λ] + 1

)
exp(−2346

T ) ; 3 ≤ λ < 17
(10.11)

The above two expressions are widely used in the numerical modeling of PEMFC
although there is a significant difference between both. The maximum value of dif-
fusion coefficient is observed when the amount of water content (λ) becomes nearly
3 in both correlations (Jiao and Li 2011).

10.3.2 Gas Diffusion Layer (GDL)

Gas diffusion layer is comprised of nanometer-scale porous and tortuous structures
through which flow occurs. Based on the flow channel design, the water transport
mechanism in a GDL can either be convection-dominated, diffusion-dominated, or
mixed. Higher flow rates and high-pressure inlet conditions of the reactant gases help
in the effective removal of water from the GDL surface. Presence of concentration
gradient at theflowchannel and reactant gases also ensures anoptimumwater removal
at the cathode side. The flow characteristics in the GDL strongly depend on the flow
channel design. The various flow channel designs (Wood et al. 1998) widely adopted
in the PEMFC fabrication are detailed in Sect. 10.5.2.2.
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The movement of the gaseous molecule in a porous/tortuous structure in a GDL
or CL is restricted by pore walls resulting in a decrease in diffusion coefficient. The
effective diffusion coefficient (Deff

i ) in GDL/CL is correlated by Bruggeman (1935)
which is given as

Deff
i = Diε

1.5 (10.12)

where Di is the bulk diffusion constant of gaseous species i , and ε is the porosity value
of GDL/CL. The force arising out of the surface tension also plays a major role in
the transport of water in GDL/CL. The pressure difference (ΔP) across the interface
between two phases due to the surface tension (σ ) is related by the Young–Laplace
equation

ΔP = 2σ

r
= 4σ cos θ

d
(10.13)

where r is the radius of curvature of the liquid phase (based on spherical cap assump-
tion), d is the GDL/CL pore diameter, and θ is the static contact angle. The contact
angle is defined as the angle between the solid–liquid and liquid–vapor contact line
at triple line point. It is considered to be a measure of surface wettability. If θ is less
than 90◦, the surface is considered to be hydrophilic, while for θ greater than 90◦, the
surface is hydrophobic, as indicated in Fig. 10.4. The liquid transport by convection
mode is advanced due to the higher flow velocity arising from the higher pressure
differential across the interface. Pressure difference at the interface increases with the
decrease in the GDL/CL pore diameter. The mobility of the water drop also depends
on the surface wettability. Water mobility of a hydrophobic surface is higher than
that offered by a hydrophilic due to the fact that hydrophobic surfaces, in general,
exhibit a lower contact angle hysteresis (CAH) (de Gennes et al. 2004). Generally,
GDL/CL is treated with PTFE to promote the surface hydrophobicity and, therefore,
droplet mobility.

GDL

Bipolar Plate

GDL

Bipolar Plate

Pore

Flow
Channel(a) (b)

Fig. 10.4 Droplet behavior through the micro-/nanopores in a GDL with different surface wetta-
bilities. a Hydrophilic, θ < 90◦ and b hydrophobic, θ > 90◦
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10.3.3 Catalyst Layer (CL)

The most intricate form of water transport occurs in the porous structures of catalyst
layer. The effective pore size of CL is much lower than GDL and in the order of
few nm to 1000 nm (Uchida et al. 1996). The electro-oxidation reaction sites in
the catalyst layer consist of embedded platinum and carbon particles with ionomer
(polymer electrolyte) part. The function of embedded carbon and platinumparticles is
to promote the catalyst reaction, whereas ionomer is to transport the proton through
PEM as explained in Sect. 10.3.1. Water is absorbed in the anode side interface
(between PEM and CL) and released at the cathode side interface by ionomer. Water
supplied at the cathode side is transported through the pores of the catalyst layer in
either liquid or vapor state depending on the operating conditions. By achieving a
proper balance in the porosity and number of reaction sites makes the membrane at a
fully hydrated condition with good proton conductivity. The pores in the CL allow a
small percentage of reactant gases to cross themembrane. These gases are transported
through the membrane by diffusion and wasted without electrochemical reaction.
This decreases the total efficiency of the cell. The self-humidifying membrane is
capable to suppress the gas cross-over effectively and detailed in Sect. 10.5.2.4.
Knudsen number associated with the water transport in liquid and vapor phases
(Knliq and Kng) through the nanopores of the CL is expressed as,

Knliq = δlatticeliq

d
(10.14)

Kng = lg
d

(10.15)

where δlatticeliq is the average distance between the liquid water lattices, lg is the aver-
age distance between two successive collision of gaseous molecules, and d is the
pore diameter. Along with gas diffusion, catalyst layer exhibits Knudsen diffusion
(collision of gas molecules with pores wall). The expressions for binary diffusion
coefficient (collision between gaseous molecules, DB

i ) and Knudsen diffusion (DKn
i )

are given by Wang (2004); Bird (2002)

DB
i = DB,ref

i

(
T

Tref

)1.5(
Pref
P

)
(10.16)

DKn
i = 1

3

(
8RT

πMi

)0.5

d (10.17)

where DB,ref
i is the binary diffusion coefficient at a pressure of Pref and a temperature

of Tref , P and T are the local pressure and temperature, R is the universal gas constant,
and Mi is the molecular weight of the gas species i . Knudsen diffusion coefficient
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is significant only in CL layer, so total diffusion coefficient on each component is
summarized as

Dtot
i =

{
DB

i ; in GDL and flow channel(
1
DB

i
+ 1

DKn
i

)−1 ; in CL
(10.18)

At 1 bar, 80 ◦C operating conditions with a CL pore size of 10 nm, Knudsen number
is calculated as 0.03 and 8.2 for the liquid and gaseous phases, respectively (Jiao
and Li 2011). The continuum models are only applicable for the case of Knudsen
number value of less than 10−3. Thus, the macroscopic approach is not valid in the
catalyst layer because of the higher value of Knudsen number. This problem makes
the numerical modeling of the CL more complex. A hybrid model with molecular
dynamics and continuum approach can be a better solution to the numerical modeling
of the catalyst layer.

10.4 Overview of Multiphase Flows in a PEMFC

The flow of water and O2 in the flow-field channels of PEM fuel cell is an extremely
complex phenomenon as compared with the conventional multiphase channel flow.
The main reason for such complexity is the introduction of water and consumption
of reactant (O2) at multiple positions along the flow channel through the porous
GDL surface. This creates a spatiotemporal variation of water buildup on the GDL.
Based on the surface properties, droplets of different shapes form on the GDL. After
coalesce with the adjacent droplets, the droplet size becomes larger than the capillary
length scale of water and detaches from the GDL. Detachment of these drops from
GDL also occurs due to the imparted pressure from reactant gases. Water exists as
either vapor or liquid state based on the local hot spots in the flow field arising from
the nonuniform temperature distribution.

10.4.1 Mechanism of Droplet Generation and Detachment
from GDL

Various groups have investigated the dynamics of the droplet on a GDL surface.
Kumbur et al. (2006) have successfully developed a mathematical model to analyze
the droplet behavior on a GDL, and the results were in good agreement with the
conducted experiments. The static force, balance analysis of a single droplet sitting
on a GDL is given by,

FS + FP + FD = 0 (10.19)
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Fig. 10.5 Cross-sectional view of the flow field parallel to the membrane plane; the state of a
growing droplet just before the shearing effect due to the drag force from the high-pressure oxidant
supply

where FS is the exerted shear force due to the wall, FP is the pressure force exerted
from the pressure gradient, and FD is the drag force exerted on the droplet, and it
is equal to the adhesion force of the GDL just before the detachment of the droplet.
The droplet will detach from GDL when the drag force overtakes the adhesive force
between pore wall and the droplet. The forces in Eq. 10.19 is modified by incorporat-
ing the relevant parameters such as flow velocity (U ), channel height (2B), droplet
height (h), contact angle hysteresis (Δ), and chord length (c) as shown in Fig. 10.5.
The expressions for each forces acting on droplet fromKumbur et al. (2006) analysis
are given by,

FS = 12μBUh2

(B − h/2)2(1 − cos θA)2
(10.20)

FP = 24μB2Uh2

(B − h/2)3(1 − cos θA)2
(10.21)

FD = −π

2
cσ

( [sin(Δ − θA) − sin θA]
(Δ − π)

+ [sin(Δ − θA) − sin θA]
(Δ + π)

)
(10.22)

where Δ is the difference between advancing (θA) and receding (θR) contact angles,
and μ is the viscosity of air. This analytical model concluded that for a constant
width and constant drop size, lowering the channel height improves the rate of droplet
removal. A hydrophilic GDL surface on the flow-field results in a film generation on
the GDL surface. This film acts as a resistance to the smooth supply of reactant for
the electrochemical reaction on CL surface, leading to a poor performance. Hence,
a hydrophobic surface is preferred on the GDL surface. But the flow-field walls of
the bipolar plate is to be hydrophilic for the faster water removal rate.

The reactant gas velocity causing the detachment phenomena on the GDL is
inversely related to the droplet size (Ous and Arcoumanis 2007). The detachment of
smaller droplets is difficult due to the large value of adhesive force between GDL
pore wall and the droplet. Temperature also plays an indirect role on detachment
phenomena, since the temperature is inversely proportional to the surface tension.
As temperature increases, surface tension force of the droplets decreases leading to
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quicker droplet detachment. The effect of contact angle hysteresis is also important
for droplet detachment. The reactant gas flow imparting a deformation on the droplet
and causing the formation of two contact angle is called advancing and receding
contact angles. The amount of deformation is a strong function of capillary number
(Ca), which is the ratio of viscous to surface tension force. For larger Ca, the defor-
mation increases with an increase in Ca (Shirani and Masoomi 2008). The effect
of contact angle hysteresis on droplet detachment was studied by Fang et al. (2008)
using multiple three-dimensional simulation with volume-of-fluid (VOF) approach
in a microchannel of a width of 500 µm and depth of 45 µm. In their computational
model, water was supplied from the bottom side of the channel and air was supplied
perpendicular to the water flow direction at the inlet section of the microchannel.
Parametric studies were conducted in this work by varying the air velocity rang-
ing from 13.38 to 32 m/s and water velocity of 0.09 and 0.11 m/s. According to
the results obtained from their numerical simulations, it shows that contact angle
hysteresis helps in the droplet detachment and slug elongation process.

10.4.2 Flow Patterns

The characteristics of two-phase flow in a PEM fuel cell are analyzed from the flow
patterns observed in the flow-field channels. The visualization of flow patterns can be
done by differentmethods such as neutron radiography,magnetic resonance imaging,
and nuclear magnetic resonance. These methods are too expensive, and these do not
resolve all the droplets as an individual one. The easiest method to understand the
flow behavior on a GDL is to construct the flow channels with an optically accessible
material for the visualization.

Hussaini and Wang (2009) conducted an in situ fuel cell experiment with flow
visualization. They used a transparent Lexan plate above the flow field, and high-
resolution images were recorded for analyzing the complex two-phase flow patterns
in the flow-field channels.Multiple experiments were conducted at a cell temperature
of 80 ◦C with current densities of 0.2, 0.5, 0.8 A/cm2 and gas humidification of 26,
42, and 66%. The different types of flow patterns observed in the flow channels of
PEM fuel cell are shown in Fig. 10.6 (Hussaini and Wang 2009).

The characteristics of different flow regimes are briefly explained below.

1. Single-phase flow: Water droplets are not observed in this regimes because of
the quick evaporation of the generated drops on the GDL surface.

2. Droplet flow: Water droplets adhere to the hydrophobic GDL surface due to
the surface tension force. Flowing reactant gases cause the droplet shearing and
distortion.

3. Film flow: The mass influx of the water at the further downstream of the flow
channel increases with the generation of water. A liquid water film is formed
at the hydrophilic channel walls, and it grows with the coalescence of the tiny
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Fig. 10.6 Two-phase flow patterns in a rectangular-shaped flow field of PEM fuel cell (reproduced
with permission from Hussaini and Wang 2009)

Fig. 10.7 The flow regime
maps for different water and
air velocities for a
rectangular shaped flow field
(reproduced with permission
from Hussaini and Wang
2009)
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droplets generated on the GDL surface. A wavy-shaped interface is formed due
to the continuous influx and coalescence of tiny droplets with the adhered film.

4. Slug flow: Further film growth causes the formation of themultiple slow-moving
slugs of different shapes and sizes. Larger slugs can even form liquid bridge
between the walls and block the reactant gases flow, resulting in a poor perfor-
mance of the cell.

The two-phase flow patterns in a PEMFC are strongly dependant on the operating
conditions. Figure 10.7 shows the flowmap of two-phase flowon a hydrophobicGDL
from Hussaini and Wang (2009). Flow map of superficial phase velocities shows
the conditions of occurrence of the four different regimes. From mass balance, the
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superficial gas (US
g ) and liquid (US

L ) velocities on a GDL are given by,

US
g = 1

NρairAc

[
2.38ζ

Mairi AM

2F

]
(10.23)

US
L = 1

NρH2OAc
[ṁw

prod − ṁw
evap] (10.24)

where ζ is the flow stoichiometry of air, ṁw
prod is rate of water produced through

GDL, and ṁw
evap is the water evaporation rate. These parameters are defined as,

ζ = ṁair

2.38Mair(i Am/2F)
(10.25)

ṁw
prod = (1 + 2α)

MH2Oi Am

2F
(10.26)

ṁw
evap = MH2Oi Am

2F

[
(2.38ζ − 0.5)

Psat
P − Psat

− 2.38ζ
PsatRH c

in

P − PsatRH c
in

]
(10.27)

where RH c
in is the inlet relative humidity in the cathode side flow channel, N is the

number of channels, Ac is the cross-sectional area of each channel, Mair and MH2O

are the molecular weight of air and water, respectively, i is the current density, Am

is the effective MEA area, α is the ratio of net water flux with proton flux, ṁair is the
mass flow rate of air, P and Psat are the fuel cell operating pressure and saturation
pressure of water, ρair and ρH2O are the density of air and water. The exponentially
fitted curves on the flow map are splitting into different flow regimes. Generally,
traditional channel flows have one inlet and one outlet, but for a PEM fuel cell
channel comprised of multiple inlet and outlet channels. This makes the accurate
computation of superficial velocity more challenging.

In another published literature, two-phase flow in the cathode flow-field channel is
investigatedwith different superficial air velocities using high-speed camera (Lu et al.
2009). This study focuses on pressure drop characterization, flow maldistribution,
and visualization of two-phase flow patterns associated with the PEM flow channels.
They have conducted ex situ experiments with eight parallel channels according to
the proposed flow-field design of Owejan et al. (2009). The dimensions of channels
are length=183 mm, width=0.7 mm, depth=0.4 mm and land width between the
adjacent channels=0.5 mm. To avoid mechanical shear on the GDL associated with
straight channels, a weaving angle of 5◦ was considered in the channel design. To
obtain a good optical clarity, gas channels were machined on Lexan plate and vapor
polishingwas carried out over the channel. The inlet pressure of air was adjustedwith
an air pressure valve, and the flow rate is controlled through rotameter. The flow rate
of water in the chamber (constructed for ex situ experiments) was controlled through
four syringe pumps, and it supplies liquidwater throughGDLpores. Pressure taps are
placed on each channel, air inlet section for the steady-state pressure measurements.
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This experimental setup simulates the operating environment of working PEM fuel
cell. Major findings from their experiments relevant to water management of PEM
fuel cells are (Lu et al. 2009),

1. Severe flowmaldistribution can occur at an operating condition of low air veloc-
ities due to the holdup of larger water slugs on the GDL. Excessive water accu-
mulation can occur even on the hydrophobic GDL surface with low air flow rate
and high water injection rate.

2. The possible reasons for maldistribution on PEM fuel cell gas channels are water
accumulation on GDL, nonuniform intrusion of GDL surface and unsuitable
design of inlet manifold and gas channels.

3. Surface tension is the main resistive force to the slug motion. When a slug
coalesces with other drops or film, the velocity increases sharply, and generally,
the slug shape got distorted and transforms into film and eventually drained out
through flow field.

4. Water accumulation is prevented from GDL surface at higher air stoichiome-
try of above 10. The generated water is removed by applied high shear force,
and mist flow pattern can be observe in the gas channels. At higher air flow
rate, evaporation phenomena also significantly contribute to the water removal
mechanism.

5. Mist flow is considered to be as the efficient water removal mode from PEM
flow field. But it requires higher pumping power due to the higher reactant flow
rate. Generally, slug flow is observed in the flow channels, which is undesirable
because of the severe performance degradation. The most preferred flow pattern
is considered to be as film flow due to the low-pressure drop requirement and
higher water removal capabilities.

10.4.3 Phase Change Phenomena

The generated water in the fuel cell exists either in liquid or vapor phase depending
on the local temperature and pressure. The state of water also changes locally with
the time of operation. Evaporation and condensation phenomena are the general
phase change processes occurring in the GDL and flow field of a PEM fuel cell. The
mode of phase change process strongly depends on the local saturation temperature
and water vapor concentration. An optimum water removal situation from the fuel
cell can be attained from the extensive analysis of condensation and evaporation
phenomena. This section briefly introduces the phase change phenomena applicable
during the fuel cell operation.

10.4.3.1 Condensation

In condensation, phase change occurs from the metastable vapor state to stable liquid
phase. Condensation process is initiated from the nucleation sites of a surface. It may
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occur in the form of droplets (drop-wise condensation) or film (film-wise conden-
sation). In a PEM fuel cell, the condensate droplets are generated on both sides of
GDL along with the flow-field side of the bipolar plate surface (Basu et al. 2009).
Multiple mechanisms are responsible that determine the rate of the liquid transport
in the GDL when the droplets are formed on the GDL pores. These droplets can
either detach from the GDL surface or it can remain on the GDL surface according
to the magnitude of the adhesive force between the droplet and surface as explained
in Sect. 10.4.1. If the generated droplets are remaining on the GDL surface it will
grow and coalesce with the neighbor drops subsequently and result in a liquid film
formation on the GDL surface.

The formation of the condensate film on the GDL surface is not desired since
it blocks the pores on the GDL surfaces. It stops the oxidant supply to the catalyst
layer for the required electrochemical reaction. Film formation on the gas diffusion
layer can be avoided by blowing the oxidizer under pressure through the flow-field
channels. A low energy surface coating (e.g., a hydrophobic coating) can promote the
droplet detachment (Jiao and Li 2011). These coatings prevent the film formation on
GDL surfaces passively. The generated condensate has to be removed periodically
from the GDL for the good performance of the fuel cell. Condensation also occurs
at the bipolar plate surface in the flow field. Rendering the bipolar plate side with
hydrophilic coatings promotes the condensate removal due to the film formation
on the surface. Based on the mode of condensation, it is concluded that a flow-
field channel having drop-wise condensation on the GDL surface side with film
condensation on the bipolar plate surface side is the best design for the optimum
water removal in a PEM fuel cell (Cai et al. 2006). Wettability patterning techniques
(Ghosh et al. 2014; Mahapatra et al. 2016) can also be used for faster condensate
drainage.

10.4.3.2 Evaporation

Evaporation is the phase conversion from the liquid to the vapor at a temperature
lower than the boiling temperature from a liquid surface. In a PEM fuel cell, evapo-
ration mainly occurs from the GDL pores. Evaporation phenomena also occur from
the small-sized condensed and detached droplets on the GDL surface. Evaporation
phenomena inside the GDL pore are complex, and the rate of evaporation is faster
under the flow channel side as compared with the evaporation rate under the rib side
of the flow field (Inoue et al. 2011).

The evaporation process influences the heatmanagement of PEM fuel cell. Evapo-
ration helps the cooling process of the fuel cell components when it is working under
the high-temperature condition. Lal et al. (2018) showed that speed of the oxidant
gases does not have any influence on the evaporation rate. They also concluded from
their study that any change in the evaporation rate is not proportional to the change
in the carrier gas binary diffusion constant. The rate of evaporation is affected by the
pore size and the local condition of the GDL.
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Due to the optical inaccessibility, it is very difficult to analyze the phase change
process in the PEM fuel cell components experimentally. Computational models are
extremely effective for analyzing the phase change processes in a fuel cell. Different
numerical models are reported in the literature to study the phase change process
(He et al. 2000; Natarajan and Van Nguyen 2001). The most widely used formula
to calculate the phase change rate during evaporation and condensation is given by
(Wu et al. 2009),

ṁv−l =
{

γevapεslq
(Pvap−Psat)

RT ; if Pvap < Psat (evaporation)
γcondε(1 − slq)

(Pvap−Psat)
RT ; if Pvap > Psat (condensation)

(10.28)

where ṁv−l is the phase change mass transfer rate between liquid and vapor phases,
γevap and γcond are the overall phase change rates during evaporation and condensa-
tion, respectively, ε is the porosity, slq is the volume fraction of the liquid water, and
pvap, psat are the vapor and saturation pressure corresponding to a temperature T .

10.5 Water Management in a PEM Fuel Cell

Optimum performance of a fuel cell can be achieved by proper thermal and water
management strategies. Thermal management involves preventing dehydration and
overheating of the membrane by continuous removal of heat. At normal operating
conditions, a good water management strategy plays a major role on the performance
and durability as compared to the thermal management strategy of the fuel cell. This
section presents the issues and strategies associated with the water management in a
PEM fuel cell.

10.5.1 Issues on Fuel Cell Water Management

Two major issues associated with the water management in a fuel cell are membrane
drying and water flooding. A guaranteed high-performing fuel cell situation can be
achieved by maintaining a dynamic equilibrium between liquid water flooding and
membrane drying.

10.5.1.1 Dehydration of the Membrane

Membrane dehydration generally occurs at the anode side of the membrane. The
main reasons for membrane dehydration are insufficient inlet humidification at the
anode side and higher electro-osmotic drag (EOD) rate due to the higher current
density (Schmittinger and Vahidi 2008). At higher current densities, mass transfer
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due to electro-osmotic drag is more than the mass transfer due to back diffusion
which will tend to dry out of the membrane at anode side even when the cathode side
is well hydrated. The bond between H+ and SO−

3 is cannot be dissociated (detailed
in 10.3.1) at the dry condition of the membrane resulting in a low ionic conductivity
(Hickner et al. 2006). Thus, low ionic conductivity decreases the number of active
sites in the CL and makes it difficult to transport the protons to the membrane. The
high ionic conductivity of the membrane is ensured by maintaining a good hydrated
condition at the membrane by a larger water content electrolyte.

The higher rate of EOD resulted from the higher current density immediately
pulls the water molecule from the anode side. In this case, back diffusion of water
occurred by the concentration gradient from the cathode to anode is not sufficient to
keep the PEM in a hydrated state. Moreover, the membrane pores will shrink at the
dehydrated state and it can cause a slow back-diffusion rate. The dehydration causes
the membrane to become brittle, and cracks form in the membrane. The generated
cracks allow the H2 and O2 gases to flow across the membrane. This results in
an uncontrolled chemical reaction between these gases leading to the formation of
hot spots on the membrane (Huang et al. 2006). Formation of the cracks and hot
spots perpetuates once initiated on the membrane and eventually destructs fuel cell
membrane. It can be concluded that the life of a fuel cell becomes shorter if the fuel
cells work with the dry operating conditions. So higher value of relative humidity at
the inlet gases ensures fully hydrated condition of the membrane, and it also results
in a good proton conductivity at the membrane.

10.5.1.2 Fuel Cell Flooding

The phenomena of excessive accumulation ofwater on theMEAare called as fuel cell
flooding. The excess water blocks the pores in the GDL surfaces, and it reduces the
transport rate of the reactants to the CL. The output of the fuel cell will significantly
reduce when the flooding starts. In a flooded situation, the local pressure of the
reactants can shoot up and the liquid water will flush out from some locations of
the GDL. This temporarily removes the blockage on the GDL surface and allows
transport of gases to the CL active sites. The periodic pressure buildup and water
removal during the flooding state cause a continuous and unstable fluctuation in the
performance of the fuel cell and degrade the life of the cell.

The performance of a fuel cell is predicted from the polarization curve. It is the
curve drawnbetween current density and cell voltage. Figure 10.8 qualitatively shows
the polarization curve for a typical PEM fuel cell with and without flooding. The
curve 1 presents the optimum case where no flooding occurs, and curve 2–4 presents
the polarization curve with different degrees of water flooding rate. It shows that a
significant loss of performance occurs when flooding starts. Flooding in a fuel cell
occurs if the water formation rate becomes larger than water removal rate.

Generally, flooding occurs at the cathode side of the MEA, but it can also observe
in the anode side at some operating conditions. Themain reasons for cathode flooding
are (a) excess water formation by ORR with an increase in load or current density,
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Fig. 10.8 Polarization curve
of a typical PEM fuel cell
with the different degrees of
flooding: curve 1—no
flooding, curve 2 to
4—increasing order of
degree of flooding rate
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(b) larger EOD rate due to the high electric field supply, and (c) over-humidification
of reactant gases. The major portion of water is produced at the cathode side CL
by oxygen reduction reaction. It is transported away from the CL to bipolar plate
flow channels by water vapor diffusion, evaporation and capillary transport of liquid
expelled through GDL. At higher current densities operation, the water production
rate in a fuel cell is higher than the water removal rate. Thus, excess water blocks
either flow-field channels and/or the GDL pores leading to a decrease in the active
sites of the CL and flooding occurs.

The temporary blocks of the GDL resulted from the flooding causes the oxygen
shortage at the catalyst layer. This phenomenon is called starvation. The load require-
ment in the fuel cell can cause the proton reduction reaction (PRR) in place of ORR
on the membrane cathode side when a sufficient amount of oxygen is not present in
the CL active sites. The electron-consuming process such as PRR due to the oxygen
shortage is given by,

2H3O
+ + 2e− → H2 + 2H2O (10.29)

Flooding phenomena on the anode side are less frequent than cathode flooding.
Anode flooding occurs when (a) a low current density cell operating in low temper-
ature and low gas flow rate environment and (b) at low current density with smaller
relative humidity at anode side as compared with cathode side. Flooding can occur
even in the flow channel also. The fuel cell flooding causes (a) decrease to the per-
formance of the cell, (b) increased pressure drop of the reactants due to the water
accumulated at GDL pores, (c) uneven distribution of temperature and the current
density of the membrane, and (d) degradation of the durability of the fuel cell.

A dynamic equilibrium between liquid flooding and membrane drying needs to
be maintained in a fuel cell for the high performance. Fuel cell stacks are made



272 T. M. Thomas et al.

by interconnecting each single cells in series. It is more challenging to maintain a
precise equilibrium between flooding and membrane drying in a fuel cell module as
compared to the single cell alone.

10.5.2 Strategies of Water Management

The optimum performance of a fuel cell mainly depends on the proper management
of the generated water at the cathode side GDL/CL interface by electrochemical
reaction. The investigations from the numerous researchers have concluded different
strategies to attain a slug-free drainage of water from the GDL surface. This section
presents the salient strategies on water management in the different components of
a fuel cell.

10.5.2.1 Optimization of Operating Condition

The important operating conditions of PEM fuel cells include the inlet humidity of
H2 and O2 gas streams, flow rate of inlet streams, fuel cell temperature and pressure,
the current density of the cell, stoichiometric ratio of air–fuel supply. A sufficient
inlet humidification is an important operating condition to avoid membrane dry-
ing. Flooding issues can be avoided by manipulating the main operating conditions
such as temperature, relative humidity, and pressure of the inlet gaseous streams. A
higher flow rate reactant gases remove the generated water from cathode side flow
field and GDL either by evaporation or advection (Pasaogullari and Wang 2005).
Generated water at the cathode can also be flushed out by increasing gas temperature
and counter-flow operation of reactant gases (Wilkinson et al. 1998). An applied
vibration (Mughal and Li 2006) can also help the removal of water by consuming
extra power. An applied pressure drop between cathode and anode can transport
water from cathode to anode via membrane, and this is called anode water removal
(Voss et al. 1995). The main problem associated with the higher temperature and
higher pressure drop operating condition is it aggravates the problems of rupture of
the fuel cell membrane.

10.5.2.2 Flow-Field Design

The commonly used different types of flow-field designs (Wood et al. 1998) are
illustrated in Fig. 10.9. In the case of conventional flow design, the transport mech-
anism is dominated by diffusion. The main features of conventional flow design
are smaller inlet pressure and smaller inlet–outlet flow length. Both diffusion and
convective modes of water transport are observed in serpentine design. It requires
higher inlet pressure for the water transport due to the longer flow length. The highest
pressure gradient occurs in interdigitated design, and the water transport mechanism
is dominated by convective mode.
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(a) (c) (b) 

Inlet Outlet Bipolar Plate

Fig. 10.9 Conventional flow channel designs in a commercial PEMFC, a conventional diffusion-
dominated flow, b serpentine diffusion and conduction, and c interdigitated convection-dominated
flow

An appropriate flow-field design helps in the easy removal of water as well as
transport of O2 gases through the GDL. An efficient flow-field design is one of the
excellent strategies against the water flooding phenomena. As the transport mecha-
nism in a conventional flow field (as shown in Fig. 10.9a) is diffusion-dominated, it
results in a limited flow of reactant gases leading to the excessive accumulation of
water on the GDL. In the case of the serpentine flow field (as shown in Fig. 10.9b),
the liquid is transported by diffusion and convection modes. Serpentine flow-field
design is characterized by longer channel length with a small cross-sectional area.
The pressure drop at the pores of the GDL serpentine design is larger than that along
the channel length. This difference in pressure drop drives the convective mode of
water transport. This design also allows transport of sufficient reactant gases to the
catalyst layer through GDL pores for the electrochemical reaction. Serpentine flow-
field design is considered as the best among these three, and it is the widely adopted
design for commercial applications. In interdigitated design (see Fig. 10.9c), the
reactant is transported by convective mode. Water flooding phenomena in interdigi-
tated design are avoided by the continuous removal of the generated water droplets
on the GDL due to the shear force caused by the gas flow.

10.5.2.3 MEA Design

A thinner PEM membrane of thickness ≈10µm shows a good water management
resulting from the higher back-diffusion rate. Even with a low anode side humidifi-
cation thinner membrane will be at a better-hydrated condition. The drawback of the
thinner membrane is its lower durability and higher reactant gas cross-over between
anode and cathode. The membrane thickness is optimized to be 25–40 µm as a stan-
dard value for the fuel cell application (Freire andGonzalez 2001). High-temperature
(T > 100 ◦C) fuel cells are getting more interest in the past few years. At higher tem-
perature, membrane water exists only as vapor state. So the water management can
effectively be done in this operating condition by taking the benefit of single-phase
analysis as compared with multiphase.
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Gas diffusion layer has a critical role in the water management strategies in fuel
cells. Engineering the GDL surface by treating it with a hydrophobic material like
PTFE is the one way of promoting the removal rate of droplets. Increased loading of
PTFE causes undesired effects on fuel cells like increased mass transport resistance,
decreased electrical conductivity and porosity. The optimum range PTFE loading
on GDL is 10–30% (Lim and Wang 2004). GDL should also continuously remove
the excess heat generated from the fuel cell to prevent the formation of local hot
spots in the electrode. The widely used substrate for the GDL is carbon paper, carbon
cloth, and carbon non-woven. At a fully humidified condition, carbon cloth performs
better performance as compared to carbon paper due to an efficient water removal
rate (Ralph et al. 1997). But, at a dry operating condition carbon paper GDL surface
shows a better performance as compared with carbon cloth (Quick et al. 2009).

Water management issue in a PEM cell can also be addressed by the modification
of the CL microstructures. An optimal microstructure with sufficient transport path
for water and gases in the CL is needed to avoid the chances of flooding issues on
the cathode side CL. The optimummicrostructure is designed by interconnecting the
Nafionmembrane with the carbon in the CL and partial filling of the void spaces with
the nanosized hydrophobic particles. This design maintains a good electronic and
ionic conductivity along with an optimal gas and liquid path across the CL structure.

Another method for improving the performance of a fuel cell is by assembling
a microporous layer (MPL) between the CL and GDL interfaces. But the reason
for the performance improvement is still not very clear and a subject for debate.
Many experimental studies are conducted for understanding the physical explanation
of MPL effect on improvement of performance and water management (Lu et al.
2010; Weber and Newman 2005). However, investigations have been concluded
with different explanations. One widely accepted reason for the enhancement is that
the optimum pore distribution in the MPL helps the water management issues (Qi
and Kaufman 2002).

10.5.2.4 Self-humidified Membrane

As discussed in the earlier sections, proper humidification of the membrane is an
essential requirement for the efficient proton transport. The performance of the fuel
cell can be improved by ensuring a high degree of hydration levels on the membrane.
So far, the discussion in this chapter was limited to the fuel cell system with external
humidifiers. A membrane design with self-humidification capabilities is one of the
novel methods to avoid the external humidifiers and to make the fuel cell systems
more compact. The design concept of self-humidifying membrane is proposed by
Watanabe et al. (1996). They have developed a self-humidifyingNafionmembrane of
50µm thickness with 0.07mg/cm2 weight percent of platinum (Pt) catalyst particles
(diameter of 1–2 nm) and a few weight percent of titania or silica oxides.

The design concept of the self-humidified membrane is depicted in Fig. 10.10.
The H2 molecule from the anode side catalytically combines with the diffused O2

molecules and produces water in the presence of Pt-dispersed particles in the mem-
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Fig. 10.10 Principle of
self-humidified polymer
electrolyte membrane
(Nafion membrane with
small weight percent of Pt
catalytic particles and
SiO2/TiO2 oxides)

H

in

out

H+

H+

(O in

e- e-

i

Anode side Cathode side

V

CL PEM Pt Oxide 
(T

brane. The oxide particle (TiO2 or SiO2) dispersed in themembrane adsorbswater and
suppresses the gas cross-over in the membrane. Lowering the thickness of the mem-
brane increases the gas cross-over rate but decreases the overall cell performance.
This technique keeps the membrane at a fully hydrated state under any operating
conditions. The main disadvantage of this technique is the increased cost of the
membrane when Pt particles are added to it. To develop a low-cost self-humidifying
membrane, researchers have looked for an alternative material to replace the Pt par-
ticles. Tungsten–carbide particles show the catalytic behavior as like Pt particles
(Levy and Boudart 1973). Recently, Zheng et al. (2017) have successfully developed
a durable self-humidifying composite membrane with a tungsten–carbide particle.
The feasibility of these membranes has been investigated by in situ experiments.
Their experimental results show a sufficient humidification, gas cross-over rate, and
improved proton conductivity features with the tungsten–carbide composite mem-
brane.

The design of self-humidified membrane is particularly advantageous for cruis-
ing vehicles where the operating condition changes abruptly. It is very difficult to
control the amount of humidification on different loading conditions effectively by
a control system. Whereas the self-humidified membrane has a capability to keep
them at hydrated state continuously at any operating load. So it eliminates the com-
plexity of the humidifier control system in different operating conditions. Overall
cell system design is effectively simplified with internal humidification. Fuel-cell-
powered vehicles with the self-humidified membrane is a good strategy for their
commercialization.
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10.5.2.5 Other Fuel Cell Design Strategies

Effect of surface wettabilies of the flow channel in two-phase flow dynamics was
investigated by Lu et al. (2011) through ex situ experiments. Engineering the GDL
surface with wettability patterns is one of the advanced water management tech-
niques in a PEM fuel cell. The concept of hybrid GDL surface was introduced by
Utaka et al. (2011). Figure 10.11 shows the concept of patterned wettability GDL
surface with alternate wettable and non-wettable (hydrophobic) coatings. Owing to
the higher surface energy characteristics of hydrophilic paths, the water generated at
the GDL/CL interface is absorbed in the hydrophilic track. The sufficient reactant gas
supply for the electrochemical reaction is ensured through the hydrophobic tracks. A
higher oxygen diffusivity is reported with patterned GDL as compared with uniform
wettability (hydrophobic) GDL surface (Utaka et al. 2011). Recently, a novel method

Fig. 10.11 Hybrid GDL
surface with alternate
hydrophobic–hydrophilic
tracks. The motion of water
from the hydrophobic track
to hydrophilic at the
underneath of GDL surface
is shown in the middle
image. Diffusion path of
reactant gases is shown in
bottom picture (reproduced
with permission from Utaka
et al. 2011)



Multiphase Flow its Application in Water Management and Harvesting . . . 277

for preparing patterned GDL surfaces based on radiation grafting is demonstrated
by Forner-Cuenca et al. (2015). In situ experiments of PEM fuel cell with patterned
GDL show a significant enhancement in the power density as compared with the
non-patterned GDL surface (Forner-Cuenca et al. 2016). The water transport in the
GDL is effectively managed by optimizing the track widths, the area ratio between
hydrophobic and hydrophilic track, contact angle, etc.

Electro-osmotic (EO) pumping technique is an another efficient water manage-
ment way in a PEM cell by placing the porous glass EO pumps with an integrated
reservoir system at the cathode channel wall (Buie et al. 2006). The generated water
on the GDL/CL interface forces out from the porous GDL by hydrophobic forces,
and it coalesces with multiple drops. These water droplets are wicked into the porous
hydrophilic structures of EO pump and transported to the integrated reservoir once
the glass structures are sufficiently filled with liquid water. At certain operating con-
ditions, EO improves the stability and performance of the fuel cell along with the
efficient water removal mechanism.

In addition to the discussed strategies, many other techniques are also developed
for achieving a dynamic equilibrium for the generated water in the fuel cell. Ge et al.
(2005) have developed a new strategy by mounting a hydrophilic wick structures to
the cathode flow-field channels of a serpentine design. This method improves the
water removal by absorption mechanism of the wicking material. Other methods
regarding flow-field design strategies are (a) by using a porous bipolar plate (Yi et al.
2004), (b) by modifying serpentine design with baffle blocks (Jang et al. 2006), and
(c) triangular/stepped/trapezoidal cross-sectional flow field (Metz et al. 2008; Min
2009; Gopalan and Kandlikar 2014).

10.6 Water Harvesting from PEM Fuel Cell

The amount of electricity production is interconnected with the water consumption
rate. Water is consumed in the majority of the power generation techniques like
thermal, nuclear, solar, and natural gas thermo-electric power plants. Water is one of
the precious commodities in the environment for the survival of living beings. Fuel
cells are the promising energy production devices capable to generate cleanwater and
electricity with a negligible amount of water consumption. The generated water from
the fuel cell is pure, but the foreign particle present in the H2 and O2, contaminants
in the flow channels, degradation of the membrane and fuel cell components, etc.,
are contaminating the fuel cell generated water. This section reviews the potential of
PEM fuel cell as an alternative potable water solution.

Water harvesting from fuel cells is a novel method for the potable water solution
of astronauts in space. Early studies in this area were conducted in the Gemini space
program of NASA for checking the quality of the generated water from the fuel cell
in space. An alkaline fuel cell stack with organic electrode was used in this space
shuttle. Unfortunately, the presence of formaldehyde, p-benzaldehyde sulfonic acid,
and sulfo-benzoic acid was observed in the generated water (Collier et al. 2006).
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Even after the purification process of filtering and carbon sorption, the targeted
quality of potable water could not be achieved in the Gemini mission. In the Apollo
space program, a fuel cell with sintered nickel electrode was used instead of the
organic electrode inGeminimission. These fuel cells resolved thewater quality issues
associated with the presence of impurities observed in the Gemini space program.
But the presence of bis (penta-methylene-di-thiocarbamate) Ni(II) was observed in
the water quality testingwhen the samples were collected from thewater storage tank
of the spaceship (Sauer and Calley 2018). The NASA report on the potable water
system of Apollo mentioned the value of total dissolved solids (TDS) as 0.73 mg/L
and pH as 5.4 (Sauer and Calley 1973). A comprehensive technology was developed
during the Apollo program for the future water requirement in spacecraft.

Later, the quality of the generated water from the US Space Shuttle and Mir
space stations was analyzed by Orta et al. (1998) using ion chromatography and
capillary electrophoresismethod. The quality of water is analyzed from the generated
water sample collected before and after the mission. Presence of organic ions was
rarely detected during the quality measurements. They reported that the quality of
water from both space shuttle followed the drinking water standards with a presence
of negligible amount of cations and anion at µg/L concentrations. All the above
studies verified the feasibility of the generated water from the fuel cell as a drinking
source in space. These studies portrayed fuel cells as a promising technique for the
simultaneous generation of power and potable water in the outer space.

10.6.1 Water Yield Calculation from PEM Fuel Cell

Water is generated as a by-product of a fuel cell by the simple electrochemical
reaction as expressed in Eq. 10.3. The measure of water generated from the PEMFC
is mathematically expressed by Buie et al. (2006),

Qw = i AFCMH2O

2FρH2O
(10.30)

where i is the current density, AFC is the active area of the fuel cell,MH2O and ρH2O are
molecular weight and density of water, respectively, and F is the Faraday constant.
The generated water in a fuel cell typically exists as both liquid and vapor states
depending on the operating temperature, operating pressure, current density, amount
of humidification, etc. A condenser unit should be required in the water collection
system for converting the vapor form of water to liquid. So the net amount of water
can be collected from a fuel cell system which is reduced by a fraction depending on
the efficiency of the condenser unit. Considering a condenser efficiency of x%, the
net amount of water collected (Qnet

w ) from the fuel cell is expressed as,
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Qnet
w = Qw × x

100
(10.31)

Hristovski et al. (2009) have extensively modeled the water yield from a commer-
cially available fuel cell stack (46 polymer membranes) of Ballard Power Systems
Inc by assuming 100% water collection capacity. Their analysis was carried out by
operating the fuel cell at a current of 52 A and a power output of 1.63 kW. The water
capturing rate from this stack is found to be 19 L/day, which is more than the average
US households drinking water consumption rate of ≈5.2 L/day (USEPA 2001).

To relate the amount of water generated to the power output (W ) of a fuel cell, a
parameter can define as water energy ratio (WER) and it is expressed as,

WER = Qnet
w

W
(10.32)

Unlike the negative value ofWER for the conventional power generation techniques,
fuel cells have a positive value of WER. Another study is conducted by Tibaquirá
et al. (2011b) to calculate the water yield from a laboratory-scale PEM fuel cell with
different types of Nafion membranes. According to their results, WER is changing
with the current density and the type of the membrane. The approximate value of
the average electrical power requirement per household in the USA is≈31 kWh (US
Energy Information Administration 2005) as per the survey conducted by US Energy
Information Administration. So the average WER required for a typical household
is approximately 0.17 L/kWh. Water energy ratio of ≈1 L/kWh is obtained in the
Tibaquirá et al. (2011b) work when the laboratory-scale PEM fuel cell is operated
at a current density of 0.7 A/cm2. According to their result, the WER from the
fuel cell is nearly six times more than the required WER for a household. From all
these aspects, we can conclude that fuel cell is the promising technology to meet the
average electricity and potable water requirement of a household.

10.6.2 Water Quality Measurements from PEM Fuel Cell

It is notable that fuel cell can generate water as a by-product during their operation
but the quality of this water when it is used for drinking purposes has always been
debatable. In a pioneering work, Hristovski et al. (2009) investigated the quality of
water produced from a PEM fuel cell. This work compared the quality of the water
produced from the six distinctive PEMFC situated in the various states of USA. It did
not evaluate the effect of the operation condition of the fuel cell with water quality,
but it verified the feasibility of the drinking water production from the PEMFC. The
water quality test results obtained from various PEMFC showed that quality of water
from the fuel cells was satisfactory. The contaminant levels in the majority of water
samples were found to be lower than the maximum contaminant level (MCL) values
of standard potable water as indicated by the United States Environmental Protection
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Agency (USEPA) (1996). But in some samples, the concentration levels of lead and
antimony were higher than MCL. Diffusion of fuel cell materials with the generated
water might be the possible reason for the presence of these contaminants. These
issues on water quality can be overcome by modifying the piping materials, fuel cell
materials, etc.

In another published literature, the water quality comparison on various types of
the commercial fuel cell was investigated with a molten carbonate fuel cell (MCFC)
and polymer electrolyte membrane fuel cell (PEMFC) by Tibaquirá et al. (2011a).
Theyhaveused1kWofPEMfuel cell (ReliOn, I-1000) and300kWMCFC(FuelCell
Energy, DFC-300) for the water quality comparison. Water samples from both fuel
cells were collected, and concentrations of major salts, metals, nonmetals, organic
compounds, total oxide carbon, etc., pH, and conductivity were analyzed in accor-
dance with the USEPA standards. According to their results, the average pH value is
7.0 ± 0.7 for PEMFC and 7.2 ± 0.4 for MCFC which falls in the acceptable range
of 6.5 and 8.5 as per USEPA potable water standards. The average conductivity is
found to be 5.9 ± 1.8µs/cm for PEMFC and 306 ± 281µs/cm forMCFC. The con-
ductivity of MCFC shows a very high value as compared with PEMFC, but both the
values are lower than the standard potable water. The concentration of aluminum and
nickel in a PEMFC is higher than MCL. In the case of MCFC, nitrite and manganese
concentration is higher than the MCL. Based on the analytical data, they concluded
that the nature of water from these fuel cells is relatively pure, and the collected water
from the fuel cell can be made as potable with a proper water treatment process.

Tibaquirá et al. (2011b) also developed a laboratory-scale experimental setup of
PEM fuel cell in Arizona State University, USA, to study the influence of operating
conditions on water quality as shown in Fig. 10.12. Water recovery system in this
setup consists of a condenser and storage tank. Electrical heaters are used in the
experimental setup for maintaining the working temperature of the fuel cell between
30 and 100 ◦C. They have conducted multiple experiments with different operating
temperatures on five different set of fuel cell systems such as Nafion-111 with DI
water humidification, Nafion-212 with DI water humidification, Nafion-212 with
pipe water humidification, self-humidified Nafion-212 with graphite made bipolar
plate, and self-humidifiedNafion-212with stainless steel made bipolar plate. Humid-
ifiers are not used in the experimental setup as in Fig. 10.12, when the fuel cell is
operated with a self-humidified membrane. The presence of contaminants in the fuel
cell water is coming from the fuel cell materials, whereas the membrane composition
is not contaminating the generated water. According to their results, they inferred
that water generated from the PEM fuel cell needs a purification system to make it
potable. The metal concentration of the fuel cell water reflects the lifespan of the fuel
cell components. Therefore, the robustness of a fuel cell can qualitatively analyze
from the metal concentration values of the generated water.
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Fig. 10.12 A laboratory-scale experimental setup developed by Tibaquira et al. to recover water
from a PEM fuel cell. Humidifiers are omitted for self-humidifying membrane (reproduced with
permission from Tibaquira et al. 2011b)

10.7 Summary

This chapter reviews the potential of PEM fuel cells as a primary power source in
electric vehicles and the feasibility of exhausted water as a potable water source.
Presence of rare-earth elements like platinum as an essential element in the major
components of the PEM fuel cells is one of the key challenges for their commercial-
ization. The development of fuel cell material with alternate composite materials can
replace platinum particles and can effectively reduce the total cost of fuel cells.Water
transport mechanism in a PEM fuel cell comprises of multiple complex phenomena
like multiphase flows (condensation, evaporation, boiling, melting, etc.), molecular
diffusion, electro-osmotic forces, catalytic reaction, electrochemical reaction, flow
through porous media, etc. A detailed understanding of the water transport mecha-
nism in different components of fuel cell can help in the design of high-performing
fuel cells by developing advanced water management strategies. Gas diffusion layer
acts as a porous opening for the supply of reactant gases and the removal of product
water. An optimum dynamic balance of reactant supply and product water removal
can be achieved by analyzing the multiphase flows and proper modifications in the
cathode side of the GDL surfaces. This chapter also discusses some recent advance-
ments in the perspective of fuel cell materials and water management techniques.
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Chapter 11
Ferrofluids for Propulsion

Uddalok Sen and Souvick Chatterjee

Abstract Ferrofluids are colloidal suspensions of single-domain magnetic nanopar-
ticles in a nonmagnetic carrier fluid. Despite the presence of both solid (nanoparticle)
and fluid (carrier fluid) phases, the suspension behaves as a fluid in the presence of a
magnetic field. The superparamagnetic nature of the suspended particles allows for
the suspension to be manipulated by a magnetic field ‘from a distance,’ i.e., without
any mechanical actuation system. Although ferrofluids were first developed in the
1960s for drawing liquid fuel against gravity in rocket propulsion systems, the appli-
cation never materialized commercially in a large scale. However, ferrofluids have
been extensively used for other applications such as ferrofluidic seals, loudspeakers,
magnetic drug targeting, thermomagnetic convection, magnetic shape-shifting opti-
calmirrors, and energy harvesting. Recently, it was shown that ferrofluids can be used
in the micropropulsion sector. In the presence of a magnetic field, a ferrofluid surface
naturally deforms to form sharp peaks, the phenomenon being known as Rosensweig
instability. For ionic ferrofluids, an amplification of the electric field is present at the
tip of these peaks, which leads to electrospray emission. The reaction force due to
the emitted droplets results in forward propulsion. In the present chapter, a summary
of the basics of ferrofluids and their manipulation techniques is presented, followed
by a brief review of ferrofluid-based propulsion techniques.

11.1 Introduction

The need for very accurate positioning of small satellites has seen the birth and
growth of electric propulsion techniques (Lev et al. 2017). These techniques can
provide thrusts in the range of tens of micro-Newtons in an extremely controllable
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fashion, thus making them attractive for geostationary communication satellites, low
earth orbit mega constellations, and earth observation satellites (Lev et al. 2017).
Colloid thrusters, where droplets emanate from a colloidal fluid in the presence of an
external field, are one of the popular methods of electric propulsion. An electrospray,
where an ionic liquid undergoes jetting and subsequent breakup into droplets in the
presence of an electric field, is a popular method of thrust generation in such colloid
thrusters (Gamero-Castano and Hruby 2001).

An ionic liquid surface, in the presence of an electric field, deforms to form a con-
ical meniscus (Taylor 1964; Taylor and McEwan 1965), known in the literature as a
Taylor cone. The electric field imposesMaxwell stresses which pull the liquid (Yarin
et al. 2014), while the surface tension of the liquid tends to minimize the surface area.
An interplay between these two counteracting stresses results in the conical shape
of the liquid-free surface. When a liquid flow is fed into this cone simultaneously, a
steady jet ensues which further breaks up into droplets (Zeleny 1914). The 1960s and
1970s saw a boom in the research on electrospray for space propulsion applications
(Huberman and Rosen 1974), but the interest gradually declined. The primary rea-
sons identified (Gamero-Castano and Hruby 2001) for this initial decline included
a decrease in space technology research in the post-Apollo era, the high (>10 kV)
operating voltages required, and difficulties associated with scaling up. However, the
recent rekindling of the interest in colloid thruster technology can be attributed to
(Gamero-Castano and Hruby 2001) the suitability of the low-output thrust of a single
electrospray for smaller spacecraft, the need for precise and fine thrust variations,
and the knowledge of producing sprays of higher specific impulse at a lower onset
voltage (15 kV). Although the thrust from a single electrospray is of the order of
micro-Newtons, it can be increased significantly by having multiple emitters in an
array (Velásquez-García et al. 2006).

Themagnetic analog of the Taylor cone is the normal field instability (Rosensweig
instability) (Cowley and Rosensweig 1967), observed when a magnetic field is
applied to a magnetizable fluid (Afkhami et al. 2010). These fluid peaks are reg-
ularly spaced and static, and have been studied extensively (Boudouvis et al. 1987;
Gailı̄tis 1977; Rosensweig 1987). In terms of magnetizable fluids, ferrofluids are the
most obvious choice. Ferrofluids are colloidal suspensions of single-domain mag-
netic nanoparticles (5–15 nm in diameter) in a nonmagnetic liquid phase (either
water or hydrocarbon oil) (Odenbach 2004). The particles usually consist of ferrite,
magnetite, or maghemite alloyed with nickel, cobalt, magnesium, or zinc (Puri and
Ganguly 2014), and are usually prepared by chemical coprecipitation of ferrous salts
or by mechanical grinding. An adsorbed surfactant layer is usually present in these
particles to prevent agglomeration due to van der Waals forces and dipole–dipole
interaction. The particles exhibit superparamagnetic nature in this size range; i.e.,
the particle magnetization curves, although being comparable to ferri- or ferromag-
netic particles, show no hysteresis (Sen et al. 2017). A ferrofluid is nonmagnetic in
the absence of a magnetic field, but an externally imposed magnetic field aligns the
magnetic moments of the superparamagnetic nanoparticles, thus making the fluid
magnetic. This feature has been harnessed for manipulating ferrofluids ‘from a dis-
tance’ by either active or passive means. Microfluidics (Nguyen 2012) has been a
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broad application area of ferrofluids, but they have been used for other applications
such as thermomagnetic convection (Ganguly et al. 2004) and energy harvesting
(Bibo et al. 2012).

Recent studies (Jackson et al. 2017; King et al. 2014; Mkrtchyan et al. 2013)
show that the free surface of an ionic ferrofluid, in the presence of both magnetic
and electric fields, can deform to produce a jet, which subsequently disintegrates into
droplets. Several studies (Stone et al. 1999; Tyatyushkin and Velarde 2001; Zakinyan
et al. 2012) exist that have investigated the deformation of ferrofluid droplets in the
presence of both electric and magnetic fields. The present chapter highlights some
of the popular manipulation techniques of ferrofluids, followed by a brief review of
the ferrofluid-based propulsion techniques. The chapter concludes by summarizing
the key findings and briefly highlighting the future scope of research in this area.

11.2 Ferrofluid Manipulation Techniques

The behavior of ferrofluid drops in magnetic fields has been extensively studied
numerically (Rowghanian et al. 2016; Liu et al. 2011), experimentally (Tan and
Nguen 2011; Yan et al. 2015; Tan et al. 2010; Long et al. 2009; Chen et al. 2009),
and analytically (Brancher and Zouaoui 1987; Zhu et al. 2011; Lee et al. 2012). The
present section highlights two representative studies that demonstrate some of the
popular formation and breakup techniques of ferrofluid droplets.

11.2.1 Formation of Ferrofluid Droplets

In a recent study, Sen et al. (Sen et al. 2017) demonstrated the use of a microfluidic
T-junction to generate ferrofluid droplets. A numerical simulation was performed
employing the volume of fluid (VOF) method, where a magnetic dipole was placed
underneath the T-junction geometry whose main channel had a Tween 80–water
solution as the continuous phase and an oil-based ferrofluid (EFH3, Ferrotec) entered
through the side channel as the discrete phase. ThemagneticKelvin body force acting
on the ferrofluid was accounted for via a user-defined function. The dispersed phase
flow rate was kept constant, while the flow rate of the continuous phase (in terms of
its capillary number, Ca) and the dipole strength, m, was varied during the course of
the study. The position of the magnetic dipole relative to the side channel was also
varied.

The ferrofluid flow in the absence of any magnetic field is shown via snapshots
in Fig. 11.1 for Ca � 0.025. The forces acting on the ferrofluid stream once it
starts entering the main channel are primarily due to viscous, pressure, and surface
stresses. As observed from the snapshots in Fig. 11.1(ii) through (vii), the ferrofluid
thread increases in volume from ‘a’ to ‘b’, while the remaining is attached at the
neck. A change in curvature of the neck (from convex to concave), as the ferrofluid
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Fig. 11.1 (i) Variation of continuous and dispersed phase pressures with flow time at Ca � 0.025
andm� 0; (ii)–(vii) droplet shapes at the salient time instants shown in (i); locations of the pressure
probes are shown in inset (ii); (viii)–(xiii) pressure contours at the salient time instants. The figure
has been reproduced, with permission, from Sen et al. (2017)

progresses further into the main channel, causes the pressure pd [measured at the
location marked in Fig. 11.1(ii)] to rise [as seen in Fig. 11.1(i)]. pc [measured at the
location marked in Fig. 11.1(ii)] also increases [as seen in Fig. 11.1(i)] during this
time as the ferrofluid volume inside the main channel blocks a certain fraction of the
flow area of the continuous phase. The pressure rise is maximum between snapshots
‘b’ and ‘c’, until the point where the ferrofluid neck ruptures due to the squeezing
and shearing action of the continuous phase. The rupture causes the formation of a
droplet, which then adjusts its shape so as to have the minimum surface area. The
departure of the detached droplet from the flow domain (instant ‘e’) results in an
abrupt decrease of the flow resistance, thus causing the abrupt drops of pc and pd
observed in Fig. 11.1(i).
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Fig. 11.2 (i) Variation of continuous and dispersed phase pressures with flow time at Ca � 0.025
and m � 22.5 × 10−6 A m2 placed upstream; shapes of the dispersed phase at (ii) t � 0.5443 s and
(iii) t � 0.7707 s. Top views also show locations of the pressure probes [inset (ii)] and location of
the dipole under the microchannel [inset (iii)]; (iv), (v) pressure contours at the same salient time
instants. The figure has been reproduced, with permission, from Sen et al. (2017)

When a magnetic dipole of strength 22.5 × 10−6 A m2 is placed upstream of the
side channel [as shown in Fig. 11.2(ii)], a significant change is observed in the fer-
rofluid flow behavior for the same Ca � 0.025. Droplet formation was not observed;
instead, the ferrofluid flowed through the main channel as a continuous fluid stream,
characteristic of jetting or parallel flow. Jetting is usually associated with higher
capillary numbers where the strong shearing action of the continuous phase causes
severe stretching of the dispersed phase. The magnetic Kelvin body force due to
the presence of the dipole in this case is responsible for an extra stress on the fer-
rofluid volume in addition to the pressure, interfacial, and shear forces. Since the
dipole is placed upstream of the location of the side channel, the ferrofluid experi-
ences an attractive force opposite to the direction of motion of the continuous phase,
resulting in a reduction of the ferrofluid flow velocity. The increased relative velocity
results in an increased shear stress, which tips the system beyond the dripping-jetting
transition point. The constant nature of the pressure plot [Fig. 11.2(i)] is also repre-
sentative of a typical parallel flow regime, where the difference between pd and pc
is due to the Laplace pressure difference caused by the unchanged curvature of the
ferrofluid–water interface.

When a dipole of the same strength is placed downstream of the side channel,
the flow behavior is distinctly different from that shown in Fig. 11.2. In this case,
as the ferrofluid is entering the main channel, the dipole is to its downstream, thus
attracting it in the forward direction. But once it crosses the location of the dipole,
the direction of the force is reversed. The velocity of the ferrofluid is reversed, thus
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Fig. 11.3 (i) Variation of continuous and dispersed phase pressures with flow time at Ca=0.025
and m=22.5 × 10−6 A m2 placed downstream; (ii)–(vii) droplet shapes at the salient time instants
shown in (i); locations of the pressure probes are shown in inset (ii); (vii) location of the dipole
under the microchannel; (viii)–(xiii) pressure contours at the same salient time instant. The figure
has been reproduced, with permission, from Sen et al. (2017)

increasing the relative velocity, and consequently the shear between the dispersed
and the continuous phases. However, this increase is not as high as the previous case
when the dipole was upstream of the side channel. Also, while the leading part of
the ferrofluid is experiencing a force in the opposite direction, the trailing part is still
attracted toward the forward direction. This results in the stresses to not cross the
dripping-jetting transition point. The droplet detachment phenomenon (Fig. 11.3) is
similar to the nonmagnetic case. However, the detached droplet is attracted against
the direction of flow by themagnetic dipole (which is downstream of the side channel
location but upstream of the droplet), thus increasing its residence time within the
channel.
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Fig. 11.4 Sequential images
of the drop motion for the
representative case of
d=0.5 mm, Hc=510 Oe, and
l=10 mm at different times. l
denotes the distance of the
orifice from the
electromagnet coil. The
figure has been reproduced,
with permission, from Chen
et al. (2009)

11.2.2 Breakup of Ferrofluid Droplets

The breakup of a ferrofluid dropwhen it is squeezed through an orifice in the presence
of a magnetic field was studied experimentally by Chen et al. (Chen et al. 2009). A
ferrofluid drop (17 L volume) is placed inside a tube (filled with distilled water–g-
lycerol mixture) that is fitted with an acrylic orifice of diameter, d. An electromagnet
coil is placed on the other side of the orifice to that of the drop. When the coil is
turned on, the magnetic field produced by the electromagnet attracts the drop toward
it, resulting in a squeezing action through the orifice.

A representative case of ferrofluid drop breakup for orifice diameter, d=0.5 mm,
and local field strength, Hc � 510 Oe, is shown in Fig. 11.4. At t=0, gravity and
the weaker interfacial tension between the ferrofluid and the glycerol–water mixture
are responsible for distorting the droplet. Upon activating the magnetic field, the
drop moves toward the orifice until it comes into contact with the orifice plate.
The confinement caused by the orifice increases the viscous drag, while the surface
stresses also increase due to the change in curvature of the free surface. However,
the magnetic force is still strong enough to pull the ferrofluid through the orifice. A
thread of ferrofluid is stretched through the orifice, while the rest of the drop remains
jammed upstream of the orifice location. The rounded leading edge of the elongated
ferrofluid thread keeps progressing forward (toward the left in Fig. 11.4) which leads
to necking and finally ruptures to form a new ferrofluid droplet. Post breakup, the
remaining ferrofluid thread recoils due to surface tension. If the magnetic field is still
prevalent after the first breakup, the remaining ferrofluid drop undergoes breakup in
the same manner as the previous one to yield another ferrofluid droplet.
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Fig. 11.5 Sequential images
of drop motion for different
diameters of Hc � 510 Oe
and l � 10 mm: a d
� 0.3 mm and b d=0.8 mm.
l denotes the distance of the
orifice from the
electromagnet coil. The
figure has been reproduced,
with permission, from Chen
et al. (2009)

The effect of varying the diameter of the orifice at a constant local field strength
(Hc) of 510 Oe is shown in Fig. 11.5a, b. With increasing confinement, the viscous
drag is expected to increase. Moreover, a smaller orifice results in a larger curvature
of the fluid thread, which leads to a higher resistance due to surface tension. Hence, it
is more challenging for the same ferrofluid drop to traverse through a smaller orifice
as compared to a larger one. For d=0.8 mm (Fig. 11.5b), the ferrofluid leading edge
is much more stretched as compared to the case where d=0.3 mm and after less time
as well.

Such unique abilities to manipulate ferrofluid are bound to attract attention from
different spheres of innovation, and the propulsion community has also responded.
The following section describes the relevance of a particular type of liquid for propul-
sion of miniaturized satellites and how ferrofluids can serve as a strong component
in this context.

11.3 Ferrofluid-Based Propulsion Systems

One of the most striking things in the context of ferrofluids for propulsion is the
history associated with the invention of ferrofluids. In the absence of gravity, it was
a big challenge to pump fuel efficiently into a rocket engine. Papell (1963) at NASA
came up with the idea of attaching magnetic properties to an otherwise nonmagnetic
fuel so that it can be controlled under zero gravity by powerful magnets or pumped
by switching magnetic fields using electromagnets. The idea was abandoned as solid
fuel propellants came to reality.



11 Ferrofluids for Propulsion 295

After years of demonstrating multiple liquid manipulation techniques, demon-
strated briefly in the previous section, ferrofluids again have the potential to find use
in outer space propulsion operations. This innovation came to the limelight because
of the increased usage of electrospray for spacecraft propulsion.

Recent years have seen a steep ascent in the usage of electric propulsion for trans-
port of nanosatellites in space. These satellites perform a bunch of functions ranging
from geostationary communication, CubeSat (mass less than 1.33 kg), interplanetary
missions, earth observation, etc. Apart from agencies like NASA and the Department
of Defense, many private companies are showing interest in entering into this mar-
ket segment. According to SpaceWorks Enterprises (Buchen 2014), the number of
microsatellites (1–50 kg) launched almost tripled in 2013 as compared to 2012 and
is projected to increase 10× by 2020. CubeSat is a typical miniaturized satellite used
for space research, and electric propulsion is a key mode of a thruster for these satel-
lites. The commercial viability of this technology is proven by the planned mission
Lunar IceCube by NASA to estimate the size and composition of water deposits on
the Moon. Electric propulsion will be used for this project through an electric RF ion
engine system, which produces 1.1 mN thrust and 2800 s specific impulse (defined as
total impulse or change in momentum per unit propellant consumed) from 50W total
input power. Traditionally, electrospray is generated using microfabricated capillary
needle electrodes. At the application of a critical voltage, the liquid forms a Taylor
cone, the apex of which provides emission. A microsatellite can be propelled using
an array of such cones. A new technology eliminates the need of an array of capillary
electrodes by creating multiple parallel jetting instabilities through the application
of simultaneous electric and magnetic fields. This requires the use of ionic liquid
ferrofluids (ILFFs), which are created by suspending magnetic nanoparticles in a
molten salt carrier liquid.

The Taylor cone instability of ionic liquid correlates to the Rosensweig instabil-
ity for magnetic fluids, which replaces the support structure of capillary electrodes
for traditional electrospray. Hence, the first step in this study is the creation of the
magnetic ionic fluid with enough magnetic strength to demonstrate the Rosensweig
instability. Although there are several efforts for creation of these two-phase fluids,
a successful one was demonstrated by Jain et al. (2011). They created an ILFF based
on ethylammonium nitrate (EAN); but it was noted to be hygroscopic and more vis-
cous, which limits its use for propulsion applications. Hence, the other ILFF was
developed by King et al. (2014). The latter was based on EMIM-NTf2 and was pre-
pared by mixing a dispersion of sterically stabilized Sirtex magnetic nanoparticles in
50:50 (by weight) water and ethanol with EMIM-NTf2, followed by ultrasonifica-
tion for 2 min. Water and ethanol were removed by rotary evaporation and overnight
nitrogen purging. The classic M–H curve (magnetization flux field strength) shows
zero hysteresis, which is characteristic of superparamagnetism. A set of permanent
magnets provided enough field strength to display the Rosensweig instability. Once
the instability is achieved using amagnetic field, an additional electric field generates
electric stresses which, after a threshold, leads to electrospray emission.

King et al. (2014) showed a comparative study of theEANandEMIM-NTf2-based
ILFFs by monitoring the emission current. Their custom ILFF (based on EMIM-
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Fig. 11.6 Effect of superimposition of electric field on sessile ferrofluid droplet. a Profile image
of the five tipped arrays created in ILFF under only a magnetic field. b Suitably strong electric field
causing the tips to sharpen into current-emitting cones. c–e Magnetic features were incrementally
strained and sharpened by the electric field, showing an abrupt onset of emission that in this case
occurred at 2.6 kV to produce 2μA of positively charged emission. The figure has been reproduced,
with permission, from King et al. (2014)

NTf2) showed an abrupt onset of emission 2.6 kV to produce 2 µA of positively
charged emission. The experiments showed five tips in the Rosensweig surface pat-
tern as shown in Fig. 11.6, each of which has the potential to act as an individual
electrospray emitter. Hence, for space propulsion applications, an increased surface
area of ferrofluid can, in principle, create multiple such magnetic field-induced emit-
ters (peaks), thus eliminating the need for microfabricated capillary electrodes. Their
theoretical analysis also showed a lower critical electrical field in the presence of
a magnetic field to cause the jetting instability. Also, up to 16 emission sites are
hypothesized to be created using ILFF as the ionic liquid, which is a massive boost
for propulsion of miniaturized satellites.

More recently, Jackson et al. (2017) showed a transient computation model to
simulate morphology of a sessile ILFF droplet when subjected to electrical and
magnetic forces. They discussed roles of the individual perturbing fields (electric
andmagnetic) in relation to the jetting instability. Their simulations showed excellent
agreement with the experiments in terms of droplet height up to 85% of the critical
onset voltage, after which the model slightly overpredicted the droplet deformation,
as shown in Fig. 11.7 for two different magnetic fields. Stress measurements at the
meniscus apex for a single simulated droplet showed magnetic stresses to dominate
at lower applied voltages but rapidly overtaken by electrical stresses at emission
onset. Their observance of a strong correlation between spray onset potential and
increasing magnetic field strength clearly highlights the importance of the latter in
this technology.
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Fig. 11.7 Simulated and imaged contours for a 225 G and b 264G magnetic fields. The figure has
been reproduced, with permission, from Jackson et al. (2017)

The most recent work in this segment by the same group was presented at the
AIAA 2018 Joint Propulsion Conference, where Jackson and King (2018) showed
the performance estimation of single-tip ionic liquid ferrofluids. A key performance
metric is the thrust per emitter, which dictates feasibility of this source as electrospray
emitter for spacecraft propulsion. The efficiency, η, of a thruster, which in turn is
given by the ratio of power of electrospray jet (Pj) and electrical power input (Pin)
such that:

η � Pj

Pin
� T 2

2ṁ Pin

whereT is the resultant thrust and ṁ is the propellantmass flow rate. The other crucial
parameter in this context is specific impulse of electrospray, which is determined by
the exhaustive velocity of the thruster, given by total exit velocity of all ions that are
emitted:

ve �
∑

vi �
∑

√
2qi V

mi

where vi is the exit velocity of a single ion, qi is the charge of the ion, V is the
acceleration voltage, and mi the is mass of the ion. Both of these parameters depend
on themode of operation of the emitter: pure ionmode or droplet mode. In the former,
charge-to-mass ratio is high leading to higher specific impulse and reduced thrust.
Droplet mode leads to lower charge-to-mass ratio, lower specific impulse, and higher
thrust. An in-between mode of operation of the emitter provides a broader range of
operation.
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Since thrust could not be measured directly, they approximated the parame-
ter using the average mass-to-charge ratio of the emitted fluid. Their experiments
also showed quantitative aspects in terms of emission test such that after a span
of 45–180 min, the emission stabilized and transformed into a constant voltage
mode with sustained emission for a span greater than 10 h, which resulted into self-
extenuation of the source. A cyclical process of restarting and extenuation would
continue till depletion of fluid or reaching of the maximum range of voltage source.
They conducted three different tests for varying magnetic fields, which showed con-
sistent results. An average specific impulse of 1385 s and an average thrust of 0.38µN
were estimated from a single emitter. This estimation has multiple assumptions such
as

• All particles are accelerated to the full extraction potential.
• Single value accurately describes mass-to-charge ratio. In the configuration
described, which is a mixed ion–droplet regime, the mass-to-charge ratio dis-
tribution ranges several orders of magnitude and is a future scope of this research.

However, incorporating the overprediction of thrust and specific impulse, the
numbers are significantly close to the NASA Lunar IceCube electrospray-propelled
nanosatellite. The ease of scaling up ILFF-based electrospray also provides a reason-
able strength to the future of this emerging technology in the innovation ecosystem.

11.4 Conclusions and Future Scope

Ferrofluids have been an integral component of research at the intersection of mag-
netismandfluidmechanics for a significant period.The fundamental aspects of prepa-
ration of this type of fluid and manipulation techniques have been quite extensively
studied both numerically and experimentally. The current chapter briefly summa-
rizes some of the key studies on manipulation techniques of this special type of fluid.
The existence of two phases in a typical sessile ferrofluid droplet makes numerical
studies using the classical volume of fluid approach relevant and has been discussed
in detail in this chapter. The ability of controlling morphology of the droplet using
an external magnetic field makes it unique and has been elaborately studied in the
literature. This chapter also highlights the relevant quantitative parameters involved
in this physical phenomenon. Highlighting the fundamental novelty of ferrofluid, the
chapter further discusses the importance of this fluid in light of electrospray-based
propulsion.

After being conceived in the 1900s, the concept of electric propulsion sawmomen-
tum at the end of the last century, leading to maturity of the technology with market-
wide acceptance for multiple functions onboard different types of satellites. With
increasing demand, there is an increased chance of growth of different electric propul-
sion technologies to cater specific needs, which prospers potential usage of other
technologies in the pipeline that includes electrospray and hence ferrofluid-based
electrospray.
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SpaceWorks’s projection dataset shows an average growth of 23.8% over
2014–2020 in use of CubeSat with 2000–2750 micro-/nanosatellites requiring a
launch. With increased interest in academia, eruption of commercial companies, and
start-up activities, the micro-/nanosatellite market is growing significantly and future
launches suggest this trend will continue. Hence, innovation will continue to thrive
in this space with newer and efficient propulsion technologies.

As mentioned earlier, for propulsion applications using ionic liquid ferrofluid, an
array of emitter is ideal. However, there is a crucial challenge to overcome in this
segment. A small difference in heights of different peaks in an array creates different
onset voltages resulting in different emission intensities. Creation of custommagnets
and proper tuning of magnetic field gradient can produce uniform arrays, but those
require further exploratory research. Successful dynamic simulations of the single-
peak normal field instability of ferrofluid in the presence of electric and magnetic
fields opened up possible studies of the effect of existing broad parameter range in
this context without spending excessive time and money. Other research avenues
include prevention of plasma formation, composition of emitted fluid to achieve the
desired viscosity, magnetic, and ionic properties. The promising performance metric
justifies further efforts to refine the technology in these grounds and is expected to
show tangible positive outcomes in the near future.
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Chapter 12
Coolability of Heat-Generating Porous
Debris Beds in Severe Accident Situations

Aranyak Chakravarty, Priyankan Datta, Koushik Ghosh, Swarnendu Sen
and Achintya Mukhopadhyay

Abstract Molten fuel–coolant interactions in postulated severe accident scenario
of nuclear reactors lead to the formation of a porous debris bed. Substantial heat
generation takes place within such debris beds as a result of radioactive decay, and
this needs to be continuously removed in order to maintain the temperature of the
debris material within acceptable limits. This is achieved by boiling heat transfer
using cooling water. Any failure in this regard can lead to re-melting of the mate-
rial in an extreme situation and lead to further catastrophic consequences. In this
context, it becomes imperative to have an assessment of the limit beyond which the
debris cannot be maintained in a coolable condition. This limit is typically identified
by the occurrence of dryout, i.e. water vapour accumulation within the debris bed.
This chapter attempts to highlight the underlying mechanism and the pertinent fac-
tors contributing to dryout occurrence in typical debris beds. Various experimental
studies and numerical modelling carried out in this regard are thoroughly reviewed.
Augmentation of the dryout limit using available techniques is discussed in detail.
A numerical model that has been developed for analysing multiphase flow and the
associated heat and mass transfer in such porous debris beds are also presented in
this chapter along with some salient results.

Nomenclature

ai Interfacial area density, m−1

cp Specific heat capacity, J/kg.K
Dp Particle diameter, m
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F Solid–fluid drag force, kg.m−2.s−2

g Acceleration due to gravity, m/s2

h Enthalpy, J/kg
K Permeability, m2

Kr Relative permeability
m Mass transfer rate, kg.s−1

p Pressure, Pa
q Volumetric heat transfer rate, W.m−3

R Interfacial momentum exchange coefficient, kg.m−3.s−1

T Temperature, K
V Velocity, m.s−1

Greek Letters

α Volume fraction
2f Porosity

η Passability, m
ηr Relative passability
λ Thermal conductivity, W.m−1.K−1

μ Viscosity, kg.m−1.s−1

ρ Density, kg.m−3

ψ Sphericity

Subscripts, Superscripts, etc.

f Fluid phase
i Liquid–vapour interface
j Primary phase index
k Dispersed phase index
l Liquid phase
LC Liquid continuous regime
s Solid phase
sat Saturation value
v Vapour phase
VC Vapour continuous regime
′′′ Volumetric quantities
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12.1 Introduction

Management guidelines for situations involving severe accidents in nuclear reactors
require prompt shutdown of a reactor following an accident, thereby ensuring termi-
nation of the nuclear fission reaction. However, a substantial amount of decay heat
continues to be generated within the reactor core even after reactor shutdown. This
is estimated to be about 6% of the reactor thermal power just after reactor shutdown.
The decay heat generated undergoes an exponential decrease to approximately 1% of
the reactor thermal power 1 h after reactor shutdown. Such a large amount of decay
heat generated needs to be continuously removed in order to prevent temperature rise
within the reactor core. Unchecked temperature rise within the core can potentially
cause meltdown of the core. This is the major difficulty faced in accident manage-
ment of nuclear reactors and also serves as the basic premise of safety in nuclear
reactors.

A postulated severe accident in a nuclear reactor is characterised by a lack of
sufficient heat removal systems from the core due to the failure of normal and emer-
gency cooling systems. Continuous heat generation within the reactor core, coupled
with a lack of cooling systems, results in tremendous heating of the core and causes
the residual cooling water within the core to evaporate. This exposes the decay heat-
generating fuel rods to water vapour. As a consequence, heat removal from the rods
decreases leading to rapid temperature rise and in an extreme situation may result in
meltdown of the fuel rods.

In case the fuel rods melt down, a melt pool is formed within the reactor core
comprising the fuel and support structure materials. This is typically referred to as
corium, and it relocates to the reactor pressure vessel (RPV) due to gravitational
action in the form of melt jets or drops (see Fig. 12.1). Two situations may arise
during this relocation depending on whether the reactor pressure vessel contains any
residual water. If the RPV does not contain any residual water, the molten mate-
rial comes in direct contact with the RPV wall and accumulates in the form of a
molten pool in the RPV lower head (see Fig. 12.1). In contrast to this scenario, the
superheated molten mass comes in contact with subcooled water if the RPV contains
any residual water. During the descent through this water pool, the molten material
jets undergo hydrodynamic interactions with liquid water and are disintegrated into
smaller droplets (Mahapatra et al. 2018). This action is typically termed as hydrody-
namic fragmentation. Film boiling of water starts simultaneously since themolten jet
temperature exceeds the Leidenfrost temperature of water. This results in the forma-
tion of a meta-stable mixture comprising of water, water vapour and the fragmented
material. Under certain conditions, the vapour film enveloping the fragments may
undergo destabilisation and this may bring the superheated molten mass in direct
contact with water. The thermal stress generated as a result of this interaction cre-
ates local pressurisation, and this can cause further disintegration of the fragmented
molten mass. This is typically termed as thermal fragmentation. The fragmented
material is eventually quenched, and it settles down in the RPV as a mass of decay
heat-generating debris (see Fig. 12.1). The above-described phenomena are typically
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Fig. 12.1 Schematic representation of the formation of melt pool and debris bed in the RPV due
to melt relocation

termed as the in-vessel phase in the accident progression sequence since the entire
phenomena remain confined within the RPV.

An estimation of the decay heat generated within the debris yields a specific
power between 100 and 300 W/kg and an equivalent power density between 0.5
and 1.5 MW/m3. This obviously is dependent on the reactor type and composition
of corium. Proper removal of such a large magnitude of decay heat generation can
only be achieved by boiling heat transfer using cooling water. A stable and coolable
condition can be achieved only if the evaporated water can be replaced continual-
ly—either by external injection of additional cooling water or by condensation and
recirculation of the evaporated water. Also, it is necessary that the vapour generated
within the debris is able to exfiltrate the debris and the cooling water is able to infil-
trate into the debris. Failure to maintain the mass of debris in a coolable condition
will lead to localised dryout and result in a subsequent rise of solid-phase tempera-
ture within the debris. This creates a possibility where the debris might be subjected
to re-melting and again result in the formation of a molten pool in the RPV lower
head. Thermal interaction occurs between the melt pool and the RPV wall, and in
an extreme situation, this may result in failure of the RPV. Subsequently, the molten
mass relocates to the reactor containment.

In the reactor containment, themoltenmass is subjected to similar actions as in the
in-vessel scenario. Failure to terminate the accident progression at this stage, how-
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Fig. 12.2 Schematic of accident progression sequence considering molten fuel–coolant interac-
tions

ever, can lead to steam explosion and the subsequent radioactive release to the envi-
ronment. This phase of the accident sequence is termed as the ex-vessel phase since
the entire phenomena occur outside the RPV. The accident progression sequence,
described above, is schematically represented in Fig. 12.2.

It can, thus, be understood that ensuring adequate heat removal from the heat-
generating debris and maintaining it in a coolable state is imperative for terminating
the accident progression sequence. In this context, it becomes necessary to assess the
limit beyond which the debris cannot be maintained in a coolable state. This limit
is typically defined by the dryout condition and is represented in the literature in
terms of the corresponding heating power (dryout power) or the heat flux that can
be removed through the upper surface of the bed (dryout heat flux).

12.2 Debris Bed Characteristics

The composition and structure of a debris bed are primarily determined by the pre-
ceding interactions between the molten corium and the coolant. This is typically
referred to by the term molten fuel–coolant interactions (MFCI). The phenomena
of MFCI are itself dependent on various factors such as the size of the core breach,
mass flux of the relocating molten corium, temperature of the molten corium and
water pool. Therefore, it becomes essential to have a proper evaluation of the MFCI
phenomena and its outcomes in order to carry out a comprehensive study on debris
coolability.
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Table 12.1 Debris bed composition observed in different experimental programmes

Experimental programme Particle size range (mm) Average porosity

KROTOS (Huhtiniemi and
Magallon 2001)

<2 N/A

FARO (Magallon 2006) <6 0.5–0.6

TROI (Song et al. 2003) <6.35 N/A

DEFOR (Karbojian et al.
2009)

<10 0.46–0.7

COMECO (Singh et al. 2015) <10 (without decay heat)
<50 (with decay heat)

0.51

Several experimental investigations have been conducted in the past with a focus
on characterising the composition of the debris. Experiments in the FARO and KRO-
TOS facilities studied debris formation by considering awide range of various param-
eters (Magallon 2006). Parameters considered include mass of the molten material,
water pool depth, diameter of the melt jet and system pressure. Significant fragmen-
tation of the melt jet was observed to occur irrespective of the operating conditions.
The DEFOR experiments observed the effect of water pool subcooling on the frag-
mentation process. Similar investigations on debris formation have been carried out
in TROI facility (Song et al. 2003) as well as the MISTEE-Jet facility (Manickam
et al. 2016).

Observations from the above-mentioned experimental investigations reveal that
the debris formed has an irregular and heterogeneous porous composition. This
allows fluid movement through the interconnected void between the constituent par-
ticles. Significant uncertainty is, however, evident from reported experimental data
on bed porosity and size of the constituent particles. Average porosity of the debris
has been reported to vary between 0.25 and 0.7, while the particle size has been
observed to range from very fine fragments (~100 µm) to large chunks (~50 mm).
Table 12.1 summarises the observations reported from various experimental pro-
grammes on debris bed formation. These data have been used in recreating typical
debris beds for the purpose of investigation into coolability of the debris beds.

A separate source of uncertainty arises with respect to the debris bed structure. It
is expected that the debris bed formed due to MFCI will have a heap-like structure
similar to that observed during pouring of granular material on a surface. Karbojian
et al. (2009) observed that a heap-like debris bed is formed when the melt jet is
completely fragmented into very fine particles (Fig. 12.3). Lin et al. (2017) char-
acterised the structure of a debris bed in terms of the particle size. A flat-topped
cylindrical bed structure was observed for very fine particles (<0.25 mm) while it
evolved from a concave-shaped to a convex-shaped conical heap as the particle size
was progressively increased to ~2.5 mm and beyond. This is represented in Fig. 12.4.
The formation of heap-like beds has also been confirmed from a small-scale in-house
experiment carried out on MFCI (Fig. 12.5).
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Fig. 12.3 A typical debris bed formed as a result of MFCI in DEFOR experiment (used with
permission from Karbojian et al. 2009)

0.25 mm 0.5 mm 1 mm 2 mm

2.5 mm 4 mm 6 mm 8 mm

Fig. 12.4 Change in debris bed structure with particle size (used with permission from Lin et al.
2017)

12.3 Prior Investigations on Debris Coolability

12.3.1 Experimental Programmes

Observations from various experimental studies have enabled identification of the
root cause of dryout occurrence in debris beds. Heat removal from the decay heat-
generating solid particles is achieved by flooding the debris bed with cooling water.
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Fig. 12.5 Debris structure observed in in-house experiments

Fig. 12.6 Schematic representation of a top flooding and counter-current flow of water and vapour,
b lateral flooding and c bottom flooding in one-dimensional debris beds

A high power density within the debris bed results in evaporation and boiling of the
flooding water and leads to substantial vapour generation. The vapour generated,
along with the heated flooding water, moves upwards due to buoyancy and ideally
leaves the bed through the top surface. The vapour and heated water leaving the bed
are replaced by additional cooling water which penetrates into the bed through its
surfaces. A counter-current flow situation is, thus, established in the upper regions
of the bed (see Fig. 12.6). The downward-moving cooling water faces resistance
from the upward-moving vapour, and beyond a certain vapour mass flux, the cooling
water would be unable to further infiltrate into the bed. The vapour, therefore, starts
accumulating within the bed leading to subsequent dryout of the bed. This led to
the conclusion that the establishment of the counter-current fluid flow mechanism
within the bed is the major reason for dryout of the bed.

Dryout occurrence in debris beds is expected to be substantially influenced by the
system pressure. One of the earliest reported works on the effects of system pressure
on debris dryout is by Squarer et al. (1982). Reed et al. (1986) reported the impact
of system pressure on dryout, as observed in the DCC experiments, by varying
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the system pressure in the range of 1–170 atmospheres for various particle sizes.
The dependence of dryout phenomena on pressure was also studied by Miyazaki
et al. (1986), in the DEBRIS experiments (Schäfer et al. 2006) and in the STYX
experiments (Lindholm et al. 2006). In all these investigations, theDHFwas observed
to substantially increase with system pressure up to a 10 bar beyond which the DHF
actually decreased with further increase in system pressure.

Dryout occurrence in debris beds has also been observed to be significantly influ-
enced by the composition of the debris bed. Squarer et al. (1982) studied the effects of
particle size and its distribution within the debris bed on DHF. The DCC experiments
(Reed et al. 1986) considered the particle size to vary between 75 µm and 11.2 mm.
Cha and Chung (1986) characterised the DHF as a function of water mass flux for a
particle size varying between 1.5 and 4.0 mm in a forced convective situation over
an inductively heated debris bed. The effect of particle size on dryout has also been
studied in the STYX (Lindholm et al. 2006) and DEBRIS (Schäfer et al. 2006) exper-
imental programmes. Results obtained from the experimental investigations indicate
that the DHF becomes higher as the particle size is progressively increased. Porosity
of the debris bed has also been observed to have a substantial impact on DHF (Ma
and Dinh 2010).

The debris bed is expected to be non-homogeneous, and the particles constituting
the bed are expected to be highly irregular in a realistic situation. This can be visu-
alised from the photographs of experimentally obtained debris in Figs. 12.3, 12.4
and 12.5. The effect of a varying bed composition was experimentally investigated
by Tung and Dhir (1987). They performed quenching and dryout experiments in an
inductively heated particle bed with varying bed permeability in both axial and radial
directions. The impact of heterogeneous composition of a debris bedwas investigated
in the DEBRIS experimental programme (Schäfer et al. 2006). A stratified bed com-
position was considered in the STYX (Lindholm et al. 2006) and POMECO (Nayak
et al. 2006) experimental programmes. The DHF was observed to be substantially
reduced in case of an axially stratified bed, with finer particles in the top layer, in the
STYX facility (Lindholm et al. 2006). Morphology of the constituent particles has
also been observed to have a significant impact on the dryout limit (Ma and Dinh
2010). Micro-inhomogeneity present in the constituent solid particles results in a
localised high porosity zone, and this has also been observed to enhance the DHF
of the bed by up to 50% when compared to a bed without such inhomogeneity (Ma
and Dinh 2010).

The dryout limit of a debris bed can be expected to be augmented with appropriate
modification of the fluid flow mechanism within the debris bed. Extensive investiga-
tions have also been carried out in this regard. Liquid–vapour flow within the porous
bed can be effectively modified from counter-current mode (in a purely top-flooding
situation) to co-current mode if additional coolant is injected from the bottom of the
bed (bottom flooding) or across the lateral surface of the bed (lateral flooding). This
is schematically represented in Fig. 12.6 and is expected to significantly enhance the
dryout limit of the bed.

One of the earliest investigations on multidimensional flooding effects on coola-
bility of debris beds is done by Wang and Dhir (1988). They studied the quenching
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characteristics of a heated particulate bed under bottom-flooding condition. Atkhen
and Berthoud (2006) studied the effects of bottom flooding in the SILFIDE exper-
imental facility. Observations reveal that coolant injection from the bottom of the
debris bed, in addition to top flooding, is substantially more efficient compared to
top-flooding mechanism only. Similar observations from experiments carried out in
the DEBRIS facility have been reported by Schäfer et al. (2006) and Rashid et al.
(2011). Ma and Dinh (2010) reported that the DHF is augmented by 40% in bottom-
flooding situations when compared to top-flooding conditions. Emphasis on bottom
coolant injection as a possible method of augmenting the dryout limit can be found
in several other works (Bang and Kim 2010; Miscevic et al. 2006). The concept of
bottom flooding of debris bed has been extended to the development of a core catcher
device (Widmann et al. 2006).

The concept of lateral flooding of debris beds was experimentally investigated in
the POMECO facility (Nayak et al. 2006) by utilising the concept of downcomers
for recirculating the condensing vapour. The DHF was observed to be substantially
augmented with the application of downcomers. The effect of lateral flooding has
also been investigated by Takasuo et al. (2011) in the STYX experimental facility
considering an irregular debris bed. It was reported that lateral flooding increased the
DHF by 22–25% in case of homogeneous beds. However, in case of stratified beds,
only a marginal increase was observed in the DHF with the use of lateral flooding.
Similar observations of DHF enhancement in the DEBRIS experimental facility with
the use of lateral flooding have been reported by Rashid et al. (2012).

As previously discussed, the quenched debris as a result of MFCI settles down in
the RPV as a heap-like mass. However, it becomes difficult to predict beforehand the
exact shape of the debris bed due to the uncertain nature of the parameters affecting
it. Therefore, it becomes necessary to carry out investigations into the effects of
bed structure on dryout occurrence. Surprisingly, all the experimental investigations
discussed above only considered one-dimensional beds (see Fig. 12.7) and, as such,
are not able to appreciate themultidimensional effects associated with heap-like beds
(see Fig. 12.8). This has led to additional experimental investigations into the effects
of bed geometry in the past few years. Takasuo et al. (2012) compared the dryout
characteristics of conical and top-flooded cylindrical debris bed configurations in
the COOLOCE experimental facility. A better coolability was observed in case of
the conical bed when the two beds had the same height. However, if the two beds
had the same volume with equal bed diameter, the conical bed was observed to
have a lower dryout power density. This is due to a higher bed height in case of the
conical bed which results in greater heat flux in upper parts of the bed. Thakre et al.
(2014) compared the dryout power density of a triangular and a cylindrical bed in
their study. The dryout power density in triangular beds was observed to increase by
69% and was attributed to the effects of multidimensional coolant infiltration in the
triangular bed. Takasuo (2016) considered the following different bed configurations
for analysis in the COOLOCE facility—conical, top-flooded cylinder, fully flooded
cylinder, laterally flooded cylinder, cone on a cylindrical base and a truncated cone
(see Fig. 12.9). The DHF increased by about 47–73% in bed configurations with
multidimensional flooding effects.
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Fig. 12.7 Top view of the
particle bed used in DEBRIS
experiments (used with
permission from Schäfer
et al. 2006)

Fig. 12.8 Inherent
multidimensional flooding
associated with heap-like
beds

Experimental investigations have also focused on developing correlations for the
prediction of frictional pressure drop in two-phase flow situation through porous
media. Frictional pressure drop determines the onset of counter-current flow limit
for the liquid–vapour flow which contributes to dryout occurrence. These correla-



316 A. Chakravarty et al.

Fig. 12.9 Different bed configurations analysed in the COOLOCE experiments (used with permis-
sion from Takasuo 2016)

tions are extensively used in numerical modelling of the debris coolability problem.
The correlations proposed by Reed (1982), Lipinski (1984) and Hu and Theofanous
(1991) do not take into account interfacial drag between liquid and vapour phases.
The correlations proposed by Schulenberg and Müller (1987) and Tung and Dhir
(1988), however, consider the interfacial drag in their models. Experimental studies
in the DEBRIS facility (Schäfer et al. 2006) have established that the correlations
which do not consider interfacial drag are inadequate to predict the trends of pressure
drop across a wide range of conditions. However, the Reed model was observed to
give a good representation of the pressure drop characteristics for bottom-flooding
conditions at high flow rates. A better representation of the qualitative behaviour
of pressure drop was achieved with the use of correlations considering interfacial
drag. The Tung and Dhir model has undergone further modifications with respect
to consideration of smaller particles (Schmidt 2007) and the annular flow regime
(Schmidt 2007; Taherzadeh and Saidi 2015; Li et al. 2018).

12.3.2 Numerical Studies

It is evident from the experimental studies on debris formation that a typical debris
bed is composed of solid particles with interconnected voids. This gives it a porous
structure, and as a result, the numerical models developed for porous media can be
utilised in modelling flow through a debris bed. The earliest attempts at numeri-
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cal predictions of dryout resulted in the development of empirical correlations and
simplified models for DHF estimation in one-dimensional beds. These include the
correlations proposed by Theofanous and Saito (1981), Lipinski (1984) and Schrock
et al. (1986).

These correlations, however, are not suitable for DHF prediction in multidimen-
sional situations. Multidimensional numerical models must be developed to pre-
dict the dryout occurrence in such situations. Such numerical models must take
into account the existence of three distinct phases—solid particles, liquid water and
water vapour—and must also consider the hydrodynamic and thermal interactions
between the phases. The complex transport processes of two-phase flow and boil-
ing heat transfer must also be considered in such models. Several attempts have
been made at the development of such multidimensional numerical models which is
capable of assessing debris coolability.

The debris coolability module in the severe accident analysis code SAMPSON
provides a tool for predicting the safety margin following an accident by analysis of
three-dimensional natural convection in a debris bedwith simultaneous consideration
of spreading, melting and solidification (Hidaka and Ujita 2001). In addition to this,
the code is also equipped to evaluating wall failure by determining temperature
distribution of the vessel walls.

Berthoud (2006) attempted to model the dryout of a debris bed with MC3D by
implementing proper modifications to account for the complex processes associated
with boiling heat transfer in porousmedia, including the presence of non-condensable
gases. The modified code—MC3D-REPO—was validated with analytical solutions
of various simplified problems as well as with two different experiments. Although
the code could properly tackle themultidimensionality of the problem, its application
became limited due to its assumption of thermal equilibrium in porous media and,
as such, could not be applied for modelling post-dryout heat transfer from debris
beds. Raverdy et al. (2017) reported the development made in MC3D with respect
to tackling of the thermal non-equilibrium aspect of the problem.

Fichot et al. (2006) presented a multidimensional numerical model, considering
thermal non-equilibrium, for two-phase flow in debris beds that is implemented
in ICARE/CATHARE. Reasonable agreement was obtained in the prediction of
DHFs, as available in the literature, in one-dimensional situations. Results of one-
dimensional reflooding indicate the necessity of using a thermal non-equilibrium
model and further indicate that the effects of channelling within the debris bed should
be taken into account for more accurate modelling. The two-dimensional results pre-
sented highlight the influence of porous medium characteristics of a debris bed. As
expected, water circulation is observed to improve when considering multidimen-
sional flow in the bed. The dryout heat flux predicted in such situations is larger than
that predicted by 1D modelling. The multidimensional flow situation establishes a
flow pattern where steam can leave the debris bed in preferential channels, and there
is reduced impact of counter-current flow on dryout occurrence. An improved model
of heat transfer was implemented in ICARE/CATHARE by Bachrata (2012) and
utilised to model reflooding situations in debris beds.
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The numerical code WABE-2D (Bürger et al. 2006) was developed at IKE, Uni-
versity of Stuttgart, to simulate boil-offs and quenching of debris bed pertaining to
debris coolability. The multidimensional effects along with top and bottom injection
of coolants were discussed with proper constitutive laws for drag and interfacial
friction. Experimental data from SILFIDE facility were used for the validation of
the code. A different code developed at the same institute is MEWA. Takasuo et al.
(2011) analysed the effects of lateral flooding in irregular debris bed using MEWA.
Rahman (2013) utilised the MEWA code to perform extensive analysis on quench-
ing as well as coolability of debris beds. Huang and Ma (2018) utilised the MEWA
code to study the dryout phenomena in multidimensional heap-like beds. Numerical
models have also been implemented in the framework of PORFLO (Takasuo 2015)
and THERMOUS (Taherzadeh and Saidi 2015) programmes.

All the above-mentioned models and codes, however, have been sparingly used in
addressing coolability of multidimensional heap-like beds. Also, no reported stud-
ies exist which have utilised commercially available computational fluid dynamics
(CFD) tools for modelling the problem of debris coolability. The following section
gives a brief description of a CFD model that has been developed by the authors and
implemented in the framework of a commercial CFD platform (ANSYS Fluent) for
analysis of debris coolability. Validations of the developed model and some salient
results are also presented.

12.4 CFD Modelling of Multiphase Flow and Dryout
Phenomena in Heap-like Debris Beds

Realistic numerical modelling of dryout phenomena in debris beds involves solution
of the mass, momentum and energy transport equations in the debris bed as well
as the surrounding clear fluid region for the liquid and the vapour phases. As can
be understood from the preceding discussions, the agglomeration of the fragmented
particles gives a porous nature to the debris bed, and hence, fluid movement becomes
possible through the void between the particles. The well-established drag laws of
porous media can, therefore, be utilised in modelling momentum transport through
the debris bed. The local thermal non-equilibrium (LTNE) model is adopted in mod-
elling energy transport through the porous debris bed in order to account for the
large temperature difference existing within the heat-generating solid particles and
the fluid phases, especially in dryout conditions.

The major assumptions made while developing the numerical model are sum-
marised below.

1. The effect of capillary pressure is not considered in the model. As such, the same
static pressure is shared by all the constituent phases, i.e. pl �pv �p.

2. The thermo-physical properties of all the phases are constant except the density
of liquid and vapour phases which are modelled using the Boussinesq approxi-
mation.
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3. Uniform heat generation takes place in the solid particles only.
4. The porous medium constituting the debris bed is homogeneous and isotropic.
5. The solid particles comprising the porous debris are perfectly spherical, i.e. ψ

� 1 in the expression for permeability.

12.4.1 Governing Equations

The governing equations of mass, momentum and energy transport within the clear
fluid region and the porous debris bed are stated below. The LTNE approach is
followed for modelling the energy transport in debris bed.

Clear Fluid Region:

∂

∂t
(α jρ j ) + ∇.(α jρ j V j ) � m ′′′

k j (12.1)
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Porous Debris Bed:
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In the above equations, the subscripts j and k represent the primary and secondary
fluid phases, respectively. The subscripts s, l and v refer to the solid, liquid and vapour
phases, respectively. The liquid–vapour interface is denoted by the subscript i.

Equations 12.1 and 12.4 represent the mass transport, while Eqs. 12.2 and 12.5
represent themomentum transport in the clear fluid region and the debris bed, respec-
tively. The term Fs j in Eq. 12.5 represents the momentum sink due to flow resistance



320 A. Chakravarty et al.

offered by the porous composition of the debris bed. The general form of Fs j is
expressed in a multiphase situation as

Fs j � −ε f α j

(
μi

K Kr, j
V j +

ρi

ηηr, j

∣∣V j

∣∣V j

)
(12.8)

where K and η represent the permeability and passability of the porous medium
constituting the debris bed, respectively. These are defined as

K � ψ2D2
pε

3
f

150
(
1 − ε f

)2 (12.9)
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3
f
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(
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) (12.10)

Interfacial drag between the fluid phases is accounted for in the term Rkj. The term
m

′′′
k jV k j in the momentum transport equations represents the momentum exchange

between the phases due to phase change where V k j is the interphase velocity. The
interphase velocities are determined as follows

V k j �
⎧
⎨

⎩

V k, i f m ′′′
k j > 0

V j , i f m ′′′
k j < 0

(12.11)

Energy transport in the fluid phases is represented by Eqs. 12.3 and 12.6 for
the clear fluid region and the debris bed, respectively. Equation 12.7 represents the
energy transport in the solid phase comprising the debris bed where q

′′′
s takes into

account the volumetric heat generation in the solid particles.

12.4.2 Closure Relations

It becomes necessary to demarcate the fluid flow within the domain into different
regimes in a multiphase flow situation. In this regard, the fluid flow regime is sub-
divided into three different regimes based on the volume fraction of the fluid phas-
es—liquid continuous (or bubbly) regime, transition regime and vapour continuous
(or droplet) regime. The regime demarcation adopted is summarised in Table 12.2.

Proper implementation of the numerical model also requires utilisation of appro-
priate closure relations formodelling various terms in the governing equations. These
include the terms dealing with thermal and momentum exchange, mass transfer
and turbulence. The various correlations used in this numerical model are listed in
Table 12.3.
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Table 12.2 Criterion adopted for demarcating the flow regimes

Flow regime αl αv

Liquid continuous (LC) αl ≥ 0.7 αv ≤0.3

Transition 0.01 < αl < 0.7 0.99>αv >0.3

Vapour continuous (VC) αl ≤ 0.01 αv ≥0.99

Table 12.3 Correlations utilised for modelling various closure terms

Closure term Correlation Remarks

Interfacial drag Clear fluid region
(Rkj)

Schiller and Naumann
(1935)

Implementation based
on flow regime
demarcation

Debris bed(
Rkj , Kr, j , ηr, j

) Reed et al. (1986),
Schulenberg and
Muller (1987) and
Schmidt (2007)

Heat transfer Convection from solid
to liquid (q ′′′

s,l )
Ranz and Marshall
(1952)

αl ≥0.7 (orαv ≤ 0.3)

Boiling (q ′′′
s,i ) Nucleate

boiling—Rhosenow
(1952), film
boiling—Bromley
(1950)

Ts >Tsat

Convection from solid
to vapour (q ′′′

s,v)
Ranz and Marshall
(1952)

αv ≥0.99
(orαl ≤ 0.01)

Interfacial
liquid–vapour heat
transfer (q ′′′

j,i )

Ranz and Marshall
(1952)

0 < αv(orαl ) < 1

Mass transfer (m′′′
lv)

q
′′′
s,i+q

′′′
v,i+q

′′′
l,i

hv,sat−hl,sat
Only boiling and
interfacial heat
transfer considered

Turbulence k– 2mixture model Not considered within
the debris bed due to
very low fluid velocity

12.4.3 Implementation of the CFD Model in ANSYS Fluent

The numerical model detailed in the previous sections is implemented in the frame-
work of the computational fluid dynamics (CFD) platform ANSYS Fluent. The
porous media model available in ANSYS Fluent is adopted to take into account
the effects of the porous debris bed. The Eulerian multiphase model of ANSYS Flu-
ent is utilised in handling the transport equations for the fluid phases in multiphase
situations (ANSYS 2012a).
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Table 12.4 UDF modules utilised in implementation of the model (ANSYS 2012b)

Quantities UDF Module

Interfacial momentum exchange coefficient DEFINE_EXCHANGE_PROPERTY

Relative permeability and relative passability DEFINE_PROFILE

Heat transfer terms DEFINE_SOURCE

Mass transfer DEFINE_MASS_TRANSFER

Transient term in solid energy transport
equation

DEFINE_UDS_UNSTEADY

Diffusive term in solid energy transport
equation

DEFINE_DIFFUSIVITY

The energy transport equation for the solid particles, when the LTNE approach
is employed, is solved by defining the solid-phase temperature as a user-defined
scalar (UDS) variable and solving an additional transport equation for the UDS.
Various terms of the UDS transport equation are implemented by means of different
user-defined functions (ANSYS 2012b).

Solution of the governing equations also requires proper implementation of the
various closure relations. These include the interfacial momentum exchange coeffi-
cients in the clear fluid region as well as the debris bed, relative permeability and rela-
tive passability models for the debris bed, and the various heat transfer mechanisms.
The implementation of these terms and coupling of the terms with the respective
transport equations are achieved with extensive utilisation of user-defined functions
(UDF) in ANSYS Fluent. Table 12.4 lists all the UDF modules utilised in the imple-
mentation (ANSYS 2012b).

12.4.4 Model Validations

In order to test the validity of the developed numerical model, the numerical pre-
dictions are compared with available experimental data or numerical data (in case
experimental data are not available) for different situations.

Figure 12.10a–d represents the comparative results obtained for single-phase sit-
uations. Figure 12.10a compares the numerically calculated dimensionless temper-
ature variation along the x-direction at different locations of a differentially heated
porous enclosure undergoing natural convection with experimental data of Becker-
mann et al. (1987). Figure 12.10b shows a comparative plot of numerically obtained
local Nusselt number along the cold wall of an enclosure containing heat-generating
porous media in a natural convective situation. Both these comparisons are made
using the LTE model. The validity of the LTNE model is assessed for a single-
phase natural convective flow in a square enclosure filled with heat-generating
porous media. A comparison of the average Nusselt number at the cold enclosure
walls indicates good agreement with available numerical data of Baytas (2003) (see
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Fig. 12.10 Validation of the developed numerical model with a experimental data for single-phase
LTEmodel, b numerical data for single-phase LTEmodel with internal heat generation, c numerical
data for single-phase LTNE model with internal heat generation, d numerical data for single-phase
LTE model in mixed convective situation, e experimental data of Li et al. (2015) for porous media
drag models in two-phase flow situation (a–d used with permission Chakravarty et al. 2016, 2017,
2018)

Fig. 12.10c). The numerical model has also been validated for a single-phase mixed
convective situation as represented by the comparative plot (Fig. 12.10d) of average
Nusselt number with respect to Grash of number and Darcy number.

In a multiphase flow situation, the numerical model has been assessed for the two
most challenging aspects encountered in numerical modelling of heat transfer from
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Table 12.5 Comparison of experimental and numerical prediction of dryout

Bed configuration Dryout power density (kW/m3) Deviation (%)

Experimental
(Takasuo 2016)

Numerical

Cylindrical (top
flooded)

1331.59 1370.75 2.94

Cylindrical (fully
flooded)

2617.49 2610.96 0.24

Conical 2349.87 2415.14 2.77

Truncated conical 2602.0 2588.78 0.51

the debris bed, viz. pressure drop in porousmedia saturated with a two-phasemixture
and heat transfer from the debris bed. Figure 12.10e represents the comparison of
numerically obtained pressure gradient at different superficial air velocities against
the experimental data of Li et al. (2015). The experiments were carried out in the
DEBECO test facility with water and air at isothermal conditions. It can be observed
that all the porous drag models are able to predict the pressure gradient with reason-
able accuracy. Among these, the Schulenberg and Muller drag model is observed to
have the best prediction. This drag model is, therefore, utilised for comparison of the
heat transfer correlations utilised in the numerical model. The heat transfer aspect is
validated in terms of prediction of the minimum dryout power density for different
bed configurations against the experimental results of Takasuo (2016) obtained in the
COOLOCE test facility. The results are tabulated in Table 12.5. It can be observed
that a very close prediction of the minimum dryout power density is achieved for all
the bed configurations.

In a nutshell, it can be stated from the above-stated comparisons that the devel-
oped numerical model is able to appreciably predict the fluid flow and heat transfer
characteristics in porous media and clear fluid for single-phase and multiphase flow
situations. It can, thus, be utilised in carrying out studies on debris coolability.

12.4.5 Salient Results and Discussion

The validated CFD model has been utilised in assessing coolability of typical debris
beds—situations have been analysed with and without the consideration of phase
change of the working fluid. Coolability analysis without considering phase change
has been carried out for two different situations—natural convection and mixed
convection. The salient results from these analyses are discussed in the following
sections.
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12.4.5.1 Analyses Without Considering Phase Change

The single-phase natural convection problem assumes a heat-generating debris bed
located centrally on the base of a cylindrical enclosure (see Fig. 12.11). The problem
is solved following both LTE and LTNE approaches. The side wall of the enclosure
is assumed to be in a cold isothermal state, and all other walls are assumed to be
adiabatic in the analysis carried out following the LTE approach (Fig. 12.11a). In
contrast, in the analysis following the LTNE approach, the top wall is also assumed
to be in a cold isothermal state and only the bottom wall is assumed to be in an
adiabatic condition (Fig. 12.11b).

Results (Figs. 12.12 and 12.13) indicate that heat transfer takes place from the
heat-generating debris bed to the cooler working fluid. This establishes a buoyancy-
driven counter-clockwise fluid circulation within the enclosure. Fluid circulation
results in the heated fluid first coming in contact with the top wall where thermal
interaction takes place between the fluid and the wall depending upon the imposed
boundary condition. In case of the adiabatic wall (LTE approach), heat transfer does
not occur at the top wall, and as a result, the entire thermal energy transfer takes place
at the side wall of the enclosure (Fig. 12.12). In the LTNE approach, however, the
major amount of heat transfer takes place at the top wall due to its cold isothermal
state, and hence, only the residual energy is transferred to the side wall (Fig. 12.13).

Fig. 12.11 Schematic representation of the problem geometry utilised for analysing single-phase
natural convection using a LTE approach and b LTNE approach (redrawn with permission from
Chakravarty et al. 2016, 2017)
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Fig. 12.12 Stream function (left) and isotherm (right) contour within the domain using the LTE
approach (used with permission from Chakravarty et al. 2016)

Fig. 12.13 Stream function, fluid isotherm, solid isotherm and energy flux vectors within the
domain using the LTNE approach (used with permission from Chakravarty et al. 2017)

The effects of bed permeability, bed heat generation, thermal conductivity
ratio and bed geometry on the natural convective fluid flow and heat transfer
characteristics of the system are analysed in this investigation. All these parameters
are observed to significantly influence the fluid flow mechanism and, consequently,
the heat transfer characteristics as well. Figure 12.14 represents the heat transfer
characteristics obtained with the LTE approach and LTNE approaches, in terms of
dimensionless averageNusselt number(Nuavg), with variations in bed heat generation
(in terms of dimensionless Rayleigh number (Ra)) and bed permeability (in terms
of dimensionless Darcy number (Da)). The effects of bed geometry and thermal
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Fig. 12.14 Variations of a Nuavg with Da for different Ra using LTE approach, b Nuavg for top
wall and side wall with Ra at Da �10−7 using LTNE approach and c Nuavg for top wall and side
wall with Da at Ra �1010 using LTNE approach (used with permission from Chakravarty et al.
2016, 2017)

Fig. 12.15 Variation of Nuavg with bed angle (φ) at Ra �108, Da �10−4 for a different bed radii
at H′ �0.5 and b different bed height at R′ �0.25 (used with permission from Chakravarty et al.
2016)

conductivity ratio on the heat transfer characteristics are evident from Fig. 12.15
and Table 12.6, respectively.
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Table 12.6 Variation in
Nuavg with changing thermal
conductivity ratio (λ)

λ Nuavg

1.0 0.14988

5.0 0.69978

10.0 1.39957

Fig. 12.16 Schematic
representation of the
problem geometry utilised
for analysing single-phase
mixed convection (used with
permission from Chakravarty
et al. 2018)

Significant information is obtained from this analysis regarding the dominant
heat transfer mechanism. The dominant mode of heat transfer from the debris bed to
the clear fluid region is observed to be dependent on the associated heat generation
rate as well as the bed permeability. At a fixed heat generation rate, convective heat
transfer is observed to dominate in a highly permeable bed. However, conductive heat
transfer is observed to have an increasing influence as the permeability decreases.
This change is observed to occur at a specific bed permeability for a given bed heat
generation rate and is expressed in terms of the dimensionless number RaDa. In the
LTE approach, this change is observed to occur at RaDa �103 when Ra<108 and at
RaDa �104 when Ra>108. In contrast, this magnitude of RaDa is observed to be
100 in the analysis using LTNE approach.

The motivation for the mixed convection analysis is drawn from the concept of
bottom injection of coolant as ameans of augmenting coolability of debris beds. Such
fluid injection creates a mixed convective flow situation within the cavity containing
the debris bed. Analysis is carried out for this situation following the LTE approach
considering single-phase laminar flow. Figure 12.16 represents the problemgeometry
analysed in this study. The bounding walls of the cavity are considered to be in an
isothermally cooled state.
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Fig. 12.17 Contours of stream function (left), isotherm (centre) and energy flux vectors (right)
within the domain (used with permission from Chakravarty et al. 2018)

It is observed that fluid circulation remains symmetric within the enclosure and
heat transfer at the top wall significantly exceeds that at the side walls, irrespective
of the flow situation. The symmetric nature of fluid flow is evident from the contours
of stream function and isotherms, as well as the energy flux vectors (Fig. 12.17).
Another common feature observed is the location of the maximum temperature zone
in the upper region of the bedwhich is primarily due to the effect of cold fluid injection
from the bottom of the bed. This is in contrast to that observed in a purely natural
convective situation where the maximum temperature rise is observed to occur in the
inner regions of the bed (see Figs. 12.12 and 12.14).

Analysis shows that the fluid flow within the system is governed mainly by the
combined effects of the following factors—permeability of the debris bed, natural
convection as a result of internal heat generationwithin the debris bed and inertial flow
due to bottom injection of cold fluid. Thermal energy transfer takes place from the
debris bed to the cold walls and also to the system outlet by the coupled effects of the
buoyancy-induced and inertial flow mechanisms. The relative dominancy of these
flow mechanisms is denoted by the dimensionless Richardson number (Ri). Fluid
flow mechanism changes from a strongly inertial flow at very low Ri to a buoyancy-
driven dominated flow at very high Ri . Heat transfer characteristics of the system
are represented in terms of Nuavg at the cold walls for different situations. Stronger
fluid injection at low Ri situations enables greater heat transfer from the debris bed.
This results in a lower bed temperature rise. Consequently, a weaker temperature
gradient is established within the cavity resulting in a smaller steady-state magnitude
of Nuavg (seeFig. 12.18). The injection strengthof coldfluiddecreases asRi gradually
increased, and as such, relatively less heat transfer takes place from the bed. This
results in a very high temperature rise within the bed leading to a larger temperature
gradient within the enclosure and a consequent increase in Nuavg, as evident from
Fig. 12.18.

An interesting observation made from this analysis shows that the fluid flow
spreads laterally in the vicinity of the inlet channel as the permeability of the bed is
reduced. This prevents the cooler fluid from reaching the upper regions of the bed.
As a result, sufficient heat removal does not occur from this region and the maximum
rise in temperature is observed in this region.
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Fig. 12.18 Nuavg variation with Richardson number (Ri) at different Reynolds number (Re) at a
constant Darcy number (Da) at a top wall and b side walls (used with permission from Chakravarty
et al. 2018)

12.4.5.2 Analysis Considering Phase Change

A critical issue faced in the debris coolability analysis considering phase change
of cooling water is to devise an appropriate numerical method for identification
of dryout in the debris beds. This is achieved by determining the minimum liquid
volume fraction and the maximum solid-phase temperature within the debris bed at
each time instant. The identification is done with the help of user-defined functions.
It is concluded that dryout has occurred in the debris bed if the minimum liquid
saturation becomes zero, and this condition is sustained throughout the rest of the time
period, and the corresponding value of maximum solid temperature also indicates a
sustained rise (of at least 5 K) above the steady-state temperature obtained using the
immediately lower power level. Thismethod of dryout identification is represented in
Fig. 12.19 for the validation case (see Table 12.5) with the conical bed configuration
(Fig. 12.20).

This method of dryout determination, however, does not give sufficient informa-
tion with respect to the spatial location of the dryout zone. Spatial distribution of αl

and Ts within the domain at different time instances is utilised in order to obtain the
spatial location of the dryout zone. Figure 12.21 represents liquid volume fraction
and solid-phase temperature distributions for the truncated conical bed configuration
(see Fig. 12.20) in a dryout situation. A counter-clockwise circulation of the liquid
is established within the domain with the cold liquid entering the domain from the
left side of the top boundary. The downward-moving cold liquid comes into contact
with the upward-moving heated liquid as well as the vapour generated due to phase
change, near the top surface and the upper portion of the lateral surface of the bed.
This creates a counter-current flow situation for the fluids across the top surface. The
flow situation becomes chaotic across the lateral surface with fluid flow taking place
in different directions. As a result, the vapour generated starts to accumulate in these
regions, which lowers the heat removal from the bed and ultimately results in dryout.
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Fig. 12.19 Transient history of minimum liquid saturation and maximum solid temperature as
indicator of dryout occurrence in the conical bed configuration with Schulenberg and Müller drag
model

Fig. 12.20 Different bed configurations analysed considering phase change

The location of dryout is clearly evident from the liquid saturation as well as the solid
temperature distributions. It can also be observed that the increase in temperature of
the solid particles remains localised to the dryout region only. Temperature in the
rest of the debris bed remains near the saturation value indicating sufficient cooling
in these regions. Figures 12.22 and 12.23 represent the solid temperature distribution
in dryout condition for the cylindrical and conical bed configurations, respectively.
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Fig. 12.21 a Liquid volume fraction and b solid-phase temperature (in K) distributions in dryout
condition for the truncated conical bed configuration

Fig. 12.22 Solid temperature distribution (in K) at dryout condition for the cylindrical bed config-
uration
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Fig. 12.23 Solid
temperature distribution (in
K) at dryout condition for the
conical bed configuration

12.5 Conclusions

This chapter discusses in detail the phenomena of debris dryout in the context of
severe accident in nuclear reactors.Dryout occurs in the debris beds due to insufficient
heat removal leading to vapour accumulation and consequent temperature rise within
the debris. This presents a possible scenario where the debris might undergo further
re-melting and cause further accident progression. Therefore, it becomes necessary
to assess the dryout limit of typical debris beds.

A computational fluid dynamics model for modelling the associated multiphase
flow and boiling heat transfer is also presented in this chapter. This model is imple-
mented within the framework of the commercial CFD platform ANSYS Fluent.
Validations of the CFD model with existing experimental and numerical data are
presented, and some salient results obtained using the implemented CFD model are
also discussed. It can be inferred from these that the implemented CFD model is
well equipped to handle single-phase and multiphase flows in clear fluid regions and
heat-generating porous debris beds. Appreciable accuracy in dryout prediction of
typical heap-shaped debris beds is also achieved using this CFD model.
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Chapter 13
Direct Contact Condensation of Steam
in Subcooled Water

Priyankan Datta, Aranyak Chakravarty, Koushik Ghosh,
Achintya Mukhopadhyay and Swarnendu Sen

Abstract Direct contact condensation (DCC) of steam in subcooled water is a
phenomenon which is experienced in many applications such as thermal, chemical
and nuclear engineering, particularly in energy generation devices since it enables
immense energy transfer via the two-phase interface. However, under certain situ-
ations, steam water direct contact can lead to rapid condensation and result in fast
(of the order of acoustic time scale) pressure transients which could have serious
implications on structural integrity and safety, especially in nuclear power plants.
Therefore, understanding of the underlying physics and characteristics of DCC phe-
nomenon has a paramount importance. DCC is a complex thermo-hydraulic event in
which the phase change process is governed by the interplay between several thermo-
mechanical factors (e.g. local heat transfer coefficient, interfacial area density, tur-
bulence intensity in the liquid phase) across the phasic interface. In this chapter,
different situations of the DCC events, their characteristics and underlying mecha-
nisms are discussed in detail. A detailed review of the earlier works which includes
both system-level and interface scale modelling of the phenomena is also addressed
in this chapter. An emphasis is given on the DCC events which are always associated
with the large amplitude pressure spikes such as chugging and condensation-induced
water hammer.

13.1 Introduction

Direct contact condensation (DCC) of steam in subcooled water occurs in various
industrial applications such as nuclear, thermal and chemical engineering (Sideman
and Maron 1982) as it is an effective way of the enhancement of heat transfer via the
two-phase interface. DCC is a very complex thermo-hydraulic phenomenon since the
dynamic interplay between condensation rate and turbulence intensity in the vicinity
of the phasic interface control this event. The heat transfer during DCC is primarily
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determined by the interfacial area between the two phases. This steam–water contact
area is further governed by the localised eddies which in turn are generated due to
momentum transfer to the water during phase change.

The underlying physics of the steam–water DCC events is still not very clear,
and hence, a comprehensive understanding is required, specially, in the context of
nuclear industry as under certain conditions DCC may lead to violent condensation
and results in the formation of fast and dangerous pressure transients. The pressure
surges generated due to DCC have sufficient potential to cause serious damage to
the structural integrity of the nuclear reactor safety systems which may trigger an
accidental situation. Thus, direct contact condensation research has got attention
among the researchers since last three decades.

In this chapter, steam–water direct contact condensation process is discussed in
detail. To understand the phenomenon in depth, a discussion will be carried out about
differentmechanisms aswell as the characteristics of theDCCevents. A review of the
earlier works which includes both the system-level modelling (using different system
codes such as RELAP, ATHLET) and the interface scale modelling (using volume of
fluid approach) of the phenomena is addressed in this chapter. An emphasis is given
on the DCC events which are always associated with the large amplitude pressure
spikes (chugging and condensation-induced water hammer). Finally, the conclusions
are outlined in Sect. 14.3.

13.2 DCC Mechanisms

From the experimental observations, Liang and Griffith (1994) reported that DCC
may occur in the following two situations.

13.2.1 Blowing of Steam into Subcooled Water Pool

Injection of steam in subcooled water (either through vertical vent or horizontal vent
line) is almost unavoidable in the light-water nuclear reactors during transient and
in the accidental conditions (e.g. loss-of-coolant accident, loss-of-flow accident).
This type of DCC event can be classified primarily into three different condensation
modes, namely jetting, bubbling and chugging, depending on the steam mass flux
and water subcooling. A detailed discussion on different condensation modes during
steam blowdown is discussed in the subsequent sections.

13.2.1.1 Condensation Modes Near-Sonic Range

In case of higher steam flow rate, typically jetting condensation mode occurs during
which steam enters into the subcooled water pool as a jet. The jet shape in this
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Fig. 13.1 Conical a and b ellipsoidal shape formation during supersonic steam jet condensation
[used with permission from Wu et al. (2007)]

situation is primarily governed by the vapour phase momentum. The experimental
observations (Xu et al. 2018;Wu et al. 2007, 2009; Kim et al. 2001, 2004; Chun et al.
1996; Simpson and Chan 1982) showed that as the steam flow rate approaches near-
sonic or supersonic, stable jet shapes are formed. The jet shapes become either conical
or ellipsoidal depending upon the degree ofwater subcooling. Chun et al. (1996) from
his vapour injection experiment claimed that the conical shape is expected during
high degree of subcooling. However, the jet shape changes to ellipsoidal or even
divergent type with the decrease in subcooling. Figure 13.1 shows the conical and
ellipsoidal shape formation during supersonic steam jet condensation.

13.2.1.2 Condensation Modes Within the Subsonic Range

Steam condensation phenomenon at lower flow rate becomes more complex since
the interplay between interfacial condensation rate and vapourmomentum ultimately
determines the condensation modes. In this scenario, all the three condensation
modes, i.e. jetting, bubbling and chugging, can occur depending on the steam mass
flux and degree of water subcooling. However, in the subsonic regime more irregular
and fuzzy jet surface is expected as compared to the sonic regime (Liang 1991). The
steam jet characteristics at lower flow rate (within the subsonic range) are thoroughly
investigated by Chan and Lee (1982). From the experimental observations, they pro-
posed a condensation regime map as a function of steam mass flux (within a range
between 1 and 175 kg/m2s which corresponds to Mach number range between 0.1
and 0.5) and pool temperature (within 40–90 °C) as shown in Fig. 13.2.

(i) Ellipsoidal jet regime (zone 1)

This regime occurs at high steam mass flux and higher pool temperature. In this
regime, due to the high vapour momentum and lower subcooling, steam exits from
the vent and an ellipsoidal steam region is formed. This ellipsoidal steam zone grows
further and encapsulates the vent pipe exit. Chan and Lee (1982) observed that during
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Fig. 13.2 Condensation regime map during steam injection into subcooled water [redrawn with
permission from Chan and Lee (1982)]

Fig. 13.3 Schematic representation of different phases of oscillatory bubble regime

this situation, bubble detachment is absent due to low condensation rate at the two-
phase interface.

(ii) Ellipsoidal oscillatory bubble regime (zone 2)

At intermediate steam flow rate (pool temperature remains the same as ellipsoidal
jet regime), it can be observed that the vapour momentum is still high enough such
that the steam zone is able to exit from the vent pipe. This steam zone translates
downwards through the water as an ellipsoid (Fig. 13.3). In this regime, vent pipe
encapsulation also occurs as the ellipsoidal zone grows further. At this time instant,
due to continuous steam condensation, a local pressure gradient establishes across
the two-phase interface which in turn develops a circumferential instability around
the steam zone. As time progresses, this circumferential instability grows, and con-
sequently, the surrounding liquid water starts to penetrate into the vapour core from
the radial direction. This liquid entrainment within the steam zone finally cuts off the
lower part of the ellipsoid. The vapour bubble, thus detached from themain ellipsoid,
finally collapses. The whole phenomenon repeats as another ellipsoid will develop.
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Fig. 13.4 Schematic diagram of oscillatory bubble regime at lowest steam flux and higher temper-
ature

(iii) Oscillatory bubble regime (zone 3)

In this regime, the steam injection rate remains at the lowest. However, the pool
temperature lieswithin the range similar as ellipsoidal jet regime and ellipsoidal oscil-
latory bubble regime. In this scenario, as the pool temperature is high, the steam exits
form the vent pipe and a larger encapsulating steam zone is formed (Fig. 13.4). This
encapsulated steam zone starts to grow as a cylindrical bubble which has a tendency
to move upwards due to buoyancy force. At this time instant, the circumferential
instability developed by the continuous condensation process is large enough such
that it may cut off the lower portion of the cylindrical bubble. The separated steam
zone thus formed floats in the upward direction and condenses. This cycle repeats as
the continuous encapsulation leads to form another cylindrical bubble.

(iv) Oscillatory cone jet (zone 4)

At higher steam flow rate, if the pool temperature remains lowest, this conden-
sation mode may occur. In this mode, the lowest pool temperature leads to a higher
interfacial condensation rate. Thus, a conical-shaped jet is formed as the jet exits
from the vent. As this vapour cone propagates through the water in the downward
direction, a bubble detachment occurs due to the circumferential instability which
appears and penetrates the vapour core from the radial direction (Fig. 13.5).
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Fig. 13.5 Schematic diagram of different phases of conical jet regime

(v) Oscillatory bubble regime (zone 5)

The oscillatory bubble regimemay also occur when the steam flow rate lies within
the intermediate range and the pool temperature is at the lowest. In thismode, stronger
condensation rate dominates over the vapour phase momentum, and hence, initial
interfacial instability appears near the pipe exit.As a consequence, bubble detachment
occurs near the vent end which causes to cease larger encapsulation. This bubble
detachment at the proximity of the vent exit leads to a change in the vapour zone
from ‘vapour cone’ to an ‘oscillatory vapour bubble’ (Fig. 13.6).

(vi) Chugging regime

The chugging condensation mode occurs during low steam mass flux and low
pool temperature condition. A typical chugging event can be classified into three
different categories depending on the pool water temperature as follows

(I) External chugging with encapsulating bubble

This phenomenon is observed when the pool temperature lies within 60–80 °C
(Fig. 13.2). In this situation, steam exits from the vent pipe and spreads out. The
separated steam zone, thus formed, is able to grow further and can encapsulate the
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Fig. 13.6 Schematic diagram of oscillatory bubble regime at intermediate steam flux and low pool
temperature

vent end as the pool temperature is high enough.At this time instant, the simultaneous
condensation process leads to a continuous loss of the steam mass via the two-phase
interface. The continuous loss of the steam establishes a local pressure gradient
which is attributed to the formation of a disturbance wave over the phase interface.
The appearance of this disturbance wave causes an increase in the interfacial area and
consequently an enhancement in the interfacial heat transfer rate. The encapsulating
bubble attains its maximum size and finally collapses very rapidly as the disturbance
wave grows to its maximum. Chan and Lee (1982) observed that this encapsulating
bubble collapse event is so rapid and irregular in nature that a mist of smaller bubbles
are formed after the collapse is completed. The rapid collapse of the bubble causes a
reduction in the pressure near the vent exit which provides the suction force to move
the surrounding water into the vent pipe (Fig. 13.7).

As the water sucked up into the vent pipe, water will be heated up which in turn
ceases the condensation rate. This results in the further build-up of the steampressure,
and thereon, the next chugging cycle starts as the water is pushed out from the pipe.
In this chugging process, the bubble growth process requires more time. Hence, the
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Fig. 13.7 Schematic representation of external chugging mode with encapsulated bubble

frequency of occurrence of the encapsulating bubble chugging is the lowest among
all three chugging events.

(II) External chugging with detached bubble

At a lower pool temperature (steam flow rate remains the same as in the encapsu-
lating bubble regime), this mode may occur (Fig. 13.8). In this regime, the two-phase
interface is still able to exit from the vent pipe and starts to grow as a cylindrical bub-
ble. However, due to higher condensation rate, the bubble growth tends to cease and
it starts collapsing. As a consequence, the surrounding water rushes into the bubble
(due to the establishment of local pressure difference) and penetrates into the core
zone from the radial direction. This leads to the detachment of the cylindrical bubble
zone from the mainstream which finally collapses very rapidly into the mist of small
bubbles. The bubble collapse creates a low-pressure zone at the proximity of the vent
exit which drives the water to be sucked up into the pipe. The chugging cycle repeats
as the steam pressure further grows and forces the interface to be pushed out from
the vent. This type of chugging events is always associated with the higher chugging
heights within the pipe.
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Fig. 13.8 Schematic diagram of external chugging mode with detached bubble

(III) Internal chugging mode

This type of chugging regime is encountered when the pool temperature remains
lower as compared to the external chugging modes. In this situation, due to the
higher condensation rate (as water subcooling is high) water starts entering into
the pipe (Fig. 13.9). Therefore, a steam–water counter-current flow is established
where steam moves downwards and water enters into the upward direction. This
counter-current flow situation between the two phases leads to the establishment of
an annular flow regime where a core steam zone is formed which is surrounded by
a liquid layer adhered to the pipe wall. The continuous condensation of the steam
may introduce disturbances over the phase boundary, and consequently, the interface
becomes wavy. As time progresses, the interface wave crest may grow further and
can touch the pipe wall. Chan and Lee (1982) called this event as ‘bridging’. The
bridging phenomenon causes an isolation of a steam bubble from the mainstream.
The isolated steam bubble thus formed starts collapsing and creates a local pressure
gradient. As a consequence, the surrounding water slug starts accelerating towards
the bubble. This water slug acceleration causes compression of the remaining steam
bubble which finally collapses very rapidly.
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Fig. 13.9 Schematic diagram of internal chugging mode

As the bubble collapses rapidly, the surrounding water slug moves towards the
bubble centre for filling up the empty space and, thus, collides. This slug collision
is attributed to the generation of the large amplitude pressure peaks. In this type of
chugging, the height of the sucked water within the pipe is found to be the highest
compared to the other two modes.

Among all the condensation regimes during steam blowdown into water pool,
the chugging phenomenon is found to be more chaotic and always associated with
the large amplitude, low-frequency pressure transients as the two-phase interface
moves in and out from the vent pipe periodically. Therefore, a major thrust of the
DCC research is given on the understanding of the chugging phenomena. In the next
section, we will focus on the previous researches as well as the state of the art of the
chugging condensation mode.
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13.2.1.3 Earlier Research on Chugging

It can be inferred from the available literature that a typical chugging event can be
divided into a sequence of events (Fig. 13.10), and hence, most of the experimental
investigations have been carried out to understand a complete chugging cycle.

The experiments performed in the POOLEXaswell as in the upgraded PPOOLEX
test facility (Puustinen et al. 2014; Tanskanen 2012; Puustinen and Laine 2008; Laine
and Puustinen 2005) at the Lappeenranta University of Technology are considered
as one of the most useful databases in the context of chugging research. These two
test facilities are the prototype of a typical BWR containment which are built to
study the condensation dynamics during steam injection into the subcooled water
pool. The initial experimental conditions for both the POOLEX and PPOOLEX test
facility are chosen based on the condensation regime map proposed by Chan and
Lee (1982) as well as Lahey and Moody (1993). The experimental observations
reveal that as the pool temperature decreases, both the bubble size (as observed from
Fig. 13.11) and its collapse time are reduced. POOLEX test results also showed that
each chugging event is associated with strong pressure peaks inside the blowdown
pipe. The pressure peak amplitude rises as the pool temperature decreases. It is
reported in the literature (Laine and Puustinen 2005) that among all the POOLEX
experimental cases, a pressure peak having an amplitude of 40 bar is found to be the
highest. However, it is observed that due to the presence of the non-condensable gases
in the dry well, the pressure peak magnitude is found to be lower in the PPOOLEX
experiments as compared to the POOLEX tests.

Pellegrini et al. (2016) performed steam blowdown experiments to understand
the chugging cycle with and without the presence of non-condensable gases. The
authors observed that during pure steam injection into the subcooled water pool,
bubble grows to its maximum size within 100 ms. The vapour bubble, thus formed,
collapses very rapidly (within 20 ms) due to higher interfacial condensation rate.
However, the bubble condensation behaviour is found to be different when the air is
introduced within the steam. The presence of the non-condensable gas leads to exit
the steamwith a reduced partial pressure inside the bubble. The decrease in the steam
partial pressure causes a drop in the saturation temperature. As a consequence, the

Fig. 13.10 Schematic
diagram of a typical
chugging cycle



348 P. Datta et al.

Fig. 13.11 Bubble shape variation in the STB-28 POOLEX test at the vent pipe outlet as a function
of pool temperature [used with permission from Tanskanen et al. (2014)]

interfacial heat transfer rate ceases and finally stops as the saturation temperature is
equal to the temperature of the surrounding water.

The work of Gregu et al. (2017) also focused on the experimental observation of
a complete chugging cycle. Their experiments showed that during the water suction
phase in a chugging cycle, high-pressure spikes are observed (as shown in Fig. 13.12).
The authors claimed that the occurrence of these high-pressure peaks is driven by
the condensation-induced water hammer events within the vent pipe. Li et al. (2015)
carried out an experimentalwork to study the chugging phenomenon in a ‘tee-shaped’
geometry. Their experiments showed that depending on the water subcooling and
steam mass flow rate, water elevation within the vent pipe may vary. The authors
concluded that for the same steam mass flux condition, as the water temperature
reduces, large chugging events (characterised by the higher water elevation) are
observed. Xu et al. (2018) recently performed experiments to investigate different
condensation modes for supersonic as well as the subsonic steam injection. From the
visualisation of their experimental results, the authors also concluded that a typical
chugging event generally occurred for the low steam flux and low pool temperature
condition.
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Fig. 13.12 Pressure history due to CIWH at 50 cm away from pipe outlet [used with permission
from Gregu et al. (2017)]

13.2.2 Injection of Subcooled Water into a Steam-Filled
Region

This is another situation for the occurrence of direct contact condensation phe-
nomenon. In a nuclear reactor, subcooled water injection into a steam-filled zone
is found to be a very efficient way of heat removal during transient as well as in
the accidental situations. During a loss-of-coolant accident (LOCA) in a PWR, sub-
cooled water is injected from the emergency core cooling system (ECCS) either
into the cold leg or hot leg of the reactor. This situation may also be encountered
very often in the steam generator feed water line of a PWR during reactor transient
operating condition (Jones et al. 1979).

This type of steam–water DCC scenario, however, under certain conditions may
cause violent condensation which can lead to the generation of the fast (of the order
of acoustic timescale) pressure transients. The amplitude of these pressure peaks
may attain tens of bars or even higher than hundred bars (Milivojevic et al. 2014)
and, hence, gained attention in the nuclear safety research. The following section
will focus on the underlying mechanism of the occurrence of violent condensation
events as well as the state of the art of the DCC phenomenon during subcooled water
injection into a steam-filled zone.

13.2.2.1 Theoretical Background

In this type of DCC event, as the subcooled water starts entering into the steam-filled
line, a stratified flow regime may establish between the two phases (as shown in
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Fig. 13.13 Mechanism of the occurrence of condensation-induced water hammer in a horizontal
pipe geometry

Fig. 13.13a). The steam–water direct contact leads to the continuous steam conden-
sation over the two-phase interface. The continuous loss of steamdue to condensation
allows the fresh steam to rush into the condensation zone and filling up the empty
space. This establishes a relative velocity difference between the two phases, and
consequently, the phase interface becomes wavy due to Kelvin–Helmholtz instabil-
ity (Mahapatra et al. 2017; Drazin 2002; Chandrasekhar 1961).

The fresh steam velocity (as well as the relative velocity between two phases) over
the interface becomes substantial as the interfacial condensation rate is sufficiently
high. The higher steam velocity will induce a ‘Bernoulli effect’ which results in the
interface wave to grow further enough such that the wave crest can touch the pipe
wall. This is often termed as ‘bridging’ (Fig. 13.13). As a consequence of this bridg-
ing, a steam section gets isolated and entrapped between the surrounding subcooled
water slugs (Fig. 13.13c). The steam pocket, thus entrapped, starts condensing over
the phase boundary which leads to the formation of local low-pressure zone. This
differential pressure causes slug acceleration in a direction of low-pressure zone, and
thus, the remaining steam gets compressed and finally collapses very rapidly. Due
to the rapid collapse of the entrapped steam pocket, surrounding water slug flows
in a direction (Fig. 13.13d) to fill up the empty space and collides with each other.
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The slug collision is attributed to the generation of fast and violent pressure peak
which is propagated through the surrounding medium at the sonic speed. This pres-
sure change dynamics under the influence of direct contact condensation is known as
condensation-driven or condensation-induced water hammer (CIWH) phenomenon.

13.2.2.2 Brief Review of Earlier Work and the State of the Art of
CIWH Research

CIWH is a very complex thermo-hydraulic phenomenon as the dynamic interplay
between two-phase instability and phase change process governs the onset of this
event. A typical pressure pulse width during CIWH is found to be of the order of
millisecond [about 2 ms (Barna et al. 2010a)]. Furthermore, the location of the steam
pocket formation and pressure peak amplitude in a CIWH event is stochastic in
nature (Urban and Schlüter 2014) and, thus, very difficult to predict. In the following
section, we will address the state of the art of the CIWH research.

(i) Experimental investigations

The available literature shows that the research on CIWH is quite a few. The
group of Griffith and others (Griffith 1997; Bjorge and Griffith 1984) carried out
both the experimental and theoretical studies for investigating the CIWH events. The
authors performed experiments in both the horizontal and in the inclined pipe geom-
etry. Based on the experimental observations, the authors proposed five necessary
conditions for the occurrence of a CIWH event

• The pipe must be horizontal or near horizontal (slope should be less than 2.4°).
• Water subcooling must be greater than 20 °C.
• Pipe length-to-diameter ratio (L/D ratio) should be greater than 24.
• The filling velocity for the cold water, based on full pipe area, must be such that
Froude number is less than 1.

• There must be void nearby.
• The system pressure must be great enough so that the water slugs will impact the
affected parts of the system at high enough velocity to do damage. This threshold
system pressure appears to be somewhere between 100 and 300 psi (1–3 × 106

Pa) depending on the criteria chosen for deciding what constitutes an intolerable
steam bubble collapse-induced water hammer (SBCIWH).

Urban and Schlüter (2014) carried out experiments to investigate the underlying
cause for the onset of the CIWH events. They performed several experiments in a
slightly inclined pipe geometry (1.4° inclination) with identical initial parametric
conditions and concluded that CIWH phenomenon is purely stochastic in nature.
Table 13.1 shows different parametric conditions as well as the associated CIWH
incidents observed in their experiments.

Their observations reveal that even for a low initial systempressure (3.4 bar), max-
imum pressure peak amplitude can reach up to 134 bar for a particular combination
of Froude number (=0.6) and water subcooling (=60 °C). In addition, it is found that
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Table 13.1 Parametric
conditions and corresponding
pressure peak amplitude
observed in the experiments
of Urban and Schlüter (2014)
[used with permission from
Urban and Schlüter (2014)]

Exp. no. (–) Fr (–) �T (K) pmax (bara)

130115/02 1.6 60 34

130115/06 1.6 60 12

130418/05 1.6 60 61

130418/06 1.6 60 18

p � 31.3 ± 34.6 bara; (21.8; 95%; 4)

130117/06 0.6 60 81

130117/07 0.6 60 50

130117/08 0.6 60 100

130117/09 0.6 60 62

130117/10 0.6 60 63

130129/06 0.6 60 84

130130/03 0.6 60 29

130130/04 0.6 60 61

130130/05 0.6 60 58

130130/06 0.6 60 71

130130/07 0.6 60 88

130201/02 0.6 60 79

130201/03 0.6 60 77

130201/04 0.6 60 134

130201/06 0.6 60 93

130201/09 0.6 60 53

130201/10 0.6 60 31

130207/09 0.6 60 76

p � 71.7 ± 12.7 bara; (24.9; 95%; 18)

130122/06 0.9 60 57

130122/07 0.9 60 19

130122/09 0.9 60 58

130204/06 0.9 60 60

130204/07 0.9 60 62

130206/06 0.9 60 22

p � 46.3 ± 21.1 bara; (20.1; 95%; 6)

130124/06 1.1 60 10

130510/01 1.1 60 48

130510/02 1.1 60 74

p � 44.2 ± 80.5 bara; (32.4; 95%; 3)
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Table 13.2 Experimental conditions performed at PMK-2 facility

Experiment Steam pressure (MPa) Water temperature
(°C)

Water flow rate (kg/s)

AEKI_Exp03 0.98 30 1.20

AEKI_Exp04 1.15 30 0.66

AEKI_Exp05 1.45 25 1.01

AEKI_Exp06 1.50 30 1.66

Reused from Giot (2000)

the CIWH events also appeared for Froude number greater than 1 (Fr � 1.1). These
two observations are found to be in contrast to the Griffith’s theory for the onset of
CIWH phenomenon, and hence, a further refinement is required in the context of
CIWH avoiding guidelines.

The most useful database for the analysis of the CIWH phenomenon is the exper-
iments performed in the PMK-2 test facility at KFKI Atomic Energy Research Insti-
tute (Giot 2000). PMK-2 test facility is a scaled-down thermo-hydraulic model of
the primary circuit of the VVER type of reactor. The water hammer test pipe in this
facility is horizontal which have length (2.87 m) to diameter (73 mm) ratio is about
39. Table 13.2 summarises the parametric conditions in different CIWH experiments
which are performed in the PMK-2 facility.

The transient pressure history for two different test conditions at the PMK-2 test
facility is shown in Fig. 13.14. It is reported that among all the experimental cases,
the highest pressure peak amplitude is found to be about 18.35 MPa (Fig. 13.14b).
The experimental outcomes clearly reveal that both the inlet water flow rate andwater
temperature have a strong influence on the pressure peak amplitude during a CIWH
event. Furthermore, it can be observed that the onset time of the pressure peak in
two experiments is found to be different. This is due to the fact that the location of
the vapour pocket formation (due to stratified to slug flow regime transition) within
the test pipe has a great uncertainty. Thus, the earlier prediction of the pressure peak
magnitude, its occurrence time and location of occurrence is quite difficult.

Wang et al. (2018) recently carried out CIWH experiments in a horizontal pipe
geometry for different combinations of steam mass flux and water temperature.
Depending on the nature of the pressure signals, the authors classified the CIWH
phenomenon mainly into two categories, namely periodic CIWH and non-periodic
CIWH. The two-phase flow field behaviour as well as the pressure signal character-
istics during periodic and non-periodic CIWH events are shown in Fig. 13.15.

The experiments in the UniBw Facility (Dirndorfer 2017) at the Universität der
Bundeswehr München investigated the CIWH events as a function of different non-
dimensional parameters such as Jakobnumber,Reynolds number andFroudenumber.
The experimental results show that with the increase in Jakob number, the probability
for the occurrence of intense CIWH events is found to be higher. This is due to the
fact that at high Jakob number condensation potential increases which results in
the formation of higher amplitude pressure peaks. Furthermore, their experiments
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Fig. 13.14 Pressure transient observed in a AEKI_Exp05 and b AEKI_Exp06 experiments
[redrawn with permission from Barna et al. (2010a), Giot (2000)]

reveal that a specific combination of the flow rate (defined by the Froude number)
and turbulence (defined by Reynolds number) must coexist for the onset of the water
hammer phenomenon.

Hou et al. (2016) carried out experiments and reported that flashing instability-
induced water hammer phenomenon can also occur in a natural circulation loop
which acts as a passive heat removal system in a nuclear reactor under accidental as
well as transient operating conditions.

(ii) Numerical investigations

The literature survey reveals that only a few numerical attempts have been made
for predicting the CIWH events. The ‘WAHA3 code’ developed at the Jožef Stefan
Institute (Tiselj et al. 2004) is found to be the most dedicated in-house code which
is capable of capturing the fast transient phenomena including CIWH. WAHA3 is
a one-dimensional code which is based on the six-equation-based two-fluid model
approach. To assess the capability of WAHA3, the group of Barna and others (Barna
et al. 2015; Barna and Ezsöl 2011; Barna et al. 2010a, b) simulated the CIWH
experiments performed at the PMK-2 and ROSA test facility. Their results show that
WAHA3 can capture the CIWH pressure transients.

Milivojevic et al. (2014) investigated the DCC-drivenwater hammer phenomenon
in a vertical pipe. The authors developed a one-dimensional in-house code which is
based on the homogeneous model of liquid–vapour flow. They used the method of
characteristics (MOC) approach. The authors compared (Fig. 13.16) their calculated
pressure peak with the experimental data and claimed that the homogeneous model
is also able to capture the CIWH events quite satisfactorily. However, the evidence
of the flow regime transition as well as the steam pocket formation (which is the
primary cause for the onset of a CIWH event) is absent in this work.

In addition to WAHA3, different system codes are also used for the analysis of
CIWHphenomenon.The systemcode ‘Analysis ofTHermal-hydraulics ofLEaks and
Transients (ATHLET)’ is used by Ceuca and Laurinavicius (2015) for investigating
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Fig. 13.15 Two-phase flow field behaviour for a non-periodic and c periodic CWH; pressure
characteristics for b non-periodic and d periodic CIWH [used with permission from Wang et al.
(2018)]

the PMK-2 experimental series in the context of CIWH. The authors concluded that
the ATHLET code can capture the CIWH events satisfactorily.

The capability of the system code ‘Reactor Excursion and Leak Analysis Program
(RELAP)’ for the prediction of the fast transient phenomena is a debatable issue. The
group of Barna et al. (2010a) claimed that RELAP5 is unable to capture the CIWH
events. However, Datta et al. (2016) showed that if the spatio-temporal discretisation
is fine enough, RELAP5/Mod 3.4 is fairly able to capture the CIWH phenomenon.
Figure 13.17 shows the pressure transient comparison obtained by RELAP5 with
WAHA3 result and PMK-2 experimental outcomes.
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Fig. 13.16 Transient pressure history a calculated with homogeneous model and bmeasured from
the experiment in a vertical pipe geometry [used with permission from Milivojevic et al. (2014)]

Fig. 13.17 Comparison of the transient pressure history obtained by RELAP5 with WAHA3 sim-
ulation and PMK-2 experimental outcomes [redrawn with permission from Datta et al. (2016)]

Their result reveals that the stratified to slug flow regime transition as well as
steam pocket formation is well captured by RELAP. The authors also concluded that
the location of the steam pocket formation as well as the magnitude of the pressure
peak is strongly dependent on the water subcooling. They claimed that the amplitude
of the pressure peak increases at higher degree of subcooling. In addition, for the
same water injection rate, the peak pressure location within the test pipe moves away
from the water inlet section with the increase in subcooling (Fig. 13.18).

This is due to the fact that at higher degree of subcooling, waterfront moves almost
as a vertical front through the test section due to higher interfacial condensation rate.
As a consequence, the ‘bridging’ occurs after a sufficient distance within the test
section (Fig. 13.19).
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Fig. 13.18 Variation of peak pressure location with inlet water temperature [used with permission
from Datta et al. (2016)]

Fig. 13.19 Steam pocket formation location with the variation of water subcooling [used with
permission from Datta et al. (2016)]
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The effect of water subcooling on the peak pressure occurrence location is also
investigated by Urban and Schlüter (2014). Their experiments also showed that the
peak pressure location moves away from the water inlet with the increase in water
subcooling.

It can be inferred from the above survey that most of the investigations (either
with the system code or in-house code) in the context of CIWH focused on the two-
fluid modelling approach. However, this approach incorporates several closure laws
for accounting different interfacial exchange terms and, hence, introduces modelling
uncertainties. Datta et al. (2018) recently investigated the DCC phenomenon dur-
ing subcooled water injection into a steam-filled zone using pure interface tracking
approach (VOF method). The authors used computational fluid dynamics software
ANSYS Fluent 14.5 for modelling the DCC event in a two-dimensional horizon-
tal pipe geometry. They assessed the interface mass transfer from the energy jump
condition (instead of using any empirical correlations) as follows

ṁk j � ‖q ′′‖ · n̂
hk j

aint (13.1)

where ‖q ′′‖ represents the energy jump across the two-phase interface, aint is the
interfacial area density, n̂ is the unit normal vector (which determines the curvature
of the interface), and hkj represents the latent heat of vaporisation.

The energy jump term in Eq. (13.1) is evaluated from the basic conservation law
as follows

‖q ′′‖� q ′′
k, j � −λk, j∇T (13.2)

where λ is the phasic thermal conductivity and ∇T represents the thermal gradient
which exists across the two-phase interface. The energy jump term, unit normal
vector and interfacial area density in Eq. (13.1) are obtained with different user-
defined functions of ANSYS Fluent.

Their study reveals that the pure interface approach can also capture the flow
regime transition followed by the steam entrapment phenomenon which may act
as a possible source for the onset of a CIWH event. Figure 13.20 shows the liquid
volume fraction distribution at a particular time within the test section achieved by
the volume of fluid method.

The work of Datta et al. (2017) reported that the VOFmethod along with interface
jump model is also able to capture the vapour bubble collapse in subcooled liquid
quite satisfactorily.
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Fig. 13.20 Liquid volume fraction distribution predicted by the interface tracking method for
Vl,in � 3 m/s and Tl,in � 20 ◦C

13.3 Conclusions

In this chapter, steam–water direct contact condensation (DCC) phenomenon is dis-
cussed. DCC can occur in two situations—either during steam injection into sub-
cooled water pool or as the subcooled water is injected into a steam-filled region.

During steam injection into the water pool, typically jetting regime is observed
if the vapour phase momentum remains in the sonic range. The jet shape (conical,
ellipsoidal or divergent) in this situation is characterised by the degree of water
subcooling. However, if the momentum of the injected steam remains within the
subsonic range, jetting, bubbling and chugging condensation modes are observed.
Among these, three condensation modes and chugging events are found to be more
chaotic in nature and always associated with the large amplitude pressure spikes
which may induce heavy load on the structural components.

On the other hand, during subcooled water injection in a steam-filled pipe may
cause immense condensation at the two-phase interface which results in the genera-
tion of fast and dangerous pressure transients. The pressure change dynamics under
the influence of rapid condensation is typically termed as condensation-induced
water hammer (CIWH). The research on CIWH shows that the amplitude of the
pressure peaks may attain tens of bars or even higher than hundred bars. It is found
that CIWH is stochastic in nature, and the earlier prediction of the pressure peak
magnitude and its location of occurrence are very difficult. The available literature
reveals that dedicated in-house code such as WAHA3 (based on six-equation-based
two-fluid model) is developed for capturing this phenomenon. In addition, differ-
ent system codes such as RELAP, ATHLET are also used for predicting the CIWH
events. It is found that both the in-house codes and the system codes are based on
the two-fluid model which introduces modelling uncertainties. Hence, in some of
the recent works thrust is given on the prediction of the initial conditions of a CIWH
event using pure interfacial tracking approach (volume of fluid method). Observa-
tions reveal that the interfacial approach can capture the initial conditions (such as
flow regime transition, steam pocket formation) satisfactorily.
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Chapter 14
A Comprehensive Parametric Modelling
for Mixed Convection Film Boiling
Analysis on a Vertical Flat Plate

Dipak Chandra Das, Koushik Ghosh and Dipankar Sanyal

Abstract A comparative assessment of existing instability models is carried out to
find the appropriate length scale in a computationally inexpensive integral model
predicting the heat transfer in film boiling over a vertical flat plate. The use of Kelv-
in–Helmholtz criterion shows good matching to the limited number of experimental
data, whereas for high liquid flow velocity the critical filmReynolds number criterion
is found as the best. A generalized model covering the range of both the models is
then developed by employing a regression analysis. The generalized model is shown
to remain accurate within 10% band over a wide range of parameters.

Keywords Vertical flat plate · Film boiling · Instability length · Regression
analysis · Heat transfer coefficient

Nomenclature

g Acceleration due to gravity
hav Average heat transfer coefficient
hconv; h̄conv Convective heat transfer coefficient; averaged
h f g Latent heat of evaporation
j Mass flux
Jasub Liquid-phase subcooling Jakob number � cpl (Tsat − T∞)/h f g

Jasup Vapour-phase superheat Jakob number � cpv(Tw − Tsat)/h f g

k Thermal conductivity
Lλ Instability length scale
Lλ−K H Kelvin–Helmholtz instability length scale
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Lλ−FRN Length scale based on film Reynolds number
Lc Characteristic length scale
L reg Regression length
L̄ reg Non-dimensional regression length
p Pressure
Rel Liquid-phase Reynolds number � (u∞Lc)/νl
T Temperature
u, v Velocity components
x, y Coordinates

Greek symbols

α Thermal diffusivity
β Coefficient of volumetric thermal expansion
δ Vapour film thickness
δl Liquid momentum boundary layer thickness
δt Liquid thermal boundary layer thickness
ε Emissivity
μ Dynamic viscosity
ν Kinematic viscosity
ρ Density
σ ; σ t Stefan–Boltzmann constant; surface tension

Subscripts

eq Equivalent
l Liquid
sat Saturation value
w Wall of the plate
i Interface
r Radiation
v Vapour
∞ Free stream value

14.1 Introduction

Film boiling has been intensively studied for its various applications, for instance in
heat treatment (Zumbrunnen et al. 1989), chemical synthesis (Choi et al. 2011) and
severe accidentmanagement in nuclear reactors (Liscic 2009; Berthoud andD’Aillon
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2009; Dhir and Purohit 1978). Nishio and Ohtake (1993), Kolev (1998), Okkonen
(1999), Meduri et al. (2009), Jouhara and Axcell (2009) and Arias (2009) are among
the notable contributors, who have improved the understanding of the underlying
mechanism of film boiling hydrodynamics and heat transfer over vertical surfaces.
The role of the flow, thermal and thermophysical parameters was assessed in great
detail. Juric and Tryggvason (1998) could capture the process of phase change in
a computational study by using very refined time step and grid spacing. Since the
procedure turns out to be very time consuming, there is a major need of developing
models that are accurate but computationally inexpensive.

The acceptability of amodel is recognized by the comparison of its predictionwith
available experimental results. Use of soft computing tools like genetic algorithm and
regression analysis, for instance, used by Cai et al. (2006) and Ghosh et al. (2013),
to build algebraic relations directly from experimental results is an interesting and
emerging research trend in heat transfer in general and boiling studies in particular.
Yeh et al. (2009), Yun et al. (2005) and Pettersen (2004) carried out regression-based
analysis to correlate experimental data of several researchers for phase change and
boiling heat transfer.

The advantage of an identification study attains a greater value, when it is applica-
ble for analysing possible situations involving a wide range of parameters. Conven-
tional numerical studies employ internal elements like the scales used for arriving at
non-dimensionalmathematical model that haswider applicability than a dimensional
model. Length scales based on Kelvin–Helmholtz (KH) instability are routinely used
in modelling film boiling problems with liquid–vapour phases (Arias 2009). Regres-
sion analysis is a powerful tool for identifying correlation in a simple polynomial
of non-dimensional numbers providing a reasonable matching with experiments of
Meduri et al. (2009). These forms and the scales depend on the problem at hand.

The models pertaining to film boiling over vertical plates and cylinders have been
solved, for instance, by Shiotsu and Hama (2000) employing boundary layer approx-
imation of mass and energy conservation principles with appropriate conditions at
the liquid–vapour phase interface. In comparison with their experimental results,
the solutions of the model obtained by using either integral approach or similarity
transformation yielded a gross underestimation of heat transfer coefficient. The main
reason behind the modelling limitations was attributed to the choice of the length
scale for the analysis.

Nishio and Ohtake (1993) and Bui and Dhir (1985) conceived the liquid–vapour
interface under saturated film boiling condition as a wavy pattern with intermediate
ripples and bubble release. The measured heat transfer coefficient in a plate much
longer than the interfacial wavelength was observed to remain unaltered with axial
distance. For subcooled natural convection film boiling, the visual observationsmade
by Vijaykumar and Dhir (1992) supported the findings of Nishio and Ohtake (1993).
Based on the observations of interfacial wave pattern, Nishio and Ohtake (1993)
performed an inviscid stability analysis for natural convection film boiling under
saturated condition. The heat transfer coefficient was estimated for a vertical plate
and a cylinder based on a length scale equal to Kelvin–Helmholtz (KH) interface
instability length.
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Later on, Okkoken (1999) extended the approach for subcooled forced convection
film boiling by adopting the same length scale. Kolev (1998) used the KH-type
wavelength as the scale for analysing mixed convection film boiling on a vertical
plate to predict heat transfer by a simple closure relation. Although the majority of
the theoretical work adopted KH-type instability mode, there were variations in the
implementation of the same from model to model. While Nishio and Ohtake (1993)
and Okkonen (1999) carried out instability analyses along with the integral model,
Kolev (1998) used a closure form in his analysis. An alternate model to explain the
interfacial instability is to set criterion in terms of a critical film Reynolds number
(Hsu andWestwater 1960), beyond which the interface becomes unstable. Kim et al.
(2005) carried out a film boiling analysis for a moderate-sized sphere and found this
number as 25. Thesefilmboilingmodels are valid for free, forced ormixed convection
flow regimes. A stability analysis was carried out by Makishi and Honda (2012) to
determine theminimum critical thickness, corresponding tominimum heat flux point
of liquid–solid contact, which was compared with the available experimental data.

A mathematical model describing the problem is introduced in Sect. 14.2. In
Sect. 14.3, a discussion is given on the length scale that would provide an estimate
of heat transfer during film boiling over a vertical plate for a wide range of water and
wall temperatures. Two instability models, namely Kelvin–Helmholtz (KH) and film
Reynolds number (FRN), are used to implement the length scales in an integralmodel
for estimating the heat transfer over a vertical plate. The predictions of these models
have been suitably compared with available experimental results for a wide variation
of plate temperature, liquid temperature and flow velocity. The KH model is similar
to the one used by Kolev (1998), where the liquid and vapour average velocities
are the primary variables. In the ensuing study involving high liquid velocity, the
criterion of film instability is set as a critical Reynolds number equal to 25 (Hsu and
Westwater 1960).

In Sect. 14.4, a generalized model is proposed, based on the modified length
scale of instability. The instability length is modified by a regression analysis, based
on the relevant non-dimensional parameters. This length scale is then coupled with
the integral analysis, and the model predictions are compared with a large set of
experimental data from various researchers. Available experimental results for wide
ranges of wall superheat, liquid subcooling and flow velocity have been compared.
For the generalized model to be acceptable, it is necessary to be at least as accurate
as the existing models in their different ranges of validity. Such a generalized model
would provide a powerful design tool not requiring the range-based switching to
different models. A conclusion of the achievements is provided in Sect. 14.5.

14.2 Integral Model

Figure 14.1 shows the problem geometry and the coordinate system for mixed con-
vection film boiling analysis for the vertical flat plate. A thin layer of vapour film
around the plate surface is formed followed by the liquid thermal and hydrodynamic
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Fig. 14.1 a Problem geometry with approximate velocity and temperature profile and b pattern of
liquid–vapour interfacial wave

boundary layer with usual boundary layer assumption for Pr greater than one. A
steady-state incompressible laminar flow has been assumed with the viscous dissi-
pation term neglected in the energy equation. In the liquid layer, the effect of natural
convection with Boussinesq approximation is assumed. In addition, the effect of
induced velocity in the liquid layer is also considered to capture mixed convection.
The radiation heat exchange between the surface and the liquid–vapour interface
is taken into account by considering the vapour phase to be non-participating and
assuming the grey-diffuse enclosure model. All the thermophysical properties of the
respective phases are considered at the respective arithmetic mean values of temper-
ature.

Following Das et al. (2014), the conservation equations of mass, momentum and
energy in the vapour layer (0 ≤ y ≤ δ) and liquid layer (δ ≤ y ≤ δ + δl) along with
the conditions at the boundaries and interfaces under the above assumptions are
presented as follows.

(∂uv/∂x) + (∂vv/∂y) � 0, (14.1)

uv(∂uv/∂x) + vv(∂uv/∂y) � (ρ∞/ρv − 1)g + νv(∂
2uv/∂y

2), (14.2)
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uv(∂Tv/∂x) + vv(∂Tv/∂y) � αv(∂
2Tv/∂y

2), (14.3)

(∂ul/∂x) + (∂vl/∂y) � 0, (14.4)

ul(∂ul/∂x) + vl(∂ul/∂y) � βl g(Tl − T∞) + νl(∂
2ul/∂y

2), (14.5)

and

ul (∂Tl/∂x) + vl(∂Tl/∂y) � αl (∂
2Tl/∂y

2) (14.6)

The boundary conditions are expressed as

uv|y�0 � 0; uv|y�δ � ul |y�δ � ui ; ul |y�δ+δl
� u∞, (14.7a)

and

Tv|y�0 � Tw; Tv|y�δ � Tl |y�δ � Tsat
∣
∣
p ; Tl |y�δ+δt

� T∞ (14.7b)

Interface mass balance, shear stress and energy balance are denoted as the fol-
lowing three equations

j � ρv{ui (dδ/dx) − vv|y�δ} � ρl{ui (dδ/dx) − vl |y�δ}, (14.8a)

μv(∂uv/∂y)|y�δ � μl (∂ul/∂y)|y�δ, (14.8b)

and

−kv

∂Tv

∂y

∣
∣
∣
∣
y�δ

+ kl
∂Tl
∂y

∣
∣
∣
∣
y�δ

+ εeqσ (T
4
w − T 4

sat) � ρvh f g
d

dx

δ∫

0

uvdy, (14.8c)

where

εeq � (1/εw + 1/εi − 1)−1. (14.8d)

The governing equations are converted in the integral formwith a quadratic profile
assumption for velocity and temperature of each phase, and a system of ODEs is
formed (Das et al. 2014) with the following non-dimensional parameters

φ̄ � φ/Lλ, ūi � ui/uref, (14.9a)

Grl � gβl(Tsat − T∞)L3
λ/ν

2
l , Grv � g(ρl − ρv)L

3
λ/(ρvν

2
v ), (14.9b)

Jasub � cpl (Tsat − T∞)/h f g, Jasup � cpv(Tw − Tsat)/h f g, (14.9c)

Rel � (u∞Lλ)/νl, and Rev � (u∞Lλ)/νv, (14.9d)

where the generalized length variable φ stands for x , δ, δl and δt as axial location,
vapour-phase boundary layer thickness, liquid-phase hydrodynamic boundary layer
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thickness and liquid-phase thermal boundary layer thickness, respectively, Grl is
the Grashof number (liquid phase), Grv is Grashof number (vapour phase), Jasub
is Jakob number (liquid-phase subcooling), Jasup is Jakob number (vapour-phase
superheat), Rel is Reynolds number (liquid phase), and Rev is Reynolds number
(vapour phase). The reference velocity is defined as

uref � u∞ + {(ρl − ρv)/ρv}(gδ2/νv). (14.10)

The non-dimensional liquid–vapour interfacial velocity (ūi ) is expressed as

ūi �{(2/δ̄l)(μl/μv) + (δ̄/2)(Grv/Rev)}Rev(Rev + Grvδ̄
2)−1}

/{(2/δ̄l)(μl/μv) + (1/δ̄)}. (14.11)

In terms of these variables (δ̄, δ̄l and δ̄t ), with a2 as an auxiliary parameter for
vapour quadratic temperature profile, an ODE system is formed (Das et al. 2014) as
the following

⎡

⎢
⎢
⎢
⎣

m11 m12 0 0

m21 m22 0 0

m31 m32 m33 0

m41 m42 0 m44

⎤

⎥
⎥
⎥
⎦

⎡

⎢
⎢
⎢
⎢
⎣

d δ̄/dx̄

d δ̄l/dx̄

d δ̄t/dx̄

da2/dx̄

⎤

⎥
⎥
⎥
⎥
⎦

�

⎡

⎢
⎢
⎢
⎣

f1
f2
f3
f4

⎤

⎥
⎥
⎥
⎦

. (14.12)

This differential equation system has been solved using the ode15s solver in
MATLAB.

The energy balance equation near the plate surface can be written as

−kv(∂Tv/∂y)y�0 � hconv(Tw − Tsat). (14.13)

Following the quadratic temperature profile in the vapour film, the local convective
heat transfer coefficient is expressed as

hconv � kv{1 + a2/(Lλδ̄)}. (14.14)

So, the average convective heat transfer coefficient can be expressed as

h̄conv � kv

1∫

0

{1 + a2/(Lλδ̄)}dx̄ . (14.15)

Using the linearized form given by Bromley (1950), the average heat transfer
coefficient (hav) has been determined for h̄conv > hr as

hav � h̄conv + 3hr/4, (14.16)
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where

hr � εeqσ (T
4
w − T 4

sat)/(Tw − Tsat). (14.17)

14.3 Instability Length Models

Two types of length scales (Lλ) are popularly used for identifying the liquid–vapour
interface for determining the heat transfer coefficient from Eq. (14.19), pertain-
ing to the geometry described in Fig. 14.1. These are Kelvin–Helmholtz (KH) and
film Reynolds number (FRN) instability lengths. An interface is seen as a vertically
repeating wave pattern that arises due to a small perturbation.

From the derivation of Nishio and Ohtake (1993), which was later implemented
by Okkonen (1999) and Kolev (1998), the KH scale is defined as

Lλ−K H � 2π
[

2σtδ
∣
∣
x�Lλ−K H /{ρv(uv−avg − ul−avg)

2}]1/2. (14.18)

As discussed by Hsu and Westwater (1960), the interface becomes wavy at a
critical value of a film Reynolds number Recrit that can be used to define another
length scale as

Lλ−FRN � Recritμv/(ρvui ). (14.19)

Based on an analysis of Kim et al. (2005) on film boiling over a sphere, this critical
value is fixed at 25 in the present analysis. The KH or FRN model is dependent on
the results of the integral model implicitly, as indicated by Eqs. (14.18) and (14.19).
The output of the ODE systems from the integral model has been solved first, and
the average and interfacial velocities are determined to find out the respective length
scale with numerical iteration to find out the instability length following Eqs. (14.18)
and (14.19).

14.3.1 Results for Various Instability Models

The comparison of various instability models along with their coupling with the
present integral model is made through validation against available experimental
results of mixed convection film boiling for the vertical flat plate. In Fig. 14.2,
predicted heat transfer from the present models is compared with the experimental
data of Bui and Dhir (1985). The experiment was performed for a 6.3-cm-wide and
10.3-cm-high isothermal vertical surface made of copper under saturated natural
convection film boiling of water. The KH scale model predicts the heat transfer data
quite satisfactorily with the overall mean deviation from experimental data within
3.8%.
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Fig. 14.2 Comparison of the present model prediction against the experiment of Bui and Dhir
(1985)

Fig. 14.3 Comparison of the present model prediction with KTH experiment (Okkonen et al. 1996)

Figure 14.3 depicts the comparison of the KH model with the available KTH
experimental data due toOkkonen et al. (1996) onfilmboiling over a vertical flat plate
for natural convection with vertical tube of 1.5 m in length and 26 mm in diameter.
The KH model gives agreeable results of the predicted heat transfer coefficients
with respect to the experimental data for water subcooling up to 9 °C. However, for
58 °C water subcooling, or water temperature of 42 °C, the model underpredicts
heat transfer data. The maximum deviation between the model prediction and the
experimental result is 25%.
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Fig. 14.4 Comparison of the present model prediction with the experiment of Meduri et al. (2009)

Figures 14.4 and 14.5 show the comparison of film boiling heat transfer coeffi-
cient between the present model and the experimental data of Meduri et al. (2009)
and Jouhara and Axcell (2009). These experiments on a vertical flat plate were per-
formed under the mixed convection film boiling condition with free stream velocities
of 0.35 m/s (Meduri et al. 2009) and 0.12 m/s (Jouhara and Axcell 2009), respec-
tively. The overall mean errors of the KH model predictions with respect to these
experimental data were, respectively, 22 and 12%. The effect of radiation in both of
these cases is far less than that of KTH experiment, which may be the reason for a
better agreement with the experimental data. For theKH scalemodel, the deviation of
the predicted heat transfer coefficient with respect to the experimental data increases
with the increase in water subcooling.

Figure 14.6 shows the comparison of the present model with the experiment of
Shiotsu and Hama (2000) performed for a vertical cylinder at 2.94 bar for satu-
rated mixed convection film boiling with water flow velocities 0–2.65 m/s. Except
for stagnant liquid, KH model predicts much lower values. For velocities of 2.32
and 2.65 m/s, critical film Reynolds number model gives a closer match with the
experimental data within 8.9 and 5%, respectively.

14.4 Regression Analysis and Validation

The results of the KH instability model show poor agreement for the predicted film
boiling heat transfer at large wall superheat and water subcooling and for high liquid
velocity. At low superheat and saturated conditions, the KH model is suitable. It
is evident from the preceding section that there is a need for the FRN model at
high liquid velocity for such prediction. As observed from the results and work of
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Fig. 14.5 Comparison of model predictions with experimental heat transfer coefficients of Jouhara
and Axcell (2009)

Fig. 14.6 Comparison of the present model prediction against the experiment of Shiotsu and Hama
(2000)

Meduri et al. (2009), the instability length is a strong function of the governing
non-dimensional parameters for the mixed convection subcooled film boiling. The
model developed by Das et al. (2014) shows the dependence of non-dimensional
parameters as liquid-phase subcooling Jakob number (Jal) (showing the dependence
of liquid subcooling), vapour-phase superheat Jakob number (Jasup) (dependence on
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wall superheat) and liquid-phase Reynolds number (Rel) (revealing flow velocity),
respectively.

These parameters along with some more dependent non-dimensional length
parameter have been selected for developing a multiple-parameter comprehensive
regression model. Available experimental data (Meduri et al. 2009; Jouhara and
Axcell 2009; Shiotsu and Hama 2000; Bui and Dhir 1985; Okkonen et al. 1996)
given in Table 1 involve a wide range of parameters in terms of ranges of wall super-
heat of 120–1250 K, liquid subcooling of 0–58 K and liquid velocity of 0–2.65 m/s.
A total of 69 data have been used for developing the regression model, and the
remaining 55 data have been used for the validation purpose.

Liquid-phase Reynolds number in this model is calculated considering character-
istic length scaleLc. A length scale is introduced as actual instability length scale Lact,
which represents the length from the leading edge of the surface at which the pre-
dicted heat transfer coefficient from the integral model coincides with the available
sets of experimental results. The non-dimensional instability length (as an outcome
of the regression analysis) is defined as

L̄ reg � Lλ−reg/Lc, (14.20)

where Lc is expressed as [σt/{g(ρl − ρv)}]. It is to be noted that this scale is used by
Meduri et al. (2009) as the unit wavelength.

A multiple-parameter regression analysis of these four parameters, namely Jasup,
Jasub, Rel and L̄ reg, latter being a non-dimensional length is obtainedusingMATLAB
as follows

L̄ reg � 7.4699 − 0.00010125Rel − 3.8163Jasup − 3.2146Jasub. (14.21)

The average heat transfer coefficient is calculated by using Eq. (14.15), consid-
ering the length scale (Lλ−reg) from the regression model.

14.4.1 Results from the Regression Model

The validation of the regression model is presented here in terms of Figs. 14.7,
14.8 and 14.9. Figure 14.7 shows the comparison of the present model based
on Kelvin–Helmholtz instability and regression length scales with the available
KTH experimental data of Okkonen et al. (1996). As shown in the figure, the
heat transfer coefficients based on the regression predict closer agreement with the
experimental data. The minimization of the deviation is substantial, particularly
at large superheat and high subcooling. However, a marginal deviation from the
experiments is observed for a liquid subcooling of 3 °C, where the predicted heat
transfer coefficient for the KH length scale is slightly better than that of the length
scale based on regression. The maximum deviation of the numerical result from the
experimental result is 11.5% for the regression model. Regression model minimizes
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Fig. 14.7 Comparison of the present model prediction with KTH experiment (Okkonen et al. 1996)

Fig. 14.8 Comparison of the present model prediction against the experiment of Shiotsu and Hama
(2000)

the overall mean error to 6% from 11.5%, as compared to the KH model, with
respect to overall data of Okkonen et al. (1996).
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Fig. 14.9 Comparisons of aKHmodel and b regression-based model prediction against the exper-
imental data of Meduri et al. (2009), Jouhara and Axcell (2009), Shiotsu and Hama (2000), Bui and
Dhir (1985) and Okkonen et al. (1996)

Figure 14.8 represents the comparison of the predicted heat transfer coefficient
from the regression and the KH model with the experimental data of Shiotsu and
Hama (2000). It is observed that with respect to the experimental data for higher free
stream velocity above 1 m/s, the regression model prediction is more satisfactory
than KH model prediction. At zero velocity of liquid, the regression model gives
slightly better result than the KHmodel. Regression model reduces the overall mean
error from 23.3% (the KHmodel) to 5% for overall data of Shiotsu and Hama (2000).
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To compare the total data of regression-based single comprehensive model with the
experimental data, the KH model prediction is compared first with overall experi-
mental data (Meduri et al. 2009; Jouhara and Axcell 2009; Shiotsu and Hama 2000;
Bui and Dhir 1985; Okkonen et al. 1996) used in the present work. The prediction
of regression-based modified model is compared next.

Figure 14.9a shows that 71% of the total 55 experimental test data lie outside
10% error band, when the KH model is used as an instability length in the integral
analysis. The predicted heat transfer coefficient data from regression-basedmodel, on
the other hand, show a remarkable improvement as and only 8% data lie outside the
10% error band with the corresponding experimental data as revealed by Fig. 14.9b.

14.5 Conclusion

The common instability models (KH and FRN) are coupled in an integral-based film
boiling analysis for the vertical flat plate under the mixed convection film boiling. In
addition, amultiple-parameter regression-based refined instabilitymodel is proposed
to predict film boiling heat transfer with an objective of achieving closer agreement
to experiments over a range wider than those provided by the existing models. The
salient findings of the present work are as follows:

1. The KH model predicts results closer to the experiments, for both natural con-
vection and mixed convection film boiling except for very high subcooling, high
superheat and high flow velocity.

2. At very high flow velocity, the FRNmodel gives excellent agreement with exper-
iments.

3. The regression-based model reduces the experimental error, particularly at high
wall superheat and liquid velocity.

4. The majority of data (more than 90%) lie within the 10% band of experimental
ones, when regression-based model is used.
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Chapter 15
Numerical Modeling of Boiling

K. Nandi and G. Giustini

Abstract The phenomenon of boiling is visible all around us from cooking to power
generation, but despite such all around usages many aspects of boiling are still not
very well understood as it is a very complex process and occurs over a wide range
of system scales. We often rely on empirical correlations when we want to evaluate
different parameters connectedwith boiling phenomena.Alongwith the development
of empirical correlations for engineering applications, considerable advances are
there in understanding the fundamentals of the boiling process. Since the process
is very complex and multiple thermal and fluid variables are involved, a complete
theoretical model for predicting the boiling heat transfer is yet to be developed.
Boiling phenomenon is still being intensively studied and is the focus of research
activities in numerous institutions across the world. A better understanding of the
physics of boiling can be achieved by either detailedmeasurements or high-resolution
numerical simulation. These two approaches are now complementing each other in
understanding the physics of boiling more completely. In recent years, numerical
modeling has improved considerably thanks to ever-increasing computational power.
With advancing computing capabilities and advent of new numerical techniques for
two-phase flow, simulations of boiling heat transfer have become feasible. The main
two approaches in numerical simulation of boiling are (i) interpenetrating media
approach and (ii) single-fluid approach. In addition to this, some newer techniques
like thephasefieldmethodand the latticeBoltzmannmethodhave to someextent been
used for simulating boiling flows. In this review, we look at the different approaches
of numerical simulation of boiling currently being used.
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15.1 Introduction

According to a definition by Collier and Thome (2001), boiling is ‘the process of
addition of heat to a liquid in such a way that generation of vapor occurs.’ Boiling
heat transfer is a very efficient heat transport mechanism and is employed in a wide
field of applications. Heat removal by a boiling fluid is encountered in a variety
of engineering systems ranging from large nuclear/conventional power plants to
cooling of tiny high-performance electronic chips, for the reason it can transfer large
heat fluxes across relatively small temperature differences. Due to its intensive use
in engineering applications and newer areas of application (e.g, microheatpipes,
biochips), research in boiling has intensified over time in the last hundred years
(Collier and Thome 2001; Kakaç et al. 1988; Bergles 1988). The energy crunch
and its associated environmental consequences have made it a crying need for all
appliances to strive for higher thermal efficiency which in turn have led to further
efforts to enhance boiling heat transfer.

A comprehensive review of research up to the 1970s has been provided by Bergles
(1981a) supplemented by the review by Nishikawa (1987). More recent review arti-
cles by Dhir (1998) andMangalik (2006) summarize the current achievements in the
field of boiling heat transfer research.

15.2 Boiling Phenomena

In this section, the phenomenonof boiling andmajor achievements in boiling research
is briefly described. Heat transfer mechanisms during boiling are still not well under-
stood and are an area of research. One of the first comprehensive studies in this area
was the pioneering work of Jakob and Fritz (1931); it was followed by Nukiyama
(1934) who established the boiling curve for nucleate boiling conditions, i.e., when
the generationof vapor is inducedvia heatingof a solid surface. Thisworkhas become
a kind of benchmark for nucleate boiling investigations. Subsequently, McAdams
et al. (1949) extended the nucleate boiling curve to conditions whereby boiling at a
surface is induced in a pool of liquid at a temperature below saturation (‘subcooled’
boiling). With the rapid development in the field of nuclear power and related safety
issues, there was explosive growth in the number of publications in the area of nucle-
ate boiling heat transfer. In particular, much attention was devoted to understanding
fault conditions leading to uncontrollable boiling modes that can cause damage of
the nuclear fuel rods because of critical heat flux (CHF) and predict accurately the
heat transfer via circulation of fluids undergoing subcooled boiling (Nishikawa 1987;
Bergles 1981b).

In this context, boiling in a stationary pool of liquid at a horizontal surface (pool
boiling) and boiling in ducts with a strong imposed liquid flow (flow boiling) are the
most studied phenomena. A typical pool boiling curve is shown in Fig. 15.1.
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Fig. 15.1 Pool boiling curve

In pool boiling, different regimes of heat transfer are (Collier and Thome 2001;
van Stralen and Cole 1979):

(i) Partial nucleate boiling: where individual bubbles form and detach from the
heated surface without any interaction. High heat transfer rates are character-
istic of this region.

(ii) Nucleate boiling: With the increase of heat flux, numerous bubble nucleation
sites are activated and steady columns of vapor bubbles are generated.However,
asmore andmore area of the heating element is blanketed by vapor the required
wall superheat increases due to the insulating effect of the vapor and the overall
heat removal rate decreases dramatically (a typical instance of CHF).

(iii) Transition to film boiling: When CHF is reached, a large part of the surface of
the heater is covered with vapor. With a slight increase in heat flux, the wall
temperature increases inordinately, damaging the heating element.

(iv) Stable film boiling: A stable vapor layer is formed in this regime, and the liquid
phase is separated from the heated wall.

Numerous experimental studies have been carried out to study the various aspects
of boiling: Bubble dynamics, nucleation site density, the formation and evaporation
of thin liquid layers beneath growing bubbles are among the most studied topics
(Ramaswamy et al. 2002; Cole 1967; Ivey 1967; McHale and Garimella 2010).

In isolated bubbles boiling (i.e., when there is some space between nucleation
sites and bubbles do not interact, for example, do not merge or disturb the flow pat-
tern near each other), it is sufficient to focus on any single bubble on the surface and
observe local parameters (Duan et al. 2013; Jung and Kim 2014). Figure 15.2 shows
the schematic of a single bubble being formed during nucleate boiling. For typical
fluids, in low-pressure pool boiling conditions the liquid near the horizontal surface
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Fig. 15.2 Schematic of single bubble nucleate boiling

Fig. 15.3 High-speed camera images of a boiling bubble and corresponding liquid–vapor phase
boundary, temperature, and heat flux distributions at the boiling surface. Adapted from Jung and
Kim (2014)

is highly superheated, which causes rapid bubble expansion (Rayleigh 1917; Ples-
set and Zwick 1954, 1955; Scriven 1958; Prosperetti and Plesset 1978; Prosperetti
2017). These almost hemispherical bubbles leave behind on the solid surface a liquid
layer (microlayer) which then evaporates and contributes itself to bubble expansion
(Koffman and Plesset 1983; Jung and Kim 2018). For high-pressure pool boiling, the
reduced density ratio (Scriven 1958) reduces the expansion rate and no microlayer is
formed (Jung and Kim 2018). In high-pressure boiling, bubble departure diameters
are much smaller than in low-pressure conditions. It has been speculated that this
could be due to a decrease in wettability of typical metallic surfaces as the temper-
ature increases (Ardron et al. 2017). Figure 15.3 shows images of a boiling bubble
taken with the help of a high-speed camera.

In flow boiling conditions, the basic mechanism of heat transfer remains the
same. However, due to forced convection the liquid is only slightly superheated near
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Fig. 15.4 Flow boiling
regime in a vertical tube.
Adapted from Collier and
Thome (2001)

the wall and bubble behavior is dictated mainly by hydrodynamic aspects: lift, drag,
buoyancy, surface tension, andwall adhesion forces (Klausner et al. 1993; Thorncroft
et al. 1998). Figure 15.4 illustrates a typical flow boiling regime in a vertical tube.

One aspect of boiling phenomena that has always worried designers is CHF.
As discussed earlier, when the heat flux is increased, conditions could be reached
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whereby increasing the power input causes the surface to be entirely covered by a
vapor blanket, due to, for example, bubble interactions and ‘crowding.’ This causes
the temperature to increase inordinately following a slight perturbation in the flow
parameters (Hewitt 1998a, b). It has become imperative to study the collective behav-
ior of bubbles, which is much more difficult than modeling the behavior of a single
bubble. This collective behavior is poorly understood, and the current understanding
is empirical or phenomenological in nature. There are different mechanisms for CHF
prevalent in published literature, starting with Kutateladzes (1961) pioneering work
to the popular work by Zuber (1958). An extensive and very recent two-part review
by Liang and Mudawar (2018a, b) is an excellent read on the subject.

Over timemeasurement techniques have developed and very small length and time
scales are nowbeing resolved,whichhasmade themeasurement of instantaneous heat
transfer beneath a bubble possible with remarkable accuracy. High-speed infrared
thermography (Schweizer and Stephan 2009; Wagner et al. 2006) provides a very
detailed insight about the transient heat transfer between the heating element and the
fluid. Another very important area of boiling research is boiling on microstructured
surfaces, as nucleate boiling heat transfer and CHF enhancement are possible via
employing carefully engineered surfaces. Several review articles on the enhancement
of boiling heat transfer on microstructured surfaces have been reported (Shojaeian
and Kosar 2015; Kim 2011; Ahn and Kim 2012; Dong et al. 2015).

As stated earlier, boiling is a complex physical process due to the interaction of
a great variety of important parameters. A complete theoretical model which could
predict boiling heat fluxes only as function of a given set of input parameters is yet
to be developed. Concurrent with experimental studies and empirical correlations,
efforts are aimed at understanding the physical mechanisms of boiling in depth. A
consensus is still lacking among researchers in this field regarding the dominant
mechanism of heat transfer during boiling. Over time different theoretical models
have been proposed for boiling heat transfer. One of the first papers that discussed dif-
ferent mechanisms of boiling heat transfer was by Han and Griffith (1965a, b). They
described two methods of heat transfer: bulk convection, in which the superheated
liquid is removed away from the wall as the bubble detaches and natural convection
from the heated wall to the fluid in the space between bubble nucleation locations.
Cooper and Lyod (1969) inferred the existence of a thin liquid film beneath boiling
bubbles, called a microlayer, which enables the high heat transfer during bubble
growth. Kern and Stephan (2003, 2004) developed a theory where they described
the mechanisms of the transport of heat from the wall to the fluid. Due to the sep-
aration of scales, the model considers the transport phenomena on microscopic and
macroscopic scales. A substantial part of the heat from the wall flows through the
microlayer where the thermal resistances of the liquid film is negligible which leads
to high heat transfer and hence governs the overall heat transfer performance. At a
macroscopic scale, the liquid in the vicinity of a rising bubble is set in motion, which
results in an enhanced heat transfer and transient heat conduction due to rewetting
of the heater surface.

Mechanistic wall heat transfer models proposed by De Valle and Kenning (1985)
or Kurul and Podowski (1990) use very crude theory of heat flux partitioning along
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the lines of the Han and Griffith model, enabling little physical understanding. These
models break down when bubbles begin to interact with each other (Basu 2003).

15.3 Numerical Modeling

Boiling flows belong to a subset of a much larger group of flows classified as multi-
phase flows. Efforts to simulate multiphase flows have been one of the major chal-
lenge areas since the inception of computational fluid dynamics (CFD). The main
difficulty is solving the Navier–Stokes equations with a deforming phase boundary.
In the last two decades, thanks to exponential rise of computing power and devel-
opment of new numerical tools (Prosperrotti and Trygvassion 2007; Yeoh and Tu
2010), major progress has been achieved in this field such that numerical simulation
of boiling is also established as a tool that can complement experimental investi-
gations in order to understand the physics of boiling better. The crux of simulation
of multiphase flows is the accurate identification of the interface dynamics through
which flow regimes can be defined and momentum and energy transfer mechanisms
between the phases can be quantified.

There are mainly two major approaches of numerical simulation of boiling flows:
(a) two-fluid models or interpenetrating media approach (Ishii and Hibiki 2011)
and (b) single-fluid formulation or interface tracking methods (ITMs) (Tryggvasson
et al. 2001). In interpenetratingmedia approach, each point in themixture is occupied
simultaneously by both phases, and separate conservation equations are required for
each field. In single-fluid formalism, the topology and dynamics of the interface are
directly simulated by the use of direct interface tracking methods. In the last decade,
newer techniques like lattice Boltzmann method and phase field method have been
used for the simulation of boiling flows. In the subsequent sections, we will discuss
each of these major approaches in detail.

15.3.1 Interpenetrating Media

The main challenge in simulating boiling flows is posed by the requirement of cap-
turing the energy transfer from wall to fluid associate to the formation and release
of bubbles at the heat transfer surface. Interpenetrating continua methods predict
the evolution of spatially and temporally averaged quantities and provide no means
of mechanistic modeling the behavior of bubbles near the wall. Typically, in such
circumstances one computational near-wall cell is several times the bubble charac-
teristic dimension.

Various wall boiling models are used in commercial CFD codes (Colombo and
Fairweather 2016) with the aim of predicting energy transfer from wall to fluid. All
of these approaches rely on heat flux partitioning, and various correlations for wall
heat flux partitioning have been proposed in the literature. Mechanistic models based
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on relevant heat transfer mechanisms occurring during the boiling process are used
for the estimation of the wall heat flux as well as the partitioning of the wall heat flux
between the liquid and vapor phases. Most numerical simulations of boiling flow
are mainly based on the use of these mechanistic models, of which a large major-
ity are extensions of the model proposed by Kurul and Podowski of the Rensselaer
Polytechnic Institute (RPI) (Kurul and Podowski 1990). Following Griffith (Han and
Griffith 1965a), the wall heat flux is usually partitioned into three heat flux com-
ponents: convective heat flux, evaporative heat flux, and ‘quenching’ (i.e., transient
conduction to the liquid) heat flux. These models rely on previous knowledge of
three unknown parameters, which should be modeled accurately: nucleation density
(Na), bubble departure diameter (Db), and bubble departure frequency (f ).

The Eulerian–Eulerian two-fluid model represents the most detailed macroscopic
formulation of the thermal and hydrodynamic characteristics of any two-phase sys-
tems. As noted, the problem with this method is the specification of closure relations
for mass, momentum, and energy exchanges across the interface and calculating the
corresponding interfacial area. Here, the field equations are expressed by six conser-
vation equations of mass, momentum, and energy. For boiling flow, three equations
are used to model the bubbles (i.e., the vapor phase) while the three equations are
used to model the liquid phase. The interfacial terms arising out of the averaging
of the equations represent the mass, momentum, and energy transfers through the
interface between the phases. The existence of these interfacial transfer terms is
rather significant as they determine the rate of phase changes, and the degree of ther-
mal non-equilibrium between phases. Most importantly, they provide the necessary
closure relations required in two the fluid model.

In the mass conservation equations, mass transfer is accounted between phases
due to the evaporation from liquid to bubbles or bubbles being condensing in the bulk
liquid (which is at a temperature below saturation). In the momentum conservation
equations, the important interfacial effects between the liquid and gas phases due
to the drag force as well as other possible so-called non-drag forces in the form
of lift, wall lubrication, and turbulent dispersion are incorporated. In the energy
conservation equations, the interfacial heat transfer accounts for the phase change
due to evaporation/condensation. Also, the prediction of the local bubble sizes in
the subcooled liquid flow is strongly influenced by factors like turbulent dispersion,
local coolant temperature fluctuations occurring near the heated wall.

The two set of conservation equations governing mass, momentum, and energy
can be written as:

Liquid-phase continuity equation

∂ρlαl

∂t
+ ∇ . (ρlαlul) � �lg

Vapor-phase continuity equation

∂ρgαg

∂t
+ ∇ .

(
ρgαgug

) � �lg
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Liquid-phase momentum equation

∂ρlαlu

∂t
+ ∇ . (ρlαlulul) � −αl∇P + αlρl

−→g
∇ .

[
αlμ

eff
l

(∇ul + (∇ul)
T
)]

+
(
�lgug − �glul

)
+ Flg

Vapor-phase momentum equation

∂ρgαgug

∂t
+ ∇ .

(
ρgαgugug

) � −αg∇P + αgρg
−→g

+ ∇ .
[
αgμ

eff
g

(
∇ug +

(∇ug
)T)]

+
(
�glul − �glug

)
+ Fgl

Liquid-phase energy equation

∂ρlαl Hl

∂t
+ ∇ . (ρlαlul Hl) � ∇ .

[
αlλl∇Tl +

μT l

PrT l
∇Hl

]

+
(
�lg Hg − �gl Hl

)

Vapor-phase energy equation

∂ρgαgHg

∂t
+ ∇ .

(
ρgαgugHg

) � ∇ .

[
αgλg∇Tg +

μTg

PrTg
∇Hg

]

+
(
�gl Hl − �lg Hg

)

The source term �lg represents the mass transfer rate due to evaporation or con-
densation in the bulk subcooled liquid and �gl �−�lg. The wall vapor generation
rate is modeled in a mechanistic way. Interfacial transfer terms in momentum and
energy equations denote transfer from one phase to another. The total interfacial
force is the sum of the drag force (Ishii and Zuber 1979), lift force (Drew and Lahey
1979), wall lubrication force (Anglart and Nylund 1996), and turbulence-assisted
bubble dispersion force (Antal et al. 1991).

Over time, many researchers (Koncar et al. 2004; Lo 2005) have proposed differ-
ent techniques formodeling the different interfacial terms; other efforts were directed
for the improvement in bubble size modeling and interfacial area concentration mod-
eling. Ishii and Hibiki (2011) were the first to propose a detailed modeling of the
interfacial area transport equation. Later, Yeoh and Tu (2005) applied an interfacial
area transport equation and bubble number density transport equations in CFD codes
for prediction of subcooled boiling flows. Figure 15.5 shows a contour plot of the
simulated vapor fraction at the outlet of a pipe during subcooled boiling (Bartolomei
and Chanturiya 1967).

Though different models in two-fluid approach have confirmed the ability of
numerical simulations in providing detailed predictions for some cases, significant
improvements in model accuracy is required for general applicability. Even when
codes are built using a mechanistic approach, numerous empirical closure relations
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Fig. 15.5 Prediction of
subcooled flow boiling
(Bartolomei and Chanturiya
1967) using
STAR-CCM+(v9.06)

are still required for wall boiling, population balance, and turbulence models. The
problem of formulating an all-encompassing closure law arises from the fact that
each closure law depends on the specific physical phenomenon.

15.3.2 Single-Fluid Formalism

In single-fluid formalism, the idea is to simulate the whole field as a single fluid, with
variable properties changing sharply at the interphase boundary, which is modeled
as having zero thickness.

From a hydrodynamic point of view, the main difficulty is caused by the need
of accounting for surface terms (e.g., the surface tension force) in the fundamental
transport equations, which are derived for stationary fluid control volumes.

From a thermal point of view, capturing the thermodynamic state of the interface
in the presence of phase-change processes represents the main difficulty. Interface
thermodynamics cannot be modeled from first principles within the framework of
continuum mechanics: The continuum description itself is underpinned by under-
lying thermodynamic hypotheses (e.g., local equilibrium). Hence, it is necessary to
make assumptions about the thermodynamic state of the interface. Most single-fluid
methods assume that the interface temperature is equal to the equilibrium saturation
temperature corresponding to the system pressure.

Interfacial terms (representing surface forces or energies) are modeled as source
terms in themomentum equations. They arewritten as delta functions at the interface.
The unsteady Navier–Stokes equations are solved on a fixed where the position of
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Fig. 15.6 Schematic of two
phases of the same fluid
separated by an interface
marked by particles

the interface, or front, is not known a priori and is a part of the solution. Forces such
as surface tension are modeled as volumetric source term. The advection equation is
solved in a coupled manner to model the motion of the front. With these methods,
there are difficulties in computing the curvature, estimation of the surface tension
term, modeling wall adhesion, computing evaporative mass transfer at the interface
(Fig. 15.6).

The governing equations in single-fluid formalism are

∂u j

∂x j
� ∇ .

−→
V � 0

∂ρmui
∂t

+
∂ρmu jui

∂x j
� ∂

∂x j

[
μm

∂ui
∂x j

]
− ∂p

∂xi
+ ρmgi + Fst,iδ +

∂

∂x j

[
μm

∂u j

∂xi

]

The first equation represents volume conservation, whereas the second equation
represents momentum equation in conservative form. Fst,iδ is the surface tension
force that acts at the interface. The interface location is tracked by solving an equation
for the conserved scalar �,

∂�

∂t
+

∂�u j

∂x j
� 0.

Typically, there aremainly three ITMswhich are used for the simulation of boiling
heat transfer:

• The marker-and-cell (MAC) method (Harlow andWelch 1965) in which the inter-
face is marked by massless particles that are convected by the velocity field and
are used to reconstruct the interface position.

• The volume-of-fluid (VOF)method (Hirt and Nichols 1981) in which an advection
equation is postulated for predicting the distribution of volume fraction F in space
and time. Some geometric properties of the interface are derived from the local
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F distribution so as to facilitate evaluation of convective fluxes according to the
donor–acceptor.

• The level set (LS) method (Osher and Sethian 1988) which relies in part on the
theory of curve and surface evolution (Osher and Fedkiw 2003) and on the link
between the front propagation and hyperbolic conservation laws. It is based on
the construction of a smooth function, defined everywhere in the computational
domain, representing the shortest distance to the front. Negative values correspond
to one fluid and positive values to the other. The exact location of the interface
corresponds to the zero level of the function.

Besides these three methods, researchers have also developed the arbitrary
Lagrangian–Eulerian (ALE) method (Hirt et al. 1974) in which the nodes of the
computational mesh may be moved with the continuum in normal Lagrangian fash-
ion or be held fixed in Eulerian manner.

The main difficulty in using the marker-and-cell (MAC) method or the volume-
of-fluid (VOF) method is maintaining a sharp boundary between the different fluids
and the computation of the surface tension at the interface. Brackbill et al. (1992)
proposed the continuum surface force (CSF) model in which the surface force was
distributed volumetrically. This to some extent solved the problem of accounting for
surface forces in the framework of anEulerian control volume approach. The problem
with the CSF model is its impracticality of computation of the curvature in three
spatial dimensions and associated rise of spurious currents; Nandi and Date (2009a,
b) formulated amethodof calculating curvature fromfluid dynamic consideration and
were able to reduce the computational effort involved, and it also showed significant
reduction of spurious currents.

Tryggvason and co-workers (Tryggvasson et al. 2001; Unverdi and Tryggvason
1992) extended the original MAC method for simulating boiling flows. Esmaeli and
Trygvason simulated multimode film boiling on horizontal surfaces and boiling in
complex geometries (Esmaeeli and Tryggvason 2004). Their method predicted the
interface curvature very accurately which in turn helped improved simulation of very
small bubbles. However, microscale heat transfer at the solid–liquid–vapor (‘three-
phase’) contact line at the bubble base, or the transient heat conduction in the solid
wall, is not accounted for theirmodel. Figure 15.7 shows the evolution of the interface
during film boiling.

Welch and Wilson applied VOF methods to simulate film boiling (Welch and
Wilson 2000), implementing a model for phase change suitable for the VOF frame-
work. Subsequently, Welch and Rachidi (2002) extended the model for simulating
saturated horizontal film boiling including the conjugate heat transfer with the solid
wall. This relaxed the idealization of uniform wall superheat or uniform wall heat
flux boundary conditions. Sato and Niceno (2018) used a color function (similar
to VOF), to develop a somewhat different numerical approach to simulate nucleate
pool boiling, employing an interface-sharpening algorithm. They took into account
the conjugate heat transfer between the solid wall and the fluid domains and used
their own depletable microlayer model (Sato and Niceno 2015) for computing its
vaporization.
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Fig. 15.7 Evolution of a liquid–vapor interface and velocity field during film boiling process (from
Esmaeeli and Tryggvason 2004)

Dhir (2001) and co-workers used LS method for various boiling simulations for
a wide range of configurations. Son and Dhir (1998) incorporated the effect of phase
change into a modified LS method for simulation of film boiling, while Son et al.
(1999) developed a microlayer model for estimating single bubble heat transfer asso-
ciated with nucleate pool boiling. The model accounts for the microscale heat and
fluid flow.

VOF methods typically have the problem of generating smeared interfaces,
whereas the LS method captures the interface very accurately but leads to viola-
tion of mass conservation. A combination of level set–VOF method (CLSVOF) was
proposed by Sussman and Puckett (2000), which combined the advantages of both
the methods while avoiding the shortcomings. In this method, LS is used only to
compute the geometric properties at the interface while the indicator function is
advected using the VOF approach. Biswas (Tomar et al. 2005) and Tao (Sun and Tao
2010), among other researchers, used this method for simulation of boiling flows.

Cerne et al. (2001) proposed a coupled Eulerian–Eulerian and VOF model. In
the computational domain where the grid resolution is fine enough to allow surface
tracking, the VOF method is used and Eulerian two-fluid model is used in regions
where the flow is dispersed. Each model uses a separate set of equations suitable for
description of the two-phase flow. A ‘switching parameter’ based on the indicator
function in the VOF method is used for the transition between the models.
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15.3.3 Other Methods

Classically, at a macroscopic scale, an interface between a liquid and its vapor is
modeled as a surface of discontinuitywith properties like surface tension.However, at
a microscopic scale, an interface has nonzero thickness and all forces at the interface
are smoothly distributed. Therefore, the general equations of fluid mechanics can be
applied to describe a liquid–vapor system with interfaces.

Diffuse interface models provide a way (Anderson et al. 1998) of modeling all
forces at the interface as continuum forces and the discontinuities at the interface
are smoothed by varying them continuously over thin interfacial layers. Phase field
model is one of such models, which is being applied for the calculation of two-phase
flows (Jacqmin 1999; Chen and Doolen 1998). This model allows the simulation
of interface movement and topological changes on fixed grids. The Navier–Stokes
equations are modified by the addition of the continuum forcing term which is a
function of composition variable (C) and its chemical potential. The equation for
interface advection is replaced by a continuum advective–diffusion equation, with
diffusion driven by C’s chemical potential gradients, and the liquid–vapor interface
is described as a three-dimensional continuous medium across which physical prop-
erties have strong but continuous variations.

Phase field methods appear to have several potential advantages over the VOF-LS
approach. It can capture interface deformations such as coalescence and interface
break-up in an energy-dissipative fashionwithout losingmass. It is easy to implement
in three dimensions and unstructured grids and is free of spurious currents. However,
the phase field model also has its drawbacks. One has to accurately model relevant
the physical phenomena, and the interface layers have to be very thin, and for this, the
numerical phase field interfaces are typically kept four to eight cells wide. But this
brings its own problems since large gradients nowmust be resolved computationally.

In recent decades, the lattice Boltzmann method (LBM) (Chen and Doolen 1998;
Mohamad 2011) has emerged as another method tool for solving the Navier–Stokes
equations. LBM is based on microscopic models and mesoscopic kinetic equations.
It originated from Ludwig Boltzmann’s kinetic theory of gases. The fundamental
idea is that gases/fluids can be imagined as consisting of a large number of small
particles moving with Brownian motion. The exchange of momentum and energy is
because of elastic collision between the particles. The LBM simplifies Boltzmann’s
original idea of gas dynamics by reducing the number of particles and confining them
to the nodes of a lattice.

In recent years, the lattice Boltzmannmethod (LBM) has been applied to simulate
multiphase flow, in which the pseudopotential LB model has been quite popular
because of automatic phase separation via an inter-particle potential (Frank et al.
2006; Shan and Chen 1993). Gong and Cheng (2015) combined multiphase LBM
with an energy equation model to simulate the liquid–vapor phase change.

In the pseudopotential LB approach (Chen et al. 2014; Li et al. 2015), the liquid—
vapor interfaces can naturally arise, deform, and migrate without using the interface
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tracking or interface capturing techniques and hence a big advantage compared to
the existing methods.

In the future, ever-increasing computational power and newer computational tech-
niques will enable fundamental understanding of turbulent two-phase flows, which
will underpin the development of new boiling heat transfermodels. Combining direct
numerical simulation (DNS) of turbulence with interface tracking methods for sim-
ulating turbulent boiling flows is still not feasible. The computational cost of direct
numerical simulation increases linearly with Reynolds number added with this; the
complex topological changes of the interface along with its own computational dif-
ficulties make it a daunting task. DNS of two-phase flows is understandably still not
foreseeable at the moment, but when it is developed it will be the ultimate numerical
tool for bridging the gap between scales of simulation and enable decisive advance-
ment of our understanding of the boiling processes.

15.4 Summary

A review of different techniques and models for simulating boiling flows has been
presented. Simulation of boiling and two-phase heat transfer poses a number of
challenges, and in this brief review, we have tried to show how the challenges were
addressed by different researchers using different techniques.
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