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Preface

The book entitled “Innovations in Soft Computing and Information Technology”
will present the innovative scientific research works evaluated by technologists,
academicians, research scholars, and students, which will be presented in
International Conference on Energy, Materials and Information Technology, 2017,
at Amity University Jharkhand, India. The widespread implementation of infor-
mation technology has such an impact on today’s society; the life cannot complete
without its application. The fast-growing technology in this area requires more
exposure to the researchers and technologists to apply this knowledge in new work.
This book will include research works on system solutions based on soft computing
techniques. It will cover innovative soft computing techniques and tools with
advanced applications. The presentation of interdisciplinary problems and their
solutions through information technology with innovative linkage with other dis-
ciplines is the critical focus of this book. It will also include cloud computing and
WSN-related real-time research work. A cloud application leverages the cloud in
software architecture, often eliminating the need to install and run the application
on the customer’s own computer, thus alleviating the burden of software mainte-
nance, ongoing operation, and support. This book will cover all aspects of infor-
mation technology through its state-of-the-art research work in the current time.

Ranchi, India Jayeeta Chattopadhyay
Rahul Singh

Vandana Bhattacherjee
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Sinusoids and Its Orthogonality

Abhinav Ranjan and Shraddha Prasad

1 Introduction

Any function having the following form is said to be sinusoidal:

xðtÞ ¼ A sinðxtþ/Þ

where t is the independent or real variable, and the fixed parameters A, x, and / are
all real constants.

One cause for the great significance of sinusoids is that they form a necessary
base or core in physics. Another cause for its importance is that they are eigen-
functions of linear systems. Now it can be said that they are of great importance in
the detailed examination of filters such as reverberators, equalizers, some audio
effects, etc [1–4].

All sinusoid functions can be expressed as the addition of a sine (phase zero) and
a cosine (phase p/2) function. Note: If the sine part is said to be the “in-phase”
component, then the cosine part will be called as the “phase-quadrature” compo-
nent. The “phase quadrature” means “90° out of phase” or a relative phase shift
of ±p/2 [5].
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1.1 Definition of DFT

The discrete Fourier transform (DFT) of a signal x can be defined by [6–10]

XðxkÞ,
XN�1

n¼0

xðtnÞe�jxktn ; k ¼ 0; 1; 2; . . .;N � 1

where “, ” means “is defined as” or “equals by definition”, and

XN�1

n¼0

f ðnÞ, f ð0Þþ f ð1Þþ � � � þ f ðN � 1Þ

xðtnÞ, Input signal amplitude (real or complex) at time tn (s)

tn , nT ¼ nth Sampling instant (s), n an integer � 0

T , Sampling interval (s)

XðxkÞ, Spectrum of x (complex valued), at frequency xk

xk , kX ¼ kth Frequency sample (radians per second)

X, 2p
NT ¼ Radian-frequency sampling interval (rad/s)

fs , 1=T ¼ Sampling rate [samples/s, or Hertz (Hz)]

N ¼ Number of time samples = number of frequency samples (integer).
The sampling interval T is also called the sampling period.

1.2 Inverse DFT

The inverse DFT (i.e., IDFT) is given by [11–15]

xðtnÞ ¼ 1
N

XN�1

k¼0

XðxkÞejxk tn ; n ¼ 0; 1; 2; . . .;N � 1:

In digital signal processing, by setting T = 1 in the previous definition, the DFT
and its inverse in the more pure form can be obtained below as:

2 A. Ranjan and S. Prasad



XðkÞ,
XN�1

n¼0

xðnÞe�j2pnk=N ; k ¼ 0; 1; 2; . . .;N � 1

xðnÞ ¼ 1
N

XN�1

k¼0

XðkÞej2pnk=N ; n ¼ 0; 1; 2; . . .;N � 1

where xðnÞ denotes the input signal at time (sample) n, and XðkÞ denotes the kth
spectral sample.

1.3 DFT Sinusoids

From Euler’s identity, ejh ¼ cos hþ j sin h
So, the generation of sampled sinusoids done by the integral powers of the

Nth roots of unity is shown in Fig. 1.

ðWk
NÞn ¼ ej2pkn=N ¼ ejxknT are the sampled sinusoids used by the DFT. Now it

can be said that by taking individually higher integer powers of the point Wk
N on the

unity circle generates samples of the kth DFT sinusoid, giving ½Wk
N �n ¼

n ¼ 0; 1; 2; . . .;N � 1. The kth sinusoid generator, i.e. Wk
N , is in succession the kth

Nth root of unity (kth power of the primitive Nth root of unity WN).

Fig. 1 Complex sinusoids used by the DFT for N = 8

Sinusoids and Its Orthogonality 3



Note that in Fig. 1, the range of k is taken to be ½�N=2;N=2� 1� ¼ ½�4; 3�
instead of ½0;N� 1� ¼ ½0; 7�. This is the most “physical” choice since it corre-
sponds with our notion of “negative frequencies.” However, we may add any
integer multiple of N to k without changing the sinusoid indexed by k. In other
words, k ±mN refers to the same sinusoid expðjxknTÞ for all integers m.

The Nth roots of unity are plotted for N = 8 as shown in Fig. 2.

2 Orthogonality of the DFT Sinusoids

Now it can be shown mathematically that the DFT sinusoids are totally orthogonal.
Let

skðnÞ, ejxknT ¼ ej2pkn=N ¼ ½Wk
N �n; n ¼ 0; 1; 2; . . .;N � 1

Then, denote the kth DFT complex-sinusoid, for k ¼ 0 : N � 1. Then

sk; slh i,
XN�1

n¼0

skðnÞslðnÞ ¼
XN�1

n¼0

ej2pkn=Ne�j2p ln =N

¼
XN�1

n¼0

ej2pðk�lÞn=N ¼ 1� ej2pðk�lÞ

1� ej2pðk�lÞ=N

where the final step made use of the closed-form expression for the sum of a
geometric series. If , k ¼ l, the numerator is zero while the denominator is non-
zero. This proves sk?sl; k 6¼ l.

Only by looking at zero-phase complex sinusoids and unit amplitude, as used by
the DFT, it is easily verified that the (nonzero) amplitude and phase have no effect
on its orthogonality.

Fig. 2 Nth roots of unity for N = 8

4 A. Ranjan and S. Prasad



3 Conclusions

At different frequencies, sinusoids are orthogonal if their durations are finite. The
sampled sinusoids equivalent to the Nth roots of unity are used by the DFT. Also by
the reason that each sinusoid is of a different frequency and each is a harmonic of
the sampling rate divided by N, the DFT sinusoids are orthogonal.
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A Case Study of Hindi–English
Example-Based Machine Translation

Aditya Kumar Pathak, Priyankit Acharya
and Rakesh Chandra Balabantaray

1 Introduction

Machine translation (MT) is a subtype of computational linguistics that uses soft-
ware to translate text from one natural language (NL) into another natural language
(NL). Machine translation performs simple substitution of words from one language
to another language, but only substitution is not sufficient to give accurate trans-
lation of a text due to requirement of identification of whole phrases and their
immediate counterparts. To solve this problem with corpus, statistical and neural
techniques are the leading fields for better handling of differences in linguistic
typology, isolation of anomalies, and translation systems. There are many types of
machine translation systems; one of those is example-based machine translation or
EBMT approach [1].

A deep learning approach-based machine translation (MT), i.e., neural MT, has
made rapid progress in recent years. As per recent reports, Google translation
services are currently using this technology in place of its previous statistical
approach. In the competition, there are many providers including KantanMT,
Omniscient Technologies, and SDL.
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1.1 Machine Translation

MT system along with simply substituting the words as per model also takes the
application of complex linguistic knowledge, morphology, meaning, and grammar
into consideration. The standard metric people are using for evaluation of MT
systems is BLEU score.

Bilingual evaluation understudy (BLEU) is the algorithm to determine the quality
of text translated by a machine translation. Quality is the comparison between
machine-translated output to that of human-generated output; the closer machine
translation is to human-generated translation, the better is the BLEU score. BLEU
score is a n-gram overlap of machine translation to that of reference translation.

BLEU ¼ min 1;
output length

reference length

� � Xn
i¼1

precision

 !1
n

ð1Þ

The different classifications of machine translation-based systems are elaborated
in the subsections mentioned below:

1.1.1 Direct Machine Translation (DMT)

Direct MT or DMT is among the most basic approach for machine translation. This
approach provides word to word translation in direct manner according to a
bilingual dictionary.

1.1.2 Rule-Based Machine Translation (RBMT)

RBMT consists of set of rules, known as grammar rules or bilingual lexicon; for
processing these rules, software systems are needed.

1.1.3 Interlingua-Based Translation (IBT)

In this system, the source language (SL) is converted into interlingua (IL) form. The
advantage of this approach is that the parser and analyzer of SL do not depend on
generator for the target language (TL). So there is a requirement for complete
resolution of ambiguity in SL text.

1.1.4 Knowledge-Based Machine Translation (KBMT)

This system requires a complete understanding of the source text on the basis of
world knowledge and linguistic semantic knowledge about meaning of words and

8 A. K. Pathak et al.



also about the combinations of words prior to the translation process into the target
text. This system is implemented over interlingua architecture.

1.1.5 Statistical-Based Machine Translation (SMT)

SMT is a work on bilingual text corpora. The system is based on the probabilistic
models in accordance with probability density function, indicated by p(e|f). The
best translation procedure is found out by picking the highest probability, as shown
in Eq. (2).

e ¼ argmax pðejf Þ ¼ argmax pðf jeÞpðeÞ ð2Þ

1.1.6 Example-Based Machine Translation (EBMT)

The goal of this system is to reuse the examples of already existing translations.
Bilingual corpus is used as its main knowledge base, and this bilingual corpus is
translated by analogy.

1.1.7 Hybrid-Based Machine Translation (HBMT)

Hybrid-based approach is based on the combination of many machine translation
techniques like DMT, SMT, EBMT.

1.1.8 Neural Machine Translation (NMT)

This system uses neural networks and deep learning approach. It is a type of KBMT
system. NMT models require only a fraction of the memory needed by traditional
SMT. Furthermore, unlike conventional translation systems, all parts of the NMT
model are trained jointly, i.e., end to end, to maximize the translation performance.

2 Literature Survey

The Machine translation system for English to Indian language and vice versa had
started long back mostly from 1990 onwards. The various systems and their
approaches [1] are described in Table 1.

According to latest research, the performance report of baseline systems is
translating Indian languages-based text (Bengali, Hindi, Malayalam, Punjabi,
Tamil, Telugu, Gujarati, and Urdu) into English text with an average of 10%
accuracy for all language pairs [2].
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Table 1 Literature survey for machine translation

Year A B C D E

1997 MANTRA MT [7] Eng-Hin T General It mainly focuses on Indian
languages and is built over
the concept of paninian
grammar

1999 MANTRA Rajya
Sabha [7, 8]

Eng-Hin T Office and
admin
documents

It uses TAG and LTAG to
represent a grammar

2001 UNL-based
English–Hindi MT
system [3, 9]

Eng-Hin I General It is easy to add new
languages for translation in
this system. This system is
based on UNL grammar

2002 English–Hindi
translation systems
[10]

Eng-Hin T Weather
narration

It works on creation of Hindi
tree and uses translation
module for processing and
post-processing of English
tree

2003 AnglaHindi [11] Eng-Hin I General The accuracy of this system
is 90%; it uses different
modules of Angla Bharti

2003 ANUBHARTI-1
[7]

Hin-Eng H General It is a combination of
corpus-based and
example-based machine
translation systems

2004 ANUBHARTI-2
[7]

Hin-Eng H General It copies human learning
process for storing
knowledge from the past
experience and uses it in the
future

2004 Hinglish MT
system [12]

Hin-Eng E General It is based on
ANUBHARTI-2 and
ANGLABHARTI-2

2004–
2006

MaTra: A fully
automatic
indicative English–
Hindi MT [13, 14]

Eng-Hin T News, annual
report,
technical
phrases

It works as MSIR and uses
transfer frame-like structure
to resolve ambiguities. It
uses heuristic approach

2009 Hindi to
English GB theory
based translation
system [15]

Hin-Eng E General Government and binding
(GB) theory is used by this
system for translation. It
consists of parsing as well as
generating module

2014 Pure EBMT
English to Hindi
translation system
[16]

Eng-Hin E Sentences are
compared to
extract the
translation

Bi-text is used for
translation. Various modules
such as tagging matrix as
well as similarity matrix are
present

(continued)
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3 OpenNMT

OpenNMT is an open-source tool developed at MIT, based on neural machine
translation system built upon the Torch/Py-Torch mathematical toolkit. The system is
designed to be user-friendly and easily scalable while providing with good translation
accuracy. This system provides general-purpose interface, which requires only source
and target files with speed as well as memory optimizations. OpenNMT has an active
open community welcoming industrial as well as academic contributions.

The schematic view of a neural machine translation is explained in Fig. 1. The
red source words after being mapped to word vectors are fed into a recurrent neural

Table 1 (continued)

Year A B C D E

– Interlingua-based
English–Hindi
machine
translation [17]

Eng-Hin I
and
T

General Here information is
represented sentence wise.
L-UW handles
lexical-semantic divergence
dictionary, whereas
analyzers handles Syntactic
divergence

Nomenclature of Table
Y: Year
A: Machine translation systems
B: Language approach for translation
C: Approaches
D: Application
E: Observation
T: Transfer-based MT
I: Interlingua-based MT
E: Example-based MT
H: Hybrid-based MT

Fig. 1 Semantic view of NMT
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network (RNN). After finding the <eos> symbol, i.e., end of sentence, the final
time step initializes a target blue RNN. At each target time step, attention is applied
over the source RNN and combined with the current hidden state to produce a
prediction as mentioned in Eq. (3). This prediction is afterward fed back into the
target RNN.

pðWtjW1:t�1;XÞ ð3Þ

3.1 Dataset

Our dataset consists of 1.4 million Hindi–English parallel corpus which is again the
combination of all the underlying datasets. The various datasets considered for the
task is mentioned in the following subsections.

3.1.1 CFILT

CFILT dataset [3] is English–Hindi parallel corpus by IIT Bombay. This corpus
was used during 2016–17 in open shared task for Asian language translation for
Hindi–English as well as English–Hindi language pairs, and for the Hindi–Japanese
and Japanese–Hindi language pairs, it acted as a pivot. Size of the bi-text is 1.4
million, out of which we have used one million for our approach.

3.1.2 HindEncorp

HindEnCorp [4] is a parallel corpus of Hindi–English. HindEnCorp contains
273885 parallel sentences (3.8 million English and 3.9 million Hindi tokens). It is
freely available for non-commercial research.

3.1.3 Tanzil Corp

Tanzil corp [5] is a OPUS (Open Source Parallel Corpus) release of English–Hindi
parallel corpus. It consists of 191, 433 parallel sentences. Out of which we are
taking 126, 115 sentences.

3.2 Methodology

The various processes of OpenNMT tool are elaborated in the following
subsections.
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3.2.1 Normalization

This process is used for uniform transformation on the source sequences to identify
and protect some specific sequences into unique representation simpler for the
translation process.

3.2.2 Tokenization

Given a n character sequence, tokenization is the task of splitting it up into pieces
called, tokens. OpenNMT uses space-separated technique for tokenization.

3.2.3 Learning BPE

BPE or byte pair encoding is a text compression scheme which works on pattern
substitution. On the basis of tokenized corpus, we are making a BPE model. For
languages sharing an alphabet, learning BPE on two or more involved languages
increases the consistency of segmentation and reduces the problem of insertion or
deletion of characters when copying names [6].

3.2.4 Re-Tokenization

We are again tokenizing the previously tokenized sentences with respect to the
learnt BPE model, and there is an introduction of case feature and joiner annotate.
Case feature adds additional features to the encoder; an embedding will be opti-
mized for each label and then fed as additional source input alongside the word it
annotates. On the target side, these features will be predicted by the network. The
decoder is then able to decode a sentence and annotate each word. On the other
hand, by activating joiner annotate marker, the tokenization is reversible.

3.2.5 Preprocessing

Preprocessing is a data preparation process which passes over the data to generate
word vocabularies and sequences of indices, which is to be used in training.

3.2.6 Training

In this process, we are taking default OpenNMT encoder and decoder, LSTM layers
(default is 2), and RNN size (default is 500).
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3.2.7 Translation

During translation, OpenNMT creates a binary file and translates source language to
target language.

4 Results and Discussions

We are training the system with 1.4 million parallel corpus in OpenNMT model.
The validation source and target have been taken as 20% of training corpus (i.e.,
280k sentences), then for testing the model we have identified 10k sentences ran-
domly from the corpus and calculated the BLEU score for the same in every epoch.
The details of the various epochs are mentioned in Table 2 and Fig. 2.

Table 2 Epoch-wise results
represented with BLEU score

Epoch BLEU score System information

Epoch-1 0.0860 CPU@
3.40 GHz, Intel (R) core (TM)
i7-6700

Epoch-2 0.1403

Epoch-3 0.1403

Epoch-4 0.1403

Epoch-5 0.1860

Epoch-6 0.1920

Fig. 2 Histogram representation of BLEU score of different epochs
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5 Conclusions

We have taken training corpus from various sources consisting of different variety
of sentences. The training phase of our system is done epoch wise, and it has been
observed that the BLEU score increases with number of epochs; accuracy of the
system obtained after six number of epochs is satisfactory compared to other
machine translation systems. We are still trying to improve the BLEU score of
Hindi to English translation system by applying some post-editing techniques after
the model has generated the translation.
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Comparative Study of Different Machine
Learning Models for Breast Cancer
Diagnosis

Aman Kumar and M. Poonkodi

1 Introduction

The second driving reason of death among women is breast cancer, first being lung
cancer [1]. In the wake of expanding at a disturbing rate for more than 20 years,
breast cancer occurrence rates started diminishing in 2000, and dropped by around
7% out of 2003. Nonetheless, insights have demonstrated that close to 1.7 million
new cases had been analyzed in 2012. While breast cancer is more predominant in
the developed world, right around half of breast cancer cases and 58% of death due
to it happen in developing nations [2]. Breast cancer survival rate is around 80% in
North America and Japan and that of 60% in middle town nations. Low-income
nations have a survival rate beneath 40%. The low survival rates in developing or
under-developed nations are normally a consequence of the absence of essential
identification programs.

Machine learning approaches in medical areas are developing because of
improvement in efficiency of the strategies in classification and prediction frame-
works, essentially in serving to therapeutic experts in foreseeing illness [3].
Notwithstanding its significance in discovering approaches to upgrade persistent
outcomes, it helps in downsizing the cost of medications and encourages in
improving clinical investigations. Machine learning and data mining rely on clas-
sification techniques that are the most crucial and significant tasks. A few experi-
ments have been performed on medicinal datasets utilizing various classifiers.

Machine learning and data mining include the utilization of modern and refined
information control tools to discover usable patterns and relations in datasets. In this
paper, different classifiers like logistic regression, naïve Bayes, SVM, and so forth
have been utilized on a moderate size dataset which contains 30 attributes and 569
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records. Examples have been arranged in light of ‘output’ characteristic, i.e., ‘B’ for
Benign and ‘M’ for Malignant. Point of this paper is to decide the superior classifier
for breast cancer diagnosis in view of confusion matrix and accuracy. Figure 1
represents the design outline of the experiment.

This paper is ordered as follows. Section 2 gives the clarification about the
dataset. Section 3 gives a concise clarification about the distinctive machine
learning models and Sect. 4 comprises of the outcomes obtained. Closing articu-
lations are given in Sect. 5.

2 Dataset Description

Features are determined from a digital image of a breast cancer sample obtained
from fine-needle aspiration (FNA). The characteristics of the cell nuclei existing in
the image are determined from these features.

Number of instances: 569
Number of attributes: 32 (ID, diagnosis, 30 real-valued input features)
Attribute information [4]

Fig. 1 Architecture diagram
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1. radius (mean distance from center to perimeter points)
2. texture
3. area
4. perimeter
5. smoothness (variation in radius)
6. compactness (perimeter^2/area − 1.0)
7. concavity (severity of contour concave portions)
8. concave points
9. symmetry

10. fractal dimension.

The mean, worst, and standard errors of each feature were computed for each
image, which resulted in total 30 features.

3 Machine Learning Algorithms

3.1 Principal Component Analysis

Principal component analysis is the technique of extracting necessary features in the
form of principal components from large number of features. It extracts features to
catch the maximum amount of information conceivable. It is performed on corre-
lation or variance matrix. Principal components can be characterized as the linear
combinations of original variables and the eigenvectors. The principal component is
given as

Z1 ¼ U11X1 þU21X2 þU31X3 þ � � � þUp1X ð1Þ

3.2 Linear Discriminant Analysis

LDA is utilized to change over a dataset into a low-dimensional dataset to abstain
from overfitting and diminish computational expenses. LDA is alike PCA
yet alongside finding the component axes that aim to maximize the information, it
likewise decides the axes that maximize the separation between classifications.
LDA extricates the features from a high-dimensional dataset and projects it into a
low dimension such that the number of features is less than the number of classes.
LDA processes the axes, i.e., linear discriminants keeping in consideration the class
labels. Consider a n-dimensional dataset. LDA figures a d-dimensional vector for
the different classes from the dataset. Eigenvectors are arranged in descending order
of eigenvalues, and k eigenvectors are chosen to frame d � k matrix W. This
d � k matrix is utilized to transform samples into new subspace.
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Y ¼ X �W ð2Þ

where

X is the original sample space
Y is the remodeled sample space.

3.3 Logistic Regression

Logistic regression is a classification technique utilized when the reliant factors
have two class labels. It is a special case of linear regression when the outcome is
categorical. Instead of choosing parameters that minimize the sum of squared
errors, logistic regression picks the parameters that improve the likelihood of
sample values. It predicts the final product by fitting the factors to a logistic
function otherwise called the sigmoid function.

Y ¼ 1=ð1þ e�xÞ ð3Þ

Input esteems (x) are linearly combined on the basis of coefficient values to
foresee the output value y.

3.4 KNN Classifier

K-nearest neighbor classifier is a nonparametric classifier that can be utilized for
classification in addition to regression. KNN classifier focuses to discover the k-
nearest points to the test point and decides the class of the test point utilizing the
majority of vote technique [5]. KNN stores the whole dataset. To decide the
k neighbors, different distance measurements are utilized.

Euclidean Distance: y ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Xk

i¼1
ðxi � yiÞ2

r

ð4Þ

Manhattan Distance: y ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Xk

i¼1
xi � yij j

r

ð5Þ

Minkowski Distance: y ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Xk

i¼1
xi � yij jð Þqq

r

ð6Þ
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3.5 Support Vector Machines

Support vector machine is a supervised learning technique. In SVM, every data
point is considered as a point in the space. Classification is done by deciding a
hyperplane that isolates the classes [6]. Support vectors are the coordinates of the
points. If more than one hyper planes are available, then hyper plane is chosen on
the basis of margin. Margin is the most maximum separation between closest data
point and hyperplane. SVM algorithm is employed using a kernel. Prediction is
made utilizing the inner product of input and each support vector.

f ðxÞ ¼ B0 þ sum ai � ðx; xiÞð Þ ð7Þ

3.5.1 Linear Kernel SVM

The dot product is called as the kernel.

Kðx; xiÞ ¼ sum(x � xiÞ ð8Þ

3.5.2 Polynomial Kernel SVM

Instead of dot product, polynomial function can also be used.

Kðx; xiÞ ¼ sumðx � xiÞ^d ð9Þ

3.5.3 Radial Kernel SVM

Kðx; xiÞ ¼ expð�gamma � sumðx � xiÞ^2Þ ð10Þ

3.6 Naive Bayes Classifier

Naive Bayes is a classification technique based upon Bayes’ Theorem (11). Naive
Bayes considers every one of the attributes as autonomous; i.e., it considers that the
presence of a specific feature in a class is not identified with the presence of
different features [7]. Rather than prediction, naive Bayes classifier decides the
likelihood of the data to be in a class. Probabilities utilized by naive Bayes are class
probability and conditional probabilities. Class probability is the likelihood of each
class, and conditional probability is the likelihood of each input value given each
class value.
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Pðc=xÞ ¼ Pðx=cÞPðcÞ
PðxÞ ð11Þ

3.7 Decision Tree

Decision tree is a supervised learning algorithm utilized for classification and
regression. It splits the data recursively in view of the attributes until the point that a
stop condition happens [8]. Branch of decision tree represents test condition, nodes
describe the properties, and leaf nodes represent class labels [9]. Root node rep-
resents entire sample space. Disadvantage of decision tree is that it might over fit
information and when working with numerical data it looses information.

3.8 Random Forest

Random forest is a mix of various decision trees over the same training set. It can be
utilized for both regression and classification. It also performs dimension reduction,
treats missing information, outlier values and other data preprocessing steps. In
random forest, different trees are developed for a training set. Each tree gives a
classification result. Unlike CART, it does not utilize greedy algorithm. Consider a
training set of size N. It is separated into ‘m’ number of subsets. Decision tree is
developed for every subset, and classification is resolved. Utilizing the majority of
vote technique class label is determined.

3.9 Stacking

Stacking or stacked generalization is an ensembling technique, which consolidates
at least two different models prepared on same training set. Predictions of various
models are combined utilizing another model called as metamodel. A simple linear
model, for example, logistic regression, is utilized to consolidate the submodels. It
is important that the submodels that are being combined deliver uncorrelated pre-
dictions. The best models utilized for combination can be replaced by basic
strategies, for example, majority vote, averaging or weighted average. Stacking
consolidates the upsides of both bagging and boosting. It reduces the variance and
increases accuracy.
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4 Results

In the given paper, confusion matrix and accuracy have been used to compare the
models. Confusion matrix consists of the information about actual and predicted
results. A confusion matrix C gives the count of true negatives C00, false negatives
C10, true positive C11, and false positive C01. In Table 1, TN, FP, FN, and TP
represent true negative, false positive, false negative, and true positive, respectively.

Accuracy is given by

Accuracy ¼ TN + TP
TN + FP + FN + TP

ð12Þ

Table 2 represents accuracy of classifiers with LDA, and Table 3 represents
accuracy of classifiers with PCA. Kernel SVM with PCA has highest accuracy
98.24%. Table 4 represents fusion of classifiers by stacking with LDA, and Table 5
represents fusion of classifiers by stacking with PCA. KNN, SVM, naïve Bayes
combined using logistic regression with PCA are better than other ensembling
models with 97.36% accuracy.

Table 1 Confusion matrix No (predicted) Yes (predicted)

No (actual) TN FP

Yes (actual) FN TP

Table 2 Accuracy of
classifiers with LDA

Classifier Accuracy

Logistic regression 0.96491228

KNN classifier 0.96491228

Decision tree 0.92982456

Naïve Bayes 0.96491228

SVM 0.95614035

Kernel SVM 0.96491228

Random forest 0.93859649

Table 3 Accuracy of
classifiers with PCA

Classifier Accuracy

Logistic regression 0.96491228

KNN classifier 0.95614035

Decision tree 0.88596491

Naïve Bayes 0.85087719

SVM 0.98245614

Kernel SVM 0.98245614

Random forest 0.92982456
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5 Conclusion

In this paper, comparison between different supervised learning classification
algorithms such as logistic regression, KNN classifier, SVM, naïve Bayes, decision
trees has been done with different dimensionality reduction techniques.
Combination of different algorithms is also used. The main objective of this paper is
to compare different machine learning algorithms for breast cancer diagnosis on the
basis of confusion matrix and accuracy. All algorithms have been programmed in
Python 3 in Anaconda environment. Kernel SVM with PCA gave the superior
accuracy of 98.24% as compared to others. Fusion of KNN, SVM, naïve Bayes by
stacking, combined using logistic regression, gives an accuracy of 97.36%, higher
than other ensembling models.
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A PID Load Frequency Controller
Design via Pole Placement
and Approximate Frequency
Response Matching

Anand Kumar, Md Nishat Anwar and Ashraf Raza

1 Introduction

If the load demand in power system suddenly varies, then the minimal frequency
and tie-line power exchange also vary in that interconnected area, because of power
imbalance between power generating unit and load demand of the system. Load
frequency control problem is to retain nominal frequency and tie-line power
exchange within quantified limits [1].

Various types of advance control techniques have been developed recently to
solve the problem of frequency deviation error and also tie-line power exchange for
power system such as internal model control (IMC) [2], H∞ controller [3], DS
controller [4–6], adaptive fuzzy control [7–9], optimal control [10, 11], robust
control [12–18]. A comprehensive literature survey of LFC is explained [19–21]. In
power system, LFC plays a vital role to provide reliable operation [22]. Anwar and
Pan [23] proposed PID controller for LFC via a two-point frequency response
matching. Settling time and peak value are still high in case of Anwar and Pan [23]
and Gundes and Chow [24], whereas Tan [25] proposed anti-GRC configuration to
overcome GRC problem and implement it for a single-area LFC and also extended
for a two-area LFC and its response has been improved by the proposed design
method.

A PID load frequency controller design via pole placement and approximate
frequency response matching has been proposed in this paper. There is no
restriction in complicatedness of power system model in the proposed method.
Different performance parameters for nominal system as well as perturbed system
are evaluated to check the satisfactory performance of the proposed method. The
proposed method is used for a single-area power system and also extended for a
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two-area power system with non-reheat turbine. All case studies in this paper are
taken from the literature, and its response has been compared with well-known
method that is explained in the literature.

The paper is arranged in four sections. Section 1 consists of introduction as
discussed above. The detailed description of the system model for a single-area
LFC and proposed design method is elucidated in Sect. 2. Simulation results of
different case studies and its discussion are elucidated in Sect. 3, and finally in
Sect. 4, conclusion of the paper is drawn.

2 System Model and Design Method

The power system dynamic modeling of the LFC is well discussed [1, 17, 22]. The
single-area power system for LFC with small changes in load, which is expressed
by linear model as shown in Fig. 1, and the term used in LFC are elucidated in
Table 1.

Mainly, three components are used for LFC in power system of the dynamic
models which are as follows:
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Fig. 1 Linear model of a single-area power system

Table 1 Nomenclature used to elucidate power system dynamics

ΔPd Load disturbance (p.u. MW)

ΔPref Load reference setting

Kp Power system gain

Tp Power system time constant (s)

Tt Turbine time constant (s)

Tg Governor time constant (s)

R Speed regulation due to governor action (Hz/p.u. MW)

Δf(t) Incremental frequency deviation

ΔPm(t) Incremental change in generator output (Hz/p.u. MW)

ΔPV Incremental change in governor valve position
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Governor dynamics : GgðsÞ ¼ 1
Tgsþ 1

Turbine dynamics : GtðsÞ ¼ 1
Ttsþ 1

Synchronous machine and load dynamics : GpðsÞ ¼ Kp

Tpsþ 1

The PID controller is used for LFC of power system with unity negative feed-
back as shown in Fig. 2. The PID controller is chosen in “parallel form” as given
by:

CðsÞ ¼ KC þ KI

s
þKDs ð1Þ

Consider Gd;fðsÞ as the closed-loop transfer function (CLTF) from DPd to Df
with a PID controller C(s) as shown in Fig. 2, and it is given by

Gd;f ðsÞ ¼ GpðsÞ
1þGpðsÞGgðsÞGtðsÞ ½CðsÞþ 1=R� ð2Þ

A desired reference model Md,f(s) for a load frequency control is given by

Md;f ðsÞ ¼ NmdðsÞ
DmdðsÞ ¼

Ks
ðksþ 1Þr ð3Þ

where NmdðsÞ
DmdðsÞ is a transfer function in rational form, r is the order of desired CLTF,

the time constant k of desired CLTF is the tuning parameter of the system, and
K ¼ 1=KI [26]. In the desired reference model, one zero is placed at origin, to
confirm frequency deviation at steady state to zero.

The frequency points around x that tends to zero will give good steady-state
performance for most of the control system. Therefore, the selection of
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Fig. 2 Unity negative feedback configuration for a single-area LFC
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low-frequency points around 0.1% of bandwidth frequency for matching purpose is
chosen. The variation of frequency points in this range will not affect the system
performance. The objective of the proposed design technique is to equate the
desired CLTF response with that of closed-loop disturbance response of the power
system, i.e., represented in mathematical form as

Md;f ðsÞ ffi Gd;f ðsÞ ð4Þ

To obtain such performance matching, the aspect we have considered is as
follows:

1. For the desired transient response, the pole of the desired reference model at
s ¼ �1=k is taken as the pole of the closed-loop control system which provides
the following characteristic equation.

1þ CðsÞþ 1
R

� �
GgðsÞGtðsÞGpðsÞ ¼ 0 for s ¼ �1

k
ð5Þ

Or;CðsÞ ¼ �1
GgðsÞGtðsÞGpðsÞ �

1
R

����
s¼�1

k

ð6Þ

Or;KC � kKI � KD

k
¼ �1

GgðsÞGtðsÞGpðsÞ �
1
R

����
s¼�1

k

ð7Þ

2. To get a better steady-state performance, the frequency response matching of the
two system at low frequency point (i.e., x = 0.001 rad/s) which gives the fol-
lowing equation,

Gd;f ðjxÞ ffi Md;f ðjxÞ ð8Þ

GpðjxÞ
1þ CðjxÞþ 1

R

� �
GgðjxÞGtðjxÞGpðjxÞ

¼ Md;f ðjxÞ ð9Þ

CðjxÞ ¼ 1
Md;f ðjxÞGgðjxÞGtðjxÞGpðjxÞ �

1
GgðjxÞGtðjxÞGpðjxÞ �

1
R

ð10Þ

KC þ KI

jx
þKDjx ¼ 1

Md;f ðjxÞGgðjxÞGtðjxÞGpðjxÞ �
1

GgðjxÞGtðjxÞGpðjxÞ �
1
R

ð11Þ

where

Md;f ðjxÞ ¼ MDYðjxÞ
KI
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Assuming

A ¼ 1
MDYðjxÞGgðjxÞGtðjxÞ

and

B ¼ 1
GgðjxÞGtðjxÞGpðjxÞ þ

1
R

� �

Equation (11) may be written as

KC þ j
�KI

x
þKDx

� �
¼ KIRe½A� � Re½B�ð Þþ j KIIm½A� � Im½B�ð Þ ð12Þ

Separating the imaginary and real parts of Eq. (12) yields the following
equations.

KC � KIRe ½A� ¼ �Re ½B� ð13Þ

and

�1
x

� Im ½A�
� �

KI þKDx ¼ �Im ½B� ð14Þ

Combine Eqs. (7), (13), and (14) in matrix form as

1 �k �1=k
1 �Re ½A� 0
0 �1

x � Im ½A�� �
x

6664
7775 KC

KI

KD

2
4

3
5 ¼

X
�Re ½B�
�Im ½B�

2
4

3
5 ð15Þ

The solution of Eq. (15) provides the parameter of PID controller (such as
KC;KI ;KD) by pole placement and approximate frequency response matching done
in MATLAB programming.

Maximum sensitivity ðMsÞ:
The maximum sensitivity, ðMsÞ, is used to estimate the robustness of a control

system, which is expressed as

Ms ¼ max
0�x�1

1= 1þCðjxÞGðjxÞ½ �j j ð16Þ

A smaller value ofMs is preferred which typically lies in the range of 1.2–2.0 [4].
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3 Simulation Result

In this section, we analyzed various case studies for a single-area power system
with non-reheat turbine (NRT) and also extended for a two-area power system
model and its simulation is done in MATLAB and Simulink environment.

Case Study 1 Consider a single-area power system with NRT. The system
parameters are as follows [23, 25, 27] Kp ¼ 120; Tp ¼ 20; Tt ¼ 0:3; Tg ¼ 0:08;
R ¼ 2:4.

Therefore, the desired closed-loop transfer function for LFC (at r = 2) is

Md;f ðsÞ ¼ Ks

ðksþ 1Þ2

where the steady-state frequency deviation returns back to zero due to one zero at
origin in desired reference model. The frequency matching point is selected as
x = 0.001 rad/s. At k = 0.2, we get proposed PID load frequency controller as

CðsÞ ¼ 1:2728þ 2:1767
s

þ 0:3003s

To verify the better performance of the proposed PID load frequency controller,
a step change in load DPd ¼ 0:01 p:u is applied at t = 1 s and its response is
compared with that of Tan [25], Anwar and Pan [23], and Padhan and Majhi [27] as
shown in Fig. 3 and Table 2. The robustness of the proposed PID controller with
+50% change in system parameter KP and TP has been elucidated, and its frequency
deviation response is shown in Fig. 4 and Table 3. Figures 3 and 4 show better
performance in both nominal and perturbed plants in terms of settling time, max-
imum sensitivity (Ms), ISE.
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Fig. 3 Frequency deviation for Case Study 1 with nominal plant
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Case Study 2 Consider a single-area power system with NRT. The system
parameters are as follows [23, 24]

Kp ¼ 1; Tp ¼ 10; Tt ¼ 7; Tg ¼ 0:2;R ¼ 0:05

Table 2 Comparison performance for Case Study 1 of nominal plant

Method KC KI KD Ms Peak value
(� 10−3)

Settling
time (s)

ISE
(� 10−5)

Proposed (at k = 0.2) 1.27 2.17 0.30 1.48 9.2 2.70 2.89

Anwar and Pan [23] 1.52 2.50 0.27 1.74 9.3 2.75 2.63

Padhan and Majhi [27] 1.49 1.30 0.23 1.77 9.8 5.40 3.62

Tan [25] 0.40 0.63 0.18 1.24 13.4 4.70 13.87
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Fig. 4 Frequency deviation for Case Study 1 with +50% changes in KP and TP

Table 3 Comparison performance for Case Study 1 of perturbed plant

Method KC KI KD Ms Peak value
(� 10−3)

Settling
time (s)

ISE
(� 10−5)

Proposed (at k = 0.2) 1.27 2.17 0.30 1.48 9.2 2.75 2.86

Anwar and Pan [23] 1.52 2.50 0.27 1.74 9.27 2.80 2.60

Padhan and Majhi [27] 1.49 1.30 0.23 1.77 9.7 4.8 3.58

Tan [25] 0.40 0.63 0.18 1.24 13.4 5.6 13.67
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Therefore, the desired closed-loop transfer function for LFC (at r = 2) is

Md;f ðsÞ ¼ Ks

ðksþ 1Þ2

The frequency matching point is selected as x = 0.001 rad/sec. At k = 0.4, we
get proposed PID load frequency controller as

CðsÞ ¼ 1:58:44þ 22:42
s

þ 146:98s

To verify better performance of the proposed PID load frequency controller, a
step change in load DPd ¼ 0:01 p:u: is applied at t = 1 s and its response of the
system is compared with that of Anwar and Pan [23], and Gundes and Chow [24] as
shown in Fig. 5 and Table 4. The robustness of the proposed PID controller with
+50% change in system parameter KP and TP has been elucidated, and its frequency
deviation response is shown in Fig. 6 and Table 5. Figures 5 and 6 show better
performance in both nominal and perturbed plants in terms of settling time, max-
imum sensitivity (Ms), ISE.
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Fig. 5 Frequency deviation response for Case Study 2 with nominal plant

Table 4 Comparison performance for example 2 of nominal plant

Method KC KI KD Ms Peak
value
(� 10−4)

Settling
time (s)

ISE
(� 10−5)

Proposed (at k = 0.4) 158.4 22.42 146.9 1.49 3.9 4.5 0.02

Anwar and Pan [23] 0.267 2.50 9.70 2.80 15.1 41.52 0.9

Gundes and Chow [24] 1.50 1.05 0.439 4.16 17.4 64.4 1.4
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Fig. 6 Frequency deviation response for Case Study 2 with +50% changes in KP and TP

Table 5 Comparison performance for example 2 of perturbed plant

Method KC KI KD Ms Peak value
(� 10−3)

Settling
time (s)

ISE
(� 10−5)

Proposed
(at k = 0.4)

158.4 22.42 146.9 1.49 0.4 4.4 0.014

Anwar and
Pan [23]

0.267 2.50 9.70 2.80 1.58 54 1.17

Gundes and
Chow [24]

1.50 1.05 0.439 4.16 1.82 62 1.8
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3.1 The Generation Rate Constraint

The generation rate constraint (GRC) used as nonlinearity in load frequency control
problem affects the performance of the system and sometimes causes instability [9].
To solve the limitation of GRC problem, an anti-GRC model is proposed by Tan
[25]. An anti-GRC model is shown in Fig. 8. The proposed PID controller is used
for anti-GRC model, and its parameters are taken from Case Study 1 [23, 25, 27].
The frequency deviation response occurs on the power system as shown in Fig. 9
along with that of Tan [25], and its GRC of 0.01 p.u/min, i.e., 0.0017 p.u/s, is
considered. The response of mechanical power generated by turbine with the
proposed PID controller along with that of Tan [25] is shown in Fig. 10 where K is
used as compensator gain to reduce the error that occurs in between actual turbine
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Fig. 8 Block diagram of anti-GRC model
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Fig. 9 Frequency deviation response with anti-GRC for Case Study 1
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output and turbine output with GRC. Hit and trial error method is used to select
better choice for K; here, we select K = 2.

3.2 Multi-area Power System

The proposed PID load frequency controller design method is extended for a
two-area power system, to obtain frequency deviation response for each control
area and its tie-line power exchange between interconnected areas. Figure 7 rep-
resents the basic block diagram of multi-area power system. The area control error
(ACE) is composite parameter of incremental change in frequency deviation and
tie-line power exchange between interconnected areas. Under steady-state condi-
tion, change in frequency deviation Δf and tie-line power exchange between
interconnected areas becomes zero because ACE is used as actuating signal for
adjustment of reference power set points and the ACE ith control area is expressed
as

ACEi ¼ DPtiei þBiDfi ð17Þ

where Bi is frequency bias factor, and total tie-line power exchange between ith
control areas with other area is given as follows [17]

DPtiei ¼
XN
j ¼ 1
j 6¼ i

DPtieij ¼ 1
s

XN
j ¼ i
j 6¼ i

TijDfi �
XN
j ¼ 1
j 6¼ i

TijDfj

2
66664

3
77775 ð18Þ
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Fig. 10 Mechanical power generated by turbine with anti-GRC for Case Study 1
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where Tij is the synchronizing power coefficient. In multi-area power system, the
plant model is given by

Gi ¼ Bi
GgiGtiGpi

1þGgiGtiGpi=Ri
ð19Þ

Assume there is no tie-line power exchange for tuning of decentralized PID
controller. Multi-area load frequency controller design technique is as similar as a
single-area power system; Except, each control area in power system turned
independently with assumption of plant model as in Eq. (19).

Case Study 3 Consider a two-area power system with NRT discussed in [25].
Here, for each area similar system parameters are taken for simplicity in
implementation.

Tg1 ¼ Tg2 ¼ 0:08; Tt1 ¼ Tt2 ¼ 0:3; Tp1 ¼ Tp2 ¼ 20;Kp1 ¼ Kp2 ¼ 120;

R1 ¼ R2 ¼ 2:4;B1 ¼ B2 ¼ 0:425; T12 ¼ T21 ¼ 0:545

Therefore, the desired closed-loop transfer function for LFC (at r = 3) is

Md;f ðsÞ ¼ 0:1757s

ð0:2sþ 1Þ3

The frequency matching point is selected as x = 0.001 rad/s. At k = 0.2, we get
the proposed PID load frequency controller as

CðsÞ ¼ 5:5298þ 5:6906
s

þ 1:1579s

To verify the better performance of the proposed decentralized PID load fre-
quency controller, a step change in load DPd ¼ 0:01 p:u is applied at t = 1 s and its
response of the system is compared with that of Tan [25] as shown in Figs. 11, 12,
13 and Tables 6, 7, 8. The robustness of proposed PID controller and its frequency
deviation response is shown in Figs. 11 and 12. These figures show better per-
formance of plant in terms of settling time, maximum sensitivity (Ms) and ISE.
Figure 13 shows tie-line power interchange between two areas.

4 Conclusion

A PID load frequency controller design via pole placement and approximate fre-
quency response matching has been proposed for a single-area power system and
also extended for a two-area power system along with NRT. The characteristic
equation of desired closed-loop transfer function and frequency response matching
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of desired CLTF and plant disturbance CLTF forms linear algebraic equation which
gives the PID controller parameters. Generation rate constraint is used as nonlin-
earity in the proposed design method, and its limitation is minimized by anti-GRC
model. When a +50% changes in power system gain, power system time constant
and its response is found to be similar as nominal plant; which shows the robustness
of the controller. Simulation results of proposed design method show better per-
formance in terms of maximum sensitivity, settling time, peak value, ISE than other
well-known methods that were explained in the literature.
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Processor Scheduling
in High-Performance Computing
Environment Using MPI

Annu Priya and Sudip Kumar Sahana

1 Introduction

The effectiveness of operating systems mainly depends on the scheduling algorithm
used by the processor. Processor scheduling is one of the most commonly resear-
ched and challenging topic for the researcher in these days. Processor scheduling
means that allocation of the resource time to the jobs that wait in the ready queue.
Every job should get a chance to execute on the processor it is only possible when
fairly and correctly scheduling algorithm applied. Processor scheduling classified
into two parts: (i) Local processor scheduling and (ii) Global processor scheduling.
Local processor scheduling uses single processor platform where the number of
processes scheduled. By using the list scheduling, local processor scheduling
constructs a schedule, one cycle at a time. The goal of the multiprocessor
scheduling algorithm [1–4] is to meet deadlines, whereas the arrival of the tasks has
implicit deadlines. Global processor scheduling into different families are biologi-
cally inspired and further, they grouped into several classes of heuristic approaches
such as Genetic algorithm (GA), Ant Colony Optimization (ACO), etc. to compare
processor scheduling there are number of performance has been done. The per-
formance trials have been proposed for comparing processor scheduling techniques
[5]. Processor scheduling includes various criteria such as waiting time, average
waiting time, turnaround time, average turnaround time for the scheduling. For
processor scheduling [6], there are a number of existing techniques available such
as First-Come First-Serve (FCFS), Shortest Job-First (SJF), and Round-Robin
(RR), etc., whereas there are several evolutionary computing approaches for
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processor scheduling such as Genetic algorithm (GA), Ant Colony Optimization
(ACO), and particle swarm optimization (PSO), etc.

1.1 First-Come First-Serve (FCFS)

FCFS processor scheduling approach used to determine processor utilization and
throughput. By using FCFS scheme performance improvement can be improved.
The nodes that can’t assign by user request FCFS determines them during calcu-
lation process. This algorithm is the easiest way of processor. Scheduling is the
processes in the queue where these processes execute concurrently. The arrived new
process always kept at the end of the queue so that process is also called the last
process in the queue. The new arrive process that store in the queue after the last
process automatically becomes the last process in the given queue. This algorithm is
easy to implement, but sometimes processor usage can be wasted in a certain
condition. The proposed FCFS technique is an easier method of scheduling to
reduce the process starvation, and also ranking all types of processes correspond-
ingly at the same time it takes care of whether each process is able to get a chance to
get processor time and resources and also short ordering of processes so that they
do not have to wait for higher burst time processes to get executed.

1.2 Shortest Job-First (SJF)

SJF is a non-preemptive scheduling algorithm in which smaller amount job exe-
cutes first in waiting number of jobs in other words when a processor is available
for the user, it assigns to the job that has smallest next processor burst. It allows the
average minimum time for a set of jobs that is probably optimal. This technique
factors short jobs at the expense of longer ones. The disadvantage with SJF is to
determine the length of the next process. The advantage SJF scheduling algorithm
when providing minimum average waiting time it is optimal in nature.

1.3 Genetic Algorithm (GA)

Genetic Algorithm (GA) [4, 7], firstly introduces by Holland in 1950. GA used to
mimic the processes of natural evolution and selection. Beside GP (Genetic
Programming), an evolutionary approach used to resolve optimization problem.
Because of its robustness, genetic approach becomes familiar than other traditional
scheduling approaches which is used to solve various optimization problems. Every
individual processor search node is represented based on the order of the tasks. The
genetic operator is used to represent on the precedence relations between the tasks,
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and these tasks assign to the given resources. GA differs from other existing tra-
ditional optimization approaches in the following ways:

GA uses coding constraint set rather than parameter.

i. Genetic algorithm search approach search nodes from population instead of a
single one.

ii. Genetic algorithm applied probabilistic transition rules.

In GA, genes represented as a string of the search nodes. GA operators used to
generate the new search nodes. Fitness function used by GA for calculating the
search nodes, and a stochastic assignment provides to control the genetic operators.

A. Initial Population
In GA initially, population is set of task that randomly generated then after that
randomly select of element of first array which range from 1 to total number of
has given tasks. The selection of second array element is same as the first one
but the range varies from 1 to total number of available processors. This
operation is repetitive in nature until all the tasks have been assigned to the
number of available processors.

B. Fitness Function
The objective of GA is to achieve is to schedule with minimum completion
time for given scheduling problem. The fitness function is calculated by
keeping the objective to minimizing Makespan is as follows:
f(x) = 1/S. Where fitness function = f(x) scheduling, length = S, where
scheduling length (S) is the maximum accomplishment time of a process in an
individual chromosome. The aim of fitness function (f(x)) is to get a higher
value for individual chromosome with minimum accomplishment time.

C. Genetic Operators
After applying crossover and mutation operators, next phase is selection which
is applied on allocation of reproductive trails that is used for chromosomes
according to their fitness function f(x). For this procedure, the roulette wheel is
used in which each chromosome of population has a slot in portion to its fitness
function f(x).

An algorithm for processor scheduling is working well when we have a small
number of jobs available to schedule on a uniprocessor. There is chance to conflict
when the number of jobs available in large size on multiprocessor. They may
conflict when the number of jobs available in large size on multiprocessor (so on
they scheduled the processors statically). A good scheduling technique is that which
improves the performance criteria. The optimization, performance criteria are based
on maximizing CPU utilization, maximizing throughput, minimizing turnaround
time, minimizing waiting time, minimizing response time, minimizing the context
switching. The main focus of this paper is on developing an algorithm for processor
scheduling in HPC environment using MPI for low-dimensional mesh architectures.
In Fig. 1, represent the layer architectural view of Open MPI which has mainly
three layers: OPAL, ORTE, and OMPI.
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i. Open Portable Access Layer (OPAL): this layer provides portability between
different operating systems and basic services.

ii. Open MPI Run-Time Environment (ORTE): this layer supports to launch,
monitor individual processes, and make set of specific processes into “jobs”.

iii. Open MPI (OMPI): this layer supports to public MPI API and exposed to
applications.

MPI is a message-passing application programmer interface. The goal of MPI is
to achieve high performance also provide scalability and portability for the appli-
cation. This MPI model supports in parallel programming used in the
high-performance computing system (HPC) environment for parallel programming.
It is a communication protocol computes programming that runs parallel on dis-
tributed memory systems. The MPI programming model architectures have various
benefits because MPI supports memory locality. MPI has a specific set of routine
calls that can easily callable from C, C++, Fortran, and another language that able to
interface with such libraries, including C#, Java or Python. The rest of this paper is
organized as following Sect. 1, deals with the introduction of processor scheduling
whereas in Sect. 2 deals with the literature survey of the existing approaches for
processor scheduling. Section 3, contains the research methodology for problem
statements whereas in Sect. 4, contains the experimental results and discussion with
other existing algorithms. Finally in Sect. 5, concludes the conclusion and the
outline of the future scope of this work.

Fig. 1 Open MPI has three
main abstraction project
layers
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2 Literature Survey

The authors Xingwu et al. [8], proposed a novel scheduling system that uses
simulated annealing as the optimization engine to maintain resource management
on HPC systems. They demonstrate that simulations with workload on super-
computers by using queue-based approach with FCFS with backfilling technique.
This novel scheduling system reduced the job waiting time by 40% and also
reduces the job response timing by 30%. This technique has the ability to run online
also solve the difficult scheduling problem at each scheduling iteration within a
second then constructs it practically for production HPC systems. Byung and Chita
[9] addressed fast and efficient processor allocation approach which meets demand
for messy interconnected multicomputer and also proposed algorithm that is based
on stack allocation which locates a free sub-mesh for a job in a very fast manner by
using simple coordination and spatial subtraction.

That prevents starvation and also reduces the response time significantly by
minimizing the queuing delay for the jobs. Hsiu-Jy and Wei-Ming [10] proposed a
novel scheduling method based on size variance among the jobs in queue.

That demonstrates self-adjustment between the two orders in real time. The
benefit of this method is to reserve significantly diminishing chance of blocking
situation. Shun-LI et al. [11] present model that is based on resource management
and agent structure this function is based on local resource’s adoption scheme of
FCFS. This technique achieves the goals of task scheduling. William et al. [12]
provide a job selection heuristic-based technique on resource balancing which
supports for the construction of global K-resource scheduling algorithms. The
benefit of this method is to achieve up to 50% in average response time over current
scheduling method such as First-Come First-Serve (FCFS) with the First-Fit
backfill. Prabhat and Prasoon [13] designed and implemented a new process
scheduling method that improves the performance of an MMOS (Multimedia
Operating System) in batch jobs. Marcia et al. [14] present a scheduler module that
is implemented with MPI-2. It demonstrates during the execution of tasks, on a
processor that a newly spawned process runs with priority.

3 Research Methodology

After through study of a different research paper, a framework for processor
scheduling using MPI is proposed for the said problem which is shown in Fig. 2.
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A step-by-step procedure for processor scheduling is given below.

Step 1: start the simulation on HPC.
Step 2: apply FCFS Algorithm using MPI

i. Enter the number of processors.
ii. Enter the burst time (bt).
iii. Apply MPI
iv. Assign waiting time (wt) for all the processors.

Waiting time for process 1 will be 0, i.e., wt [0] = 0.
The manager sends tp p − 1 number X1, X2 … Xp−1 to the workers.
The worker receives the ith worker Xi in N.
The manager copies X0 to N: N = X0.

v. Every node process N ! wt [N] = bt [N − 1] + wt [N − 1].

Fig. 2 Flow chart of FCFS using MPI scheduling on HPC
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vi. Every worker sends f to the manager.
The manager receives Xi from the ith worker, i = 1, 2 … p − 1.
Manager copies N to X0: X0 = N,

vii. Print the result on every processor.
viii. Calculate [turnaround time = wt + bt for all processes.
ix. Calculate average waiting time = total_waiting_time/no_of_processes.
x. Similarly, find average turnaround time = total_turn_around_time/

no_of_processes.

Step 3: Evaluate the performance by comparing the result with the existing
algorithm in result and discussion section.

Step 4: Stop the simulation and achieve the planning horizon.

4 Results and Discussion

Simulation work has been performed on HPC with Master Node-2 no of Intel Xeon
E5-2630 v3 2.4 GHz, 8-core processors and 64 GB memory, 2*1 TB HDD,
500 GB Disk capacity FDR InfiniBand for a number of processors 5, FCFS
scheduling algorithm using MPI. Figure 2 shows the comparisons of different
scheduling approaches on the basis of average waiting time. Table 1 shows five
processors along with their burst time and the respective average waiting time
comparison for different scheduling techniques. The results of FCFS using MPI
scheduling algorithm accomplish is better result than traditional FCFS. FCFS using
MPI-based algorithms shows that it is more efficient than existing FCFS that
requires future knowledge about processor bursts. FCFS using MPI technique the
results may vary if we change the basic parameters of FCFS like a number of jobs,
etc. Thus, some more experiments can be done by changing these parameters in
order to solutions.

In Fig. 3, shows that the comparison of FCFS and FCFS using MPI where we
have taken the execution time as a parameter for the evaluation. So it is proved that
FCFS running in the single processor has taken more time then parallel. The FCFS
using MPI provides the environment where the program executes in parallel. And
the result shows less execution time taken by multiprocessor in compared to a
single processor.

According to, Fig. 3 and Table 2, we can analyze that the results of FCFS using
MPI are more optimal than FCFS, SJF, and GA.
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5 Conclusion

The novelty of this paper is the implementation of processor scheduling algorithm
FCFS using MPI on high-performance computing system (HPC) to achieve high
processor utilization, high throughput at a low response time. From the result
section, it is evident that the proposed algorithm shows less execution time than
FCFS which is an existing algorithm. Average waiting time of FCFS using MPI
exhibits better results while matching with another existing algorithm. The
implementation or other processor scheduling using MPI can be possible for large
problems as per the proposed algorithm and also result can be analyzed to find out
the scope of the processor scheduling for real-time scheduling area.
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Fig. 3 Comparison of execution time for FCFS and FCFS using MPI

Table 2 Comparison of average waiting time

S.
No

Processor burst time [P1, P2, P3, P4,
P5]

FCFS SJF GA FCFS using
MPI

1 24, 20, 19, 15, 12 42 30.4 31.6 41

2 19, 30, 18, 16, 17 44 33 33.4 43

3 18, 24, 30, 12, 16 43 30.8 30.8 43

4 20, 15, 18, 12, 28 34 29.8 29.8 34

5 25, 23, 13, 13, 16 70 44 44 41

6 22, 27, 13, 18, 17 62 50.6 50.6 42

7 21, 27, 14, 18, 13 55 30.6 30.6 42

8 28, 23, 18, 15, 12 45 36 36.2 46

9 24, 28, 13, 17, 19 47 34.8 34.8 44

10 26, 23, 14, 19, 17 46 35.8 35.8 44
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A Computer Vision-Based Gesture
Recognition Using Hidden Markov
Model

Keshav Sinha, Rashmi Kumari, Annu Priya and Partha Paul

1 Introduction

Human–computer interaction (HCI) plays an important role in increasing the per-
formance of the tasks without using any external devices. In daily life, we solve
many real-world problem by using the facial expression or by using hand signs
which will express your feelings. To interact with any eletronic device by using
human gesture, there are two types: (i) online gestures and (ii) offline gestures.
Every day, we say that the gesture is a spatial-temporal pattern which was created in
the form of static, dynamic, or both [1] when the user interacts with any objects.
The gesture recognition will enable to ignore the use of conventional input devices
such as mouse, keyboards. The gesture recognition provides the several features
such as (i) accuracy, (ii) stability, and (iii) time saving. Gesture recognition has the
variety of applications in different fields such as: (i) automobile sector, (ii) con-
sumer electronics sector, (iii) gaming sector, (iv) smart phone production compa-
nies, and (v) transportation sector.

1.1 Gesture Taxonomy

There are several classifications for gesture recognition suggested by different
researchers based on the psychological aspects and hand signs. Kendon [2] pro-
posed the autonomous gesture technique which deals with the gesture which is
independent of the speech. McNeill and Levy [3] have proposed the three different
gesture recognition systems (i) iconic, (ii) metaphor, and (iii) beats. Quek [1 4]
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proposed a taxonomy for the gesture recognition, whereas for this paper, a slightly
different versions of the taxonomy are presented for HCI. Figure 1 shows that the
movement of the arm or hand is classified into two types (i) gesture and (ii) unin-
tentional movement. The unintentional movement is those movements which will
not give any type of meaning, and it is often seen when someone is surprised or
scared. The second one is the gesture which will give some meaning or signs and
provide some information. The gesture is divided into two parts (i) communicative
and (ii) manipulative. The movement of hand/arms is created such as rotation,
moving the object is known as the manipulative gesture. The communicative
gesture is used to express their feelings for communication purposes. For com-
munication people, generally, they use the acts or symbols. In acts, people have
given some patterns or expressions to perform like in the movies, whereas symbols
are usually in the form of the model and allusion which will use to express their
emotions. In the context of HCI, these gestures are the most common way to
communicate with the computer. The taxonomy of the gesture largely influenced
the recognition spaces.

Fig. 1 Proposed framework for gesture recognition
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1.2 Gesture Recognition Models

Based on the type of input data, the gesture recognition [5, 6] is done in different
ways as shown in Fig. 2. The 3D coordinate system is used to track the motion of
the gesture, accuracy, and quality of the input algorithm. Quek [1] proposed the
several systems which will able to capture the whole space of the gesture. Many
researchers have subdivided the gesture recognition into two types: (i) 3D
model-based and (ii) appearance-based which are shown in Fig. 1. 3D model-based
approach is usually used for the extraction of information about palm motion and
joint angles, whereas the appearance-based approach is generally used for image
and video for the direct interpretation.

1.2.1 3D Model-Based Algorithms

The 3D model approach is used for volumetric- and skeletal-based models for the
gesture recognition. In volumetric approaches, it is most commonly used in
the computer animation, mechanical industries where the model is developed in the
form of 3D surfaces such as polygon, meshes, or even octahedral. The main
drawback of this approach is it does not work for the real-time analysis because the
system is not developed yet. In skeletal approach, the virtual skeleton of the human
being is computed and the body parts are mapped in certain segments. For the
analysis of the segments, it calculates the position and the orientation of the arms/
hand. Using the skeletal approach, it will have several advantages such a—(i) the
analysis will take place very quickly, (ii) the matching will be done with a database
which already stores the image models, and (iii) it will directly focus on the key
parts of the body.
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1.2.2 Appearance-Based Models

These models directly take the parameters from the image and the video, so there is
no need for taking anybody’s representation. For processing the image in
deformable 2D templates, it sets the point on the object so that it would use
interpolation nodes for the outline approximation. Usually, it uses the linear
function for the interpolation where it takes the average from the point sets, vari-
ability parameters, and external deformation. This approach is mostly used in hand
tracking and classification of the gesture. Another approach is gesture detection
where the sequence of the image is used as gesture template, and the parameters are
taken from the image itself. Most of the time, it gets only monoscopic or stereo-
scopic view to use.

The rest of the paper is organized as follows: Sect. 1 deals with introduction
followed by Sect. 2, having the literature survey of the existing methods. Sections 3
and 4 contain the research methodology and result and discussion about the pro-
posed algorithm. Finally, Sect. 5 concludes the outline and the future scope of this
work.

2 Literature Review

Gesture recognition is very demanding field in the era of Artificial Intelligence. The
interaction of human gesture with the computer will reduce the workload and save
lots of time for any personnel. Various researchers have proposed different tech-
niques for gesture recognition such as Rehm et al. [7] introduced the Bayesian
network model which was created using the GeNIe modeling environment. The
working of this technique is to analyze the behaviors of the person and automati-
cally understand the cultural background of that person. In [8], the author intro-
duced the ergodic-based model using HMM where it categorizes the gesture from
the background using the threshold of the image. The disadvantage of this method
is it does not work on intricate background. Toshiaki et al. [9] develop the real-time
system for recognition of the alphabet (A–Z) and the Arabic number (0–9) for LRB
topology. Author uses the Gaussian mixture for the color detection, Baum–Welch
(BW) for the training purposes, and the Viterbi path for the testing or matching. In
[10], the author proposed the recognition of the figure posture using machine
learning techniques. The figure posture is trained and tested with the linear artificial
neural network. There are several researches which have been done with the gesture
recognition by using various methods. Table 1 represents the review on the various
methods on gesture recognition.
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3 Research Methodology

After thorough study of different research papers, the framework for gesture
recognition is proposed which is shown in Fig. 3.

The system is developed for recognizing the Arabic number, alphabet, and
Roman number, with the help of tracking of the trajectory of the hand and finger
sign in color image sequence. The whole process is divided into three main parts
(i) segmentation, (ii) feature extraction, and (iii) classification. The step-by-step
procedure is given below for the said problem.

Step 1: Segmentation and Preprocessing

Using the stereo color camera, the image of the hand is taken, whereas hand
segmentation takes place using 3D depth map for the detection of hand area. For the
colored hand skin, the chrominance is used for the color space YCbCr, whereas ‘Y’
channel represents the brightness of the image, and the (Cb, Cr) channels refer to
chrominance. The ‘Y’ channel is only related to the brightness, and all the infor-
mation is stored in the chrominance channel. For training of image, the Gaussian
model is used on 30 different people and 64 different images. In recognition of skin
color, the mathematical model is presented which will detect and evaluate the
human body and the surrounding environment. For that, we transform the image
color RGB to the YCbCr space. ‘Y’ takes the information of brightness, and Cb and
Cr take the information about environment light. The mathematical model is shown
as Eq. (1).

Y
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So for the different color image, the ranges of Cr and Cb values are set as shown
in (2).

Crε 132; 174½ � \Cbε 76; 127½ � ð2Þ

Different range of Cr and Cb values cause mis-identification in color image. So
for that, Gaussian model is used and it separates the binary image from the envi-
ronment and its labeled black. For separation of binary image from the environ-
ment, the in-depth threshold is calculated. The pixel threshold of the face, body, and
gesture is different in-depth value because they are not coplanar.

As shown in Fig. 4, we get two depth peaks; the pixel ranges from 54 to 67 cm
which is generated by the hand and the 80–96 is generated by the face. The
variation in the pixel range is due to the camera placing the face is much farther
then hand. So the intensity of light reflection is higher than hand gesture. So using
this, we can separate the face from the hand and we set the adaptive threshold which
will capture only the gesture and rest will be discarded.

Step 2: Feature Extraction

The next is feature extraction where we recognize the path, location, and orientation
of the hand. The feature of any extraction relies on the result of the accuracy. So to
maintain the accuracy, we first find the spatiotemporal pattern which consists of
centroid points. To the hand gesture, (xhand, yhand) point is used in Eq. (3), which is
given in the form of

ht ¼ tan
ytþ 1 � yt
xtþ 1 � xt

� �
; t ¼ 1; 2; . . .; T � 1½ � ð3Þ

Fig. 4 Taxonomy for hand gesture recognition for HCI
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where

T = Length of the gesture.
ht = It is quantized by dividing it by 10° for the code word from 1 to 36.

The discrete vector of the code word is used for the input of HMM. In Figs. 5
and 6, shows the orientation of the code word and who the small change in the
angle is calculated mathematically.

Step 3: Hand Gesture Classification

For path classification, the hidden Markov model (HMM) is used which include the
three parameters:

Fig. 5 Gesture recognition models

Fig. 6 Code word for the
hand movement
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k ¼
Y

;A;B
� �

whereQ
= Initial vector.

A = Transition matrix.
B = Emission matrix.

The classification is done in two phases: (i) training and (ii) decoding.
In training phase, we applied the likelihood computation for the HMM forward

algorithm. The computation likelihood is given as:
k = (A, B) and the observation sequence is O then the likelihood P (O/k).

Pseudocode for HMM Forward Algorithm

function Forward (observation T, graph_length N)
Probability matrix for HMM forward is [N + 2, T]
//Initialization steps
for 1 to N,
do for each state q,
forword [q, 1] ← a0,q * bq (o1)
for each time step t from 2 to T
do
for 1 to N do, for each q state
forward [q, t] ←

PN
q0¼1 forward s0; t � 1½ � � aq0;q � bq otð Þ

// Termination step
Forward [sF, T] ←

PN
q¼1 forward q; T½ � � aq;sF

return forward [sF, T]
Return forward probability
Whereas the forward [q, t] represented as at (q).
Single element = at (q)
Previous value = at-1
Weighted transition probability = a
Observation probability = bi (ot+1)
Transition probability = 0
While using this we compute the likelihood of the HMM forward algorithm. The
next part is to decoding to find the sequence of the variables.
k = (A, B) and the observation sequence is O then the likelihood P (O/ k).

Pseudocode for Viterbi Algorithm

function Viterbi (observation T, graph_length N)
Return Best Path
Probability matrix for Viterbi is [N + 2, T]
//Initialization steps
for 1 to N,
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do for each state q,
Viterbi [q, 1] ← a0,q * bq (o1)
backpointer [q, 1] ← 0
for each time step t from 2 to T
do
for 1 to N, for each q state

Viterbi q; t½ �  
N
max
s0 ¼ 1

Viterbi s0; t � 1½ � � aq0;q � bq otð Þ

Backpointer q; t½ � ¼
N

argmax
s ¼ 1

Viterbi s0; t � 1½ � � aq0;q

// Termination step

Viterbi sF;T½ �  
N
max
s ¼ 1

Viterbi q;T½ � � aq;sF

Backpointer sF;T½ � ¼
N

argmax
s ¼ 1

Viterbi q; T½ � � aq;sF

return the backtrack path by backpointer [sF, T]

Step 4: For matching, there are several templates created for the comparison, and it
is presented in the result and discussion section.
Step 5: Stop the simulation.

4 Result and Discussion

Simulation work has been performed using MATLAB toolbox version R2015a and
C++ on Windows 8.1 having the hardware specification is Intel Core i5 CPU with
frequency 1.70 GHz of clock with 4 GB RAM on �64-bit operating system. The
proposed algorithm is LRB and is compared with ergodic and LR topology. For
finding the recognition ratio, the formula is given as Eq. (4).

Recognition ration ¼ RecognizedGesture
Test Gesture

� 100 ð4Þ

The experimental results, for the numeric value of (0–9) the sample is created
based on 40 video sequences, whereas 30 video samples for trained and approxi-
mately 15 video samples for use for the test. More than 150 video sequences are
present for training, and 75 video sequences are used for the testing of gestures. The
combination of HMM forward algorithm with Viterbi path decoding while
increasing the recognition rate for real-time frame. The input images were taken by
a stereo camera system that has 6 mm focal length, which takes the picture of
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240 � 320 pixels image resolution. Figure 7 shows the LRB topology from 3 to 10
states where the average recognition percentage is 99.05%, which shows the
superiority of the algorithm for the said problem.

5 Conclusion

In this paper, we simulated the hand gesture recognition system for alphabet,
Arabic, and Roman number using HMM. The recognition is done according to
capturing of the hand trajectory which is very appropriate for the real-time appli-
cation. The modified zero-codeword detection is used for tracking the velocity and
continuous movement of the hand. The accuracy of the algorithm is tested on the
LRB topology, and it shows 99.05% of average recognition rate. There are several
future works remaining in the field of gesture recognition like the development of
system which will help the abnormal people to come nearer to the world.
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Schnorr Digital Signature to Improve
Security Using Quantum Cryptography

Prity Kumari, Upendra Kumar and Shyam Krishna Singh

1 Introduction

For a secret communication, quantum cryptography provides amazing security
assurance. Quantum physics breaks the inviolability of a law of classical physics. It
has the potential to fundamentally change the face of cryptography. Quantum
computers can break many existing classical cryptosystems [1], in particular most
public key systems used today. Integer factorization problem and the discrete
logarithm problem are two algorithms which are widely used in classical cryp-
tography. Through Shor’s quantum algorithms [2], these two mathematical prob-
lems are solved in polynomial time instead of exponential time.

The other significant algorithm by Lov Grover for quantum search invented in
the year 1996 is Grover’s algorithm [3]. Classically, for a single element search
within n elements, one needs to look up n/2 elements on average before finding the
nonzero output that requires O(nlog2n). Grover’s algorithm does the job by looking
at an average of n1/2 times. It is useful for search in unstructured database.

Classical cryptography is based on a combination of mathematics and logic. It is
based on the problem of computational complexity which is not sufficient to
fast-growing technique to compute the secret key. Depending only on the difficulty
of computational complexity to create secret key is not enough secure communi-
cation because finding a fast calculation algorithm to calculate the secret key will
compromise the key security of the communication systems.
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Quantum computer uses a different technique for a different operation. It uses a
quantum bit instead of bit. Quantum bit, i.e., qubit, poses quaternary nature.
Quantum mechanics is fully different from the classical mechanics. Classical bit
contains only in the states corresponding to value 0 and 1, but qubit contains the
superposition of the two given eigenstates. So, choose two eigenstates < 0|, < 1|
e H from the Hilbert space. The possible states of the qubit are expressed as
u ¼ a\0 þ b\1j j, where a2 + b2 = 1. This means that qubit is in state 0 with
probability a2 and in 1 with probability b2 [4] and qubits are single polarized photon
that exist into one of four polarization states |, −, /, and \ selected from one of the
two conjugate basis sets. The rectilinear basis is of 0°/90° polarization photon
(|,−), and the diagonal basis is composed of 45°/135° polarizations photon (/, \) as
shown in Fig. 1.

Quantum cryptography uses the laws of quantum mechanics for unconditionally
secure communication. Quantum mechanics also provides the ability to detect the
presence of eavesdropper who is attempting to read the key as the quantum state on
the transmitted data will collapse to a single state and therefore get disturbed.
Quantum key distribution (QKD) provides a very secure way to distribute or
exchange secret keys on quantum channel.

If a sender uses a filter in the 0° and 90° basis to given initial polarized photon
which is either horizontal or vertical and a receiver uses the same polarized photon
filter, then he/she can determine the information but if receiver uses a filter in the
45° and 135° basis to measure the polarized photon, he/she cannot determine the
right information [5].

If an intruder uses a polarized photon same as sender’s polarized photon, he/she
can measure the original bits, and if he/she uses a misaligned polarized photon not
as sender’s polarized photon, then he/she will receive only wrong information, but
also influenced the original photon so that he/she will be not able to measure the
original information. In this condition, receiver either will receive wrong infor-
mation or also will be able to detect the intruder’s presence.

Fig. 1 Rectilinear and diagonal basis sets
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Quantum exchange over quantum channel

Sender’s randomly
generated candidate bits

0 1 1 0 1 1 0 0 1 0 1 1 0 0 1

Sender’s random basis � + � + + + + + � � + � � � +

Send polarized photon by
sender

/ ∣ \ ー | | ー ー \ / | \ / / ∣

Receiver’s random basis + � � + + � � + � + � � � � +

Receiver’s measured
received bits

0 0 1 0 1 0 1 0 1 1 1 1 0 0 1

Receiver’s basis
compared with sender’s
basis?

N N Y Y Y N N Y Y N N Y Y Y Y

Public discussion over classical channel

Receiver reports bases of
received bits

+ � � + + � � + � + � � � � +

Sender checks which
bases were correct

N N Y Y Y N N Y Y N N Y Y Y Y

Sifted key 1 0 1 0 1 1 0 0 1

Receiver reveals some
key bits at random

1 0

Sender confirms them Y Y

Outcome

Remaining shared secret
bits

1 0 0 1 1 0 1

Sender and receiver are connected by a classical public channel and a quantum
channel as shown in Fig. 2. The classical channel is a classically authenticated
public communications channel and is used to conduct the key exchange process
for error detection. The quantum channel is used to exchange the quantum key.

Fig. 2 A QKD block diagram
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2 State of the Art

Quantum cryptography was introduced by Stephen Weisner in early 1970, this idea
was issued in 1983 in SIGACT News, and at the same time, Bennet and Brassard
agreed with him. In 1984, they delivered their own ideas. They issued the first
quantum cryptography protocol called the “BB84”. This protocol provides more
security and depends on the quantum mechanics. It is a function over a 32-cm
distance. After that, the technique is extended to kilometers from centimeters. In
June 2004 communication is secured with quantum cryptography is up and running
in Cambridge, Massachusetts. The leader of the quantum engineering team at BBN
Technologies in Cambridge, Chip Elliott, transmitted the first packets of data across
the quantum network. In June 2003, a team at the University of Vienna transferred
entangled photons across the River Danube, through free space. The first money
transfer occurred between two Austrian banks in April 2004 was encrypted by
quantum keys. The two buildings were 500 meters away from each other, yet fiber
optics were fed through 1.5 km of sewage system to link them together.

3 Proposed Technique

In this technique, use email ID or name and the encrypt/decrypt algorithm that is
deployed to encrypt/decrypt the message, setup algorithm to generate the public
parameter and master secret key, a hash function to ensure data integrity, a Schnorr
digital signature for authentication, and QKD to exchange key between sender,
receiver, and server.

(1) Setup Algorithm—This algorithm is run by the private key generator
(PKG) one time for creating the whole IBE environment. The master key is
kept secret and used to derive users’ private keys, while the system parameters
are made public. It accepts a security parameter (i.e., binary length of key
material) and outputs:
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• A set P of system parameters, including the message space M and cipher C
• A master key Km.

(2) Extract Algorithm—This algorithm is really the main difference between the
identity-based encryption (IBE) and public key encryption (PKE), so this
algorithm is run by the PKG when a user requests his private key. The veri-
fication of the authenticity of the requestor and the secure transport of d are
problems with which IBE protocols do not try to deal. It takes as input P, Km,
and an identifier ID e {0,1}* and returns the private key d for user ID.

(3) Encrypt Algorithm—The qubit message is encrypted with receiver identity ID e
{0,1}*, message m e M and P, and given ciphertext c e C. Here, ID works as a
public key.

Encrypt M;P:IDð Þ ¼ C

(4) Quantum Hash Function—The proposed algorithm consists of the following
steps:

Initialization step—First of all, choose the parameters (n, (a, b, v, d)) and the
message M, and after that generate a random sequence number S by using function
pseudocode random number generator (PRNG) given below

S ¼ PRNG n; a; b; v; dð Þ;Mð Þ:

(a) Each value of the sequence number S is a floating-point number that lies
between 0 and 1.

Encryption procedure

(a) Original message M is divided into four parts and the same size. To determine
the encryption order of four blocks M1, M2, M3, and M4 according to the size of
the first four values of the sequence number S,

M1 ! M2 ! M3 ! M4

(b) The two-round one encryption process is

EM1 = encrypt(M1, M4, S) ! EM2 = encrypt(M2, EM1, S)
! EM3 = encrypt(M3, EM2, S) ! EM4 = encrypt(M4, EM3, S)
! EM′1 = encrypt(EM1, EM4, S) ! EM′2 = encrypt(EM2, EM′1, S)
! EM′3 = encrypt(EM3, EM2, S) ! EM′4 = encrypt(EM4, EM′3, S).

Decryption procedure—In this process, determine the decryption order to use the
secret key.

EM4 = EM′3 ⊗ EM′4 ! EM3 = EM′2 ⊗ EM′3 ! EM2 = EM′1 ⊗ EM′2 !
EM1 = EM4 ⊗ EM′1 !M4 = EM3 ⊗ EM4 !M3 = EM2 ⊗ EM3 !M2 = EM1 ⊗
EM2 ! M1 = M4 ⊗ EM1 end
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Here, ⊗ denotes the decryption operation and it is the reverse process of
encryption [6].

(5) Schnorr Digital Signature—Its advantage is to increase the speed.

(a) Parameters: p, q, a, d, v, d, x, y

where

• p is a prime number typically 1024 bits,
• q is a factor of p − 1 typically 160 bits,
• a is aq = 1 mod p,
• d is 0 < d < q, and
• v is a−d mod q.

q is used to verify our signature. In this, (a, p, q) are global parameters for all,
d is a secret key, and v is a public key.

(b) Signing:

• Choose random r, 0 < r < q.
• Compute x = ar mod p.
• Concatenate e = H(M||x) (message with x), and H is a hash function.
• Compute y = (r + de) mod q.

(c) Send:

• Send the message M and signature (e, y) so that receiver can verify that.

(d) Verification:

• Received (M, e, y),
• Known publically a, p, q, v,
• Compute x′ = ayve mod p, and this is not computed by receiver.

x′ = ayve = aya−de = ay−de = ar = x mod p, where y = r + de. x is computed by
the sender.

(e) Check:

• e = H(M||x′), and this e value is same as e value sent by sender [7].

(6) Decrypt Algorithm
Through decrypt algorithm, decrypt encrypted message using secret key d,
public parameter P, and ciphertext c e C.
Decrypt(P,C,d) = M
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4 User Authentication and Quantum Basis Distribution

In this technique, the client and the server first communicate for the parameters of
the secure key. These parameters consist of the master secret and public parameter.
Then, the client and the server authenticate each other. The authentication is per-
formed by using ID or name [8]. Public key certificates are installed in both the
client and the server [9, 10]. When a client requests the private key from server,
then server authenticates him through his ID or name. After that, server sends
private key to client according to his ID or name.

Idea with ID-based encryption is that any arbitrary string should now be our
public key. Remember that in regular public key encryption, the key generation
algorithm generates the public key and private key and we have no control over a
public key we get. But through ID, we can choose to have our name and our email
ID as our public key and the way that it would work. We have the probable sender
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who wants to send the message to receiver so he/she is just going to encrypt the
message with his email ID and just it going to sent into him. Receiver has one-time
setup cost, so receiver needs to contact a key server. The key server has some
master secret, and once receiver authenticates himself to the key server and requests
the private key corresponding to his email ID, the key server will return that private
key to him, using which he/she can then decrypt message that sender sends to him.
The following steps are involved in the algorithm:

1. Sender wants to connect with receiver, so he/she sends request to him.

Sender ! QKD : EncPR�S IDS IDRkð Þ

QKD will check the ID or name of sender for user authentication and record the
connection request status in file. After that, QKD checks whether receiver’s ID
status is busy or free. If receiver is free, then QKD moves to step 2; otherwise, he
waits.

2. In second step, QKD sends a connection request to receiver.

QKD ! Receiver : EncPU�R IDS IDRkð Þ

3. Receiver will send a confirmation message to QKD after he accepts the con-
nection with sender.

Receiver ! QKD : EncPR�R IDS IDRkð Þ

Both are authenticated to send and receive message, and QKD decrypts the
message and merges connection’s status between them.

4. To encode the message, QKD begun to distribute quantum base (+, x) in a
sequence to encrypted message using their public keys.

• QKD ! Sender : EPU�S IDS IDRk kQBð Þ:
• QKD ! Receiver : EPU�R IDS IDRk kQBð Þ:

Transfer Data over Quantum Channel

5. In this step, sender sends an encrypted data to receiver after they receive the
quantum base.

Sender ! Receiver : EPR�S EQB Mð Þ EPU�Rk IDSð Þð Þ

6. Then, by using private key of sender, both send a randomly selected part of the
message to QKD.
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Receiver ! QKD : EPR�R EQB Mð Þ EPU�QKDk IDRð Þð Þ

Sender ! QKD : EPR�S EQB Mð Þ EPU�QKDk IDSð Þð Þ

QKD decrypts the messages and compares between those messages; if there are
any dissimilarities in bits, then QKD knows the presence of eavesdropper.

7. When detecting the presence of eavesdropper, QKD informs sender and receiver
by sending the notification message.

QKD ! Receiver : EPU�R EQB Notifyð Þð Þ

QKD ! Sender : EPU�S EQB Notifyð Þð Þ [11, 12].

5 Conclusion

This paper has implemented the security quantum algorithm that employs identity,
ID, as a public key encryption algorithm to generate keys to improve security over
quantum communication channel. The Schnorr digital signature algorithm has been
used to enhance authentication and data privacy. A method of producing random
like digits is called as pseudo random number generator is defined. The rectilinear
and diagonal basis sets are discussed. The security aspect of quantum communi-
cation has been improved.
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Convergence of Common Solution
of Variational Inequality and Fixed
Point of a Pseudocontractive Mapping

Poonam Mishra

1 Introduction

Let E be a real Banach Space. Let J denote the normalized duality mapping from
E into 2E* defined by

JðxÞ ¼ ff 2 E� : x; fh i ¼ xk k2¼ fk k2g

For all x 2 E, where E* denotes the dual space of E and :; :h i denotes the
generalized duality pairing, we denote the single-valued duality mapping by j. In a
Hilbert Space H, j is the identity mapping.

Let C be a nonempty closed convex subset of E. A mapping f: C ! C is said to
be a strict contraction if there exists a constant k 2 (0, 1) satisfying

f ðxÞ � f ðyÞk k� k x� yk k for all x; y 2 C

A mapping T: C ! C is said to be an asymptotically nonexpansive if there
exists a sequence {kn} with kn!1 such that

Tnx� Tnyk k� kn x� yk k; 8x; y 2 C

An asymptotically nonexpansive mapping contains strict contraction, nonex-
pansive mapping as a special case.

A mapping T: C ! C is said to be an asymptotically pseudocontractive mapping
in Banach Spaces if there exists a sequence {kn} with kn!1 and j(x − y) 2
J(x − y) for which the following inequality holds
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Tnx� Tny; jðx� yÞh i� kn x� yk k2;
8x; y 2 C; n� 1

A mapping T: C ! C is said to be uniform L-Lipschitzian if there exists some
L > 0 such that

Tnx� Tnyk k� L x� yk k; 8x; y 2 C; 8n� 1

It is easy to see that if T is an asymptotically nonexpansive mapping, then it is
both asymptotically pseudocontractive and uniformly L-Lipschitzian but the con-
verse is not true in general.

Many authors investigated the viscosity iterative algorithms in order to find the
common element of the set of fixed point of nonexpansive mappings and the set of
solution of variational inequality problem see [1–4] and the references therein. In
2000, Moudafi [5] introduced the viscosity iterative algorithm for strong conver-
gence of nonexpansive mappings in real Hilbert Space. Later, in 2004, Xu [1]
extended results of Moudafi [5] and introduced the following viscosity technique
for nonexpansive mapping in a uniformly smooth Banach Space:

xnþ 1 ¼ anf ðxnÞþ ð1� anÞTxn; n� 0

where f is a contraction and {an} is a sequence in {0,1}.
The implicit midpoint rule is a powerful method for solving ordinary differential

equations; see [6, 7] and the references therein. Recently in 2015, Xu et al. [3]
extended Alghamadi et. al. [8] and applied the viscosity technique to the implicit
midpoint rule for a nonexpansive mapping. They introduced the following viscosity
implicit midpoint rule:

xnþ 1 ¼ anf ðxnÞþ ð1� anÞT xn þ xnþ 1

2

� �
; n� 0 ð1Þ

They proved that the sequence generated by Eq. (1) converges strongly to a
fixed point of T, which also solves the following variational inequality in Hilbert
Space:

ðI � f Þq; x� qh i� 0; x 2 FðTÞ ð2Þ

In 2017, Luo et al. [9] proved strong convergence for strict pseudocontractive
mapping with some appropriate conditions on parameters by using above Eq. (1)
implicit midpoint rule of nonexpansive mappings in uniformly smooth Banach
Spaces which also solves the following variational inequality problem:

ðI � f Þq; x� qh i� 0; x 2 FðTÞ

Recently, Yan et al. [10] extended the result of Luo et al. [9] from nonexpansive
mapping to asymptotically nonexpansive mapping and introduced the generalized
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viscosity implicit rule for asymptotically nonexpansive mapping in Hilbert Space
and proved the following result:

Theorem 1.1 (Yan et al. [10]) Let H be a Hilbert Space, C a nonempty closed
convex subset of H. Let T: C ! C be an asymptotically nonexpansive mapping with
a sequence {hn} such that F(T) 6¼ / and f: C ! C a strict contraction with
coefficient a 2 [0,1]. Pick any x0 2 C. Let {xn} be a sequence generated by

xnþ 1 ¼ anf ðxnÞþ ð1� anÞTn xn þ xnþ 1

2

� �
; n� 0

where {an} is a real sequence in [0,1] satisfying the conditions:

(i) lim
n!1 an ¼ 0;

P1
n¼0

an ¼ 1;

(ii) lim
n!1

hn
an
¼ 0;

(iii)
P1
n¼1

anþ 1 � an
�� ��\1;

(iv)
P1
n¼0

sup
x2C0

Tnþ 1x� Tnx
�� ��\1;

where C′ is a closed convex subset of C that contains sequence {xn}.
Then {xn} converges strongly to a fixed point q of the asymptotically nonex-

pansive mapping T, which is also the solution of the variational inequality

ðI � f Þq; y� qh i� 0; for all y 2 FðTÞ

In this paper, we propose an iterative algorithm and prove strong convergence of
an asymptotically pseudocontractive mapping in a reflexive smooth Banach Space
E which also solves a certain variational inequality. Our algorithm improves some
conditions of above iterative algorithm and extends the result of Yan et al. [10]
from asymptotically nonexpansive mapping to asymptotically pseudocontractive
mapping and also from Hilbert Space to reflexive smooth Banach Space. Also, our
result improves and extends many recent results.

2 Preliminaries

We shall make use of the following Lemmas:

Lemma 2.1 (Xu [1]) Assume anf g is a sequence of nonnegative real numbers such
that
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anþ 1 �ð1� anÞan þ dn; n� 0

where {an} is a sequence in (0,1) and dn is a sequence in R such that

(i)
P1
n¼0

an ¼ 1;

(ii) lim sup dn
an
� 0 or

P1
n¼1

dnj j\1
n!1

Then, limn!1 an ¼ 0.

Lemma 2.2 (Wang et al. [11]) Let E be a reflexive smooth Banach Space with a
weakly sequential continuous duality mapping J. Let C be a nonempty bounded and
closed convex subset of E and T: C ! C be a uniformly L-Lipschitzian and
asymptotical pseudocontraction. Then I-T is demiclosed at zero, where I is the
identical mapping, i.e., if xn ! x weakly and xn − Txn ! 0 strongly, then x 2 F(T).

Lemma 2.3 (Yao et al. [12]) Let {xn} and {yn} be bounded sequence in a Banach
Space E and {bn} be a sequence in [0,1] with 0 < lim inf n!∞ bn � lim supn!∞

bn. Suppose that xn+1= (1 − bn) + bnyn for all n � 0 and
lim supn!1 ynþ 1 � ynk k � xnþ 1 � xnk kð Þ� 0. Then limn!∞ || yn − xn || = 0.

3 Main Result

Theorem 3.1 Let E be a reflexive smooth Banach Space with weak sequential
continuous duality mapping J. Let C be a nonempty bounded and closed convex
subset of E and T: C ! C be a uniformly L-Lipschitzian and asymptotically
pseudocontractive mapping with a sequence {kn} such that F(T) 6¼ / and f: C ! C
be a contraction with coefficient a 2 (0,1). Pick any x0 2 C. Let {xn} be a sequence
generated by

xnþ 1 ¼ anf ðxnÞþ ð1� anÞTn xn þ xnþ 1

2

� �
ð3Þ

where {an} is a real sequence in [0,1] satisfying the following conditions:

(i) lim
n!1 an ¼ 0;

P1
n¼0

an ¼ 1;

(ii) lim
n!1

kn
an
¼ 0;

(iii)
P1
n¼0

anþ 1 � anj j\1;

(iv)
P1
n¼0

sup
x2C0

Tnþ 1x� Tnx
�� ��\1;
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where C′ is a closed convex subset of C that contains sequence {xn}.
Then {xn} converges strongly to a fixed point q of the asymptotically pseudo-

contractive mapping T, which is also the solution of the variational inequality

I � fð Þq; y� qh i� 0; for all y 2 F Tð Þ
Proof First, we show that {xn} is bounded. Indeed, take p 2 F (T) arbitrarily, since
limn!1 kn

an
¼ 0; then there exists N 2 N such that for all n � N, knan � 1�a

2

� �
. Choose

a constant M1 > 0 sufficiently large such that

xN � pk k�M1; f ðpÞ � pk k� 1� a
2

M1

We proceed by induction to show that xn � pk k�M1; 8n� 1. Assume
xn � pk k�M1, for some n � N. We show that xnþ 1 � pk k�M1. We observe

xnþ 1 � pk k ¼ anf ðxnÞþ ð1� anÞTn xn þ xnþ 1

2

� �
� p

��� ���
¼ an½f ðxnÞ � p� þ ð1� anÞ Tn xn þ xnþ 1

2

� �
� p

h i��� ���
� an f ðxnÞ � f ðpÞk kþ an f ðpÞ � pk kþ ð1� anÞ Tn xn þ xnþ 1

2

� �
� p

��� ���
� ana xn � pk kþ an f ðpÞ � pk kþ ð1� anÞL xn þ xnþ 1

2

� �
� p

��� ���
� ana xn � pk kþ an f ðpÞ � pk kþ Lð1� anÞ

2
xn � pk k

þ Lð1� anÞ
2

xnþ 1 � pk k

It follows that

1� Lð1� anÞ
2

� 	
xnþ 1 � pk k� anaþ Lð1� anÞ

2

� 	
xn � pk kþ an f ðpÞ � pk k

xnþ 1 � pk k� 2anaþLð1� anÞ
2� Lð1� anÞ xn � pk kþ 2an

2� Lð1� anÞ f ðpÞ � pk k

¼ 1� 2anð1� aÞþ 2Lð1� anÞ � Lan
2� Lð1� anÞ

� 	
xn � pk kþ 2an

2� Lð1� anÞ f ðpÞ � pk k

� 1� anð1� aÞ
2� Lð1� anÞ

� 	
xn � pk kþ anð1� aÞ

2� Lð1� anÞ
f ðpÞ � pk k
1� a

�Max xn � pk k; f ðpÞ � pk k
1� a


 �

�M1

ð4Þ

This implies that {xn} is bounded.
It turns out that f(xn), Tn xn þ xnþ 1

2

� �
are also bounded.
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Next, we prove that limn!1 xnþ 1 � xnk k ¼ 0. It follows from Eq. (3) that

xnþ 1 � xnk k ¼ anf ðxnÞþ ð1� anÞTn xn þ xnþ 1

2

� �
� an�1f ðxn�1Þ

���
þð1� an�1ÞTn�1 xn�1 þ xn

2

� ����

¼
an f ðxnÞ � f ðxn�1Þð Þþ ðan � an�1Þf ðxn�1Þ
þ ð1� anÞ Tn xn þ xnþ 1

2

� �� Tn xn�1 þ xn
2

� �� 

þð1� anÞTn xn�1 þ xn

2

� �
�������
�ð1� an�1ÞTn xn�1 þ xn

2

� �
þð1� an�1Þ Tn xn�1 þ xn

2

� �� Tn�1 xn�1 þ xn
2

� �� 

�����

¼ an f ðxnÞ � f ðxn�1Þð Þþ ð1� anÞ
Tn xn þ xnþ 1

2

� �

�Tn xn�1 þ xn
2

� �
2
664

3
775

þðan � an�1Þ f ðxn�1Þ � Tn xn�1 þ xn
2

� �� 


����������
þð1� an�1Þ Tn xn�1 þ xn

2

� �
� Tn�1 xn�1 þ xn

2

� �h i���
¼ aan xn � xn�1k kþ ð1� anÞL xnþ 1 þ xn

2
� xn�1 þ xn

2

��� ���
þ an � an�1j j f ðxn�1Þ � Tn xn�1 þ xn

2

� ���� ���
þ sup

x2c0
Tnx� Tn�1x

�� ��

� 2aan þð1� anÞL
2

xn � xn�1k k

þ ð1� anÞL
2

xnþ 1 � xnk kþ an � an�1j jM2

þ sup
x2c0

Tnx� Tn�1x
�� ��

where M2 is a constant such that

M2 ¼ M2 ¼ sup
n� 0

f ðxn�1Þ � Tn xn�1 þ xn
2

� ���� ���

It follows that

2� ð1� anÞL
2

xnþ 1 � xnk k� 2aan þð1� anÞL
2

xn � xn�1k kþ an � an�1j jM2

þ sup
x2c0

Tnx� Tn�1x
�� ��
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This implies

xnþ 1 � xnk k� 2aan þð1� anÞL
2� ð1� anÞL xn � xn�1k k

þ 2M2

2� ð1� anÞL an � an�1j j þ 2
2� ð1� anÞL supx2C0

Tnx� Tn�1x
�� ��

� 1� 2½1� aan � ð1� anÞL
2� ð1� anÞL

� �
xn � xn�1k k

þ 2M2

2� ð1� anÞL an � an�1j j

þ 2
2� ð1� anÞL supx2C0

Tnx� Tn�1x
�� ��

ð5Þ

Let cn ¼ 2 1�aan�ð1�anÞL½ �
2�ð1�anÞL . We note

cn ¼
2 ð1� aÞan þð1� anÞð1� LÞ½ �

2� ð1� anÞL
� 2 ð1� aÞan þð1� anÞð1� LÞ½ �

2� L
¼ ð1� aÞan þ anL½ �
� anð1� aÞþ L� 1� a

2
an

By condition (1), we have
P1

n¼0 cn ¼ 1. Apply Lemma 2.1 to Eq. (5), we get

lim
n!1 xnþ 1 � xnk k ¼ 0 ð6Þ

Next, we prove that limn!1 xn � Txnk k ¼ 0. In fact, we have

xnþ 1 � Tn xn þ xnþ 1

2

� ���� ��� ¼ an f ðxnÞ � Tn xn þ xnþ 1

2

� ���� ��� ! 0 as n ! 1 ð7Þ
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Moreover, we get

xn � Tnxnk k ¼ xn � xnþ 1 þ xnþ 1 � Tn xn þ xnþ 1

2

� �
þ Tn xn þ xnþ 1

2

� �
� Tnxn

��� ���
� xnþ 1 � xnk kþ xnþ 1 � Tn xn þ xnþ 1

2

� ���� ���þ Tn xn þ xnþ 1

2

� �
� Tnxn

��� ���
� xnþ 1 � xnk kþ xnþ 1 � Tn xn þ xnþ 1

2

� ���� ���þ L xnþ 1 � xnk k

¼ Lþ 1Þð Þ xnþ 1 � xnk kþ xnþ 1 � Tn xn þ xnþ 1

2

� ���� ���

Combining Eqs. (6) and (7), we can obtain

lim
n!1 xn � Tnxnk k ¼ 0 ð8Þ

We notice

xn � Txnk k ¼ xn � Tnxn þ Tnxn � Tnþ 1xn þ Tnþ 1xn � Txn
�� ��

� xn � Tnxnk kþ Tnxn � Tnþ 1xn
�� ��þ L Tnxn � xnk k

� xn � Tnxnk kþ Tnxn � Tnþ 1xn
�� ��þ L Tnxn � xnk k

� xn � Tnxnk kþ sup
x2C0

Tnxn � Tnþ 1xn
�� ��þ L Tnxn � xnk k

By condition (iv) and Eq. (8), we have

lim
n!1 xn � Txnk k ¼ 0 ð9Þ

Next, we claim that

lim sup
n!1

q� f ðqÞ; jðq� xnÞh i� 0 ð10Þ

where q = PF(T) f(q). Since {xn} is bounded and C is a reflexive Banach Space,
there exists a subsequence of {xn} which converges weakly to p. Without loss of
generality, we may assume that xni ! p weakly. Indeed, there exists a subsequence
{xni} of {xn} such that

lim sup
n!1

q� f ðqÞ; jðq� xnÞh i
¼ lim

i!1
q� f ðqÞ; jðq� xniÞh i

Since C is a smooth Banach Space, it follows from Eq. (9) and Lemma 2.2, we
have p 2 F(T). This together with the property of weakly sequential continuous
duality mapping implies that
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lim sup
n!1

q� f ðqÞ; jðq� xnÞh i

¼ lim
i!1

q� f ðqÞ; jðq� xniÞh i ¼ q� f ðqÞ; jðq� pÞh i� 0

Then Eq. (10) holds. Finally, we show that xn ! q as n ! ∞. In fact, we have

xnþ 1 � qk k2 ¼ anf ðxnÞþ ð1� anÞTn xn þ xnþ 1

2

� �
� q; jðxnþ 1 � qÞ

D E

¼ anðf ðxnÞ � qÞþ ð1� anÞðTn xn þ xnþ 1

2

� �
� qÞ; jðxnþ 1 � qÞ

D E

¼ an f ðxnÞ � q; jðxnþ 1 � qÞh iþ an f ðqÞ � q; jðxnþ 1 � qÞh i
þ ð1� anÞ Tn xn þ xnþ 1

2

� �
� q; jðxnþ 1 � qÞ

D E

� aan xn � qk k: xnþ 1 � qk kþ ð1� anÞL xn � q
2

þ xnþ 1 � q
2

��� ���
� xnj þ 1 � q
�� ��þ an f ðqÞ � q; jðxnþ 1 � qÞh i

� aan
2

xn � qk k2 þ aan
2

: xnþ 1 � qk k2

þ ð1� anÞL
4

xn � qk k2 þ ð1� anÞL
4

xnþ 1 � qk k2

þ ð1� anÞL
2

xnþ 1 � qk k2 þ an f ðqÞ � q; jðxnþ 1 � qÞh i

which implies

4� 2aan � 3ð1� anÞL
4

xnþ 1 � qk k2

� 2aan þð1� anÞL
4

xn � qk k2 þ an f ðqÞ � q; xnþ 1 � qh i

That is,

xnþ 1 � qk k2 � 2aan þð1� anÞL
4� 2aan � 3ð1� anÞL xn � qk k2

þ 4an
4� 2aan � 3ð1� anÞL f ðqÞ � q; jðxnþ 1 � qÞh i

¼ 1� 4ðanLþ 1� aan � LÞ
4� 2aan � 3ð1� anÞL xn � qk k2

þ 4an
4� 2aan � 3ð1� anÞL f ðqÞ � q; jðxnþ 1 � qÞh i

ð11Þ
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Put

cn ¼
4ðanLþ 1� aan � LÞ
4� 2aan � 3ð1� anÞL

We have

cn ¼
4½ðan � 1Þð1� LÞþ anð1� aÞ�
1� 2aan þ 3ðan � 1ÞLþ 3an

� 4½ðan � 1Þð1� LÞþ anð1� aÞ�
1þ 3an

�ð1� LÞðan � 1Þþ anð1� aÞ
� anð1� aÞ � L� 1� a

2
an

Apply Lemma 2.1 to Eq. (11), we obtain xn ! q as n ! ∞.
This completes the proof.
Since nonexpansive mapping is asymptotically nonexpansive and also asymp-

totically nonexpansive mapping is asymptotically pseudocontractive, we obtain the
results of Xu et al. [3] and Yan et al. [10].
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A Literature Review on Dynamic
Modeling and Epidemic Dynamics

Biswarup Samanta

1 Introduction

Epidemiology is nothing but the learning of occurrence and spreading of diseases in
altered inhabitants. An endemic denotes to an ailment that occurs in an inhabitant
over comparatively lengthier period of time during which there is a regeneration of
vulnerable inhabitants because of fresh births or expiry of brief immunity which
boons the ailment from getting totally enriched from the population.

In our study, an effort has been made to analyze the works of epidemic modeling
for malware spread to find the scope of applying the philosophies of epidemio-
logical modeling to study and comprehend the contaminating nature, transmission
mode, and destructive behavior of worms in computer networks.

2 Literature Survey

To discourse the unidentified admittance validation issue for CPS Wireless Mesh
Network (CPS-WMN), an innovative unspecified entrée validation system groun-
ded on proxy ring signature has been projected by Tianhan Gao et al. Authors
offered a recognized safety immune of the projected procedure with SVO logic. The
recreation and performance study establish that the projected structure possesses
advanced efficacy and adaptability than the typical one [1].

The goal of this paper, inscribed by Lianwen Wang, was to outspread the
occurrence proportion of an SEIR endemic model through decline and changing
whole inhabitants scope to a overall nonlinear arrangement, which did not only
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comprise a extensive series of monotonic and dipped occurrence rates but similarly
receipts on certain neither monotonic nor concave cases, which might be used to
replicate mass media teaching or psychosomatic outcome. By submission of the
renewed geometric approach built on the third additive compound matrix, authors
engrossed on launching the global stability of the SEIR model. Their inferences are
functional to two distinct incidence functions reflecting mass media effect [2].

Jinliang Wang et al. examined the global asymptotic stability of multi-group
SIR and SEIR age-structured models in their paper. These representations permit
the infectiousness and the demise rate of vulnerable individuals to differ and depend
on the vulnerability, through which they considered the heterogeneity of popula-
tion. They recognized global dynamics and prove that the heterogeneity does not
alter the dynamical structure of the basic SIR and SEIR with age-dependent sus-
ceptibility [3].

Vyacheslav Kharchenko and Oleg Illiashenko have stated in their paper that
the industrial safety-critical instrumentation and control systems (I & Cs) are
fronting extra with information (in all-purpose and cyber, in specific) security
coercions and bouts. The submission of programmable logic, first of all,
field-programmable gate array (FPGA) in critical systems causes precise safety
discrepancies. The goal of their paper was in portrayal of the method and tools for
situation-based security valuation of MV FPGA-based I & Cs [4].

Cyber combat impose a main latent threat to critical infrastructures (CIs).
Decision makers who want to develop robust CIs must deliberate both strategic and
operational characteristics of CIs as well as nonlinear dynamics characterizing such
cyber-physical systems. The paper, written by Elisa Canzani and Stefan Pickl,
cartels System Dynamics (SD) with a game-theoretic method to comprehend cyber
epidemics dynamics of CI procedures generated by the invader and defender
strategic relations. This research effort was grounded on their earlier work by
encompassing a new block building demonstrating framework for commotion
influence study in networked CIs [5].

The key feature of the investigation effort done by Kuldeep Kaur et al. was that
the data is innocuous in banking organization for extended period and exposed any
account after an extended time. The imminent scope of the study of security is used
to diminish threats. Security is used in the extended run results in the decrease of
quantity of branches, saying rentals of linked and properties [6].

As cyber-physical schemes incline to become further intricate, abstraction and
modification methods become more tempting. In 2009, Oehlerking and Theel
offered a (de-)composition technique for amalgam systems. This method is
graph-based and builds a Lyapunov function for hybrid schemes having an intricate
disconnected state space. The method comprises of (1) decomposing the funda-
mental graph of the hybrid scheme into subgraphs, (2) figuring numerous local
Lyapunov functions for the subgraphs, and lastly, (3) composing the local
Lyapunov functions into a piecewise Lyapunov function. A Lyapunov function can
attend numerous purposes, e.g., it endorses the stability or expiry of a system or
permits building invariant groups, which in turn may be used to endorse safety and
security. In their article, Eike Mohlmann and Oliver Theel suggested an upgrade
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to the decomposing method, which reduces the graph structure before smearing the
decomposition method [7].

In their paper, Liping Feng et al. have offered an enhanced SIRS model for
investigating dynamics of worm proliferation in WSNs. This model can describe
the procedure of worm spread through the energy consumption and unlike dis-
persed density of nodes. Grounded on this model, a control parameter R0 < 1 that
entirely governs the global dynamics of worm proliferation has been acquired by
the explicit mathematical investigations. It has been found that worm will be
controlled in WSNs when R0 < 1, and they will be widespread otherwise. Lastly,
grounded on R0, author conferred the threshold of worm spread about communi-
cation circle and distributed densities of nodes in WSNs. Mathematical simulations
confirm the accuracy of theoretical investigation. Research outcomes demonstrate
that declining the worth of communication radius or dipping disseminated thickness
of nodes is an effective process to stop worms’ spread in WSNs. Exploration of this
paper delivers the theoretical foundation for envisaging and monitoring worm
propagation in WSNs [8].

Conferring to the writer, Jinhua Ma et al., they are the first to investigate the
intricate communications between benign worms and malicious worms in dissimilar
M2M network. They evidenced that the global dynamics are determined by the
threshold value R0. In the nonappearance of birth, death, and the treatment effect of
users, they acquire the final size formula in diverse vaccination schemes. The
outcomes demonstrate that the nodes with higher node degrees are more susceptible
to infection than those with lesser node degrees. Additionally, the effects of
numerous vaccination schemes are studied. Mathematical simulations authenticate
the outcomes. Their paper delivers a robust theoretical foundation to take effective
actions to regulate the large-scale spread of malicious worms in mixed M2M net-
work [9].

The dynamics of catastrophic circumstances is the main research area of
Canzani et al. Their study on the existing body of literature in epidemiology
exemplifies the diversity of methodologies used for displaying dynamics. The
intricacy of epidemics modeling augmented from compartmental SIR models that
contemplate only organic pathogens to the numerous social network models.
Appreciating relations and modeling social architecture is vital for understanding
the dynamics of epidemics. Traditional models and revolutionary outcomes, such as
the Kermack–McKendrick threshold condition, have been enormously successful in
informing public health policy. In particular, this review represents a preliminary
work to explore high dynamics of crisis situations such as the spread of computer
viruses in the cyber world and of the information diffusion on the IT infrastructure
of a firm [10].

In their paper,Meng Wang et al. projected a fixing mechanism for benign worm
spread based on the mobile network. In the discovery and mending mechanism,
after gathering the difficulties of the entire mobile network, they place the effective
benign worms into the mobile network atmosphere to progress the mending pro-
ductivity when malicious worms outburst. For benign worm spread mechanism,
they first used the lively mode of benign worm to hurriedly handle malevolent
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worms and later after the malicious worms are under control; they switched to the
passive mode and release mobile network resources further. Thus, they confirm the
safety of mobile networks and also optimize the network correspondingly [11].

The paper written by Elisa Canzani et al. reports publicly accessible infor-
mation on IT security, its accessibility, and excellence and offers an investigation of
publicly available IT security information for mobile devices in Germany. They
established that there are barely any patterns in terms of timeliness, content, and
quality [12].

In their paper, an SEIQV epidemic model with saturated occurrence rate has
been well-thought-out by Xingbo Liu and Lijuan Yang. The elementary repro-
duction number R0 is found. If R0 � 1, the disease-free equilibrium is globally
asymptotically stable; if R0 > 1, endemic equilibrium is globally asymptotically
stable and the disease is persistent [13].

In their paper, an original model has been wished for by Yajuan Zhang et al. to
assist e-commerce specialists in the valuation of e-commerce security. The pro-
jected model is based on analytical hierarchy process (AHP) and Dempster–Shafer
(DS) theory of evidence. First, conferring to the features of e-commerce, an ordered
structure of e-commerce security is recognized to compute the weights of related
matters using AHP. Then Dempster–Shafer theory of evidence is applied to com-
bine all the matters, regarded as evidences, in order to originate a unanimity con-
clusion for the degree of e-commerce security [14].

Ryan E Hohimer and Frank L Greitzer termed a predictive modeling
framework that mixes a varied set of data sources from the cyber-sphere, as well as
incidental psychological/motivational influences that may motivate malicious
insider adventures. This comprehensive risk valuation method proposes automated
care for the finding of high-risk behavioral “triggers” to help emphasize the ana-
lyst’s attention and notify the study [15].

A compartmental e-epidemic model SIRS for the spread of worms in computer
network is considered by B. K. Mishra and Samir Kumar Pandey. They
investigated the three cases of epidemic control approaches as—when the volume
of contamination will be low, worms will not be in the network; for the high
quantity of contamination, worm will attack; and for the moderate amount of
contamination, worm may or may not attack the computer network [16].

In their article, centered on SIR and SEIR epidemic models with an overall
nonlinear occurrence rate, Huang and Gang assimilated time delays into the
normal differential equation models. By building suitable Lyapunov functional and
consuming the Lyapunov–LaSalle invariance principle, they showed the global
stability of the endemic equilibrium and the virus-free equilibrium for time delays
of any span in each model. Their outcomes display that the global properties of
equilibria also only depend on the basic reproductive number and that the latent
period in a vector does not affect the stability, but the latent period in an infested
host plays an optimistic role to control ailment development [17].

Two unlike models for the dynamics of computer viruses spread were equated
by Jose R. C. Piqueira et al.: autoregressive and Fourier analysis giving alike
results. In spite of not being entirely acceptable, these models present the likelihood
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of forecasting, growing, and declining tendencies in the spread of a certain type of
virus by using the gathered knowledge with another one [18].

Encouraged on infection spread models, a compartmental model was established
by Jose R. C. Piqueira et al. for the spread of viruses in computer networks.
The SAIC model appears to be adherent to the actual data in an acceptable way and,
besides, is healthy under parameter differences. As the SAIC model has modest
execution, its use might help in approximating the dynamic behavior of viruses in
real systems [19].

Fangwei Wang et al. wished for a delayed SEIRS model with online rate,
off-line rate, and death rate by the use of the epidemic dynamics. The reproduction
outcomes demonstrate the spread of passive worms being primarily ruled by the
number of hops, the size and the quantity of portions of sharing files, and the
temporary resistance period [20].

In their article, a SEIV epidemic model with a nonlinear occurrence rate is
explored by Li-Ming Cai and Xue-Zhi Li. The model displays two equilibria, viz,
the ailment-free equilibrium and the pervasive equilibrium. It is shown that if the
basic reproduction number R0 < 1, the ailment-free equilibrium is globally
asymptotically stable and in such a case, the endemic equilibrium does not occur.
Furthermore, they exhibited that if the basic reproduction number R0 > 1, the
ailment is homogeneously persistent and the unique endemic equilibrium of the
system with saturation occurrence is globally asymptotically steady under certain
conditions [21].

In their paper, an SEIR epidemic disease model with time delay and nonlinear
incidence rate is calculated, and the dynamical behavior of the model under pulse
immunization is examined by Zhong Zhao et al. Using the separate dynamical
system determined by the stroboscopic map, they showed that there exists a
contamination-free periodic result. Further, they exhibited that the infection-free
periodic result is globally striking when the period of impulsive consequence is less
than certain serious value. Using a novel modeling process, they acquired an
adequate condition for the permanence of the epidemic model with pulse immu-
nization. The central feature of this paper is to acquaint time delay and impulse into
the SEIR epidemic model and to give pulse vaccination strategies [22].

The prototypes measured by Richard J. Boys and Philip R. Giles in their paper
signify generalizations of the multi-type SEIR compartmental model to comprise a
set of models for which the elimination rate is time inhomogeneous [23].

An endeavor has been made by B. K. Mishra et al. to develop mathematical
models on computer viruses contaminating the system beneath diverse situations.
The mathematical models established in their paper will benefit in discovery the
likelihood of a system being infested by some computer virus or a collection of
computer viruses at some time precisely dealing with the speed of upbringing of the
viruses. These models will benefit in carrying out the sensitivity investigation and
can be confirmed by simulation [24].

A variable population SEIRS epidemic malevolent body spread model in
computer network with constant latent and immune phases has been articulated by
B. K. Mishra et al. In their model when a node is detached from the disease-ridden

A Literature Review on Dynamic Modeling and Epidemic Dynamics 97



class, it recuperates provisionally, obtaining provisional protection with probability
p (0 < = p < = 1) and dies [25].

B. K. Mishra et al. have established a SIRS epidemic model with a static period
of temporary protection, subsequent provisional rescue from the contamination of
malevolent substances in place of an exponentially dispersed period of provisional
protection. Provisional resistance is perceived in the computer network when
anti-malicious software is run after a node becomes affected by a malevolent body.
Mathematically, it has been confirmed that the endemic equilibrium is not
asymptotically stable for all factor values [26].

An effort has been made by B. K. Mishra et al. to scientifically articulate a
compartmental differential susceptibility-infectiousness (DSI), susceptible-
infectious-removed-susceptible (SIRS) epidemic transmission model of malevo-
lent agents in a computer network, with death rate other than attack of malevolent
agent and birth rate being measured as constant [27].

An effort has been made by B. K. Mishra to articulate the final size formulation
for infected nodes in a computer network due to the outbreak of diverse malevolent
representatives like viruses, Trojan horse, and worms. The writer presumed that the
inhabitant of the nodes in a computer network is consistent and there does not occur
any diverse mixing. The stability of the result is specified in the terms of repro-
ductive number R0. The system is stable if R0 < 1, and unstable R0 > 1 [28].

In her article, Hisashi Inaba has established a novel method to deal with
asymptotic behavior of the age-structured similar epidemic schemes and converse
its submission to the MSEIR epidemic model. For the consistent scheme, there is no
appealing nontrivial equilibrium; as an alternative, the author had to scrutinize the
presence and steadiness of persistent results [29].

An independent SIRS epidemic model with time delay is considered by Tailei
Zhang and Zhidong Teng. The rudimentary reproductive number R0 is found
which controls whether the infection is destroyed or not. When the basic repro-
ductive number is larger than 1, it is demonstrated that the disease is everlasting in
the population, and explicit formula is found by which the ultimate lower bound of
the fraction of infectious entities can be calculated [30].

An age-structured model that describes the rotavirus spread dynamics of
infections is announced by E. Shim et al. in their article. Circumstances that
promise the local and global stability investigation of the infection-free stable state
spreading as well as the presence of an endemic stable state dissemination are
recognized. A convergent mathematical model is presented but not employed [31].

Arunabha Mukhopadhyay et al. have established a framework, centered on
copula-aided Bayesian Belief Network (BBN) model, to measure the threat con-
nected with online commercial transactions, arising out of a safety rupture, and
thereby benefit in designing e-insurance products. They have replicated borderline
data for each BBN nodes [32].

Junling Ma et al. have revised earlier effort and launch extra all-purpose cir-
cumstances under which Kermack and McKendrick’s formula is effective. They
presented that the final size method is unaffected if there is a latent phase, any
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number of different transmittable phases and/or a phase through which infectious
nodes are quarantined [33].

M. E. Alexander et al. has witnessed that despite the usefulness of vaccines in
melodramatically declining the quantity of novel transferable cases and severity of
infections, defective vaccines may not totally stop contagion. The study of the
model offers the threshold state for ailment regulator in relations of selected main
parameters: coverage of the principal vaccine; efficacy of the vaccine; fading rate;
and the rate of booster supervision [34].

J. Lopez Gondar and R. Cipolatti familiarized a simplified theoretical model
to define a cybernetic virus transmission method in a set of interrelating processors.
The transmission mechanisms considered here are those connected to the reception
of communications through the Internet as well as the ones regarding the modest
conversation of files by means of recording devices as compact disks or the usually
used floppy disks. In spite of its intrinsic effortlessness, this model offers a decent
knowledge of the contamination procedure and inclinations [35].

A self-adaptive disseminated agent-based protection resistant scheme established
on organic plans has been established within a graded layered architecture by Paul
K. Harmer et al. A sample interactive structure is premeditated and employed in
Java, and the same is verified also. The outcomes authenticate the use of a
dispersed-agent organic-system method toward the computer security difficulties of
virus removal [36].

Wang Wendia and Ma Zhiena have discoursed the asymptotic behavior of the
SIS model with time delay. They have revealed that R0 > 1 suggests that the
infection will be consistently tenacious. Their outcomes specify that a huge con-
tamination span, together with a reproduction number near to 1, will lead to the
global stability of the endemic equilibrium [37].

Thresholds, equilibria, and their stability are found for SIQS and SIQR epi-
demiology models with three methods of the occurrence by Herbert Hethcote
et al. For most of these models, the endemic equilibrium is asymptotically stable,
but for the SIQR model with the isolation-adjusted occurrence, the endemic equi-
librium is an unbalanced spiral for some parameter values and periodic results rise
by Hopf bifurcation [38].

3 Conclusion

In this paper, we have considered the philosophies of epidemiological modeling as
offered by diverse writers to comprehend the contaminating nature, transmission
mode, and destructive conduct of malware through diverse modeling, e.g., SEIR
epidemic model, SIR model, SIRS model, SEIQV epidemic model, SEIV model,
SIQS model, and SIQR model in different network, viz, mesh network, M2M
network, and WSN. We have come to know that, if, basic reproduction number,
R0 < 1, the disease-free equilibrium is globally asymptotically stable and if,
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R0 > 1, endemic equilibrium is globally asymptotically stable and the infection is
insistent. This study shows that the principle of epidemiological modeling for
malware propagation can easily be applicable in e-commerce network also.
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Q-MRAS-Based Speed Sensorless
Permanent Magnet Synchronous Motor
Drive with Adaptive Neural Network
for Performance Enhancement at Low
Speeds

Badini Sai Shiva, Vimlesh Verma and Yawer Abbas Khan

1 Introduction

Permanent magnet synchronous motor (PMSM) has collected an increasing demand
in the passing years, due to their high efficiency, large torque to volume ratio and
reliability. Compared to synchronous motor, PMSM is more advantageous in
considerations of elimination of rotor copper losses, slip rings, and brushes in field
winding. Since losses are concentrated in the stator, there will be no problem of
cooling.

The vector-controlled drive is more popular in industrial applications due to its
superior dynamic performance [1, 2]. From the viewpoint of cost, reliability,
compatibility, signal transmission, hazardous, and environment issues, the PMSM
is operated in closed loop without speed sensor. So, we require some speed esti-
mation techniques to estimate the speed in order to have successful speed control of
PMSM drive [3]. Several speed estimation techniques have been recommended in
recent years in the literature to accomplish speed sensorless operation of
vector-controlled PMSM drive.

The back emf-based method [4], signal injection-based method [5], model ref-
erence adaptive system-based techniques [6], sliding model observer [7], state
observer-based method [8] are some ways of speed estimation techniques available
in the literature. Each one of them has their own merits and demerits [9]. Some of
them give the good performance at low speeds and some for high speeds of
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operation. In model reference adaptive system (MRAS) family [10] of estimators,
reactive power-based MRAS-based speed estimation technique is designed from
this paper [9, 11]. The Q-MRAS-based speed estimator gives better results for both
(motoring and regenerative) modes of operations [9]. Also the Q-MRAS gives good
operating performance for high speeds to zero speed with high and medium torques.
The existing Q-MRAS-based speed estimator has very poor performance at low
speeds with no-load or lightly loaded conditions. The performance of the existing
drive with MRAS-based speed estimator is slightly improved using artificial neural
networks (ANNs) [12, 13]. This paper makes use of ANN in the Q-MRAS-based
speed estimator [14, 15]. Thus in this paper, we are working with ANN-based
Q-MRAS, which is trained by Bayesian regularization method. Modeling of PMSM
and Q-MRAS-based speed estimator are presented in Sect. 2. The proposed
ANN-based Q-MRAS speed estimator is discussed in Sect. 3, and in Sect. 4, all
simulation results carried out in MATLAB/Simulink platform are shown and dis-
cussed. Finally, Sect. 5 concludes the work.

2 Modeling of PMSM and Q-MRAS-Based Speed
Estimator

2.1 Modeling of PMSM

The stator voltages of PMSM are expressed in d- and q-axes with rotor reference
frame [2].

vds ¼ Rsids þ Ld
dids
dt

� xsLqiqs ð1Þ

vqs ¼ Rsiqs þ Lq
diqs
dt

þxsLdids þxskaf ð2Þ

Te ¼ 3
2

� �
p iqskaf þ Ld � Lq

� �
idsiqs

� � ð3Þ

Te � TL ¼ J
dxr

dt
þBxr ð4Þ

where ‘p’ is number of ‘pole pair’, ‘kaf’ is the ‘mutual flux’ linkage between rotor
and stator due to permanent magnet, ‘Lq’ and ‘Ld’ are the ‘q-axis’ stator inductance
and ‘d-axis’ stator inductance, respectively, ‘RS’ is the ‘stator resistance’, and
‘xs ¼ pxr’; here the PMSM is non-salient type with a sinusoidal back emf
waveform. The developed electromagnetic torque is expressed in Eq. (3). The
governing electromechanical equation is expressed in Eq. (4). Where ‘Te’ and ‘TL’
are electric torque and load torque.
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Figure 1 represents the block diagram of the complete vector-controlled sen-
sorless PMSM drive with Q-MRAS-based speed estimator. The reference model
computes instantaneous values which are independent on machine parameters, and
the adjustable model computes steady-state values which are dependent on the
required unknown parameter.

Error signal is extracted from the difference of two differently expressed same
quantities and passed through an adaptation mechanism (basically PI) to estimate
required parameter. The estimated parameter is used to tune the adjustable model
until the error becomes zero.

2.2 Q-MRAS-Based Speed Estimator

The instantaneous reactive power (Q) can be expressed as [9].

Q1 ¼ vqsids � vdsiqs ð5Þ

Substituting Eqs. (1) and (2) in Eq. (5)

Q2 ¼ Lqids
diqs
dt

� Ldiqs
dids
dt

� �
þxs Ldi

2
ds þ Lqi

2
qs

� 	
þxsidskaf ð6Þ
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Fig. 1 Block diagram of the complete speed sensorless vector-controlled PMSM drive with
ANN-based MRAS-based rotor speed estimator
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Under steady state, ddt terms are zero, and the new expression for Q becomes:

Q3 ¼ xs Ldi
2
ds þ Lqi

2
qs

� 	
þxsidskaf ð7Þ

Now the condition for ‘vector-controlled’ PMSM drive ðids ¼ 0Þ is imposed in
Eq. (7). Therefore, the more simplified expression for Q is:

Q4 ¼ xsLqi
2
qs ¼ pxrLqi

2
qs ð8Þ

Among all the expression, Q2 and Q3 are dependent on Lq; kaf and Ld , and the
presence of derivative will increase the noise. And when we come across Q4, it is
dependent only on Lq.

Q1 and Q4 equations are used to build reference model and adjustable model of
speed estimation MRAS technique. Here Q1 is independent on speed and machine
parameters, and Q4 is dependent on rotor speed.

Error is evaluated from Eq. (9) difference between Q1 and Q4 and passed
through an adaption mechanism which is normally PI controller. The output of the
adaptation mechanism is the estimated quantity ðxr; estÞ, which is used for adjusting
the adjustable modeling such a way to reduce the error to zero.

e ¼ ðvqsids � vdsiqsÞ � xs e; tð ÞLqi2qs ð9Þ

3 The Proposed ANN-Based Q-MRAS Speed Estimator

The ANN-based Q-MRAS speed estimator was developed by using the MATLAB/
Simulink tools that was shown in Fig. 3. Once ANN was developed, it will be
trained for the data acquired from speed sensor vector-controlled PMSM drive for
various speeds and loads.

Figure 2 shows the existing Q-MRAS-based speed estimator which is available
in the literature. The structure of the proposed ANN-based Q-MRAS speed esti-
mator is shown in Fig. 3. In the proposed estimator, the adjustable part is modeled
by ANN. Here in this paper, ANN is developed with single hidden layer of
24 neurons and trained by Bayesian regularization method.

Reference model was developed by instantaneous reactive power (Q1 or Qref) of
PMSM. Adjustable model computes steady-state reactive power (Q4 or Qest) which
was developed by ANN. Error was evaluated by comparing the two reactive
powers. In this paper, rotor speed was evaluated by passing error signal through
adaption mechanism. Adaption mechanism consists of PI controller. Estimated
speed is feedback to ANN-based adjustable model to tune it until error signal was
zero. The proposed system is well trained, so that for lightly loaded conditions, very
low values of iqs (with its nonlinear nature in steady-state reactive power (i.e.))
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xsLqi
2
qs ð110Þ

will cause the error in existing Q-MRAS that can be overcome by ANN-based
Q-MRAS.

Figure 4 shows the error histogram with 20 bins for the two steps, training and
testing in ANN model. The zero error is denoted by a yellow line, each vertical bar
represents the samples of data present in that particular bin. Figure 5 shows the
training performance of ANN by least mean square error. It shows the validation
performance and mean square error of the network, which starts with a large error
and is trained to a small error.

Figure 6 shows comparison between linear regression and ANN model results.
The three plots in Fig. 6 represent the training, validation, and testing. That plot
shows how data was fitted to the target by ANN. They indicate an exact linear
relationship between outputs and targets.

Adjustable Model

Adaptation Mechanism

iqs
εQ

Q4

ωr-est

P

Lqωs-est

Reference Model

ids

iqs

Q1vds

vqs

ʃ 

kp

ki

Fig. 2 Existing
Q-MRAS-based speed
estimator for
vector-controlled PMSM
drive

Fig. 3 Proposed ANN-based
MRAS-based rotor speed
estimator
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4 Simulation Results

An exhaustive simulation has been done in MATLAB/SIMULINK to verify the
performance of the proposed controller. The parameters of machine are available in
Table 1 [9].

Figure 7 shows the simulation results of speed for existing Q-MRAS-based
speed estimation, and Fig. 8 shows the corresponding stator current of Fig. 7. At
time t = 50 s, motor decelerates to zero speed and then continues to accelerate in
opposite direction of rotation up to time t = 100 s, and at time t = 160 s, motor
again decelerates and reaches zero speed and starts rotating in opposite direction.

Figure 9 shows the simulation results of speed for the proposed ANN-based
Q-MRAS speed estimated and shaft speed. Figure 10 shows the d- and q-axes stator
currents of PMSM of Fig. 9. In Fig. 10, current iqs represents torque component of
current which has similar profile as that of torque developed.

ANN-based Q-MRAS speed estimator was closed to give speed sensorless
vector-controlled drive, and simulation results of it are shown in Fig. 11; this figure
shows actual shaft speed, estimated speed of existing Q-MRAS-based speed esti-
mator, and estimated speed of the proposed ANN-based Q-MRAS speed estimator.

Table 1 PMSM machine parameters

Pole pair (P) 3

Nominal speed (xn) 1430 rpm

d-axis inductance (Ld) 6.66 mH

q-axis inductance (Lq) 5.80 mH

Mutual flux linkage between rotor and stator due to permanent magnet (ƛaf) 0.1546 Wb turn

Stator phase winding resistance (RS) 1.4 Ω

Machine inertia (J) 0.00176 Kg m2

Viscous coefficient (B) 0.00038818

Fig. 7 Simulation results for speed with existing Q-MRAS in forward and reverse motoring
modes
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It clearly shows that ANN-based speed estimator estimates speed more accu-
rately than existing Q-MRAS from Fig. 11. As simulation results show the
improved performance of shaft speed at zero crossing from Figs. 7, 9 and 11. Here
we can clearly notify that performance was improved at zero and very low speeds
with the proposed ANN-based Q-MRAS.

Fig. 8 Simulation results for d- and q-axes stator currents for Fig. 7
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Fig. 9 Simulation results for speed with ANN-based Q-MRAS speed estimator for forward and
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Figure 12 shows the reactive power error between Q1 and Q4 for existing
Q-MRAS and the proposed ANN-based Q-MRAS. As it shows that existing
Q-MRAS will give more error than ANN-based Q-MRAS at lightly loaded
conditions.

Figures 13 and 15 are the detailed view of Fig. 12 for 50–110 and 160–210 s.
Figures 14 and 16 shows the corresponding speed errors for the same duration of
Figs. 13 and 15. From the Fig. 11 we can observe that the actual shaft speed
follows the reference speed over the time period 30–55, 100–160, and 210–300 s.
The reactive power error and the speed error for zero crossing and low speeds with
low torques are shown in Figs. 12, 13, 14, 15 and 16, that shows the improved
performance of ANN-based Q-MRAS over existing Q-MRAS.

Figure 17 shows the simulation results for forward motoring and regenerating
mode of operation with ANN-based Q-MRAS speed estimator, and Fig. 18 show
the d- and q-axes stator currents corresponding to Fig. 17. Motoring operation can
be seen clearly from 0 to 70 s and 180 to 300 s in Fig. 17, as the speed and the
corresponding iqs current are positive. Regenerative mode of operation can be seen
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Fig. 11 Simulation results for speed with ANN-based Q-MRAS and existing Q-MRAS in
forward and reverse motoring modes when vector-controlled loop closed with ANN-based
Q-MRAS

Fig. 12 Reactive power error for the proposed ANN-based Q-MRAS and existing Q-MRAS
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Fig. 13 Zoom around 50–110 s of Fig. 12

Fig. 14 Speed error for the time period of 50–110 s

Fig. 15 Zoom around 155–210 s of Fig. 12

Fig. 16 Speed error for the time period of 155–210 s
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clearly from 80 to 170 s in Fig. 17 as the speed reversed and the corresponding iqs
current are positive.

Figure 19 shows the speed reference command and actual shaft speed of PMSM.
The command speed is changed to zero from 20 rad/s at 80 s and is again stepped

Fig. 17 Simulation results for forward motoring and regenerative mode of operation with
ANN-based Q-MRAS speed estimation. Graph shows actual shaft speed and estimate speed by
ANN

Fig. 18 d- and q-axes stator currents for Fig. 17

Fig. 19 Simulation results for zero speed operation with ANN-based Q-MRAS represents
reference and actual rotor speed
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up to 20 rad/s from zero rad/s at 220 s and continued. Figure 20 shows the per-
formance of PMSM at zero speed with the proposed ANN-based Q-MRAS speed
estimated and existing Q-MRAS speed estimated. Figure 21 shows the stator cur-
rents for Fig. 19 when controlled by the proposed model.

Fig. 20 Actual rotor speed, ANN-based Q-MRAS speed estimated, and Q-MRAS speed
estimated

Fig. 21 d- and q-axes stator currents of PMSM for Fig. 19
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5 Conclusion

The performance of existing Q-MRAS-based speed estimator is improved specifi-
cally at low speeds and low torques by replacing the adjustable model by ANN.
The ANN was developed by using MATLAB tools. The system is first trained with
extensive data those are generated from simulations for a normal vector-controlled
drive with speed sensor. Once training is complete, the weights are adjusted and the
speed sensorless drive is tested for different operating conditions. This paper has
used ANN to improve the performance for low speed with lightly loaded conditions
in all four quadrants of operation.
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Advance Anti-collision Device
for Vehicles Using GPS and Zigbee

Satyajeet Patnayak, Anisha Swain and Manaswini Das

1 Introduction

Increase in population leads to subsequent increase in the number of automobiles
plying regularly on the roads. As a consequence, the number of accidents in the
world is on a hike. According to a report by WHO, around 1.25 million people
perish each year owing to road accidents. The safety of mankind depends on us.
Collision avoidance systems have proved their worth since the recent past never-
theless they are inadequate in their attempts. The major objective of this project was
to introduce an advance collision avoidance system that can reduce the chance of
accidents up to a significant extent. The key feature of this system is to access the
location of all the vehicles within a demarcated area and spontaneously apply
brakes if there exists a chance of imminent collision. This device is not just a
conventional collision detection system but a smart collision avoidance system that
can detect a chance of collision and take appropriate action even when a user is
unaware of an obstacle in front of them. Hence, we hope this system brings forth a
decline in the accident rates to a certain extent. Though the other vehicles do not
have the required device, the user’s controller can still sense and avoid head-on
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collision by means of mmWave sensor. The best use of this system will be when the
other vehicles contain a similar system for which the vehicles can even avoid side
collisions, collisions in t-junctions, or collision in dividers.

2 Literature Survey

Till now innumerable devices have been invented, but the outcome is not up to the
extent of avoiding accidents. Research has also been conducted in the area of
adaptive cruise control to develop it further [1]. The front-end collision systems are
being used in vehicles for a long time, and further researches are been conducted
with the help of IR sensors to prevent front-end collisions [2]. Yet the current
front-end collision warning system is not capable enough to establish their
importance. Research has been extended further on the rear-end collision warning
systems and systems where drivers can get a warning if there is a chance of
collision from behind [3]. Engineers have found out that there may be a possibility
that collisions can be avoided if there exists a peer-to-peer network in between the
vehicles [4]. Recent works are more focused on the inter-vehicle communication by
various means such as Tatchikou et al. [5]. In his paper, he has used dedicated
short-range communication links for inter-communication between vehicles.
Further researches have been conducted by Biswas et al. [5], for enhancing highway
traffic safety by using dedicated short-range communication. Still some effective
way has not been deciphered to achieve higher safety figures. Anurag et al. [6] in
his paper has put some efforts to warn the drivers before collision. The system uses
IEEE 802.15.4 for the communication. It operates on the free industrial scientific
medal (ISM) of 2.4 GHz band. However, it had a few disadvantages as the search
was basically for dumpers in mines and was unable to use the device in the real
scenario. Apart from that the device was performing poor for unicast systems. Also
using 802.15.4, the connectivity between two vehicles was highly depending on
nature of path and most beneficial in LOS communication et al. [7]. Another paper
by Uvaraja et al. [8] revealed a system using RFID and FLIR cameras, meant to be
used in railways and not on roads.

3 Observation

In the recent past, there are less types of vehicle that use the conventional collision
avoidance system with the help of cameras, radars, and infrared sensors. But the
devices fail to work in places where there is no LOS contact of front vehicles and on
road intersections. The other types of collision avoidance system which will be used
in the near future are the interconnection of vehicles which keeps track of the speed
and location of one vehicle with the other through a wireless channel. These types
of systems are commonly known as CWS (CCWS). The demerits of the CWS
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systems are they cannot avoid an obstacle directly; however, by the help of local
wireless networks, the vehicle can detect other vehicles without any visible line of
contact between them. The system that was made by D. Anurag (GPS-based
vehicular collision warning system using IEEE 802.15.4 MAC/PHY standard) has
not yet been exercised on the standard vehicles using ECU.

In this paper, we have made use of progressive technology different from the
conventional methods of anti-collision devices by two strategies. First, after detecting
the collision, our system will automatically transfer the signal to the ABS of the
vehicle for applying brakes, and secondly, machine learning has been applied to
understand the response of the driver and sense the right time for the application of
brakes, which is the time when it will be impossible for the driver to avoid the
collision. To the best of our knowledge, this is the first work in developing a vehicle
anti-collision device and integrating it with vehicle’s ABS system. In addition to this,
this system also makes use of machine learning in the ECU for better performance.

4 Proposed Model

From the many types of GPS and microcontrollers available, we zeroed in on
NEO-6M GPS module and Arduino UNO as it was economic and could easily be
implemented on microcontrollers.

4.1 Finding the Safety Zone of Vehicles

A safety zone or an imaginary rectangle surrounding the vehicle will be constructed
and will be responsible for saving the coordinates of the safety zone that will be found
by taking the size of vehicle in the device, i.e., its length and breadth as shown in
Fig. 1.

Fig. 1 Front and side distances of a vehicle
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4.2 Variation in the Safety Zones by Various Factors

The safety zone or imaginary coordinates that the device will always detect will
have varying coordinates, viz the size of the imaginary safety region will increase or
decrease continuously taking into account certain conditions. For instance, when
the speed of vehicle will alter the safety coordinates, the size will increase or
decrease accordingly. Also the safety zone will decrease by taking into account the
driving conditions; i.e., whether the vehicle is located in a crowded city or
expressway.

4.2.1 The Variation of the Safety Zone with Speed is

If

v Velocity of vehicle,
l Coefficient of friction (0.60 assumed),
g Acceleration due to gravity (9.8 m/s assumed),
d Stopping distance.

So,

d ¼ v2

2lg
ð1Þ

Therefore, d = X (the coordinate will be changed, and the distance will be made
close to the stopping distance).

So, by calculating the stopping distance of the vehicle, we will change the
coordinates of the rectangle accordingly. Apart from this, when the vehicle is
travelling in crowded places, the imaginary coordinates will be chosen closer to
vehicle in order to avoid any unnecessary warning. In this way, the device will
adapt as per the surrounding and the behavior of the driving conditions of the
driver.

4.3 Automatically Braking of the Vehicle

We altered the ECU for the vehicle comprising of Arduino by making a parallel
connection with the vehicle’s preinstalled ECU such that the preinstalled ECU will
function smoothly without any hindrance. The ECU sends a signal to the ABS
System where the motors receive the instructions and exercise brakes automatically
by opening and closing the solenoid valves in order to prevent collision.
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5 Circuit Diagram of Our Model

The circuit diagram depicted in Fig. 2 was used in our model. The system was
made available to vehicles so that they can be connected to each other.

6 Results

We successfully demonstrated the vehicle collision avoidance system by using
inter-vehicular communications. Our system comprised of four important steps:

1. Introduce an imaginary boundary in the vicinity of the car’s outer surface.
2. Connect to other vehicles which are close to it.
3. Apply brakes automatically so as to avoid any chance of collision.
4. Analyze the behavior of the driver so that our device can understand driver’s

reaction time to determine when it has to automatically apply the brakes.

Our principal technical findings were as follows:

1. Connect the vehicles using standard Zigbee while using vehicle’s power
sources.

2. To interconnect the vehicle ECU with our own ECU comprised of
Arduino UNO, Zigbee, GSM Module within a parallel connection such that we
will not hinder the safety and electronics of the vehicle.

Fig. 2 Circuit Diagram
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7 Conclusion

In this paper, we presented a collision avoidance system using Zigbee and GPS.
The system was capable of detecting a vehicle absent in the user’s immediate line of
sight and automatically applying brakes using this ECU from a safe distance. We
believe that our system will develop the safety of the vehicles and further lessen the
chance of collisions up to a significant extent. We tried to make our system as
robust as possible so that it can be used in a wide range of vehicles with significant
accuracy.

8 Future Work

We intend to extend our research to the vehicles using non-ABS brakes as they
make a majority of the automobiles. The vehicles which do not use the ABS
systems use conventional drum brakes which are controlled directly through
mechanisms. An advanced approach would be spontaneous application of brakes if
there is a possibility of an imminent collision taking into account the driver’s
response and frequency of usage.
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Doubling Circuit-Based Hybrid
Multilevel Inverter for Reduced
Components

S. Majumdar, B. Mahato and K. C. Jana

1 Introduction

Since the last decades, the emergence of multilevel inverter [1] has been increased
in various power electronic applications like renewable energy sources intercon-
nected to both grid and off-grid network, medium as well as high power industries,
drive applications like electric vehicle (EV), hybrid-electrical vehicle (HEV),
high-voltage DC network, FACTS devices, and many more. Various multilevel
inverter (MLIs) topologies have been reported since 1975. The cascaded H-bridge
(CHB), diode-clamped MLI, and flying capacitor (FC) are considered to be the
classical MLIs. Conventional MLIs have been accepted as the benchmark for
high-voltage and high-power capability applications both in the industry and
domestic applications compared to two-level inverters for several years [2]. In
comparison to two-level inverters like half-bridge inverter, conventional MLI’s
have shown their voltage operation beyond classical semiconductor limits, small
dv/dt’s, smaller common-mode voltage, voltage output is near sinusoidal waveform
are the main characteristics which justified the popularity of multilevel converters
both in industry and research.

A hybrid MLI configuration is one of the promising inverter topologies for
achieving a large number of inverter output voltage levels for generating
near-sinusoidal output voltages that may not require any filter circuit. However, to
restrict the number of components like switching devices, voltage sources, the
combination of power electronic switches in the hybrid inverter should have
reduced number of components [3–8]. Thus, the inverter cost and complexity can
be minimized and reliability can also be improved. In this chapter, a hybrid MLI
combining a symmetrical inverter for level generating part, a voltage doubling
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circuit for doubling the voltage levels and polarity generating circuit for generating
inverter voltage of either polarity is analyzed and presented. To achieve better
quality of inverter output voltage waveform, carrier-based level-shifted PWM
technique (LS-PWM) [9, 10] is adopted where triangular carriers compare with
sinusoidal reference waveform for producing gate signals for the conducting
switches. The proposed topology necessitates fewer component counts to boost up
the output voltage levels, and also the % total harmonic distortion (THD) is lowered
when compared to conventional multilevel inverters. Both simulation and experi-
mental verifications are done to verify the working of the novel MLI configuration.
The comparisons of the proposed inverter with the classic MLI are also presented.

2 Proposed Single-Phase MLI with Reduced Count

In this section, a novel single-phase 11-level hybrid MLI is proposed has two main
parts. The ‘first part’ converter comprises a level generating part and the voltage
doubling part that combines together to generate multiple voltage levels having
only one polarity and requires high-frequency semiconductor devices to develop
multiple voltage levels. The ‘second part’ is the polarity generation part that uses
only four low-frequency switches for conversion of unipolar voltage waveform to
bipolar voltage waveform at line frequency.

The working of the ‘first part’ can be described by separating the whole circuit
into two sections like stage-1 and stage-2 converter and are vividly explained. The
stage-1 converter structure consists of two insulated-gate bipolar transistors
(IGBTs) and one bidirectional switch. For two identical DC sources in the stage-1
converter, only one bidirectional switch is required along with two IGBTs to
generate three voltage levels across stage-1 converter having their magnitudes 0,
VDC, 2VDC. Stage-1 converter is called level generating part. Addition of one DC
voltage source and one bidirectional switch causes increment of one voltage level.
For the generalized structure, (n + 1) number of voltage levels can be obtained by
adding n numbers of DC voltage sources. The stage-2 converter is named as voltage
doubling part, which is made up of one half-bridge comprising of two IGBTs and
one DC voltage source having value equal to half of the magnitude of the identical
DC voltage sources used in level generating circuit. Using desired switching sig-
nals, the voltage levels of the stage-1 converter having magnitudes of 0, 1VDC,
2VDC get doubled to 0, 0.5VDC, 1VDC, 1.5VDC, 2VDC, 2.5VDC. The ‘second part’
named as polarity generation part is used to develop bipolar voltage levels using
bridge converter. The output voltage levels across the single-phase 11-level inverter
now becomes −2.5VDC, −2VDC, −1.5VDC, −1VDC, −0.5VDC, 0, 0.5VDC, 1VDC,
1.5VDC, 2VDC, 2.5VDC. The inverter can boost up the voltage to two higher levels
by the addition of one bidirectional switch.

The proposed MLI is capable of generating 11 voltage levels; the inverter is
highlighted in Fig. 1. Table 1 shows the relationship between the voltage levels of
the proposed inverter and their switching conditions under all possible modes of
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Fig. 1 Proposed single-phase 11-level MLI with reduced switching count

Table 1 Switching position of the proposed 11-level MLI and their corresponding output voltage
levels obtained under various modes of operation

Modes L1 L2 L3 D1 D2 H1 H2 H3 H4 Stage-1 Stage-2 Output voltage

1 1 0 0 1 0 1 0 0 1 2VDC 0.5VDC 2.5VDC

2 1 0 0 0 1 1 0 0 1 2VDC 0 2.0VDC

3 0 1 0 1 0 1 0 0 1 1VDC 0.5VDC 1.5VDC

4 0 1 0 0 1 1 0 0 1 1VDC 0 1.0VDC

5 0 0 1 1 0 1 0 0 1 0 0.5VDC 0.5VDC

6 0 0 1 0 1 1 0 0 1 0 0 0

7 0 0 1 0 1 0 1 1 0 0 0 0

8 0 0 1 1 0 0 1 1 0 0 0.5VDC −0.5VDC

9 0 1 0 0 1 0 1 1 0 1VDC 0 −1.0VDC

10 0 1 0 1 0 0 1 1 0 1VDC 0.5VDC −1.5VDC

11 1 0 0 0 1 0 1 1 0 2VDC 0 −2.0VDC

12 1 0 0 1 0 0 1 1 0 2VDC 0.5VDC −2.5VDC
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operation. The ‘first part’ of the proposed inverter creates six staircases like voltage
levels namely 2.5VDC, 2VDC, 1.5VDC, 1VDC, 0.5VDC, 0. Detailed operation of ‘first
part’ converter and ‘second part’ converter is vividly described in Fig. 2. In the first
six modes, low-frequency switches H1 and H4 are always ON and the switches of
stage-1 converter (L1, L2, L3) and stage-2 converter (D1, D2) are operated in such a
fashion such that voltage across the level generating converter always develops six
staircase pattern voltage waveforms having magnitudes of 2.5VDC, 2VDC, 1.5VDC,
1VDC, 0.5VDC, 0 under MODE-1, MODE-2, MODE-3, MODE-4, MODE-5,
MODE-6, respectively. In the remaining six modes, switches H2 and H3 are ON and
generate the voltage levels of −2.5VDC, −2VDC, −1.5VDC, 1VDC, 0.5VDC, 0 under
MODE-7, MODE-8, MODE-9, MODE-10, MODE-11, MODE-12, respectively, by
controlling the switches L1, L2, L3, D1, D2, H2, H3 in similar way as under previous
six modes. It is important to mention that the switches H1, H2 and H3, H4 should not
be conducted simultaneously to avoid short circuiting of the inverter. All the
positive levels, negative levels, and the zero level are obtained by the periodical
switching of the ‘level generating’ part switches namely H1, H2, H3, H4. The
switches H1, H4 conduct for the positive half cycle of the fundamental voltage
waveform, and the switches H2, H3 conduct unstoppably for the negative half cycle
of the fundamental voltage waveform.

3 Modulation Techniques

The common modulation techniques used for developing switching states are cat-
egorized as low and high switching frequency modulation techniques [11–17] are
shown in Fig. 3. The gate pulses are supplied to the MLI switches using
level-shifted pulse-width modulation technique (LS-PWM) where a series of ten
triangular waveforms named as carriers are stacked vertically due to the require-
ment of 11-level output voltage waveform. These ten carriers are now compared
with the reference sinusoidal voltage to produce the desired gate pulses for the
switches of the inverter. Further, the gate pulses are decoded for triggering the
appropriate semiconductor device necessitates for the generation of any particular
voltage level. Observing all the possible modes of operation of the proposed
inverter, 11 voltage levels can be generated and for producing individual voltage
level four switches must be conducted at a time.

4 Comparison Study

The comparison table shows that the proposed inverter requires lesser number of
DC source when compared to cascaded H-bridge inverter. Whereas the diode
clamped and the flying capacitor require lesser DC voltage sources than the pro-
posed inverter, additional requirement of DC-bus capacitors and their complex
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Fig. 2 Modes of operation of the single-phase 11-level MLI
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design of controllers required for voltage balancing of capacitors makes the clas-
sical inverters costly. The above table also depicts that the proposed inverter
requires lesser number of switches and driver circuits than conventional MLI.
Overall the proposed inverter has the capability to double the voltage levels by
addition of only one switch and one DC voltage source and also the % total
harmonic distortion (THD) is greatly reduced in comparison to conventional MLI
which contributes greatly to both commercial and industrial purpose (Table 2).

5 Simulation and Experimental Results

Simulation and modelling of the proposed 11-level MLI are carried out with the
help of MATLAB simulation software to verify the working of the designed circuit.
The simulation result of the 11-level inverter is shown in Fig. 4. The DC voltage
source magnitude of stage-1 converter is considered 50 V and the DC voltage
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Fig. 3 Tabular presentation of the categorization of the low switching frequency modulation and
high switching frequency modulation techniques

Table 2 Comparison shows the requirement of components required for both the traditional
inverter and the proposed inverter

MLI type No. of sources No. of
capacitors

No. of
switches

Clamping
diodes

Diode
clamped

1 10 20 90

FC-type 1 10 20 –

CHB 5 – 20 –

Proposed 3 – 9 –
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magnitude across the voltage double circuit is taken as 25 V, respectively. Here,
resistive and inductive load (RL) is considered for successful operation of the
inverter having their magnitudes of R = 25 X, L = 3 mH for simulation and
experimental purposes. It is observed from the above figure that the THD of the
voltage waveform of the 11-level inverter is 11%, respectively; also high switching
frequency of about 6 kHz is used for both simulation and hardware circuits to
improve the THD and to minimize the filter components of the circuit.

A hardware setup is designed not only to develop the 11-level voltage waveform
but also to confirm the working of the designed inverter under real-time condition.
The three DC voltage sources are supplied from the single-phase combined
transformer and rectifier connection, electrolytic capacitors. The 11-level MLI
comprises 10 IGBTs and 3 DC voltage sources as shown in Fig. 5. The gate signals
of the semiconductor switches are developed utilizing level-shifted pulse-width
modulation technique.
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6 Conclusion

The present work demonstrated a novel single-phase 11-level MLI configuration
using minimum component counts and the three DC voltage sources. Addition of a
bidirectional switch and one DC voltage source can increase the voltage levels to
twice times. The generalized structure of the proposed inverter is possible. To
validate the superiority of the proposed 11-level inverter using minimum compo-
nent counts, the necessary components used for the designing of the conventional
MLIs like the number of DC sources, number of switches, number of capacitors are
compared with the required components of the proposed inverter to draw conclu-
sion that this 11-level inverter works better than the traditional MLIs in terms of
harmonic profile, total number of components required and shrinking of filter size.
It is also observed that the proposed inverter configuration has lower conduction
loss due to less number of components and the DC voltage sources used compared
to the traditional MLIs. The working of the proposed 11-level inverter is confirmed
using MATLAB simulation software. Experimental validation is done in a labo-
ratory setup model just to counterpart with the simulation results.
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Effect of Reinforced Soil–Structure
Interaction on Foundation Settlement
Characteristics of a Three-Dimensional
Structure

Nayana N. Patil, H. M. Rajashekar Swamy and R. Shivashankar

1 Introduction

A limited number of studies have been conducted on soil–structure interaction
effect considering three-dimensional space frames. SSI studies that take into
account the yielding of structures and soil nonlinearity are scarce, especially
investigating the effects of nonlinearity of SSI system on overall behaviour in terms
of displacements and stresses.

King and Yao [1] and Roy and Dutta [2] were the few researchers who made use
of the finite element method to consider superstructure—raft/combined footing–soil
as a single compatible unit. The SSI studies conducted by Noorzaei et al. [3] and
Viladkar et al. [4] clearly indicated that a two-dimensional plane frame SSI analysis
might substantially overestimate or underestimate the actual interaction effect in a
space frame. The interactive behaviour of the 3D frame-isolated footing–soil system
was studied by Rajashekhar Swamy et al. [5]. Rajashekhar Swamy et al. [6] con-
ducted linear and nonlinear SSI analyses of structure resting on raft foundation to
find the maximum settlement as well as differential settlements in soil increase in
nonlinear analysis when compared to linear analysis. They observed that maximum
vertical stresses decrease in nonlinear analysis when compared to linear analysis.
However, the stress resultants, in members of the frame, were found to vary (either
decrease or increase) depending on location in nonlinear analysis when compared to
linear analysis. SSI studies have been carried out for structures supported on
unreinforced soil. But reinforced soil–structure interaction (RSSI) dealing with
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structures supported on reinforced soil is yet to be explored. The analysis that treats
structure–foundation–reinforced soil as a single system is coined as reinforced soil–
structure interaction (RSSI) analysis in this work.

2 Motivation and Objective

Numerous studies have been carried out for structures supported on unreinforced
soil. But reinforced soil–structure interaction (RSSI) dealing with structures sup-
ported on reinforced soil is yet to be explored.

3 Methodology

Finite element software has been developed to carry out the SSI and RSSI analyses.
The structure under consideration has been chosen from Rajashekhar Swamy et al.
[6]. SSI analysis is performed on the structure with isolated footings (2 m � 2 m)
supported on the soil mass of size 153 m � 95 m � 20 m and beams carrying
uniformly distributed load (UDL) of 31 kN/m. In RSSI analysis, the isolated
footings of structure are underlain by geogrid and the reinforced soil–structure is
analysed for the same loads.

4 Linear SSI Analysis of Space Frame-Footing–Soil
System

The proposed physical model has been used for the interactive analysis of a
four-storey, five-bay-by-three-bay, space frame-isolated footing–soil system.
Figure 1 shows the isometric view of the space frame-isolated foundation–soil
system. The layout details of the frame are shown in Fig. 2. The geometrical and
material properties of the frames, its components and the isolated foundation are
presented in Table 1.

Finite element formulation in the SSI analysis of the frame-isolated footing–soil
system is as shown in Fig. 3a–c. The soil is modelled with 43 � 10 � 27 layers in
the longitudinal, vertical and transverse directions, respectively, resulting in 11,610
brick elements. Each footing of size 2 � 2 m is modelled by four plate elements of
size 1 m � 1 m. The number of plate elements used is 96. The number of beam
elements in the longitudinal direction (X-direction) is 80, 72 in transverse (Z-
direction) and 96 in the vertical (Y-direction). The graphs are plotted in terms of
dimensionless parameters X/L and Z/B where L and B are dimensions of the frame
in X and Z directions as shown in Fig. 3a.
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The various components of the system with respective degrees of freedom are
shown in Fig. 4 and are modelled as follows:

1. Columns and beams are modelled as one-dimensional beam elements with six
degrees of freedom per node (three translational and three rotational degrees of
freedom) as shown in Fig. 4a.

2. Soil mass is modelled as eight-node brick element with three translational
degrees of freedom per node as shown in Fig. 4b.
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Fig. 2 Details of quarter frame [6]
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3. Individual footing is modelled using plate elements with five degrees of freedom
per node, i.e. three translational degrees of freedom and two rotational degrees
of freedom as shown in Fig. 4c.

5 Validity of the Proposed Physical Model

Figure 5 shows the settlements of the isolated footings obtained from the proposed
analysis and their comparison with Rajashekhar Swamy et al. [6]. Glance at the
figure suggests that there is a very good agreement between the values of settle-
ment. This justifies the finite element mesh extent considered.

6 Linear RSSI Analysis of Space Frame-Footing–Soil
System

To conduct linear RSSI analysis, the frame-footing–reinforced soil model used is as
shown in Figs. 6 and 7. Under each column footing, four layers of geogrid are laid
at D/B ratios of 0.25, 0.5, 0.75 and 1 as shown in Fig. 6. The size of isolated footing
is 2 m � 2 m, and the sizes of geogrid are 4 m � 4 m. The geometric details of
geogrid are shown in Fig. 8. Properties of geogrid are given in Table 2.

Table 1 Details of the validation of SSI problem [6]

Sl. No. Structure Component Details

1 Frame No. of storeys 5

No. of bays 5 � 3

Storey height 3.5 m

Bay width 5 m

Beam size 0.3 m � 0.6 m

Column size 0.4 m � 0.4 m

Footing size 3.0 m � 3.0 m � 0.4 m

2 Soil mass 153.0 m � 95.0 m � 0.0 m

3 Elastic modulus of soil 1.33 � 107 N/m2

4 Poisson’s ratio of soil 0.45

5 Bulk modulus of concrete 6.1 � 106 N/m2

6 Elastic modulus of concrete 1.4 � 1010 N/m2
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Fig. 3 a Frame-isolated footing–soil system, b structure foundation system, c reference axis and
arrangement of isolated footings [8]
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(c)

Fig. 4 Details of element types a Euler–Bernoulli beam element used for beams and columns,
b brick element for soil, c plate element used for footing [8]
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Fig. 6 Frame-footing–reinforcement module [8]
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Fig. 7 Arrangement of
geogrid: a modelling of
column–foundation–geogrid
and b soil–geogrid
arrangement represented as
macroelement in RSSI
analysis [8]

Table 2 Properties of geogrids used for the study [8]

Properties Values

Rib thickness (mm) 0.75

Aperture size (MD/XD) (mm) 25/33

Junction thickness (mm) 2.8

Tensile strength at 5% strain (kN/m) 8.46 (MD), 13.42 (XD)

Aperture shape Rectangular

Colour Black

Type of polymer used Polyethylene
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Geogrid consists of apertures of size 25 � 34 mm as shown in Fig. 8b. For a
1 m � 1 m-size geogrid, the number of apertures are 30 � 40 in mutually per-
pendicular directions as shown in Fig. 8a. Since modelling the geogrid with
apertures shown in Fig. 8a proves to be difficult, due to software limitation and
enormous execution time, macroelement approach is adopted. This method over-
comes the tedious process of modelling the geogrid with small aperture sizes and is
validated elsewhere by the authors.

The geogrid of 1 m � 1 m with aperture size of 33 mm � 25 mm (shown in
Fig. 8a) is modelled using two-dimensional rectangular element having four nodes
with two degrees of freedom per node as shown in Fig. 8c.

1m (No. of elements 30)

1m (No. of elements 40)

1 

2 

3 
4

5 

6 

7 

8 

1m

1m

(a)

(b) (c)

Fig. 8 Details of geogrid and macroelement: a geogrid of size 1 m � 1 m with apertures,
b geometrical details of geogrid, c geogrid represented as macroelement of size 1 m � 1 m [8]
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Fig. 9 Footing and geogrid arrangements [8]

Fig. 10 FEM modelling of geogrid [8]
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Figure 9 shows the arrangement of footings and geogrid below foundations.
Figure 10 shows the arrangement of macroelements representing geogrid in plan.

7 Nonlinear SSI and RSSI Analyses of Space
Frame-Footing–Soil System

The finite element model for nonlinear SSI nonlinear analysis is similar to the
model used in linear SSI analysis as shown in Figs. 1 and 2, except for nonlinear
material property of soil. In nonlinear analysis, the soil is modelled as hypoelastic
material. The hypoelastic parameters were obtained from the experimental work
done by Krishnamoorthy and Rao [7]. The model properties are mentioned in
Tables 3 and 4. To conduct nonlinear RSSI analysis, the frame-footing–reinforced
soil model adopted is same as that adopted in linear RSSI model (Fig. 6).

8 Results and Discussions

The location of a point in soil is expressed in terms of dimensionless parameters X/
L and Z/B. The terms L and B are length and breadth of building along X and
Y directions as shown in Fig. 3a. All the output parameters or responses related to
semi-infinite media are plotted both in two-dimensional and three-dimensional
graphs during the course of study.

8.1 Displacements in Linear SSI Analysis

Figure 11a shows the vertical deformation at foundation level in the longitudinal
direction of the soil mass. Maximum vertical displacement and horizontal dis-
placements are presented in Table 5. Figure 11b, c shows the displacement
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contours at foundation level and along the longitudinal section. Figure 12a, b shows
the longitudinal displacements, at foundation levels, and Fig. 12c, d shows the
transverse displacements at foundation levels.

8.2 Displacements in Linear RSSI Analysis

Figure 13a shows the vertical deformation at foundation level along the longitu-
dinal direction of the soil mass. Maximum vertical displacement and horizontal
displacements are presented in Table 5. Figure 13b, c shows the displacement
contours at foundation level and along longitudinal section taken at centre.
Figure 14a, b shows the longitudinal displacements at foundation levels, and
Fig. 14c, d shows the transverse displacements at foundation levels.

Figure 15a, b shows lateral displacements at foundation level along X and
Z directions found to reduce by 42 and 45.8%, respectively, in linear RSSI analysis
with respect to linear SSI analysis. Figure 16 shows the vertical displacements in
linear SSI and RSSI analyses at foundation level along longitudinal line at Z/
B = 0.0. It is observed that the vertical displacements are reduced merely by 3.72%
in RSSI analysis when compared to linear SSI.

Table 3 Properties of soil
used in nonlinear SSI and
RSSI analyses (after
Krishnamoorthy and Rao [7])

Properties Values

Liquid limit 54

Plastic limit 40

Plasticity index 14

Shrinkage limit 20

Water content 28

Specific gravity 2.65

Wet density (kN/m3) 18.18

Table 4 Hypoelastic model
parameters used in nonlinear
SSI and RSSI analyses (after
Krishnamoorthy and Rao [7])

Model parameters Values

K modulus knVi 0.02

jnVi 0.003

P’cons 21,000 Pa

J modulus A 100

N 100

G modulus E 0.001

F 0.56
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8.3 Deformation and Settlements in Nonlinear SSI Analysis

Figure 17a shows the vertical deformation at foundation level in the longitudinal
direction of the soil mass. Figure 17b shows displacement contours at foundation
level. Figure 17c shows displacements along longitudinal section. Figure 18 shows
horizontal displacements along longitudinal and transverse directions. In Fig. 18a,
b, longitudinal displacements at foundation levels are shown. Similarly, in Fig. 18c,
d, transverse displacements at foundation levels are shown.

8.4 Deformation and Settlements in Nonlinear
RSSI Analysis

Figure 19a shows the vertical deformation at foundation level in the longitudinal
direction of the soil mass. Figure 19b shows displacement contour at foundation
level. Figure 19c shows displacements along longitudinal section. Maximum lateral
displacements along X and Z directions are reduced by 14 and 15% in nonlinear

Table 5 Vertical and horizontal displacements in reinforced soil for different analyses [8]

Type of analysis Axis X/L Z/B Maximum displacement

Linear SSI X-axis 0.267 0.04 −156.63 mm vertical

0.82 0.167 9.69 mm horizontal

Z-axis 1.03 0.04 12.98 mm horizontal

Linear RSSI X-axis 0.267 0.16 −150.8 mm vertical

0.82 0.167 5.62 mm horizontal

Z-axis 1.03 0.04 7.03 mm horizontal

Nonlinear SSI X-axis 0.16 0.267 −185.3 mm vertical

0.82 0.167 11.32 mm horizontal

Z-axis 0.04 1.03 12.925 mm horizontal

Nonlinear RSSI X-axis 0.16 0.267 −173.8 mm vertical

0.04 1.03 9.72 mm horizontal

Z-axis 0.04 1.03 10.98 mm horizontal
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Fig. 15 Horizontal displacements in mm in linear RSSI analysis: a longitudinal displacements at
foundation level and b transverse displacements at foundation level [8]
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RSSI analysis when compared to nonlinear SSI analysis. But the vertical
displacements are reduced merely by 6.2%.

Figure 20 shows horizontal displacements along longitudinal and transverse
directions. In Fig. 20a, b, longitudinal displacements at foundation levels are
shown. Similarly, in Fig. 20c, d, transverse displacements at foundation levels are
shown.

Displacements in mm

Fig. 16 Vertical displacements in mm in linear SSI and RSSI analyses at foundation level [8]
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Fig. 17 Vertical displacements in mm in nonlinear SSI analysis: a vertical displacements at
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Fig. 19 Vertical displacements in mm in nonlinear RSSI analysis: a vertical displacements at
foundation level along longitudinal directions, b contours of vertical displacements at footing
level, c vertical displacements along longitudinal section at centre [8]

Effect of Reinforced Soil–Structure Interaction … 157



-3.06

-2.1

-1.14

-0.5

-0.3

-0.1

0.1

0.3

0.5

1.14

2.1

3.06

-3
.6

7-0
.6

-0
.0

670.
5

2.
63

-1
0-9-8-7-6-5-4-3-2-1012345678910

-1
0-

-9
-9

--8
-8

--7
-7

--6
-6

--5
-5

--4
-4

--3
-3

--2
-2

--1
-1

-0
0-

1
1-

2
2-

3
3-

4
4-

5
5-

6
6-

7
7-

8
8-

9
9-

10

m
m

X
/L

Z
/L

-3.06

-2.42

-1.78

-1.14

-0.56

-0.44

-0.3

-0.16

-0.04

0.1

0.24

0.36

0.5

0.82

1.46

2.1

2.74

-3
.6

7-0
.6-0

.0
670.
52.

63

-1
1

-1
0-9-8-7-6-5-4-3-2-101234567891011 -1

1-
-1

0
-1

0-
-9

-9
--8

-8
--7

-7
--6

-6
--5

-5
--4

-4
--3

-3
--2

-2
--1

-1
-0

0-
1

1-
2

2-
3

3-
4

4-
5

5-
6

6-
7

7-
8

8-
9

9-
10

10
-1

1

X
/L

Z
/L

m
m

0.
16

7,
 0

.8
2,

 -9
.7

2

-1
5

-1
0-5051015

-3
.1

-2
.1

-1
.1

-0
.1

0.
9

1.
9

2.
9

-3
.6

7
-2

.6
3

-2
.1

-1
.5

67
-1

.0
33

-0
.6

-0
.5

-0
.4

-0
.2

67
-0

.1
67

-0
.0

67
0.

06
7

0.
16

7
0.

26
7

0.
4

0.
5

0.
6

1.
03

1.
56

7
2.

1
2.

63
3.

67

m
m

X
/L

X
/L

0.
16

7,
 0

.8
2,

 -0
.9

8

1.
03

, 0
.0

4,
 -1

0.
96

-1
5

-1
0-5051015

-3
.1

-2
.1

-1
.1

-0
.1

0.
9

1.
9

2.
9

m
m

-3
.6

7
-2

.6
3

-2
.1

-1
.5

67
-1

.0
33

-0
.6

-0
.5

-0
.4

-0
.2

67
-0

.1
67

-0
.0

67
0.

06
7

0.
16

7
0.

26
7

0.
4

0.
5

0.
6

1.
03

1.
56

7
2.

1
2.

63
3.

67

(a
)

(b
)

(c
)

(d
)

F
ig
.
20

H
or
iz
on

ta
ld

is
pl
ac
em

en
ts
in

m
m

in
no

nl
in
ea
r
R
SS

I
an
al
ys
is
:a

an
d
b
lo
ng

itu
di
na
ld

is
pl
ac
em

en
ts
at
fo
un

da
tio

n
le
ve
l;
c
an
d
d
tr
an
sv
er
se

di
sp
la
ce
m
en
ts

at
fo
un

da
tio

n
le
ve
l
[8
]

158 N. N. Patil et al.



9 Conclusions

1. Maximum lateral displacements along X and Z directions are reduced by 42 and
45.8% in linear RSSI analysis when compared to linear SSI analysis.

2. The vertical displacements are reduced merely by 3.72%. Maximum lateral
displacements along X and Z directions are reduced by 14 and 15% in nonlinear
RSSI analysis when compared to nonlinear SSI analysis.

3. The vertical displacements are reduced merely by 6.2%. As a result, the axial
forces in beams have been increased in ground floor and have been reduced in
higher floors.

4. Any change in the differential settlement, contact pressure and foundation
stiffness results in significant changes in the moments and forces in the super-
structure. In RSSI analysis, horizontal displacements and horizontal stresses
have been reduced compared to SSI analysis as a consequence of shear forces
which have been reduced in columns. Under RSSI analysis, the performance of
the structure results in reduced displacements and member end actions resulting
in economic structures.
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A Robust Framework for
Socially Responsive Services:
A Constraint-Based Social Network
Representation

Kamakhya Narain Singh, Chinmaya Misra, Soumita Seth,
Sumanta Kumar Mandal and Biresh Kumar

1 Introduction

NGOs can be defined as non-profit organizations and a group of members who
work in some ways for serving the individuals or a community [1].
A well-established literature shows that the service provider and the service receiver
influence the behavior of each other and which is highly influenced by social
network structure. Therefore, NGOs can be defined as private organizations who
work in local level or national level or international levels whose objective is to
help or share the resources among needy parts of the society. It is a non-profit
community-based organization.

The main goal of NGOs is to share resources [2]. Here resource signifies any
types of help that can be provided by the individuals or community. It may be idea,
some solution, physical resource, or some kinds of interdependency, and it will
satisfy the demands of the user. It should be feasible in true sense; that is, it should
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be technologically, economically, and culturally feasible [3]. Here our main focus is
that the distribution should be fair and unbiased. The needy people should get the
help. The help may be educational like a fellowship for a poor student, medical help
for a patient, or some help for a disabled [4]. Otherwise, we may face the following
major problems:

• Overall crisis.
• Requirement of service of needy people.
• Development of poorer section of society.

Galvin et al. [5] propose the concept of resource management and the usage of
resources. Resources will be supplied by the assigned agency. Better collaboration
and interaction are possible with the advancement of Internet with time. The social
network paved its way into popularity by superseding the Internet. Social network
analysis is a vast area of research which deals with the understanding and analysis
of the behavior of individuals or community. It predicts the prospective existence of
the relationships between community members.

Socially Responsive Resource Usage Protocol (SRRUP) defined to standardized
social ethics and utilization of resources [6, 7]. This protocol helps to emerge in an
improvised environment by providing the way of accessing the resources to needy
people. To allocate the resources, more socially distant individual is given more
priority than less socially distant individual. Social distance of the user represents
the defined logical distance between user and resource [8–10]. A resource has three
parameters: place, cost, and constraints, causing prevailing consequences in its
usages. Place can be defined where the resource can be availed [11–13]. A person
who needs resources pay the price to avail the resources is known as cost. A set of
affirmation and considerations measure to a resource usage are the constraints.

In our proposed framework, we have made the following contributions:

• The distribution of resources will be impartial and those resources can be avail
for those people who genuinely have the requirements.

• The resource will be available to the persons based on their financial, social,
disadvantageous positions, and their locations (remote or rural).

In operating system, we termed user as a process. Process enters in waiting state
if it does not get requested resources. Some time waiting, process does not come out
from waiting state because requested resources are held by some other waiting
process and so on then it becomes deadlock. Such situation occurs for inquiry table
distribution of resources. For this work, we have given attention to fair resource
allocation. To describe it precisely, best option is to use a directed graph; this is
called resource distribution graph. The graph has nodes V and edges E. V is par-
titioned into {P1, P2, …, Pn}, the set of active processes and R = {R1, R2, …,
Rm}, the set resource types in the system. Figure 1 depicts the graph where a
directed age from process Pi to resource type Rj is referred by Pi ! Rj; it shows
that process Pi has requested an instance resource type Rj and is currently waiting
for that resource. A directed edge from resource type Rj to process Pi is referred by
Rj ! Pi; it means that an instance of resource type Rj has been allocated to process
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Pi. A directed edge Pi ! Rj is named a request edge; a directed edge Rj ! Pi is
named an assignment edge.

Though different resource allocation graph is used in many applications like job
processing, hospital management, and real-time scheduling, this is mainly used for
avoidance of deadlock where same resources are demanded by multiple processes
and others are not releasing the resources [14]. In our proposed research work,
multiple instances of resource are possible. Hence, this situation will not raise.

Section 2 presents the working mechanism of the proposed model. The exper-
imental result and comparison studies are presented in Sect. 3. In the last section,
future work and conclusions has been provided.

2 Proposed Model

2.1 Concept of the Proposed Model

In our earlier work [1], if a volunteer is not able to provide a support due to lack of
resources then he will wait for required resources. To improve the performance by
reducing the waiting time of our earlier work, we have proposed a new scheme.

If two volunteers have the less resources than receiver’s requirement like vol-
unteers v1 < r and v2 < r. If v1 + v2 � r then both volunteers jointly provide
resources to that receiver for completion of his job. This way it is reducing the
waiting time and utilizing the resources effectively.

In this model, we have designed a network comprised of two layers: one layer
represents the service provided by the service provider and other layer represents
the members who will receive the services. The services will be received by the

Fig. 1 Resource allocation graph
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weaker sections of the society such as orphans, disabled, poor or needy, and old
peoples. The service will be given voluntarily by individual or by a community.
Here the volunteers mainly provide two types of services. One is to identify the
deserving persons who are willing to take services. Second responsibility is to
accumulate the resources to provide services without interruption to the needy, old,
disabled, orphan, or persons staying in remote areas. The services required vary
from user to user. Some users may require financial help for continuing their study.
Some may require physical assistance or medical supervision for their agony and
pain. Volunteer also has different resources with different capacities. At a time,
more than one service can be provided by volunteer. If a user requires services a
volunteer alone is not able to help, then services can be provided by more than one
volunteer to the same user.

So the communication is one-to-one (volunteer to receiver), one-to-many
(receiver to volunteers), and many-to-one (receivers to volunteer). The volunteers
may approach external sources to serve the users because requirements of the user
vary. For approaching the external sources, volunteers have to follow system rules:
Volunteer cannot take more than user’s requirement. Based on resource availability
the needed service will be given. Volunteers of a specific group of users
communicate with other volunteer if required. User quits the organization or
concern volunteer may stop his support to user after fulfilling the requirement.

2.2 Mathematical Representation of the Proposed Model

We have introduced user by u and volunteers by v with appropriate suffixes. Users
seek their requirements through u(x1, x2, … xk) and volunteer represents services
through v(y1, y2, …, yp) where xi and yi represent direct amount that should be
non-negative real numbers. It is used to find the strength of the organization on the
basis of user need and volunteer service.

Using community detection in social network analysis [5, 6], we organize and
find various categories of person with different need and support to run the orga-
nization smoothly.

We prefer two types of sorting:

Case I. User-based category.
Case II. Volunteer-based category.
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This can be classified to get a real scenario.

Case I Suppose that more than one service can be provided by each volunteer but
he has only one service to provide. Then we seize an estimable amount of users to
him.

Let v1(y1) represent a volunteer with a type of support s1 (like disables, orphans).
Let a category of users {u11, u12, …, u1k} are associated with v1 with demand of

y11, y12, …, y1k where u1i(y1i) represents a typical member of this category.
Now there are two possibilities:

Lemma 1 s1 �
Pk

j¼1
y1j

(Sum of required is less than service quantum)
Here, either the volunteer or organization v1 themselves asks for more users to

extend this task.
Now we can extend u1k+1(y1k+1), u1k+2(y1k+2), …, u1p(y1p) where p > k and

s1 �
Pp

j¼1 y1j.

This process goes on till
Pp

j¼1 y1j � s1\
Ppþ 1

j¼1 y1j .
This improve the performance of v1. Improvement of v1 is evaluated on the basis

of more users (u1j’s).

Lemma 2 s1 �
Pk

j¼1
y1j

In this case, the support of v1 is not sufficient to satisfy the needs of u1k’s. So
either the volunteer himself (v1) or NGO contacts some other volunteer v2 of similar
task as demanded by u1k’s. Now here options are:

(a) if
Pl

j¼1 y1j � s1\
Pk

j¼1 y1j where l < k, we can detach those {u1l+1, u1l+2,…,
u1k} from v1 and associate them to v2 directly. Here v2 is an existing volunteer of
NGO.

or (b) v2 cannot approach directly to u1’s. NGO will link up v2 to v1 so now:
s1 þ s2 �

Pk
j¼1 y1j

where s1 and s2 are the support of v1 and v2, respectively. In this case, for purely
temporary basis either NGO or volunteer gets a support from outside.

Case II If each ui needs many services and no one volunteer alone is sufficient to
fulfill their needs, then each u will be assigned to a group of v’s. Here user
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represents his needs through u1(y11, y12, …, y1k) and group of volunteer represent
their strength through {v11(s11), v12(s12), …, v1k(s1k)}. We expect y1j � s1j, where
y = 1, 2, …, k else NGO has to include more v’s to fulfill the needs of u1.

Lemma 1 Suppose y1j = s1j 8 j = 1, 2, … k
Then all the needs of u1 are fulfilled and u1 may leave.

Lemma 2 Suppose y1j < s1j for some y = p � k.
Then the v1p(s1p) can support some other users ‘u’ also. NGO will utilize v1p(s1p)

remaining services to fulfill the needs of other user u2 like u2(y2p) for which
y1p + y2p � s1p.

This way such v1p are associated with more users. This process repeats until
Pk

j¼1 y1j � s1j.
Here, the public presentation of the organization possibly is assessed by number

of users associated with a volunteer and the number of users leaving the system
with satisfaction.

2.3 Algorithms of the Proposed Model

Here, we declare all attributes which exist in this proposed algorithm.

u ← User.
y ← Requirement.
u1j ← y1j Users (u11, u12, … u1j) with requirements (y11, y12, … y1j).
v ← Volunteer.
s ← Service.
v ← s Volunteer (v) provides service (s).
v1 ← s1, v1 provides s1-type service, v2 ← s2, v2 provides s2-type service etc.

In this algorithm, our aim is to provide services (s) to a user (u), who are
registered (u ← y) with requirements (y). Volunteer (v) provides service to user
(u) to fulfill their needs. In the first case, the organization is robust, while in the
second case the organization asks for improvement.
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u1j  ← r 1j , ∀ j= 1, 2, …..k; 
v1 ←s1,    v2 ←s2 
 if s1 > r11,  
       then v1 supports r11 
 end  
 for l=2 to k do 
       if s1 > ∑ j=1

l  r1j    then 
           v1 supports { x11, x12, ……, x1l} 
       end 
      if ∑ j=1

l  r1j    ≤ s1 ≤ ∑j=1
l + 1 r1j    then 

          v1 supports { x11, x12, ……, x1l} but not x1l+1 
      end 
 end 
    select v2(s2) such that 
   s1+s2 ≥ ∑ j=1

k  r1j    or  s2 ≥ ∑j=1
k  r1j  - s1  then 

  {v1, v2} supports { x11, x12, ……, x1k} 
  End 

Algorithm 2: Algorithm for Case II 
 Begin 
  u1  ← {r11, r12, …., r1k}; 
  for l= 1 to k do 
        v1 ←s1l  
  end 
for l= 1 to k do 
     if r1l ≤ s1l  then  
        u1 leaves the system as satisfied customer 
       {v11, v12, … v1k} supports u1. 
     end 
end 
Now u2 ← {r21, r22,.. r2k} 
for l = 1 to k do 
       if r2l ≤ s1l – r1l 
           then u2 leaves the system as satisfied customer 

 { v11, v12, … ,v1k} supports {u1, u2} 
       end 
end 
for p = 1 to k do 
      if r2p ≤ s1p – r1p 

       then some v’1p enter the system with v’1p ← s’1p  and 
          r2p ≤ s’1p + s1p – r1p 

u2 leaves the system as satisfied manner. 
               {v11, v12, … v1k,v’1p} supports {u1, u2}  
      end 
end 

Algorithm 1: Algorithm for Case I 
Begin 

This process continues until all ui’s and vk’s are exhausted.
End
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3 Experimental Result Discussion

Here, we elaborated our program output. We have taken all possible kinds of inputs
and elaborated desired outputs of concerned inputs.

3.1 Experimental Environments

We have implemented these algorithms and tested using all possible desired inputs
using a Java program for the preliminary study and executed it on a Lenovo Miix
510-121SK laptop with 2.3 GHz Intel Core i5-6200U 6th Gen processor, 8 GB
DDR3 RAM and 256 GB hard disk, Windows 10 with 64-bit operating system
and Java1.8. In this program, our objective is to make a communication among
various methods. Program works on the basis of client and server program. Client
represents the user and server represents the providers. There are three types of
user-defined communication methods:

• Volunteer_to_receiver—This method represents the task like one volunteer is
alone quite sufficient to fulfill the needs of a user of all type of services.

• Receiver_to_volunteers—This method provides the dependency of volunteers to
fulfill the requirements of receiver.

• Receivers_to_volunteers—This method works as services of more than one user
can be fulfilled by more than one volunteer. Above communications can be
initialized in various ways like users represented by ‘u’ and volunteers by ‘v’.
The needs of user are represented by yi, i = 1, 2,…, n and services of volunteers
are represented by sj, j = 1, 2,…, n. Table 1 represents the input provided to the
system and Table 2 reflects the desired output.

Table 1 User needs table

User/need r1 r2 r3 … … rn

u11000 1 0 0 0 0 0

u10100 0 1 0 0 0 0

… … … … … … …

u21100 1 1 0 0 0 0

u21010 1 0 1 0 0 0

… … … … … … …

u31110 1 1 1 0 0 0

… … … … … … …

Sum ¼4 ¼3 ¼ ¼ ¼ ¼
Total =
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Notation: ui is a user (i = 1 to n)

u11000 denotes user wants single resource of y1.
u20100 denotes user wants single resource of y2.
u11100 ¼ u21100 denotes user wants two resources y1 and y2, respectively.
u11110 ¼ u21110 ¼ u31110 ¼ . . . represents a user needs three resources y1, y2, and y3.
u11111 ¼ u21111 ¼ u31111 ¼ u41111 . . . represents a user with four resources y1, y2,
y3, and y4.
v11 has a strength of single resource r1 for type s1.
v21 has a strength of single resource r2 for type s2.
v1526 has a strength of five resources r1 for type s1 and six resources r3 for type s3.
…… ……
vi j has a strength of j for type si where i represents types of service and j represents
for some resources.

Simple Case: Assume each user ‘u’ needs one resource of size ‘1’ only. That is,
y1 = y2 = … = yn = 1, users with variable requirements, e.g., u11000ðy1Þ y1 � 1.

3.2 Result of Various Communication Method

• In this function, we have supplied different kinds of inputs for all the
above-mentioned methods. For volunteer_to_receiver communication method,
we represent through Table 3. Here u13000; u20500, and u30020 denotes corre-
sponding user and v15; v1526, and v38 the volunteer. Here u1 wants three
resources of type s1, u

2 wants five resources of type s2, and u3 requires two
resources of type s3, while (Table 4) v1, v2, and v3 contain 5, (5 of s1, 6 of s2),

Table 2 Volunteer support table

Provider/support s1 s2 s3 … … sn

v11 k1 0 0 0 0 0

v21 0 k2 0 0 0 0

… … … … … … …

v1222 p1 p2 0 0 0 0

v1332 p1 0 p3 0 0 0

… … … … … … …

v152433 q1 q2 q3 0 0 0

… … … … … … …

Sum ¼ ¼ ¼ ¼ ¼ ¼
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and 8 resources, respectively. So, v1 supports three resources to u1, v2 supports
five resources of s2 to u2, and v3 gives two resources to u3. Now, v1 has two, v2
has (5 of s1, 1 of s2), and v3 has six resources.

Users Need Providers Support

Volunteer_to_receiver Communication Method 

u1
3000         

u2
0500 

u3
0020

v1
5 

v1
5
2

6 

v3
8

• For receiver_to_volunteers, we represent through Table 5. Here u44020 is
denoted as a user which needs four resources of service s1 and two resources of
s3. Since (Table 6) v1 alone is not able to fulfill user need, because it has only
two resources of s1, so v1 needs help from another volunteer to satisfy user. Here
v1, and v2 support two and two resources of type s1, respectively, and v3 supports
two resources of s3. Now, v1 has exhausted, v2 has (3 of s1, 1 of s2), and v3 has 4
of s3-type resources.

Table 3 User needs table of
receiver

User/need r1 r2 r3 r4

u13000 3 0 0 0

u20500 0 5 0 0

u30020 0 0 2 0

Table 4 Provider support
table of volunteer

Provider/support s1 s2 s3

v15 5 0 0

v1526 5 6 0

v38 0 0 8

Table 5 User needs table of
receiver_to_volunteers

User/requirement r1 r2 r3 r4

u44020 4 0 2 0

Table 6 Provider support
table of receiver_to_volunteers

Provider/strength s1 s2 s3

v12 2 0 0

v1521 5 1 0

v36 0 0 6
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Users Need Providers Support

Receiver_to_volunteers Communication method

u4
4020         

v1
2

v1
5

2
1 

v3
6

• For receivers_to_volunteers, we represent through Table 7. Here, u54080; u60605,
and u75002 represent respective users. In Table 8, two more donors (v15243543

and v15253545) have been added from external sources. Here u54080 wants four
resources of s1 and eight resources of s3. From Table 8, v1321 supports three
resources of s1, v15243543 supports one resource of s1, and v34 supports four
resources of s3 and v15243543 supports four resources of s3. Now, v1321 has v21

only, v36 has exhausted, and v15243543 has v15243543. User u60605 wants six
resources of s2 and five resources of s4, but v21 does not have sufficient
resources to support. So it requires support from v14243343 and v15253545. After
giving the resources to u60605; v21 exhausted, v14243343 has v1431 and v15253545

has v15243543. User u75002 needs five resources of s1 and two resources of s4.
v1431 supports four resources of s1 and v15243543 supports one resource of s1 and
two resources of s4. After giving the resources to u75002; v1431 has v31 and
v15243543 has v14243541.

Table 7 User needs table of
receiver_to_volunteers

User/requirement r1 r2 r3 r4

u54080 4 0 8 0

u60605 0 6 0 5

u75002 5 0 0 2

Table 8 Provider supports
table of receivers_to_
volunteers

Provider/strength s1 s2 s3 s4
v1 Exhausted 0 0 0

v1321 3 1 0

v34 0 0 4 0

v15243543 5 4 5 3

v15253545 5 5 5 5
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Providers Support

Users Needs

Receivers_to_volunteers Communication Method 

u5
4080         

u6
0605 

u7
5002 

y1(Exhaus
ted)     

v1
3
2

1

v3
4

v1
5
2

4
3

5
4

3 

v1
5
2

5
3

5
4

5

The number of satisfied user (ui’s) and number of registering new users (ui’s)
measure the strength of the system.

4 Conclusions and Future Work

This framework suggests to provide services to various sections of the society and
helps to improve the efficiency, effectiveness, and reliability of the system. It
suggests couple of systematic methodologies like one volunteer to one receiver, one
receiver to many volunteers, and many receivers to many volunteers to allocate the
resources. In this chapter, we have formalized the holistic approach for fair dis-
tribution of service from one network to another network. Here one network rep-
resents the list of newly registered users and other represents the volunteers with
types of services. Services have a broad range of latitude which leads the challenges
for the system approaches to a service provider. There are two constraint matters to
support a kind of services: identify the needy and supply the services to fulfill their
requirements. For identification, either volunteer identifies or user has to approach
to NGO. System provides the kind of services with the help of three communication
methods. Once the user’s needs are fulfilled, then either user might leave or vol-
unteer stops his service. In both the cases, user has to give their feedback to the
system. If the user leaves the system with satisfaction, then system is robust else
system requires support. In implementation, we tried to assign providers to users on
the basis of user’s choice (preferential allocation in a prescribed order, say u1 to v1
like that).
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In future work, user’s feedback can be considered for better improvement of the
system. We have to make sure best utilization of resources by keeping providers
non-idle and consistent use of resources. We need to check the nearness between
the resource providers. We should make the user as a temporary provider like
increasing the demand of the user like u16000 which represents a user with need of
y1 = 6. Here u1 should be a supplier on some conditions but there is no provision
for y1 in the existing system.
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Security Enhancement Approach
in WSN to Recovering from Various
Wormhole-Based DDoS Attacks

Sandip Mandal and Rama Sushil

1 Introduction

WSN have lots of some limitation in compare to different cable or without-cable
network, even communication system is also different in some cases. Lots of
constraints are available in WSN which prevents to establish some securities
methods directly [1]. Quite important and tough matter is to secure the sensor
networks because of common features like not secured packet communication, data
constraints, local coordination, and hidden challenges before placing the nodes,
manual level of attacks, and hostile environmental factors. DDoS may be trans-
ferred maximum repeating access to a main station or server thus the main station
collapsed due to heavy pressure. The target entities might fetch or sometimes
focusing to remove an admin’s data or client’s information and comprised in a way
so that the handler is pretending. Such way it’s slow down the sensor network or
harms the actual services of sensors. In security terms, wormhole attack is a quite
high level of issues where two affected sensors create dummy path in the wireless
sensor network, which is mainly for the packet transfer between both edges [1, 2].
The attackers have the capacity to create patterns of attacks, like blocked the data
messages, that truly affects various network-based ideas like power balanced
routing scheme, local data gathering etc. The main approach to the wormhole attack
is that hackers can quietly start a virtual concept of wormhole by not fetching the
methods moreover any security methods focused on the sensor network. Several of
approaches of wormhole-based security issues are already identified in WSN. Next,
we are going to show these prototypes of wormhole types of issues.

Like data spoofing types of methods, hacker comprises the original face of any
other in present WSN, after that maximum transmitted packets fetched by hackers.
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There are many techniques about data spoofing targets, like Sybil, tracking identity,
and hidden sensor attacks. Spoofing is quite same as background wormhole attacks
in a system and might be tracked by these logics like all parameter validation
approach or packet-based fingerprinting.

Very popular and multiple patterns of Wormhole injection, [3] key as sinkhole,
gray-hole and black-hole issues. Such a variant of security issues targets as to store
the sink data from fetching data by misleading packets transmission or to change
wrong information to sink. Like a black-hole security issue, an invalid sensor
considers owning a member of the route and next release [4] all data messages
which would be transmitted. Dropdown the probability of tracking, the affected
node can create a good system architecture, named as gray-hole; it releases the data
packets in a selective way. Such types of attacks effects on various topologies of
network protocol like a relay, deviation, data transmission, and delay and network
lifetimes. Actual features of wormhole attack is that it’s not tracked by conventional
security approaches even easy to start without any broad changes in the sensor
network. Wormhole attacks can be applied through various strategies like infor-
mation encapsulation, maximum transmission voltage, broad-quality communica-
tion paths, message relaying, and routing algorithm distortion approach [5] (Fig. 1).

1.1 Wormhole Attacks Based on Packet Encapsulating

Such types of approaches are very broad in WSN because wormhole not required
any prior security knowledge, or focused features, like a good quality transmission
wire route or a gain initiator. Most frequent method to discard some security-based
issues in which wireless sensor points select the speedy path swing rather than
another one asked to perform smaller unit sharing.

Fig. 1 A scenario of
wormhole-based issues in
WSN
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1.2 Wormhole Issues in High-Density Route

The limited route wormhole is defined on relaying packets that are actually for the
nearest region in another area. Due to manual factors on propagation by the channel
path, the actual time for the data message to propagate to sensor’s next adjacent will
be lower to the phase acquired by packets to communicate to an attacker, restructure
the security path, and next communicate to member sensors on immediate next to
comprised route.

1.3 Wormhole Issues by Message Relay

Data message relay-based issues may be occurred by single or major affected nodes.
Such types of attack, when a single affected member considers as the neighbors for
carrying the relay data. Such variation of comprising are named as
“Message-Relay” attack in the published work.

1.4 Wormhole Based on Transmission Protocol Variation

If member nodes want to transfer the message to the distant area in the covered
zone, it may impact with positive energy. The main issue is when a hacker going to
receive the data from the malicious comprised node. Sometimes, this launches
Siebel attack or linear cryptanalytic attacks.

In local networks, a basically null effect is there or any algorithm which depends
via lots of environmental-based issues that are not effective. Transmit the data from
one node and expand to full domain, the gain of communication is higher in
network and power radio will lapse for each node because energy dissipation has
pointed to point linking role with transmitter between two members.

If energy exhausted, transmission effected and it’s problematic and it occurred as
DDoS-Distributed Denial of Service types attack.

2 Related Work

Sometimes wormhole-based issues are quite flexible to occur but hard to gain, and
DDoS security attack [4] identifying and tracking has been an excellent research
idea. Maximum established methods for finding the wormhole uses locating
hardware, time-based devices, toolkit, or IDS devices Next part, some
wormhole-based identification and possible creativeness process are defined.
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2.1 Distance Related Concept Depend on Consistency
Vector

The distance-vector process might be accrued on data propagation time-based
knowledge, locating devices, or positioning devices. These processes actually
require advance devices and for such things, it’s not related to such work.

A wormhole identification process is that where its dependent on adjacent
members and CVT approach. The top approach depends on issues that by adopting
route through communication are, the attacker joined the new neighbors of member
sensors on the boundary of area coverage. In that case, a message sent timing
between two affected nodes are quite large than actual data delivery time of regular
and adjacent nodes. Such types of system approach do not require any specialized
hardware setup.

The second approach is a delivery-to-time protocol (DTT) [4] to check security
breaches at the starting time of initiator set up the mechanism by tracking com-
munication phase between twice member sensors with the selected route. The main
motto is that such types of nodes are comparatively higher than not-affected and
nearby nodes, through this approaches any person may be checked the possible
wormhole attack in WSN. In that case, both nodes are within mention transmission
coverage. Like in [6], no extensive hardware required for DTT mechanism.

2.2 A Special Hardware-Based Approach

Moving devices are fitted for fetch tracking [3] and nearby member discovery
(MD) [7] in sensor areas. In [7], the adjacent member function is tracked as areas
thus every area is termed through high-frequency antenna devices. Each cluster or
area is named according to numeric no. like 1 to M. At a first when a signal fetched
via any new sensors, it can identify the direction of signals and redirect to all
neighbors. Next step sensor nodes help their surrounding nodes to check the
validity, as an approach, by searching that such away untracked nodes information
is appeared to all path or not.

2.3 Synchronized Clock-Based Solution

Synchronized clock-based results measure that network points in the area are clo-
sely flipped and single messages even the recorded timing as its triggered. The logic
for such results through message is stored, by destination nodes checks the trans-
mitting phase duration with the actual duration when the message initiated. The
ending member has the information of phase path value and total duration, quite
possible via tracking if data traversed through long paths. If the transmission path is
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so long that the actually allowed route distance, we can say the wireless network
may be affected by security issues. To discard these issues by extensive types of
devices by duration catching, a CVT method was established by Haeselmann [8].
The CVT mean actual duration which retrieved from the path-based packet request
PBRQ tracking duration by sending a message to A and path-based packet reply
(PBRP) fetching data through a member sensor B compare to member sensor A. As
sensor node B fetches a PBRQ, the calculation for the CVT done. Anyway, if CVT
crossed a breakpoint, the PBRQ might be dropped down. Such away this under-
stood that network algorithm topology messages should not change and every
sensor nodes automatically updated based on flipped, and two common security
challenges present on any sensor combinations. Sensor node A may fetch the CVT
through all surroundings nodes and itself. The main reason is CVT of such nodes is
comparatively higher than not-affected and adjacent nodes; node A may identify the
actual and dummy nodes. In such an approach, the single node calculates the CVT
between in it and other adjacent nodes. No special hardware setup is needed for
such implementation and also it’s quite feasible to launch; thought it not tracked the
exposed types of attacks, the main reason is that nodes created through exposed
types of attack.

2.4 N-axis Mapping Projection-Based Solution

N-Axis Mapping Projection of the wormhole (NAMP-VOW) is presented in [1] to
identify the DDoS wormhole attacks. This method is based on an important stand
that network with affected nodes must have some deviation to the original network.
We structured the model with all nodes by NAMP-VOW. Continuously it’s
restructured and designed further as per requirement. Previously wormhole can be
identified through differentiation in WSN. In our method, the single node assumes
the distance to its nearby nodes using the fetched data signal rate. At first, all nodes
send their location information to sink or Base Station only, which analyzed the
basic network structure depend on distance vector calculation method. Otherwise,
the original path fetched through the base station for all possible pair of sensor
nodes (with more energy and capacity level).

If any wormhole present, the recreated image of the WSN will show different
anomalies and identify security issues through projection the loopholes which
occurred through targeting. If no sign of wormholes, path architecture is touching
the baseline (Fig. 2b), any issues may consider as “tape” crossing both corners of
the area in the whole sole. A surface smoothing approach may be adopted over a
distance measurement technique. NAMP-VOW [9] then identify the loopholes in
wormhole attacks.
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2.5 Radio Fingerprinting Approach

In [3] Researchers elaborate that hardware reconfiguring can be easily happened on
wireless points devices, like Chipcon 1000, 433 MHz gain values through all
identification values are covered. By this researchers just fetched this wave signals
and its applicability in the sensor network. Lots of issues are always open to world
forum, to design some good fingerprints to the importance of hazard and dimension
by fingerprinting methods in details.

3 Proposed System Model

This chapter focuses on the Out-Band as well as In-Band modes of a wormhole
security attack. Some detailed discussion of these modes of attack is carried out.
Finally, a planning and implementation of modeling also preventing approach for
In-Band wormhole is presented. The designed model has a direct impact on
In-Band wormholes, and also has logical confidence by prevention, through net-
work relay, flow, and delay methods. In this proposed methodologies three main
fields were identified, namely flow gathering by sensors, time delay recording
scheme by inaccurate issues, and proper prevention approaches established in the
sensor communication.

3.1 Out-Band Approach to Wormhole Designing

Out-Band wormhole designing, [10] any attacker creates a less-density path
(wormhole path) via two endpoints node on the coverage area. Sometimes it’s
created through wire connection which isn’t accessible to sensor nodes, or by any

Fig. 2 Graphical representation of wormhole in WSN. a Security breaches via sensor B–C.
b WSN without any wormhole
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extensive potency free air devices. When the attacker creates gain over the sensor
networks for maximum packets transferring through the wormhole-based path, an
attacker can distract and delay the process by wormhole nodes. For outbound
wormhole creation, there is no need of any compromise node or hacking attack by
an attacker.

3.2 In-Band Approach to Wormhole Designing

Like the In-Band wormhole design process, [10] an attacker targets end members in
edge points on the area and wrongly creates a channel via latency, this path may be
created by communication or routing paths. Likely in out of the bound process, this

Fig. 3 Briefing of various tunneling. a An Out-Band wormhole network, the attacker constructs a
low magnitude link between to nodes with high flexibility, such as any directional devices or
another medium. b Case of in-band wormhole attack, the hacker hacked the sensor network
members in other areas and presents a wrong single-flow path by two targeted member nodes. The
path truly manages a link through untracked member points
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types of the situation flow high amount of data packets between nodes. Next
attacker selects a path, containing valid and affected nodes, between the end nodes
which create wormhole loops. In-band attack, the attacker must require two affected
sensor nodes but not required any requirements of advanced devices (Fig. 3).

3.3 In-Band Wormhole Mitigation Methods

Inbound wormhole attacks adding with affected nodes and security techniques,
protection against the outbound wormhole is not feasible in case of In-Band
security attacks. In case of In-band challenges, creates long delays in comprise to
Out-Band wormhole path. This thing depends on the multiple flow communication
protocols to send the data. Through the mathematical process, sensor nodes
sometimes find one channel paths through unexpected losses in data rate and/or
packet-loss relays, which are identified as wormhole paths and discarded.

3.4 Detection Technique and Effects

This approach mainly depends on two popular parameters such as the rate of data
and delay time, when a data packet passes through a link. The main motto is to
launch a recovery system to launch from such types of situations. The main target
of the attacker is to focus on wormhole attack and try to fetch these in on track. The
data packets are experiencing the network delay when passed through the affected
wormhole, which is proportional to the actual nos. of nodes in the affected zone.
The tracking of affected wormhole is quite depended on the probability that if a
transmission channels unnecessary gather delay in the data rate and maximum flows
maybe it is identified as a wormhole, because the packet delay is quite more than
the actuals. Even some path have high network relay rate compare to others, date
delivery between such links are absorbed as considered its edge nodes as comprise
points, i.e., the points are not tracked. The Distributed Denial of Service [11]
pushed because of lots of wormhole are identified in the region is shown in Fig. 4
shows how communication results stopped when there is unexpected data
increasing in the communication channel.

Initially, the magnitude [12] of the network transmission is quite higher at the
early phase of wormhole, but in later for maximum energy catching due to relay
thoroughly effect in magnitude level.

As we applying the proposed mitigation and detection approach it is clearly
understood from Fig. 5 that a stable network response recorded, the networks total
outcome (from Fig. 4) are passed through a managed network system that protects
the WSN from several attacks and outside activities.
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4 Simulation Results

As we checked in this proposed method, simulation works have been performed in
MATLAB tools. Accrued values by Figs. 4 and 5 show the whole impact of
wormhole issues [13] on area performance whatever mitigation concepts applied or
not applied, both.

Easily it can be checked from Fig. 3 that the network shows fluctuating behavior
when passed through an infected wormhole. The overall WSN data transmission
takes place with broad magnitudes standards in the initial stages and then sensor
network evenly starts to disjunction due to unavailability of resources or energies.
Figure 5 indicates how an actual transmission pattern is gathered after adding the
elaborated preventing approach on the wormhole attacked WSN.

5 Conclusion and Future Work

So, this briefed and presented topic, the researcher focused the actual implication of
security attack in the wireless-based sensor network, in proposed method an
attacker creates a path among two different regions, maybe using a side channel, or

Fig. 4 Presenting an
interruption in data rate due to
wormhole

Fig. 5 Presenting the
rectified data rate level after
applying the recovering
method
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by focusing the sensor points, such as In-Band wormhole cases. Through depend on
the wormhole channel, the attacker may be avoiding the time issues in compare to
real-time data system values, by drop down some unassessed message in a com-
prised path. Through a briefer note, a genuine and user run framework for modeling
and detect all attacks in a sensor network. Under the mentioned approach, trans-
mission flow in a data network, and some relay gathered in focus, and prevention
algorithm is striated, interconnected passive dynamical systems. In case of In-Band
wormhole, some logical functions used to measure actual relay by the wormhole
path or tunnel considered a mathematical logic for comprised sensor nodes. In the
broad view, we verified that the In-Band wormhole causes large disturbances in the
physical system by replaying packets, unnecessarily consuming the energy of
nodes. Our simulation achieved as the network defense consider that unique flow of
flow holding among nodes, no importance of wormhole.

Future work is planned on detecting other types of wormhole related attacks and
presenting preventive and defensive methods to prevent such attacks and also try to
design an easy detention scheme also. To prevent different DDoS attacks or issues
via practical happening within the sensor communication network. In this way, it
represents a broad and multiple-layer-based problems of current loopholes and
monitors its applying and proper protocol choosing moreover the present scope
with more challenging issues in the digital world.
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Brain Mapping of Topological
Images Using reBUT

Priyanka Srivastava and K. S. Patnaik

1 Introduction

Earlier research on the basic science of sensation examines different types of
information the brain receives from the external world. To elucidate its classical
view, various theories and concepts exist. They work on the concept that the retinal
receptors are sensitive to simple signals which are related to the external world. The
messages from those signals are then transferred to the primary visual cortex of the
brain, where specific traits of vision such as form, motion, and color are isolated in
multiple parallel paths and their associative areas are characterized as “unimodal,”
because they are influenced by a sole sensory modality. The messages from uni-
modal are then sent to another area known as “multisensory neurons or hetero-
modal,” which contains more than one sensory modality (auditory, somatosensory,
visual, and many more). This classical approach implies hierarchical processing of
information where low-level inputs are transformed into various representations and
multisensory integration occurs at multiple processing cortical stages [1].

Latest developments in human neurosciences relay the conceptual states of the
brain with its physical states. Multisensory neurons accept responses from
numerous senses modalities (independent sources of information called “cues”) and
combine that information to process complex brain activities, such as object cate-
gorization. Neurons involved in multisensory integration determine itself to treat
stimuli as either integrated or independent events. Multisensory integration
increases by initial sensory capability, broad involvement with heteromodal cues
which requires cortical influences. Neurons of the brain apply the specifics of
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experience to novel incoming stimuli [2] based on heteromodal multisensory
principle [2]. Without the help of cortical activity, neurons become receptive to
several sensory modalities, but are unable to integrate different sensory inputs.

In such a multilayered framework, the Borsuk–Ulam theorem (BUT) from
topology comes into action. This theorem states that the two opposite points on a
sphere, when projected on a one-dimension lower circumference, provide a sole
point showing a matching description, i.e., two antipodal points that produce similar
signs.

Borsuk–Ulam Theorem, developed by K. Borsuk, is used for continuous map-
pings from an n-dimensional hypersphere Sn to a feature space that is an n-
dimensional Euclidean space Rn. According to BUT, every continuous map f : Sn !
Rn must classify a pair of antipodal points. Borsuk was the first person to associate
the geometric concept of antipodal shapes and mappings, and termed it as homo-
topies. BUT is useful for the assessment of brain activity and quantum
entanglement.

2 Examples

Figure 1a shows a simple sketch of BUT in which two antipodal points are denoted
by black circles. Figure 1b displays an example which reflects that a viewer is
noticing a guitar player from front. The ecological and exterior inputs from different
sensory modalities (as sound and sight) meet on a single set of multisensory neu-
rons in the cortical layers of observer’s brain.

Fig. 1 Overview of a Borsuk–Ulam Theorem and b overview of multisensory modalities
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The two antipodal points of Fig. 1a on an n-sphere can be redirected as Rn using
BUT. Besides the antipodal points, a broad-spectrum occurrence of either two
antipodal shapes, or functions, or signals also exists [3]. To gauge the probable use
of BUT in brain signal analysis, we consider the brain surface as an n-sphere and
the feature spaces for brain signals as finite Euclidean topological spaces. Brain
activity is characterized by different feature vectors, where a particular feature
vector x 2 Rn models the explanation of a brain signal. The BUT states that, for
description of f(x) of a brain signal x, we anticipate to find an antipodal feature
vector f(−x) which defines the brain signal from two opposite sides of the brain.
Thus, a pair of antipodal or opposite brain regions having matching descriptions
forms a particular brain signal.

In Fig. 2, the sets of vertices (P1, P1′), (P2, P2′), (P3, P3′), (P4, P4′), and (P5, P5′)
are antipodal points. Antipodal points are the endpoints of line segments which pass
through the center of a circle or a sphere and are opposite to each other [4]. The
antipode (P′) is the echo of the point P as it is drawn by joining the point P and
center of the circle.

Let us consider S1, a 1-sphere real line segment of a circle with radius r, in which
each point (x) on the segment corresponds to a real number, and it can be defined as

S1 ¼ fx 2 R: x2 ¼ r2; r 2 Rg ð1Þ

Similarly, a 2-sphere S2 can be defined as

S2 ¼ fðx; yÞ 2 R� R: x2 þ y2 ¼ r2; r 2 Rg ð2Þ

An n-sphere Sn with radius r (hypersphere) is denoted as

Sn ¼ fðx1; . . .; xnÞ 2 Rn: x21 þ � � � þ x2n ¼ r2g ð3Þ

Commonly BUT is a continuous map denoted as f ∶ Sn ! Rn. There exists a
point x 2 Sn � Rn+1 such that f(x) = f(−x). The point −x is the antipode of x.

Let us assume that X, Y are two topological spaces. Then the function or map f ∶
X ! Y on a set X to a set Y is defined as a subset X � Y, for each x 2 X there is a
unique y 2 Y such that (x, y) 2 f(y = f(x)). The mapping f is distinct by a rule.

Fig. 2 Sample view of
antipodal points
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Each subimage of a digital image X is a sample of a region. Image regions A,
B � X have features such as connectedness, area, and diameter. Each region of the
image is having particular feature vector. For example, Phi(A) = (connectedA,
areaA, diameterA) is a feature vector that describes A and Phi(B) = (connectedB,
areaB, diameterB), as feature vector of B [5].

Pixels of a digital image are termed as points, and each point has a specified
location with varied features. The pixel features comprise cornerness, gradient
orientation, gradient magnitude in the horizontal and vertical directions, and edge
strength from vertical. All the pixel features are the base for feature vectors’
descriptions.

Figure 3 denotes two-point-based variations of the Borsuk–Ulam
Theorem correlated with topological space equipped with a descriptive proximity.

reBUT is a region-based extension form of BUT. Such regions can be spatially
far or descriptively near [4]. Assume that Re1 and Re2 as two regions of the brain
with matching activity such as word recognition. It has been observed that the same
word motivates the regions of the left (Re1) and right (Re2) hemispheres of the
brain. This implies an instantiation of the reBUT model of cortical activity.

A concept of the inferior prefrontal cortex (IPFC) areas of the left and right
hemispheres of the brain is presented in Fig. 4a, b, respectively. Region 10 of left
hemisphere and region 9 of right hemisphere are there for visual, physical, and
numeric conceptions for cortical action of the brain.

Fig. 3 2S2 ! R2

Fig. 4 a Left hemisphere and b right hemisphere
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The hemispheres of the brain are represented by a 3-sphere S3 and let f ∶
2S3 ! 2Rk, for k = 1, 2, 3 and the cortical regions Re1, Re2 2 2S3, have two
features (tactile and numeric selectivity) with equivalent brain signal values that are
real numbers.

Figure 5 shows the following three cases.

Case 1: f: 2S3 ! 2R1 defined by f(Re1) = f(Re2) 2 2R1, defined by
f ðRe1Þ ¼ ;ðRe1Þ 2 R1: Re1 2 2S3

� �
, such that

;ðR1Þ ¼ ;ðR2Þ = cortical signal for visual or tactile or numeric
selectivity.

Case 2: f: 2S3 ! 2R2 defined by f(Re1) = f(Re2) 2 2R2, defined by
f ðRe1Þ ¼ ;ðRe1Þ 2 R2:Re1 2 2S3

� �
, such that

;ðR1Þ ¼ ;ðR2Þ = cortical signal for visual/tactile or tactile or numeric/
tactile selectivity.

Case 3: f: 2S3 ! 2R3 defined by f(Re1) = f(Re2) 2 2R3, defined by
f ðRe1Þ ¼ ;ðRe1Þ 2 R3: Re1 2 2S3

� �
, such that

;ðR1Þ ¼ ;ðR2Þ = cortical signal for visual, tactile and numeric
selectivity.

For every cases, let f(Re1) be a set of signals of the brain allied with the selection
of a visual or tangible or numeric concept. In Fig. 4a, b, the region 10 in IPFC of
the left hemisphere and region 9 (indicated by Re2) of the right hemisphere would
be mapped to the same region of the feature space in R1, i.e., f(Re1) = f(Re2).
Figure 5 denotes the mapping on 2S3 into 2R1. Likewise, the brain mapping is done
as 2S3 into 2R2 and the mapping on 2S3 into 2R3 respectively in three different parts.

Fig. 5 Antipodal cortical regions with matching descriptions
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3 Conclusions

BUT and reBUT provide a uniform computational experiments on multisensory
neuron features to study the projections of multisensory integration from real to
abstract phase.
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Iterative Decoding of LDPC-RS-Coded
Multiple Description Image

Saikat Majumder, Shrish Verma and Bibhudendra Acharya

1 Introduction

A new paradigm of terrestrial broadcasting has been envisioned in [1]. The
objective of this research is efficient use of radio frequency spectrum in order to
eliminate TV white space and avoid interference from unlicensed devices [2–4].
Such a system is envisioned to be resistant to co-channel interference and robust to
multipath distortion. In [1], the authors proposed a 1/4 rate LDPC code for DVB
system to obtain negative SNR threshold. Product codes consist of two or more
component codes interconnected with random interleavers and offer a powerful
error correction method substituting schemes where a large block length is required
for correcting mixed types of errors. A hybrid iterative decoding scheme, consisting
of both soft and hard decision decoding, was proposed for low-density parity
check-Reed–Solomon (LDPC-RS) product code in [5] for cloud transmission
system. In [2], authors proposed another two-dimensional (2-D) code based on
LDPC and RS code for cloud transmission. Next, we highlight other significant
works in the area of image transmission using product codes. We are specifically
interested in FEC-based multiple description coding (MDC) which utilize such 2-D
product code structure.

To improve performance against deep fades, FEC-based MDC has been con-
sidered as a smart scheme for multimedia communication over wireless channel
[6–12]. MDC enables generation of descriptions from a single source such that each
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description can be decoded to reconstruct the source, but with reconstruction
fidelity less than if all the descriptions were available. When certain minimum
numbers of descriptions are available at the receiver, the descriptions can be
combined to enhance the quality of reconstructed source. Because of independent
decoding capability of descriptions in MDC, the loss of some of the descriptions
does not hamper the decoding of other correctly received descriptions.

Orthogonal frequency division multiplexing (OFDM) has been applied to many
applications in the field of telecommunication systems for its ability to combat
inter-symbol interference over frequency selective fading channel, compared to
single carrier communication. OFDM-based transmission of progressive image
using space–time block code was proposed in [13]. A 2-D channel coding scheme
for image transmission using OFDM which employ time and frequency diversities
simultaneously was proposed in [7, 14]. A hard-decision iterative decoding algo-
rithm for FEC-based MDC (based on RS and convolutional code) transmitted over
OFDM channel was proposed in [8]. In this scheme, correctly decoded symbols
obtained from RS codewords are utilized to improve the decoding performance of
the Viterbi algorithm at the next iteration of decoding. The performance of the
algorithm was evaluated over OFDM system demonstrating significantly improved
performance over other schemes employing product code structures. A different
approach to iterative decoding of FEC-based multiple description codes was pro-
posed in [10], where component decoders exchange soft extrinsic information
between RS decoder and convolutional decoder. This is different from the existing
schemes where hard decoding is performed on the output of the inner channel code
and applied to the outer RS decoder.

In this paper, we propose a scheme for iterative decoding of LDPC-RS-based
MDC for transmission of progressively coded image. For this purpose, LDPC-RS
product code proposed in cloud transmission literature [1–5] is applied. The pro-
posed algorithm takes advantage of correctly decoded codeword output of RS
decoder to augment the error correction ability of the LDPC decoder at the next
iteration of sum–product algorithm (SPA). The algorithm works by selectively
modifying the log-likelihood ratios of the identified reliable bits. We show that the
proposed iterative LDPC-RS product code-based progressive image transmission
scheme performs significantly better than baseline LDPC-RS coding scheme
without iterative decoding. We also compare the proposed system to a similar
iterative design for transmission of progressive image using RSCC-RS product
code in [8] and demonstrate improvement in performance.

Rest of the paper is organized as follows. In Sect. 2, we describe the prelimi-
naries of FEC-based multiple description coding and explain the encoder structure
in the proposed system which uses LDPC-RS product code. In Sect. 3, we present
the system model and proposed decoding scheme. The simulation results are pre-
sented in Sect. 4. Finally, conclusion is presented in Sect. 5.
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2 Encoding in LDPC-RS-Based MDC

We briefly describe the proposed encoding scheme for FEC-based MDC where RS
code act as FEC code and LDPC code as channel code. An (n, k) RS code is a
maximum distance separable (MDS) code, if dmin ¼ n� kþ 1, where dmin is
referred as minimum distance of the code. An (n, k) MDS code is a construction
where k information bits or symbols are encoded into n channel bits or symbols and
reception of any n� dmin þ 1 of the n symbols allows k information symbols to be
recovered. RS codes are typically decoded by Berlekamp–Massey (BM) algorithm
[15]. In RS code, each symbol is of m bits and source symbols for RS code are
formed by grouping m bits into a symbol. Let S ¼ S1; S2; . . .½ �, where Si 2 GFð2mÞ,
be such a stream of symbols from a progressively coded source. It is possible to
reconstruct the source from the prefixes of S as symbol packets are received pro-
gressively. Presence of even a single error renders the subsequent symbols useless
and source reconstruction stops at that resolution. For example, if there is an error in
symbol i, source can be decoded using the preceding symbols S1; S2; . . .; Si�1½ � and
symbols subsequent to Si cannot be utilized in the process of decoding.

A FEC-based multiple description code is obtained by applying FECs of dif-
ferent code rates to different parts of symbol stream with the number of parity bits
or code strength depending on the relative importance of the information symbols
and producing n equally important descriptions. The realization of n-channel
FEC-based multiple description code using RS code is shown in Fig. 1. There are
p RS codewords (columns), each of length n but containing different number of
information symbols. Let the number of information symbols in codeword l be
denoted as kl, where l ¼ 1; . . .; p. The information symbols are provided with
unequal error protection using ðn; klÞ systematic RS codes, where 1� kl\n. Thus,
each RS code can correct up to n� kl erasures. Since in a progressively coded
bitstream, information symbols at the beginning of the stream S are more important
than the symbols appearing after them, error protection decreases for RS codewords
as k1 � k2 � . . .� kp. As shown in Fig. 1, first RS codeword l ¼ 1 consists of first
information symbol 1 and rest of the symbols being RS parity. For RS codeword at
l ¼ 2, information symbols are 2, 3 and the rest being parity symbols. Similarly, the
information symbols 4, 5 and parity symbols present in RS codeword are dis-
tributed among n different descriptions. Hence, conversion of progressive symbol
stream into multiple descriptions (rows) spreads the contiguous information sym-
bols across packets and any RS codeword l can be recovered completely if number
of lost descriptions (lost rows) is not more than n� kl. LDPC code is applied on
each description for transmission over wireless channel. Finally, MDC descriptions
are mapped to n subcarriers in the OFDM frame. At the receiver, after LDPC
decoding, descriptions are either decoded error-free or there is a decoding failure. In
case of failure, descriptions are declared as being ‘erased’. Thus, depending on the
quality of channel, decoding of some of the descriptions may fail. This will result in
decrease in quality of image or video and will depend on the probability of
receiving a description correctly.
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3 Proposed Methodology

The model of proposed system is shown in Fig. 2. In FEC-based MDC literature,
encoding process consists of RS codes along the column and convolutional code as
rows [11, 12]. Proposed application of LDPC code, instead of systematic convo-
lutional code, makes this coding scheme relevant to newer research in the field of
cloud transmission and terrestrial video broadcasting [2, 5]. We next describe the
proposed scheme in detail for the system model considered in this paper.

The encoder, as depicted in Fig. 2, consists of a progressive source encoder (e.g.
SPIHT) followed by RS encoder. The RS code-based multiple description encoder,
described in earlier section, generates n equally important descriptions c1; . . .; cn or
taken together as C ¼ c1; . . .; cn½ �T. Outer interleaver P1 is applied on each
description ci so as to distribute the bits in a symbol throughout a packet or
description. P1 is a bit-level interleaver in contrast to the symbol-level interleavers

Fig. 1 Construction of FEC-based MDC from a progressively coded source stream

Fig. 2 Encoding and iterative decoding of LDPC-RS-coded FEC-based MDC
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used in FEC-based multiple description coding literature. Each interleaved
description ðP1ðciÞÞ is then individually encoded with systematic LDPC code to get
xi, and the consolidated output is given as X ¼ x1; . . .; xn½ �T. Another bit-level
random inner interleaver P2 is applied on the LDPC codewords, row by row. P2 is
a bit-level random channel interleaver whose function is to distribute the effect of
fading throughout the packet. The encoded descriptions constitute a 2-D arrange-
ment of symbols as shown in Fig. 1, and at the last stage, symbols are OFDM
modulated and transmitted.

We next describe the proposed iterative decoding scheme depicted in the lower
part of Fig. 2. OFDM demodulator provides the bit reliabilities, which after dein-
terleaving with P�1

2 is applied to LDPC decoder. This input signal is modelled as
yi ¼ hixi þwi, where hi is the fading coefficient for combined channel consisting of
OFDM channel and interleaver, and wi is additive white Gaussian noise. Input to
LDPC decoder is LLR matrix LchðXÞ, where X ¼ x1; . . .; xn½ �T. LLR corresponding
to tth bit in row i of X is

Lchðxi;tÞ ¼ log
Pðxi;t ¼ 0jyiÞ
Pðxi;t ¼ 1jyiÞ

ð1Þ

for t ¼ 1; . . .;mp=R and R is the LDPC code rate. Standard log-SPA is used in this
paper for decoding of LDPC code. Given high computational complexity of SPA
decoder, mixed set of decoding technique shall be applied for LDPC code [5]. After
each step of SPA, if the results do not satisfy the parity constraints, parallel weighted
bit-flipping decoding (PWBF) [16] is applied on the a posteriori LLR obtained from
SPA. One step of SPA includes several iterations of SPA decoder. PWBF algorithm,
on the other hand, offers a transaction between decoding performance and compu-
tational complexity. PWBF allocates each bit in the hard-decision output vector with
a number indicating its reliability. Unreliable bits are then identified and flipped. If
the flipped hard-decision vector satisfies the parity check matrix, the algorithm stops;
otherwise, bit-flipping function is recalculated for each bit and bit-flipping process is
continued. Though SPA is the best performing decoder for LDPC code over con-
tinuous output channels, PWBF has the advantage of faster convergence. It has been
demonstrated in [16] that PWBF algorithm converges in about 5–10 iterations with
bit error rate performance close to that of standard sum–product algorithm. We next
explain the calculations associated with a SPA decoder.

Let L ¼ LchðxiÞ be the initial LLR required for decoding of ith LDPC codeword,
and H is the LDPC parity check matrix. Then, for each Hðs; tÞ ¼ 1, set
Lðt ! sÞ ¼ LðtÞ, where Lðt ! sÞ is the message sent from variable node t to check
node s. Outgoing message from check node s transmitted towards variable nodes is
computed as

Lðs ! tÞ ¼ 2 tanh�1
Y

t0¼NðsÞ�ftg
tanh

1
2
Lðt0 ! sÞ

� �0
@

1
A ð2Þ
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where NðsÞ are neighbouring variable nodes of s. Each variable node computes the
outgoing message Lðt ! sÞ as

Lðt ! sÞ ¼ LðtÞþ
X

s02NðtÞ�fsg
Lðs0 ! tÞ ð3Þ

where NðtÞ are neighbouring check nodes of t. For each variable nodes t 2 ½1; n�, a
posteriori LLR LpðtÞ is calculated as

LpðtÞ ¼ LðtÞþ
X
s2NðtÞ

Lðs ! tÞ ð4Þ

When hard decision is performed on a posteriori LLRs of the bits in ith
description, the estimate of bits of LDPC codeword in ith description is

x̂i;t ¼ 1; LpðtÞ\0
0; otherwise

�
ð5Þ

The decoded LDPC codeword bxi ¼ x̂i;1; x̂i;2; . . .; x̂i;pmnð1Þ=kð1Þ
h i

. If bxi satisfies the
parity check constraints, any further decoding for description i is halted; else,
PWBF is applied on a posteriori LLR LpðtÞ obtained from the previous SPA stage.
If PWBF succeeds in decoding, the hard-decision decoded codeword is saved as x̂i.

Irrespective of the correctness of the decoded description, the bits within each
description are deinterleaved by P�1

1 . As already mentioned, P1 is a bit-level
intradescription interleaver and has no contribution in improving the number of
correctly decoded descriptions. But in an iterative system like the one shown in Fig. 2,
the interleaver has special function in the subsequent iterations. Let c be the number of
correctly decoded RS codewords after one iteration of decoding. Because of unequal
error protection, the codewords with lower code rate (or more parity bits) are more
likely to be decoded correctly. Since error protection decreases for RS codewords as
k1 � k2 � � � � � kp, as shown in Fig. 1, there will be c contiguous correct symbols at
the beginning of each packet or description. This makes us sure of correctness of mc
bits in a LDPC codeword and can be utilized to improve the reliability of the
remaining mðp� cÞ bits in the description. In the subsequent iterations, mc reliable
information bits of LDPC code are spread using P1 and are utilized to modify the
channel LLR input to the SPA decoder. The iteration loop is run until all the code-
words are successfully decoded or maximum number of iterations is reached.

4 Simulation Results

Performance of the proposed iterative decoding scheme is evaluated in this section.
The images are encoded using SPIHT algorithm [17] to produce a progressively
coded bitstream. The bitstream is converted into a stream of GFð28Þ symbols by
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combining m ¼ 8 bits. The multiple description encoder uses ðn; kiÞ RS code,
where n ¼ 128 and the description length is 36 GFð28Þ symbols (i.e. p ¼ 36). Serial
data stream is converted into 128 parallel bitstreams using the FEC-based multiple
description encoder. Specifically, the algorithm for encoding was proposed in Mohr
et al. [6] which provide the values of ki for each RS codeword. Each packet is then
encoded with ð576; 288Þ LDPC code from IEEE 802.16e standard. The 128 parallel
streams QPSK modulated [2, 8] and are mapped to the OFDM system with 128
subcarriers. It is assumed that channel fading coefficients are known at the receiver.

To evaluate the advantage of iterative decoding, we compare the proposed decoder
also with a baseline system consisting of FEC-based multiple description decoder, but
with LDPC and RS code decoded in tandem (LDPC decoder does not receive any
feedback from RS decoder). Performance of the decoding method proposed in this
paper is also compared to a similar decoding method of FEC-based multiple
description coding in [8], which consists of soft-decision Viterbi decoder as inner
decoder and BM algorithm as outer decoder. In contrast to proposed scheme, which
uses inherent property of parity check matrix for detection of errors, [8] uses 32-bit
cyclic redundancy check (CRC) for detection of errors in descriptions. Thus in [8],
number of information symbols transmitted per inner codeword (convolutional code)
is 32 bytes, whereas remaining four bytes are dedicated for CRC. Because of this,
maximum PSNR achievable by scheme in [8] will be less compared to the proposed
scheme. In this paper, simulation results were obtained for transmission over AWGN,
Rayleigh fading channels and frequency selective fading channels.

In Figs. 3, 4 and 5, we show results of the simulations carried out on SPIHT-
coded Lena image. Standard 128� 128 Lena image is encoded to rate of 2 bpp and

Fig. 3 Comparison of PSNR performance as function of channel SNR for 128 � 128 Lena image
transmitted over AWGN channel
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Fig. 4 Performance comparison of the proposed scheme with two reference schemes for Lena
image transmitted over Rayleigh fading channel with fDTs ¼ 0:01

Fig. 5 Performance comparison of the proposed scheme with LDPC-RS tandem scheme for Lena
image transmitted over two COST 207 frequency selective channels

204 S. Majumder et al.



transmitted. The algorithm is run for maximum of Niter ¼ 5 number of iterations,
whereas each step of LDPC decoder consists of 25 SPA iterations. In the simula-
tions, peak signal-to-noise ratio (PSNR) is used as a measure of reconstruction
quality and is plotted against average received channel SNR. For each simulation
point, 300 trials have been performed in order to average statistical variations.

Figure 3 compares PSNR performance of the proposed scheme for transmission
over AWGN channel. With the proposed scheme, maximum PSNR of 34.4 dB is
obtained at channel SNR of −2 dB. In contrast to this, the tandem scheme achieves
this maximum at channel SNR of −1.25 dB. For AWGN channel, the reference
scheme achieves maximum PSNR of 32.84 dB at channel SNR of −0.6 dB. Thus,
the proposed scheme achieves maximum PSNR performance for 0.75 dB less
received power compared to tandem scheme and 1.4 dB less compared to the
reference scheme.

Next we present the simulations performed over Rayleigh fading channels.
Figure 4 compares the PSNR performance of the proposed scheme with tandem and
reference scheme with Rayleigh channel parameter fDTs ¼ 0:01. It is evident that
the proposed system outperforms both the reference schemes significantly in terms
of average PSNR performance. LDPC-RS iterative scheme achieves maximum
PSNR at channel SNR of 9 dB, which is 3 dB less compared to tandem scheme. In
this case, reference scheme reaches maximum PSNR of 32.84 dB at channel SNR
of 10 dB. The gap with respect to proposed LDPC-RS iterative scheme is now
1 dB. It can be observed that performance of reference scheme outperforms tandem
scheme for transmission over fading channel. This is in contrast to AWGN channel
where LDPC-RS tandem scheme performs significantly better compared to the
reference scheme.

In Fig. 5, results of simulations performed over frequency selective fading
channel are shown. For these simulations, we adopted 6-tap COST 207 channel
models [18] available in Matlab. Performance was tested on two specific COST 207
channels, namely typical rural area (RA or COST207RAx6) and typical urban (TU
or COST207TUx6). In case of RA model, the iterative scheme has advantage in
channel SNR of 4.5 dB in achieving maximum PSNR value compared to tandem
scheme. In case of TU also, iterative LDPC-RS scheme has advantage of 4.5 dB in
achieving maximum PSNR. Though both the scheme achieve maximum PSNR
values at the same channel SNR values, their performance are completely different
at low SNR region. Both the schemes perform poor in TU channel. This can be
attributed to the stronger multipath components in TU channel compared to RA.

5 Conclusion

In this article, a novel scheme to iteratively decode LDPC-RS-based multiple
description code transmitted over fading channel has been presented. The proposed
scheme employs RS codes to form multiple descriptions, and each description is
channel coded with LDPC code. At the receiver, a combination of SPA and
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weighted bit-flipping-based LDPC decoder is applied. The proposed decoding
scheme uses the successfully decoded bits in RS codeword to improve the decoding
performance of inner LDPC code. Successfully decoded LDPC codewords in turn
improve the decoding of RS code. Experimental results showed the superiority of
the proposed scheme in comparison with similar decoding schemes in the literature.
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Multi-objective Scheduling Model
for Reconfigurable Assembly Systems

Avinash Kumar, L. N. Pattanaik and Rajeev Agrawal

1 Introduction

Reconfigurable manufacturing systems are a current manufacturing archetype
where machine apparatuses, machine compartments or material handling compo-
nents can be combined, detached, altered or exchanged as needed to reply speedily
to the changeable requirements [1]. Such a completely reconfigurable system does
not until now exist [2], but it is the issue of dynamic investigation efforts. RAS is a
part of the whole manufacturing system, and it is for the assembly processes [3]. At
present, the research on the assembly line system is a significant issue at global
level as automobile industry is facing lively and changeable environments. RASs
are that type of assembly system which can swiftly change their capacity and
functionality within a product family in order to acclimatize the fluctuating and
uncertainty in the market demand [4]. RMS becomes one of the most effective
answers to handle the fluctuation in the order stream since they reply to changes by
offering adapted flexibility on demand by substantially reconfiguring the structure
of the system [5].

Assembly comprises all essential assembly, sub-assembly processes, and appa-
ratus mandatory to bring collectively, organize, line up, turn, and fine-tune com-
ponents and constituents to produce the end product, physically append segments
and parts, ingredients, and apparatuses, such as riveting, screwing, stapling, nailing,
gluing, wrapping, intertwining, keying, fusing, soldering, sewing, welding.
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Assembly costs are stereotypically 26–51% of the overall cost of manufacturing.
The percentage of workers tangled in assembly operations ranges from 21 to 61%.
For an illustration of computer electronics manufacturing, 41–61% of total earnings
are paid to assembly workforces [6]. The collected processing value of the product
is consequently excessive compared to other manufacturing processes at preceding
phases [7]. Assembly systems encompassing many stations for assembling a pro-
duct are exploited in manufacturing virtually all types of robust goods, for example
automobile and office equipment and furniture. The part is secured by immobilizers
and transported on the fixed object through the assembly system.

RASs are those that can swiftly transform their capacity (numbers assembled)
and functionality (product type, within a product family) to familiarize to market-
place mandate. RAS should hold the features of customization, convertibility, and
scalability. Customization refers to scheming a scheme for accumulating a complete
part/product family. Convertibility means that it is likely to shift rapidly after the
assembly of a certain product to the assembly of diverse products in the product
family. Scalability means the facility to alter system output in a moderately short
period to both customer request and demand.

With the distinct model assembly line design, two significant parameters must be
enhanced: line arrangement and product sequence [8]. In an active manufacturing
atmosphere, these inconstant might necessarily to be reviewed whenever the pro-
duction state deviates to retain the line well organized and efficient. Though, regular
or thorough reconfiguration of the line might be expensive. Firms/industries might
choose not to re-configure their outlines, positions and run uneconomically. So far,
the unproductive assembly system can affect substantial operative worth. The
choice to retain or to modify the complete or portion of the line arrangement is a
dominant obstruction that has to be resolved after the line is planned. Hence, a RAS
is required to prevent the price of reconfiguration whereas sustain the line
effectively.

This paper aims to develop a model of a reconfigurable assembly system design
that is reconfigurable to pact with reconfiguring the cost and time as one of the
objectives.

The rest of this paper is systematized as given here. Section 2 of the paper
addressed about the relevant literature survey in the area of reconfigurable assembly
system. The proposed model of RAS is discussed in Sect. 3. Conclusion and ref-
erences are discussed in the last section.

2 Literature Survey

In this section, some of the applicable literature survey regarding reconfigurable
assembly system and line has been briefed. Numerous researcher points out that, to
become really marketable, RASs need to have appropriate reconfiguration time and
cost. By the arguments of Zhang et al. [9], the reconfiguration time is the period of
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time taken by system. Therefore, the reconfiguration time can be apprehended as a
cost (i.e. opportunity costs) since it touches the service level due to the fatalities
linked to the reconfiguration period.

Substantial work has been carried out in the field of modelling of RAS since the
beginning of this new paradigm. The major strategy of modelling the RAS is to
handle the fluctuating functionality and capacity demand over the forecasting cycle
consisting of multiple time horizons. In most of the optimization approaches, the
reconfiguration effort and assembly line balancing have been considered as an
objective.

Fianfeng et al. [10] recommended an information centred timed coloured
object-focused Petri net as an exhibiting technique for RAS and compared the
traditional flexible assembly systems with it. Ho [11] proposed a tactic designed for
reconfiguration of flexible assembly line systems through motion genetics. He
smears motion genes to answer the difficulties of reconfiguring flexible assembly
line systems to handle with ever-changing production prerequisite. Jain et al. [12]
gave a modelling and simulated performance investigation of reconfigurable
assembly line. The RAL model measured in his work has a set of inline movable
robots, which can move on a directed path to serve various workstations. Each
robot in the RAL can access and assist more than one workstation by moving to
their position while satisfying the accessibility constraints. Meng et al. [13] planned
an RAS, which comprises automobile line and assembly segments. This
self-analogous administrative configuration has many innovative characters, for
example capacity, flexibility, robustness, scalability, and so on. With CPM-PERT, a
scalability procedure is anticipated and a scheduling method is likewise accessible
to understand sturdiness of the assembly system. Bi et al. [3] presented a review on
the development of RAL. He suggested the needs and drivers in evolving RAS and
recognized both academic and real-world matters critical to the advance of RAS.
Hu et al. [14] reviewed the advanced research in the zones of assembly system
design, planning, and operations in the occurrence of product variety. Damayanti
and Toha [8] planned a prototype of a reconfigurable distinct archetypal assembly
line strategy in a lively manufacturing atmosphere. The archetypal is expressed in a
nonlinear numeral program writing construction that decreases entire price of
assembly line reconfiguration for several period.

Gyulai et al. [5] presented a simulation-based method that defines the borders
and components of an RAS conferring to historical order-streams. The proposed
method disconnected the low- and high-capacity products and product families
vigorously, by conveying to them the appropriate reconfigurable or devoted pro-
duction lines, respectively. Eguia et al. [15] proposed a procedure for designing and
sequencing product families in reconfigurable disassembly system (RDS). His
methodology is established in a two-phase approach, where products are first
assembled into families and then families are sequenced through the RDS, calcu-
lating the required machines and modules configuration for the respective family.
Gyulai et al. [16] introduced a novel method that supports the long-term choice to
reposition the assembly of a product with declining demand from a dedicated to a
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reconfigurable line, based on the calculated investment and operational costs.
Delorme et al. [17] proposed the use of multi-objective approaches in the field of
assembly line design.

Zulfiqar et al. [18] proposed the finding of RAS as a justification for operative
production ramp-up planning. Other core matters of production systems are auto-
mated and manual assembly elements in order to manage an operative and fast
production ramp-up to respond quickly to the niche market variations in the
demand cycles. Pattanaik and Jena [19] identified research problems in design and
operation of RAS. These research problems were the identification of product
family for RAS, design of integrated products, design of optimal configuration for
RAS, optimal design for assembly, identifying and enumerating design necessities,
use of proper recreation tool for RAS, identification of quality complications, etc.
Challenges and possibilities in each area of these issues are identified.

Yuan et al. [20] presented a multi-objective scheduling problem for RAS with
costs of assembly line renovation, production load equalization, and minimization
of the delayed workload as the three objective functions. A particle swarm opti-
mization metaheuristic was applied to discover the optimal solutions.

3 Proposed Model

3.1 Mathematical Formulation

A multi-objective optimization model is presented where the objectives are mini-
mizing the total reconfiguration cost and time of delivery schedule while mini-
mizing the work content imbalance.

Assumptions
Proposed model of reconfigurable assembly system is characterized by some
conditions as follows:

(1) The assembly line is unpaced diverse model assembly line.
(2) The assembly line is premeditated for some periods of t, where t = 1, 2, … T.
(3) Variety and volume of various products to be assembled can differ for every

period.
(4) Volume of products in each period is recognized at design phase and is

deterministic.
(5) Each product has a known and fixed process routing.
(6) The machining time includes the setup time and the reconfiguration time is

considered separately.
(7) Reconfiguration is performed only when the product type is to be changed.
(8) Reconfiguration time is primarily the sum of module change times.
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Based on the features and characteristics of a typical RAS as discussed in the
previous section, three objective functions are developed and formulated here. The
following notations and variables are used in the formulation of objective functions:

Notations and Variables
i Index of product type, i = 1, …, P
c Index of components, c = 1, 2, …, C
j Index of operation type, j = 1, 2, …, O
k Index of workstation, k = 1, 2, …, M
t Index of time periods, t = 1, 2, …, T
qi Demand quantity of product i
Sii′ Commonality index between products i and i′, 0 � Sii′ � 1
Sii0 Reconfiguration efficiency from product i to i′, 0 � Sii0 � 1
tci Assembly setup time for component c on product i
Tii′ Assembly reconfiguration/changeover time from product i to i′
Cii′ Number of common components between products i and i′
(TRC)t Total reconfiguration cost in period t
Di Time available (based on due date) for product i
Wi Work content of product i
Ni Number of components in product i
Ai Assembly station with index i
Pi Priority rank of product i based on delivery schedule
Ri Rank of product i in a schedule plan.

The first objective is related to the fact that RAS follows a product family-based
design where some commonality exists among the products. Further, the ease or
complexity of assembling operation for a particular component can vary from
product to product. Depending on these two aspects, the commonality among
products can be established. In industrial practice, it is relatively easier to chan-
geover the assembly setup and to assemble the components between two products
with higher commonality and vice-a-versa.

The first objective function also includes another measure of reconfiguration
efficiency in terms of the total time or cost associated with each changeover of
assembly system. Commonality index between products i and i′ is expressed as in (1).

Sii0 ¼ Cii0

minðNi;Ni0 Þ ; 0� Sii0 � 1 ð1Þ

Similarly, the assembly reconfiguration complexity between products i and i′ is
formulated as in (2).

Sii0 ¼
PNi0

c¼1 tci0 �
PNi

c¼1 tciPNi0
c¼1 tci0

; 0� Sii0 � 1 ð2Þ
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Using these two indices, the first objective (F1) is formulated as a minimization
function

ðTRCÞt /
XP

i¼1

XP

i0¼1

Sii0
Sii0

or ðTRCÞt ¼ a constant:
XP

i¼1

XP

i0¼1

Sii0
Sii0

In order to minimize ðTRCÞt; MinimizeF1 ¼
XP

i¼1

XP

i0¼1

Sii0
Sii0

ð3Þ

P is the number of product types to be assembled in the time period t.
The second objective function addresses the issue of fulfilling the delivery date

constraints for the products. Using the priority for each product based on their due
date information, an ideal sequence for assembly can be developed. Any other
sequence for assembling the products which violate the priority rankings is
expressed as a penalty function.

Minimize F2 ¼
XP

i¼1

Pi � Rij j ð4Þ

Based on their due date, products are scheduled ideally and rank Pi is assigned to
each product. Ri is the sequential rank of product ‘i’ as generated in a potential
solution for assembly sequence.

The third objective function of this model is balancing of assembly load over the
time period. Considering the volume of products and their assembly operation
times, work content for each product type is established. This objective is expressed
as a minimization function which is the sum of the difference between mean work
content of all the products and average of each pair of consecutive product in the
selected schedule.

Minimize
XK

i¼1

W � ðWi þWiþ 1Þ
2

����
���� ð5Þ

Further, the practical significance of this objective is that in the absence of an
equitable distribution of work contents caused due to product sequence, the delivery
schedule can also be affected owing to clustering of high work content products.

In order to solve this multi-objective optimization problem which is NP-hard
with conflicting objectives, a self-organizing migratory algorithm (SOMA) is
implemented. The three objective functions are numerically expressed as mini-
mization fitness values F1, F2 and F3. The Pareto optimal solutions are plotted in
3D space (Fig. 1) to represent the various optimum sequences of products for the
RAS.

The best solution can be selected from the set of Pareto optimal solutions by the
decision-maker based on any priority for the objective functions.
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4 Conclusion

RAS being a relatively newer topic of research needs more emphasis on operational
issues like scheduling of products to optimize various cost components. The
classical scheduling approaches cannot be applied to RAS owing to the difference
in their characteristics and features. In the present paper, the model of a reconfig-
urable assembly system for finding the optimal schedule plan is proposed by
optimizing three objective functions namely minimization of reconfiguration cost
and time, minimization of delay in delivery, and minimization of work content
imbalance over a time horizon. The optimum solutions are expressed as the
sequence of assembling the products in the product family. Mathematical objective
functions are developed and solved using a multi-objective self-organizing migra-
tory algorithm.
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An Economic Lot-Size Inventory Model
for Deteriorating Items
with Time-Sensitive Consumption
and Reduced Deterioration Rate

D. K. Singh, K. Prasad and S. Mahto

1 Introduction

Among all the classical inventory models, the researchers assumed the rate of
demand and deterioration to be static for the last half-century. All these models
implicitly dealing with more or less the same assumption that both the rate of
demand as well as deterioration are independent and no any external parameters are
influenced by the internal policy of any business organization. The decision as to
when and how much to order or to manufacture as well as how to control and
decide for maintenance of inventories, in case of deteriorating items, in order to
optimize the total average cost or profit related with the inventory, are of the most
important concerns of the management. We can reduce the deterioration rate sig-
nificantly in as much as possible by encouraging the efforts of investment in
preservation. Preservation techniques were already been used since the vanguard of
civilization and will remain so in future also due to rapid social changes and their
increased demand for quality resources corresponding to the tremendous population
growth. The importance of this model increases significantly for the situations
where the inventory deteriorates in their normal storage period. In broad sense, the
annihilation of original utility of an item with span of time refers to as deterioration.
In such condition, demand of customers is not fulfilled within their desired
constraints. Hence, the losses for such deterioration in an inventory are inevitable
and of great concerns.
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Generally, the demand rate is kept in view as static in most of the conventional
model related with inventory but it is not practically true as the demand is neither
known with certainty nor it is uniform. If there are slight fluctuations, the formula is
practically valid. But, if the fluctuation is considerable, the formula loses its
validity. In EOQ models, it is also assumed that the annual demand can be esti-
mated in advance, but annual demand cannot be simply estimated with accuracy
and in such cases again the formula loses its importance. Several EOQ models have
been formulated by different researchers in the past few decades and thus a
day-by-day growth is anticipated in electronic inventory data processing along with
advancement in scientific methods and techniques of inventory management.
Recently, You [1] proposed a model of inventory items in which consumption rate
is a function of price and time. Burwell et al. [2] formulated an economic lot-size
model for price-sensitive demand under quality and freight charge discounts.

It is believed that wastage of food items shows immorality, so in present era,
every large- or small-scale business organization facing highly increased market
competitiveness while the losses due to the deterioration of consumable items are
responsible for the significant reduction in profit. Ghare and Schrader [3] initially
applied the constant rate of deterioration in his model. Covert and Philip [4]
introduced a model assuming two-parameter Weibull distribution rate, and this was
further enhanced by Pal et al. [5]. Mishra [6] formulated an instantaneous deteri-
orating inventory model under time-dependent consumption rate with reduced
deterioration. Prasad and Mukherjee [7] have discussed the production inventory
model with production disruption and shortage. Lee and Dye [8] introduced a
preservation technique in an inventory model for deteriorating items under
stock-sensitive consumption rate with replacement policy. Parmar and Gothi [9]
investigated a deteriorating inventory model in which rate of deterioration follows
exponential distribution and demand is linked with time later, and they extended the
above deterministic model by using two- and three- parameter Weibull distributions
taking different decision variables. Benkherouf et al. [10] worked on a finite horizon
inventory model for two substitutable items with time-varying consumption rate.

This study proposes a deteriorating inventory model under quadratic rate of
consumption. We have used the concept of preservation technique to control the
rate of deterioration that results in significant reduction in total cost of the system.
An illustration of the model has been carried out with the help of numerical
problem, followed by conclusion and extension to further research.

2 Postulations and Documentations of the Model

The proposed model is formulated using the following postulations and
documentations:
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2.1 Postulations

1. A single type of item is assumed.
2. Lead time is taken as zero.
3. A finite inventory cycle is taken.
4. The demand function is considered as DðtÞ ¼ kt2; k is a non-negative constant.
5. The deterioration is assumed as constant and is controlled by preservation

techniques.
6. It is assumed that there is no replenishment for the deteriorated items.
7. In each cycle, the inventory is replenished at once only.

2.2 Documentations

DðtÞ Time quadratic demand rate.
Ch The storage cost per unit per unit time.
h The rate of deterioration.
Ch Deterioration cost per unit per unit time.
Cp Purchase cost per unit of item.
ATC Total cost per unit time.
M Ordering cost of inventory per order.
IðtÞ The inventory on-hand at time t.
Q Highest level of inventory.
r The reduction produced in the deterioration rate on applying preservation

techniques.
q The difference in the deterioration rates due to reduction in deterioration and

is given by q ¼ ðh� rÞ:
th The time when deterioration begins.
tc The length of one cycle time which is a decision variable.

3 Mathematical Model Formulation

With the above documentation and postulations, we derived the optimal ordering
cycle and order quantity such that the total average cost can be made as minimum
as tenable on applying the scientific techniques of preservation. The pictorial rep-
resentation of the inventory cycle is given in Fig. 1. In the present study, demand is
time-dependent and in each cycle inventory level depleted due to both demand and
deterioration. When replenishment occurred at t ¼ 0, the inventory level attains its
highest level Q which decrease during the interval 0; th½ � and finally at time tc the
inventory diminishes to zero level as shown in Fig. 1.
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With the above assumptions of the proposed model, the differential equations
describing the stock level IðtÞ at time t are governed by Eqs. (1) and (2) as follows:

dIðtÞ
dt

¼ �kt2; 0� t� th ð1Þ

dIðtÞ
dt

þ qIðtÞ ¼ �kt2; th � t� tc ð2Þ

With the boundary conditions, Ið0Þ ¼ Q and IðtcÞ ¼ 0. Applying the boundary
condition, Ið0Þ ¼ Q, the solution of Eq. (1) is given by

IðtÞ ¼ Q� kt3

3
; 0� t� th ð3Þ

Similarly, on solving Eq. (2) we get,

eqtIðtÞ ¼ �
Z

kt2eqtdtþ c; th � t� tc

IðtÞeqt ¼ � kt2eqt

q
þ 2kteqt

q2
� 2keqt

q3
þ c

ð4Þ

Now applying the boundary condition IðtcÞ ¼ 0,
we get, c ¼ kt2eq tc

q � 2ktceq tc
q2 þ 2keq tc

q3 , then from ‘Eq’ (4), we get

IðtÞeqt ¼ � kt2eqt

q
þ 2kteqt

q2
� 2keq t

q3
þ kt2eqtc

q
� 2ktceqtc

q2
þ 2keq tc

q3

IðtÞ ¼ k
q

t2c e
qðtc�tÞ � t2

� �
� 2k

q2
tce

qðtc�tÞ � t
� �

þ 2k
q3

eqðtc�tÞ � 1
� �

; th � t� tc

ð5Þ

In Eqs. (3) and (5), values of I(t) will be the same at t ¼ th, which means that

Fig. 1 Geometry of the
Problem
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Q� kt3h
3

¼ k
q

t2c e
qðtc�thÞ � t2h

� �
� 2k

q2
tce

qðtc�thÞ � th
� �

þ 2k
q3

eqðtc�thÞ � 1
� �

Hence,

Q ¼ kt3h
3

þ k
q

t2c e
qðtc�thÞ � t2h

� �
� 2k

q2
tce

qðtc�thÞ � th
� �

þ 2k
q3

eqðtc�thÞ � 1
� �

ð6Þ

Hence, the total cost is expressed as:

Total cost ðTCÞ ¼ Ordering cost ðOCÞþDeterioration cost ðDCÞ
þ Inventory holding cost ðHCÞþ Purchase cost ðPCÞ

(a) Let the ordering cost OC ¼ M
(b) The deterioration cost during the period ½th; tc� given by

DC ¼ ch Q� R tc
0 DðtÞdt� �

) DC ¼ ch Q� kt3c
3

� �
ð7Þ

(c) The inventory holding cost for the period ½0; tc� is given by

HC ¼
Zth
0

chIðtÞdtþ
Ztc
th

chIðtÞdt

Therefore, by using Eqs. (3) and (5) we get

HC ¼ ch Qth � kt4h
12

þ k
q

t2c
q

eqðtc�thÞ � 1
� �

þ t3h � t3c
3

� ��
� 2k

q2
tc
q

eqðtc�thÞ � 1
� �

þ t2h � t2c
2

� �

þ 2k
q3

1
q

eqðtc�thÞ � 1
� �

þ th � tc

� �	

ð8Þ

(d) The purchase cost is defined as PC ¼ CpQ

PC ¼ cp
kt3h
3

þ k
q

t2c e
qðtc�thÞ � t2h

� ��
� 2k

q2
tce

qðtc�thÞ � th
� �

þ 2k
q3

eqðtc�thÞ � 1
� �	 ð9Þ
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Hence, the total average cost for one complete cycle is expressed as:

ATC ¼ ðOCþDCþHCþ PCÞ=tc

ATC ¼ 1
tc

Mþ ch Q� kt3c
3

� �
þ ch

�
Qth � kt4h

12

�
þ k

q
t2c
q

eqðtc�thÞ � 1
� �

þ



t3h � t3c
3

�

� 2k
q2

tc
q

eqðtc�thÞ � 1
� �

þ t2h � t2c
2


 �

þ 2k
q3

1
q

eqðtc�thÞ � 1
� �

þ th � tc


 ��
þ cp

kt3h
3

þ k
q

t2ce
qðtc�thÞ � t2h

� ��

� 2k
q2

tce
qðtc�thÞ � th

� �
þ 2k
q3

eqðtc�thÞ � 1
� ��	

ð10Þ

Now, to compute the optimum value of tc and to minimize ATC, we are left to

find the value of tc for which @ATC
@tc

¼ 0, satisfying the condition @2ATC
@t2c

[ 0:

We illustrated the result for optimal solution of Eq. 10 using the codes of
“Mathematica software” with the help of following numerical example.

4 Numerical Example and Its Graphical Validation

We considered the numerical values of the parameters as follows:

M ¼ 30; k ¼ 1; h ¼ 0:7; ch ¼ 2; h ¼ 5:0; r ¼ 0:004; th ¼ 0:4; cp ¼ 5

We get, the optimal value of tc i:e t�c ¼ 1:2537 units, Q� ¼ 0:9711 and mini-
mized total average cost ðATCÞ� ¼ 31:6459 (Fig. 2).

0.0 0.5 1.0 1.5 2.0
tc

10

20

30

40

50

60

70
ATCFig. 2 Variation of total

average cost ATC against
time tc
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5 Summary and Conclusion

The present study has been made for deteriorating inventory model in which single
type of item is considered and deterioration rate of the inventory items considered
to be reducing during the decay period with the use of scientific preservation
techniques. A procedure of solution is derived to compute an optimal ordering
quantity and optimal cycle time to reduce the total relevant average cost of the
system. It is quite vivid from the graph that the minimum average cost is 31.6459
and the optimal cycle time tc is 1.2537 which validates our numerical result. There
are still rooms to extend this model in the context of some more realistic
assumptions, for example, allowing shortages or by taking any stochastic demand
rate.
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A Statistical Analysis on Climatic
Temperature Using Exponential
Moving Average

Saurav Bhaumik and Abhishek Mukherjee

1 Introduction

Science had tried to define the elements of nature with all sorts of effects and causes
from the earlier times. Temperature is one of them which we are going to deal in
this paper. As per the definition of temperature, it is the comparative study of
hotness and coldness of an object (in this case air) measured by thermometer in the
scale of degree with the unit as Fahrenheit or Celsius. Except some geophysical
reasons, greenhouse gases ejected by the peoples cause the climatic temperature to
increase. Since it has found that if the people continuously add greenhouse gases in
the atmosphere at the present rate, then the temperature will rise by 4–12 °F by
2100. This might be less up to 2–5 °F, if renewable resources instead of fossil fuels
are used. Heat waves start with the increase of temperature. So more the temper-
ature, more the heat waves which effects the people in the form of illnesses such as
heat cramp and heat stroke or even death. Increasing air temperature also affects
people and the environment such as the oceans, weather patterns, snow and ice, and
plants and animals. An analysis has shown in [1] that the increase in the minimum
monthly temperatures in the Antarctic Peninsula is approximately 6.78 °C over
53 years (1951–2003). This fluctuation of temperature in climate is very unpre-
dictable and unstable. So in our paper, we are going to analyse the temperature data
of a certain period of time to predict its nature.

To succeed in this mission, a theoretical approach has been sketched in this
paper. Theory of exponential moving average in the Sect. 3.1 is been used to
analyse the temperature with respect to the time series, in the pattern of Fibonacci
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sequence discussed in the Sect. 3.2. To prove the effectiveness of this theoretical
approach to a certain extent, the time series data of temperature is been collected
over Kolkata in the year 2016 in a pattern of Fibonacci sequence and then the
strategy of exponential moving average is applied on that collected data, which will
prove that the exponential moving average (EMA) can not only be applicable to the
stock market evaluation prediction but can also be applicable to analyse the dog-
matic nature of one of the natural properties, i.e. temperature.

2 Problem Definition

From the prospect of problem definition, let us define the analysis of upcoming
temperature in the form that prediction of climatic temperature by the application of
exponential moving average algorithm and time series analysis in the pattern of
Fibonacci on the collected temperature data from www.accuweather.com over a
certain specified area and for a short while of time.

3 Proposed Method

3.1 Exponential Moving Average

Exponential moving average (EMA) is also known as weighted exponential
moving average (WEMA). After the theory of exponential moving average
(EMA) has been proved to be very efficient for the prediction of stock market
evaluation, it is one of the goals to prove the same theory to be effective and
efficient for the analysis of climatic temperature behaviour. Exponential moving
average is been defined as a type of average where it reduces the lag caused by the
simple moving average, by applying more weight to the recent data [2]. The
calculation of EMA consists of three steps:

a. Calculate the simple moving average which is the sum of the data of a specified
period by that specified period.

b. Then, calculate the multiplier, which is calculated as 2 divided by that specified
period plus 1.

c. Then, calculate the EMA by

EMA ¼ a � Yt þ 1� að Þ � St�1 ð1Þ

where S1 = Y1 and for t > 1.
The coefficient a is the multiplier whose value is always between 0 and 1. Yt is

the data at the time period t. St is the data of the EMA at any time period t. EMA
algorithm is vastly used in the field of stock market.
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3.2 Fibonacci Sequence

Fibonacci sequence/series is one of the greatest achievements in the field of
mathematics, which is invented during twelfth and thirteenth centuries by Leonardo
(born: c1170AD), a great mathematician of Pisa who was named Fibonacci after his
father name Gugliemo Bonaccio. In this sequence, each term is the sum of the
previous two terms. The sequence is as follows:

1; 1; 2; 3; 5; 8; 13; 21. . .

The modern mathematics had extended the Fibonacci sequence terms by adding
one zero at the initial position. Its sequence is in the following form:

0; 1; 1; 2; 3; 5; 8; 13; 21. . .

After a long research, some of the scientist through their research work had tried
to prove that Fibonacci sequence was very close to the events of nature. That is the
sequence that had been found among the arrangement of leaf in plants, the pattern
of florets of a flower, the bracts of a pine core or the scales of a pineapple and even
in the shell of the chambered Nautilus [3, 4]. This fact has enthusiast us to consider
the time series interval in the Fibonacci sequence.

4 The Methodology

In analysing temperature, each day temperature data for eleven months of Kolkata,
India, is measured. The high temperature and low temperature of each day are
analysed using exponential moving average method. In this process, each day is
considered as one unit and exponential moving average is calculated for both high
and low temperatures of the day. To calculate the smoothing factor, Fibonacci
numbers are chosen as time intervals.

We followed the following algorithm:

a. Inputs: Temperature data (T)
b. Step 1: Choose time interval “N”, which is a Fibonacci number.
c. Step 2: Calculate a = 2/(1 + N)
d. Step 3: For time interval 1 to N, calculate simple moving average,

S = (T1 + T2 + T3 + ��� + TN)/N
e. Step 4: For time interval N + 1, calculate exponential moving average

EN+1 = a * TN+1 + (1 − a) * S.
f. Step 5: For time interval N + 2 to T, calculate exponential moving average

Ei = a * Ti + (1 − a) * Ei − 1, where N + 2 � i � T
g. Step 6: Continue step 1–5 for another time interval.
h. Step 7: Exit
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After calculating exponential moving average for all inputs, we can generate a
graph for all the input data and their corresponding EMA to continue the analysing
process.

5 Result and Discussion

In the process of analysing the climatic temperature over a selected area of India,
i.e. Kolkata from 1 January 2016 to 31 December 2016, a continuous sequence of
temperature data is been collected on a daily basis over a period of 12 months from
www.accuweather.com. Everyday’s maximum temperature and minimum temper-
ature are been recorded and being used at the time of temperature analysis by the
exponential moving average method. Each day is considered as one unit. On the
basis of each unit, EMA is calculated for both maximum and minimum tempera-
tures. To calculate the smoothing factor or the multiplier (a), three numbers are
being chosen among the Fibonacci sequence as a time intervals

a ¼ 2=ð1þNÞ; where N is the interval and N ¼ 5; 8; 13ð Þ:

The temperature analysis process consists of three EMAs which are calculated at
an interval of 5, 8 and 13 days.

Following graph is plotted by measuring high and low-temperature details from
1 January 2016 to 31 December 2016 of Kolkata, India, by considering the number
of days as x-axis and the degree of temperature as y-axis.

In this graph, the “EMALow1” and “EMAHigh1” are calculated with N = 5,
“EMALow2” and “EMAHigh2” are plotted with N = 8, and the “EMALow3” and
“EMAHigh3” are plotted with N = 13, i.e. the time interval of 5, 8 and 13 days. In
Fig. 1, the original low- and high-temperature data (TEMPLow and TEMPHigh) is
measured throughout the year which is fluctuating over the lines of “EMALow” and
“EMAHigh”, respectively. According to the theory of exponential moving average,
when the original line of “TEMPHigh” or “TEMPLow” remains above its “EMAHigh”
line or “EMALow” line, the tendency of increasing in temperature will be high and
when it remains below the EMA lines, the tendency changes. In Fig. 1, we have
plotted three EMA values with respect to a temperature data, which makes the
analysing process more prominent. Now, if we analyse only the low-temperature
data in respect to the “EMALow1”, “EMALow2” and “EMALow3”, we observe that
when the “TEMPLow” line always remains close to the “EMALow1” line, rise and
fall of the low temperature are very much close to it. When “TEMPLow” line crosses
the “EMALow1” line in any directions, there is a rise or fall in the temperature but
that was not clear with one “EMALow” line. To analyse the low-temperature data
more sharply, we use other two “EMALow” lines. When the low line in the graph
crosses the “EMALow2”, the tendencies of rise or fall become more than
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“EMALow1”. In case of “EMALow3”, whenever the original “TEMPLow” line tends
to cross the “EMALow3” line, the tendency of rise or fall will be more than other two
EMA lines. Now, if we observe the “TEMPHigh” data line, it also moves like the
way “TEMPLow” data line moves, according to its EMA lines. So, the tendency of
rise and fall of “TEMPHigh” is also same as that of the “TEMPLow”.

In the graphical representation of low temperature, high temperature and the
EMAs, if we notice the 121st to 145th day’s fluctuation, it is clearly understood that
the EMAs can be used to analyse the temperature data. On 121st day in the graph,
the “TEMPHigh” line crossed all the three “EMAHigh” lines in an upward direction,
so the chances of increase in temperature remain high until it cuts “EMAHigh1” in a
downward direction. Now, again when it crosses the “EMAHigh1” line downwardly,
the tendency of temperature drop increases. So, when it crosses all the “EMAHigh”
lines, the tendency of drop in temperature becomes clear.

We have also applied EMA in every month’s temperature data which is shown in
Figs. 2, 3, 4, 5, 6 and 7.

But in this case, we have done some changes in the calculation of EMA. We
have calculated the EMA on 3 and 5 days of time interval, and we got a clear view
on temperature fluctuation over the EMA lines. In this paper, we have shown
graphical representation of six months temperature data with its respective EMA
and in Tables 1, 2, the EMA for both high and low temperature is calculated.

Fig. 1 EMA graph over Kolkata from 1 January 2016 to 30 November 2016
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Fig. 2 January 2016

Fig. 3 February 2016
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Fig. 4 March 2016

Fig. 5 April 2016
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Fig. 6 May 2016

Fig. 7 June 2016
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6 Conclusions

From the earlier days, the analysis of nature’s behaviour seems to be a great
challenge. Through this paper, we had tried to statistically analyse the probability of
the increase and decrease of one of the natural properties, i.e. temperature, with
respect to some specific area. In this theoretical model, exponential moving average
(EMA) and Fibonacci series are the tools we have with us to prove our approach to
be effective. After a long discussion on our graphically represented result, we come
to a conclusion that though exponential moving average is one of the efficient
mathematical calculations in the field of stock market exchange, still it can be
applicable in the field of atmospheric science. This approach can also be taken into
consideration to warn the human race from natural disasters that cause due to drastic
increase or decrease of climatic temperature. Our approach to find the probability of
rising and falling of climatic temperature was applicable to a certain extent, but fails
to find the exact or approximate range of temperature variation through the same
theoretical model.
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Determining All Possible Candidate
Keys for Relational Database Design

Kunal Kumar and Sachindra Kumar Azad

1 Introduction

Back-end programming language that enables us to insert, update and delete the
data from the tables of the relational database is referred as database management
system. Database management system is divided into different categories: small
database system executes on personal computers and large server database system
for huge storage of data executes on supercomputer or mainframe computers [1].
Relational database system is mainly developed to solve the problem that arises
during the file processing system [2]. Earlier, when we are conventionally operating
systems, the file processing system was proposed, and where the data is stored in
scattered fashion as single data that is stored in more than one file, which increased
the data redundancy problems. When data is stored in many places, it may also
increase the searching time and very difficult to update the particular entity [3].

Database is a collection of more than one table. In tables, data is stored in rows
known as tuple of the relation and column referred to the attribute(s) of the database
relation schema [4]. Cardinality of the table defined as the number of tuples in a
relation schema and degree of table represents the number of column in a relation
schema. Tuples in database tables always share common property to each other [5].
In file processing system, data is not atomic, i.e. every data is stored in more than
one place in a different file. In relational database, data in table should be atomic at
any cost. Database system also ensures that database relation may not hold attribute
having multi-value, composite attribute and set of almost identical type of value.
Before designing the database table, we should design the pictorial diagram of the
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table that is known as entity–relationship diagram. ER diagram always views the
real world as object and relationship shared between these objects [6]. ER diagram
represents the conceptual structure of the relational database. It is also assumed as
the requirement analysis phase of the database designing [7]. The client and the
database developer are communicating between the requirement analysis phases
and getting all necessary information from the end-user, and then database designer
designs the entity–relationship model. Relational database is always considered as
set of tuples. Tuples refer the row of database relation schema and the column of
database relation schema is known as attribute. Row of the table always has atomic
entry in the table [8]. The row of the table always shared the common property with
each other. To avoid the multiple entries of the row, the attribute of the table uses a
feature known as key attribute. An attribute which is set as the key attribute will
never contain the repeated value in the corresponding row [9]. Therefore, the
attribute should be determined during the requirement analysis phase. Each table is
a combination of attributes and tuples. Key is always defined as minimum set of
attributes that is used to uniquely differentiate the tuple from a table. If there is any
multi-valued dependency that is defined in the ER diagram, then database designer
who converts the ER diagram to table always make a separate table for multi-valued
attribute with foreign key attribute [10]. Key of the table is a combination of single
attribute or more than one attribute known as composite attribute. The superkey
always considered as the superset of the key and the minimal superkey known as
candidate of the table. Candidate key of the table is a collection of all possible
primary keys in it. It is up to the database designer who chooses the primary key
from the given set of candidate key [11]. On an attribute or set of attribute that is
able to form primary key of the table, rest of that remains in the candidate key
which is known as alternate key of the table. Determining the key of a relational
database table is a challenging work. Key of relation should be determined from the
functional dependency proposed by the database designer [12]. There are various
methods that are proposed by researcher to determine the key of a table. In this, we
are also proposed a method to determine the key of the table. Once we know the
key of the relation, it helps the database designer to reach the table at highest level
of normal form. Normalization is the concept in relational database for the stan-
dardization of the table. Normalization may contain single relation or more than one
relation. Sometimes, it is impossible to store all the information into a single table.
So the database designer decomposed the main table into small tables, and these
decomposed must be connected to each other with the help of foreign key [13].
Decomposition may be categorized into two types: lossless decomposition and
lossy decomposition. Decomposition is said to be lossless, if after joining the
decomposed tables, the original table should be formed without any redundancy. In
lossy decomposition after joining the decomposed table, if the original table is
formed, then it contains redundant tuple [14]. Decomposition should be lossless,
and functional dependency should be preserved in the decomposed table. When a
table is decomposed into different small tables, the information can retrieve using
the various join operations [15].
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Once a table reached the highest level of the normalization, multiple transaction
operations are submitted by the remote site to the server computer to access the
stored information at the same time. Consistency state should be maintained by the
database [16]. When more than one transaction is trying to access the database,
either each operation defined in the transaction should be executed in full or
nothing, it should not stop in the middle and produced the result. Secondly, when
more than one operation is accessed by the remote site at the same time, it should be
managed the concurrency control mechanisms [17]. The result of one transaction
cannot be seen by the other transaction till the compilation of the first transaction
operations. Once the transaction is complete, it should be durable; at the end of
every transaction operation, the commit command is executed. After the execution
of commit command, database is updated and new information is added to the table.
Transaction operations execute under one principle known as all or nothing [18].

2 Related Work

Relational data model was introduced by Edgar F. Codd, IBM in 1970. A relational
database has two-dimensional structure, i.e. it is divided into rows and columns,
where data is stored. Database management system is software that acts as a
gatekeeper for the database. The concept of functional dependency and the concept
of normal are also introduced by Codd. In 1977, Fagin extends the concept of
functional dependency to concept of multifunctional dependency. This concept
increases the conceptual design structure of the database [19]. This concept of
fourth normal form is based on the concept of multi-valued dependencies. In 2008,
Hongbo Li and Li Zhou have proposed the method for finding the all possible
candidate keys of the relational database. The set of functional dependency and the
canonical cover sets of functional dependency are used to construct the data
structure called MAC. The MAC is defined as algorithm to find out the entire
candidate key, and it is the fastest algorithm to compute the candidate key of the
relation [11, 20]. In year 2009, Zhang Yi-Shun has discussed a method to find set of
all candidate keys from given set of functional dependency using Karnaugh
map. The K-map is concept that is used to minimize the Boolean algebra expres-
sion. Zhang Yi-Shun used the concept of K-map to find all possible candidate keys
of the relation. Convert the set of functional dependency into counterpart one in
logical algebra and then on applying Karnaugh map all possible candidate keys can
be generated. The set of functional dependency is converted into sum of product
and connected to OR gate, and then filled the Karnaugh map by one where the sum
of product value is given in [12, 21]. Once the Karnaugh map cells are filled and
then find the minimum set of the input variables. Finding all possible candidate
keys of the relations is a fundamental and complex problem, but solving through
Karnaugh map in logic algebra, it can find all possible candidate key, solved simple
and complete. Warshall’s algorithm for finding the transitive closure of the graph
is procedure to find all paths from one node to another node directly or indirectly.
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In Warshall’s algorithm, the given graph is converted into adjacency matrix of the
graph and then applying the algorithm to find the all possible paths. Warshall’s
algorithm works when the path is directed from one node to other node, and the
graph should be not weighted graph. If there is a directed path from one node to
another node, then put one in the adjacency matrix column or if there is no directed
path from one node to another node, then put zero in the respected column. After
determining the matrix from the graph [22], if the value in row of the matrix and the
column of the matrix is one in Rðk � 1Þ, then the value remains same in
the respective row and column as RðkÞ [23]. If the value in row of the matrix and
the column of the matrix is zero in Rðk � 1Þ, the value is updated to one in the
respective row and column is RðkÞ. If and only if the values in the row of the matrix
and the column of the matrix and the values in the column of the matrix and the row
of the matrix are one in Rðk � 1Þ [24].

3 Proposed Model for Determining Key

The proposed methodology is used to find out the set of candidate key of any
relation of the database based on the given sets of the functional dependency.
Functional dependency of a relation shows the various dependencies of the attribute
among them; in the proposed method, we will use dependency directed graph
representation of the functional dependency and directed graph matrix representa-
tion of the directed graph.

A. Dependency Directed Graph Diagram

From the given semantics of the database, we generally get the functional
dependency. It is generally referred as the mapping between the two or more
attributes of the same relation in the database. Designing a dependency directed
graph, we should follow the following rules.

i. Node of the dependency directed graph contains the left-hand side part of the
functional dependency. Left-hand side part of the functional dependency
should be any number of attribute.

ii. Each node of the dependency directed graph must have self-loop edge because
functional dependency in left side has to be a subset of attribute and right side
has to be subset of attribute.

iii. Draw the edge from one node of the dependency directed graph to another
node according to the functional dependency given for the relation.

Example 1 A relation RðA;B;C;DÞ has given set of functional dependency AB !
C;C ! D and D ! AB.

Figure 1 is the dependency directed graph of the relation R.
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B. Dependency Directed Graph Matrix

After designing the dependency directed graph from the given set of the func-
tional dependency, now formed the dependency directed matrix with following
rules.

i. The matrix is the combinations of rows and column. In the dependency
directed matrix, the rows of the matrix represent the left-hand side part of the
functional dependency.

ii. The column of the dependency directed matrix represents the list of all attri-
butes of the database relation.

iii. After executing the above two steps, the number of row and column of the
matrix should be same. It is possible that the number of row of the matrix is
lesser than column. In their case, add dummy entry in row.

iv. If there is edge between two nodes or there is self-loop in the dependency
directed graph, put 1 in dependency directed matrix, and put 0 if there is no
path between two nodes.

A relation RðA;B;C;DÞ has given set of functional dependency AB ! C;C !
D and D ! AB, D(0) is a dependency directed matrix of Fig. 2.

B0 is the dummy entry in the row of the Matrix D(0). There is no functional
dependency which is defined for B.

C. Algorithm for Finding Key

The algorithm that we are going to implement is Warshall’s algorithm for
computing the transitive closure of the dependency directed matrix. Applying
Warshall’s algorithm on dependency directed matrix and select first row and first
column in D(0) matrix (Figs. 3, 4, 5 and 6).

AB C

D

Fig. 1 Dependency directed
graph for functional
dependency

AB

C

B’

D

A    B   C    D

⎥
⎥
⎥
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⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

D (0) =

Fig. 2 Dependency directed
matrix of the relation
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The operations on four rows and columns are completed using Warshall’s
algorithm, and the D(4) matrix shows that all possible paths from one node to all
other nodes. The final matrix D(4) shows that there is an indirect path form AB, C
and D to all other nodes in the dependency directed graph. It means that the through
AB, C and D node, we can reach all other nodes i.e. AB, C and D is set of all
candidate key through which we can find all other attribute of the relation.
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Fig. 3 After first iteration,
D(1) is formed
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Fig. 4 After second iteration,
D(2) is formed
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Fig. 5 After third iteration,
D(3) is formed
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Fig. 6 After fourth iteration,
D(4) is formed
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4 Conclusions

The algorithmic method in this paper is used to determine all possible candidate keys
on any database relation. The set of functional dependency that has complex attri-
butes or if there is no information about the attributes in the list of functional
dependency sets can be easily solved by this proposed method. Once generating the
dependency graph matrix of the functional dependency, after that it is very simple to
determine the candidate key on the computer. We used Java environment to realize.
The row of the matrix having all one indicates that there is path form this attribute to
all other attributes. It means from this particular attribute, we can reach all their
attributes. The candidate key attribute of the relation is an attribute or set of attributes
from which we can determine all other attributes of the relation. The row of the
matrix having all one is doing the same work. Therefore, we can consider a row of
the dependency matrix having all one as a candidate key of the database relation.
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PID Controller Tuning in Smith
Predictor Configuration for Stable
Processes with Large Time Delay
Using IMC Scheme

Md Nishat Anwar, Somnath Pan and Ashraf Raza

1 Introduction

The PID controller is having long history and is widely implemented in process
industry either in its basic form or with some modification. The problem arises
when the time delay of the process is significantly more in comparison with its
dominant time constant. In such cases, the closed-loop system performs poorly and
it is hard to control through traditional controller in simple control architecture [1,
2]. The Smith predictor control scheme [3] is effective and accepted for long
dead-time processes where the controller is designed with consideration of the
delay-free part of the process. The set-point performance of Smith predictor is good,
but load disturbance rejection is poor especially when the processes having very
slow dynamics [4, 5]. Astrom et al. [6] proposed a “modified Smith predictor
scheme with two degrees of freedom” to consider for both the set-point and the load
disturbance performances separately. Numerous modified Smith predictor schemes
have been proposed in the literature to achieve improved closed-loop performance
[7–11].

The internal model control (IMC) scheme [12, 13] is a simple, attractive and
powerful design method which offers only one tuning parameter to adjust the
tradeoff between the performance and the robustness of the system. An equivalent
unity negative feedback controller from the IMC scheme is obtained and further
converted into a PID controller by various methods [14–16].
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A modified Smith predictor scheme is proposed by Kaya in [17] to control the
processes with long dead time to achieve enhanced responses for set-point as well
as load disturbance. In [18], an automatic tuning method for PID controller through
IMC technique in Smith predictor configuration has been proposed. The method is
proposed for the first and second orders with dead-time processes and for
higher-order processes, and the method is applied after reducing the process into
low-order process.

An IMC scheme in the Smith predictor configuration is used in this paper to
design PID controller for large dead-time processes. The IMC controller is designed
by obtaining the IMC equivalent of the Smith predictor configuration which gives
the Smith predictor controller and is further simplified to PID controller by
approximate frequency response matching. The simulation of various examples
demonstrates the effectiveness of the method.

The remaining paper is organized as follows. “The design method is discussed in
Sect. 2 and simulation of various examples in Sect. 3.” Section 4 gives the con-
clusion for the proposed work.

2 The Design Method

The control scheme of Smith predictor is used to control the processes that are
having very large dead-time dynamics compared to their time constants. The Smith
predictor scheme is shown in Fig. 1, where, GP(s) is the plant, GC(s) is the con-
troller, l is the time delay of the process, r(t) is the input and y(t) is the output. F
(s) is used to improve the set-point performance. The process is considered as:

GPðsÞ ¼ gðsÞe�ls ð1Þ

where, g(s) is the part of the process free from delay. The model of the process is
considered as

GMðsÞ ¼ gmðsÞe�ls ð2Þ

Fig. 1 Control scheme of
Smith predictor

250 M. N. Anwar et al.



where, gm(s) is the process model delay-free part. The transfer function from r to
y may be obtained as:

Gr;y;smithðsÞ ¼ FðsÞGCðsÞGPðsÞ
1þGCðsÞ½gmðsÞþ gðsÞe�ls � gmðsÞe�ls� ð3Þ

For perfect modelling of the process, i.e., GM(s) = GP(s), the denominator of the
closed-loop transfer function (CLTF) in the Smith predictor scheme becomes free
of the delay term as shown below:

Gr;y;smithðsÞ ¼ GCðsÞGPðsÞ
1þGCðsÞgmðsÞ ¼

GCðsÞgmðsÞe�ls

1þGCðsÞgmðsÞ ð4Þ

The IMC scheme is shown in Fig. 2 where, Gimc(s) is the IMC controller,
GP(s) is the process and GM(s) is the model of the process. In case of perfect
modelling of the process, the IMC scheme becomes open loop. At this condition,
there is no stability problem for a stable process if the controller is stable and the
controller may be designed relatively easily for the stable open-loop system. The
disturbances or model mismatch can be taken care of by the feedback of the control
scheme.

The overall transfer function in the IMC scheme from r to y is given by

Gr;y;imcðsÞ ¼ GimcðsÞGPðsÞ
1þ ½GPðsÞ � GMðsÞ�GimcðsÞ ð5Þ

In case of perfect modelling of the process, the CLTF may be written as Eq. (6).

Gr;y;imcðsÞ ¼ GimcðsÞGPðsÞ ¼ GimcðsÞgmðsÞe�ls ð6Þ

According to the IMC scheme, GM(s) is splitted into two parts as:

GM sð Þ ¼ gþ
m sð Þg�m sð Þ ð7Þ

Fig. 2 IMC control scheme
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where, g�mðsÞ and gþ
m sð Þ are the invertible (i.e., left-hand side poles and zeros with

process gain) and non-invertible (non-minimum phase part including the time delay
term) parts, respectively.

The IMC controller is designed by choosing

Gimc sð Þ ¼ 1
g�m sð Þ f ðsÞ ¼

1
g�m sð Þðksþ 1Þn ð8Þ

and thus the CLTF becomes (at the condition of perfect modelling of the process):

Gr;y;imcðsÞ ¼ gþ
m sð Þ

ðksþ 1Þn

where, f ðsÞ ¼ 1
ðksþ 1Þn is a filter in the IMC scheme with two objectives: (i) to make

Gimc(s) proper and realizable by appropriate selection of the positive integer n; and
(ii) the system response is governed by the filter time constant k. Here, the only
tuning parameter k is tuned to adjust the speed of the response against the
robustness of the closed-loop performance.

Now, with block-algebra manipulation, the Smith predictor scheme in Fig. 1
may be rearranged as shown in Fig. 3. For the same input–output relationship, i.e.,
for Gr,y,smith(s) = Gr,y,imc(s). Fig. 3 is compared with Fig. 2 to give rise to the
relation that GC(s) along with the feedback element Gm(s) becomes equal to
Gimc(s).

Hence,

GimcðsÞ ¼ GCðsÞ
1þGCðsÞgmðsÞ or GCðsÞ ¼ GimcðsÞ

1� GimcðsÞgmðsÞ
¼ 1

g�m ðsÞðksþ 1Þn � gmðsÞ :

The order of GC(s) would be high and usually may not be preferred for practical
implementation. Hence, it is intended to convert the Smith controller GC(s) into a
PID controller GPID

C
ðsÞ of the following structure.

Fig. 3 Scheme of Smith
predictor in Fig. 1 is
rearranged
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GPID
C

ðsÞ ¼ KP þ KI

s
þKDs

where, “KP, KI and KD are the proportional, the integral and the derivative gains,
respectively.” For designing a PID controller from GC(s), the frequency response
matching method [19, 20] has been considered. Hence, the following expression
may be written:

GPID
C

ðsÞ��
s¼jx

ffi GCðsÞjs¼jx ð9Þ

where, the above expression (Eq. 9) is equivalent in terms of frequency response.
Equation (9) may also be written in terms of real and imaginary parts as:

GPID
CR

xð Þþ jGPID
CI

xð Þ ffi GCR xð Þþ jGCI xð Þ ð10Þ

where,

GPID
C

ðsÞ��
s¼jx

¼ GPID
CR

xð Þþ jGPID
CI

xð Þ

and GC sð Þjs¼jx¼ GCR xð Þþ jGCI xð Þ:
Here, GPID

CR
xð Þ;GPID

CI
xð Þ;GCR xð Þ and GCI xð Þ are all real functions of x.

Separating the real and the imaginary parts, Eq. (10) may be written as:

GPID
CR

xð Þ ffi GCR xð Þ
and; GPID

CI
xð Þ ffi GCI xð Þ ð11Þ

Expanding both the expressions of Eq. (11) by Taylor series expansion about
x = 0 and equating the initial N derivatives of the corresponding functions, the
following equations may be obtained.

dp

dxp
GPID

CR xð Þ� �����
x¼0

¼ dp

dxp
GCR xð Þ½ �

����
x¼0

ð12Þ

dp

dxp
GPID

CI xð Þ� �����
x¼0

¼ dp

dxp
GCI xð Þ½ �

����
x¼0

ð13Þ

where, where; p 2 ½0;N � 1�
Now, using the results of the divided difference calculus [21, 22], GPID

CR ðxÞ
approximately matches GCRðxÞ, if

GPID
CR xð Þ��

x¼xp
¼ GCR xð Þjx¼xp

; p 2 ½0;N � 1� ð14Þ
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and

GPID
CI xð Þ��

x¼xp
¼ GCI xð Þjx¼xp

; p 2 ½0;N � 1� ð15Þ

where xp are very small positive values near zero. From Eqs. (14) and (15) at least
two frequency points are needed for evaluating the three unknown parameter of the
PID controller. Therefore for frequency points x0 and x1 around x = 0, the fol-
lowing equation is obtained.

A�x ¼ �b ð16Þ

where,

A ¼
1 0 0
0 � 1

x0
x0

1 0 0
0 � 1

x1
x1

2
664

3
775; �x ¼ KP KI KD½ �T;

and, and, �b ¼ GCR x0ð Þ GCI x0ð Þ GCR x1ð Þ GCI x1ð Þ½ �T
The solution of Eq. (16) will give the parameters of the PID controller and thus

the PID controller is evaluated.

• Selection of low-frequency points

As from Eqs. (12) and (13), the matching of frequency response at x ! 0 will yield
better controller. In this regard, frequency points for matching have been selected
around 0.001 times of the bandwidth frequency. The effectiveness of the approx-
imation is shown in Fig. 4 by considering the process G1(s) and the close matching
of the Smith predictor controller GC(s) and the PID controller GPID

C
ðsÞ in the

low-frequency region is observed.
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• Selection of filter time constant k

The tuning parameter k in the proposed method is related to the performance and
the robustness of the system. A smaller value of k results in fast response with poor
robustness and vice versa. For analysing the effect of k on the robustness of the
system, an FOPDT model is considered as below:

GPðsÞ ¼ 1e�ls

ssþ 1
; s ¼ 1 ð17Þ

The value of k has been obtained for different time delay of the system l for a
fixed value of robustness level (Ms). Figure 5 shows the guideline for selection of k
for the FOPDT model for different Ms values where each curve is a plot of k/s
versus l/s ratios.

3 Simulation Results

The performance of the proposed method is illustrated through various examples
from the literature [18, 23] having dead-time dominant dynamics. The processes
considered along with the designed IMC controllers and the selected frequency
points for matching are shown in Table 1. The method has been compared with the
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Fig. 5 k guidelines for
FOPDT process

Table 1 Processes and IMC controllers

Process, GP(s) IMC controller, Gimc(s) Frequency points x0, x1

G1ðsÞ ¼ e�10s

ð17sþ 1Þð6sþ 1Þ [18]
ð17sþ 1Þð6sþ 1Þ

ð1:8sþ 1Þ2
0.003, 0.006

G2ðsÞ ¼ e�10s

ðsþ 1Þ2 [18]
ðsþ 1Þ2

ð2:4sþ 1Þ2
0.002, 0.004

G3ðsÞ ¼ e�20s

ð3sþ 1Þð2sþ 1Þðsþ 1Þð0:5sþ 1Þ [18]
ð3sþ 1Þð2sþ 1Þðsþ 1Þð0:5sþ 1Þ

ð1:19sþ 1Þ4
0.003, 0.006

G4ðsÞ ¼ e�8s

ð2sþ 1Þ3ðsþ 1Þ2 [23]
ð2sþ 1Þ3ðsþ 1Þ2
ð0:96sþ 1Þ5

0.004, 0.008
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well-known methods. The proposed method may be evaluated by considering the
following parameters:

• Maximum sensitivity (Ms): It is considered for the robustness of the control
system and is defined as: Ms ¼ max

0�x�1
1=1þCðjxÞGPðjxÞj j where, C(s) is the

controller in unity negative feedback configuration. In Smith predictor config-
uration, the Ms is evaluated from its unity negative feedback configuration
equivalent. Smaller Ms value in the range of 1.2–2.0 [24] is preferred.

• Integral absolute error (IAE): It is an indication of the performance measure of
the step-response and is given by:“IAE ¼ R1

0 eðtÞj jdt where, e(t) is the error
signal.”

• Total variation (TV): It is the measure of the manipulated variable u(t). “It is
defined as TV ¼ P1

i¼1 uiþ 1 � uij j” where, ui is the discretized manipulated
variable. Lower is the value of TV better is the smoothness of the controller
output [25].

A unit step input in both the set-point and the load disturbance is applied for
evaluation of the control system performance and also compared with some other
well-known methods. The PID parameters, the performance and the robustness
measures are listed in Table 2. The F(s) is considered for the improved set-point
response. The simulation results of processes G1 and G4 are shown in Figs. 6, 7, 8

Table 2 PID parameters and performance comparison

System Method KP KI KD Ms Set-point
response

Load
disturbance
response

IAE TV IAE TV

G1ðsÞ Proposeda 6.13 0.276 22.73 1.6 14.58 34.09 13.59 2.02

Kaya [18] 2.3 0.10 10.18 5.0 23.14 3.59 19.97 2.00

G2ðsÞ Proposed 0.1619 0.206 0.009 1.46 29.72 3.0 17.85 1.9

Kaya [18] 0.40 0.20 0.20 1.46 30.0 3.0 14.85 2.0

Benouarets and
Atherton [26]

0.47 0.453 0.11 23.15 24.80 3.21 12.34 2.06

G3ðsÞ Proposedb 0.98 0.20 0.86 1.60 25.87 2.3 24.78 2.02

Kaya [18] 0.527 0.0951 0.729 1.60 30.51 2.0 30.41 2.0

Benouarets and
Atherton [26]

1.873 0.35 2.51 2.17 24.66 4.26 22.85 2.06

G4ðsÞ Proposedc 1.25 0.21 2.35 1.60 16.24 2.27 15.50 2.02

Yang et al. [23] 0.63 0.065 1.74 1.95 18.70 1.71 15.51 1.24

Maclaurin-PID
[15]

0.58 0.065 1.59 1.84 18.69 1.52 15.58 1.13

aFðsÞ ¼ 1=ðsþ 1Þ
bFðsÞ ¼ 1=ðsþ 1Þ
cFðsÞ ¼ 1=ðsþ 1Þ
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and 9, and similar observations have been found for other examples also. It shows
that the proposed method gives the better response in most of the cases.

The proposed controller has been analysed for robustness by inserting uncer-
tainty (10% perturbations) in the dead time of the processes, and the simulation
result for the process G1 is shown in Fig. 10.
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4 Conclusions

A PID controller design method in Smith predictor configuration through IMC
scheme has been presented for processes with long dead time. Here from, an
equivalent Smith predictor controller is obtained which is further approximated to a
PID one by frequency response matching. The method is simple, and only two
low-frequency points are needed for matching purpose and is applicable to
high-order as well as low-order processes with large dead time without reduction of
the process model. Efficacy of the method against mathematical simplicity along
with very small computational burden has been shown through some examples and
comparing favourably with some prevalent methods.
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A Simple, Secure, and Time-Efficient
Bit-Plane Operated Bit-Level Image
Encryption Scheme Using 1-D Chaotic
Maps

K. Abhimanyu Kumar Patro and Bibhudendra Acharya

1 Introduction

Due to the advancements in Internet technology, large numbers of images are
transmitted over the internet. As a result, privacy and security of images have
become a major issue in the present scenario. Encryption is one of the well-known
techniques to secure images against various attacks. Though various traditional
encryption techniques [1, 2] are present, they are not much suitable to encrypt
images because of some image in-built characteristics such as high-correlation of
adjacent pixels, bulky data, high redundancy, etc [3–6].

Chaos-based image encryption provides a better security to the images. Chaotic
maps have certain good characteristics such as sensitivity of their parameters,
non-periodicity, ergodicity, nonlinearity [7, 8]. Matthews [9] first proposed
chaos-based encryption technique, since then, many encryption techniques are used
chaotic maps in image encryption. Chaotic maps are classified into
high-dimensional and one-dimensional (1-D) [10]. High-dimensional chaotic maps
have the disadvantage of complex structure and therefore requires high amount of
hardware resources for implementation. Complexity can be reduced using 1-D
chaotic maps which are simple in structure with low hardware resource requirement
and high efficiency [11]. Hence, the proposed algorithm uses 1-D chaotic maps to
perform image encryption. A number of researches have been done using 1-D
chaotic maps. Multiple 1-D chaotic mapbased image encryption is proposed by
Ahmed et al. in [12]. A variable-size hash function is developed using multiple
chaotic maps by Musheer Ahmad et al. in [13].
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This paper contributes the followings.

1. To reduce the total simulation time and also to make the algorithm simple, two
stages of bit-plane diffusion operation and bit-level column–row shuffling
operation are presented.

2. The Beta map along with the Piece-wise Linear Chaotic Map (PWLCM) system
is used in this algorithm to obtain large key space and high key sensitivity.

3. Hash-based key operations are performed to prevent the algorithm against
chosen-plaintext attack (CPA) and known-plaintext attack (KPA).

The remaining sections are as follows. Section 2 describes the 1-D chaotic maps.
Section 3 presents the proposed key generation and encryption algorithm. The
security analyses and the computer simulations are presented in Sect. 4. At last, the
conclusion is reached in Sect. 5.

2 One-Dimensional Chaotic Maps

2.1 Beta Map

The Beta function [14] is defined as,

Beta x; a; b; x1; x2ð Þ ¼ x�x1
x0�x1

� �a
x2�x
x2�x0

� �b
if x 2 x1; x2� ½

0 else

(
ð1Þ

where a; b; x1 and x2 2 R; x1\x2 and x0;

x0 ¼ ax2 þ bx1ð Þ
aþ bð Þ ð2Þ

By using the Beta function, the Beta map is defined as,

xnþ 1 ¼ k � Beta xn; x1; x2; a; bð Þ ð3Þ

where

a ¼ p1 þ q1 � r ð4Þ

and

b ¼ p2 þ q2 � r ð5Þ

where k is the control parameter, r is the bifurcation parameter, and p1; q1; p2; q2ð Þ
are the constants.
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2.2 PWLCM System

Recently, in image encryptions, PWLCM systems are widely used because of its
good characteristics such as simpler representation, efficient implementation,
excellent ergodicity, and good dynamical behavior [15, 16].

The PWLCM system is defined as,

xnþ 1 ¼
xnð Þ
lð Þ if 0� xn\l
xn�lð Þ
0:5�lð Þ if l� xn\0:5
1� xnð Þ if 0:5� xn\1

8><
>: ð6Þ

where l lies in the range (0, 0.5).

3 Proposed Methodology

3.1 Key Generation Operation

The steps for key generation are

Step 1: Input an original grayscale image, I.
Step 2: Generate 32-decimal values by converting 256-bit hash values of original
image. The generated hash values are represented as,

hash ¼ h1; h2; h3; . . .; h31; h32 ð7Þ

Step 3: Using the hash values, the secret keys are generated as,

mue ¼ mue1þ mod sum h1 : h2ð Þ; 256ð Þ=29ð Þ � 0:1
x1 1ð Þ ¼ x 1ð Þþ mod sum h3 : h5ð Þ; 256ð Þ=29ð Þ � 0:1

�
ð8Þ

where mue1;mueð Þ are the original and generated system parameters,
x 1ð Þ; x1 1ð Þð Þ are the original and generated initial values of PWLCM system only.

xxx1 1ð Þ ¼ xxx 1ð Þþ mod sum h6 : h8ð Þ; 256ð Þ=29ð Þ � 0:1
k ¼ kkþ mod sum h9 : h11ð Þ; 256ð Þ=29ð Þ � 0:1
x1 ¼ xx1þ mod sum h12 : h14ð Þ; 256ð Þ=29ð Þ � 0:1
x2 ¼ xx2þ mod sum h15 : h17ð Þ; 256ð Þ=29ð Þ � 0:1
p1 ¼ pp1þ mod sum h18 : h20ð Þ; 256ð Þ=29ð Þ � 0:1
p2 ¼ pp2þ mod sum h21 : h23ð Þ; 256ð Þ=29ð Þ � 0:1
q1 ¼ qq1þ mod sum h24 : h26ð Þ; 256ð Þ=29ð Þ � 0:1
q2 ¼ qq2þ mod sum h27 : h29ð Þ; 256ð Þ=29ð Þ � 0:1
r ¼ rrþ mod sum h30 : h32ð Þ; 256ð Þ=29ð Þ � 0:1

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð9Þ
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where xxx 1ð Þ; xxx1 1ð Þð Þ are the original and generated initial values of Beta map
only. kk; xx1; xx2; pp1; pp2; qq1; qq2; rrð Þ and k; x1; x2; p1; p2; q1; q2; rð Þ are the
original and generated system parameters of Beta map only.

3.2 Encryption Operation

Figure 1 shows the block diagram of the encryption operation of the proposed
cryptosystem. The encryption operation is as follows:

Step 1: Input an M � N sized grayscale image, I.
Step 2: Generate bit-planes of the image, I. The generated 8 bit-planes are,

IBBP1; IBBP2; IBBP3; IBBP4; IBBP5; IBBP6; IBBP7; IBBP8

Step 3: Generate secret keys mue; x1 1ð Þð Þ of PWLCM system as Step 3 of
Sect. 3.1.
Step 4: Iterate the PWLCM system of Eq. (6) for 200þ M � N � 8ð Þ times. To
avoid transit effect, remove 200 iterations from the first position. Therefore, the
generated PWLCM sequence is,

x1 ¼ x1 1ð Þ; x1 2ð Þ; . . .; x1 M � N � 8ð Þð Þ ð10Þ

Step 5: Using the sequence x1 of PWLCM system, generate a key image of size
M � N. The key image generation process is as follows:

for i ¼ 1: M � N � 8ð Þ
if x1 ið Þ\0:5

x1 ið Þ ¼ 0;
else

x1 ið Þ ¼ 1;
end

end
K ¼ reshape x1; M � Nð Þ; 8½ �ð Þ;
C ¼ bi2de Kð Þ;
D ¼ reshape C; M;N½ �ð Þ;

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð11Þ

where D is the generated key image. Here, the threshold value is taken as 0.5.
Step 6: Generate bit-planes of the key image, D. The generated 8 bit-planes are,
KBBP1;KBBP2;KBBP3;KBBP4;KBBP5;KBBP6;KBBP7;KBBP8
Step 7: Perform Stage-1 of bit-plane diffusion operation between bit-planes of
the original image and the key image. Let the diffused bit-plane outputs are,
IKBP1; IKBP2; IKBP3; IKBP4; IKBP5; IKBP6; IKBP7; IKBP8

264 K. A. K. Patro and B. Acharya



The diffusion operation is as follows:

IKBP1 ¼ IBBP1� KBBP8
IKBP2 ¼ IBBP2� KBBP7
IKBP3 ¼ IBBP3� KBBP6
IKBP4 ¼ IBBP4� KBBP5
IKBP5 ¼ IBBP5� KBBP4
IKBP6 ¼ IBBP6� KBBP3
IKBP7 ¼ IBBP7� KBBP2
IKBP8 ¼ IBBP8� KBBP1

8>>>>>>>>>><
>>>>>>>>>>:

ð12Þ

Fig. 1 Encryption system block diagram
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Step 8: Perform Stage-2 of bit-plane diffusion operation between the bit-plane
outputs of Step 7. Let the diffused bit-plane outputs are denoted as:

FDBP1;FDBP2;FDBP3;FDBP4;FDBP5;FDBP6;FDBP7;FDBP8

The diffusion operation is as follows:

FDBP1 ¼ IKBP1
FDBP2 ¼ IKBP1� IKBP2
FDBP3 ¼ IKBP1� IKBP3
FDBP4 ¼ IKBP1� IKBP4
FDBP5 ¼ IKBP5� IKBP8
FDBP6 ¼ IKBP6� IKBP8
FDBP7 ¼ IKBP7� IKBP8
FDBP8 ¼ IKBP8

8>>>>>>>>>><
>>>>>>>>>>:

ð13Þ

Step 9: Generate the secret keys xxx1 1ð Þ; k; x1; x2; p1; p2; q1; q2; rð Þ of Beta map as
Step 3 of Sect. 3.1.
Step 10: Iterate the Beta map of Eq. 1–5 for 200þ N � 8ð Þþ M � 8ð Þð Þ times. To
avoid transit effect, remove 200 iterations from the first position. Therefore, the
generated Beta map sequence is,

xxx1 ¼ xxx1 1ð Þ; xxx1 2ð Þ; xxx1 3ð Þ; . . .;
xxx1 N � 8ð Þþ M � 8ð Þð Þ

� �
ð14Þ

Step 11: Separate the Beta map sequence into two parts which are represented as:

xxx11 ¼ xxx1 1ð Þ; xxx1 2ð Þ; xxx1 3ð Þ; . . .;
xxx1 N � 8ð Þ

� �

xxx12 ¼
xxx1 N � 8ð Þþ 1ð Þ; xxx1 N � 8ð Þþ 2ð Þ;

xxx1 N � 8ð Þþ 3ð Þ; . . .;
xxx1 N � 8ð Þþ M � 8ð Þð Þ

0
@

1
A

8>>>><
>>>>:

ð15Þ

Step 12: Sort the Beta map sequences as,

xxxCsort; xxxCindex½ � ¼ sort xxx11ð Þ
xxxRsort; xxxRindex½ � ¼ sort xxx12ð Þ

�
ð16Þ

where xxxCsort and xxxRsort are the sort sequences of xxx11 and xxx12, respec-
tively. xxxCindex and xxxRindex are the index values of xxxCsort and xxxRsort,
respectively.
Step 13: Horizontal concatenate the bit-plane outputs of Step 8. Perform column
shuffling operation by using the index value, xxxCindex.
Step 14: Separate the column shuffled bit-plane outputs in Step 13. Vertical con-
catenate the bit-planes to perform row-shuffling operation by using the index value,
xxxRindex.
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Step 15: Separate the bit-planes in Step 14 and then combine all the bit-planes to
generate an encrypted image.

The decryption operation is performed in the reverse way of performing
encryption operation.

4 Security Analyses and Computer Simulations

Simulation results are shown in Fig. 2. In this algorithm, the keys are taken
as x 1ð Þ ¼ 0:2;mue1 ¼ 0:3; xxx 1ð Þ ¼ �0:2; kk ¼ 0:9; xx1 ¼ �0:7; xx2 ¼ 1; pp1 ¼
8; pp2 ¼ 3; qq1 ¼ 1; qq2 ¼ �1; rr ¼ �0:2. In Fig. 2, we can see that the proposed

Fig. 2 Computer simulation outputs: original images of a “Cameraman 256� 256ð Þ,” d “Lena
512� 512ð Þ,” g “Baboon 512� 512ð Þ”; encrypted images of b “Cameraman 256� 256ð Þ,”
e “Lena 512� 512ð Þ,” h “Baboon 512� 512ð Þ”; decrypted images of c “Cameraman
256� 256ð Þ,” f “Lena 512� 512ð Þ,” i “Baboon 512� 512ð Þ”

A Simple, Secure, and Time-Efficient Bit-Plane Operated … 267



algorithm encrypts and decrypts images properly using the right keys. This shows
that the proposed method is suitable to encrypt and decrypt grayscale images.

The security analyses are as follows.

4.1 Key Space Analysis

Key space is the number of different keys which are used in an encryption–de-
cryption operation. The key space should be larger than 2128 to protect brute-force
attack [17]. The secret keys used in this scheme are,

a. system parameters and initial values of chaotic maps
b. hash value of 256-bits.

To define the keys of chaotic maps, a precision value of 10�15 is used in this
algorithm and for hash value, a key space of 2128 is taken in this algorithm.

So the key space in total is,

1015 � 1015
� �� 1015 � 1015 � 1015 � 1015 � 1015 � 1015 � 1015 � 1015 � 1015

� ��
2128 ¼ 10165 � 2128 ¼ 1:0853� 2676 which is larger than 2128 [17].

This proves that the proposed scheme strongly protects brute-force attack.

4.2 Statistical Attack Analysis

4.2.1 Histogram Analysis

Figure 3 shows the histogram results of the proposed method. In the results, we see
the uniformity of grayscale values in the histograms of encrypted images and also
see the differences in the histograms of encrypted and original images. In Fig. 3, we
also found the similarity of histograms of decrypted and original images. This
confirms the zero losses of information in the decrypted images. These in turn
proves the strong resistivity of statistical attack in the encryption scheme.

The histogram uniformity can be evaluated quantitatively by calculating the
variance of encrypted images. The lower is the variance, higher the uniformity of
grayscale values in histogram images [18]. The variance results are shown in
Table 1. In Table 1, we can see the lesser value of variance of encrypted images
using the proposed method as compared to the encryption methods in [19, 20]. This
proves that a greater uniformity occurs in the histograms of encrypted images using
the proposed scheme.
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4.2.2 Correlation Analysis

Table 2 shows the correlation results of the proposed scheme. In this result, we can
see that, in all the three directions, the original images have correlation value
close to 1 and the encrypted images have correlation value close to 0. The corre-
lation plot of “Lena” image is shown in Fig. 4. These plots clearly show the high
adjacent pixel correlation of original images and weak adjacent pixel correlation of
encrypted images. This proves that the proposed scheme strongly resists statistical
attack.

Fig. 3 Histogram outputs: original images of a “Cameraman,” d “Lena,” g “Baboon”; encrypted
images of b “Cameraman,” e “Lena,” h “Baboon”; decrypted images of c “Cameraman,” f “Lena,”
i “Baboon”

Table 1 Results of variance

Algorithms Images Original images Encrypted images

Ours Cameraman.tiff 110,970 334.5391

Lena.tiff 633,400 3480.7

Baboon.tiff 749,430 3857.3

Ref. [19] Lena – 5554.8293

Ref. [20] Lena – 5335.8309
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4.3 Differential Attack Analysis

Two measures Unified Average Changing Intensity (UACI) and Numbers of Pixel
Changing Rate (NPCR) are mostly used to analyze the differential attack in an
encryption scheme. The expected value of UACI and NPCR of 256-level grayscale
image are 33.4635% and 99.6094%, respectively [5]. Table 3 shows the min., max.,
and avg. UACI and NPCR results (100 values) of the proposed scheme. In Table 3,
we can see that the average UACI and NPCR results for all the images are very
close to the expected UACI and NPCR values, respectively. This proves the high
resistivity of differential attack in the proposed scheme.

4.4 Information Entropy

It measures the degree of randomness of pixels in images. For an ideal encryption
system, the entropy of encrypted images falls to 8. The higher is the closeness to 8,

Table 2 Correlation coefficient results

Image Org. images Enc. images

Diag. Vert. Horz. Diag. Vert. Horz.

Cameraman.tiff 256� 256ð Þ 0.9082 0.9556 0.9345 -0.0070 0.0140 0.0122

Lena.tiff 512� 512ð Þ 0.9626 0.9853 0.9702 0.0183 0.0017 0.0200

Baboon.tiff 512� 512ð Þ 0.7297 0.7607 0.8681 0.0022 −0.0146 −0.0093

Fig. 4 Correlation outputs of original “Lena” image: a horz., b vert., and c diag.; correlation
outputs of encrypted “Lena” image: d horz., e vert., f diag
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the stronger is the entropy. The entropy results are shown in Table 4. The results
show that the entropies of all the encrypted images are very close to 8. This
confirms the high randomness of pixels in the encrypted images by using the
proposed scheme.

4.5 Key Sensitivity Analysis

Key sensitivity measures the sensitivity of keys in decryption and encryption of
images. That means a small change in the key will lead to large changes in the
output. A cryptosystem should have high key sensitivity to protect brute-force
attack [18, 21, 22]. The key sensitivity in both decryption and encryption process is
as follows.

4.5.1 Encryption Level Key Sensitivity Analysis

In this process, the encryption operation is executed by changing a single bit in 10�15

position of one key and the remaining keys are unchanged and finally analyze the
difference image of two encrypted images. The encryption level key sensitivity
results of “Lena” image are shown in Fig. 5. The UACI and NPCR results are shown
in Table 5. The difference images of Fig. 5 and the NPCR, UACI results of Table 5
shows that more than 99% pixels are changed in changing of one key. This proves
the high encryption level key sensitivity of the proposed algorithm.

Table 3 UACI and NPCR results

Image UACI (%) NPCR (%)

Min. Max. Avg. Min. Max. Avg.

Cameraman.tiff
256� 256ð Þ

33.2526 33.6811 33.4827 99.5514 99.6536 99.6060

Lena.tiff
512� 512ð Þ

33.3694 33.6682 33.4941 99.5819 99.6414 99.6077

Baboon.tiff
512� 512ð Þ

33.3695 33.6025 33.4727 99.5762 99.6460 99.6079

Table 4 Information entropy
results

Images Original images Encrypted images

Cameraman.tiff 7.0097 7.9963

Lena.tiff 7.4451 7.9976

Baboon.tiff 7.3583 7.9974
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Fig. 5 Encryption level key sensitivity results of “Lena” image: encrypted images when changing
of key from a mue1 to mue1þ 10�15, c x 1ð Þ to x 1ð Þþ 10�15, e xxx 1ð Þ to xxx 1ð Þþ 10�15, g kk to
kkþ 10�15, i xx1 to xx1þ 10�15, k xx2 to xx2þ 10�15, m pp1 to pp1þ 10�15, o pp2 to
pp2þ 10�15, q qq1 to qq1þ 10�15, s qq2 to qq2þ 10�15, u rr to rrþ 10�15; Difference of
b Figs. 2e and 5a, d Figs. 2e and 5c, f Figs. 2e and 5e, h Figs. 2e and 5g, j Figs. 2e and 5i,
l Figs. 2e and 5k, n Figs. 2e and 5m, p Figs. 2e and 5o, r Figs. 2e and 5q, t Figs. 2e and 5s,
v Figs. 2e and 5u
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4.5.2 Decryption Level Key Sensitivity Analysis

In this process, the decryption operation is executed by changing a single bit in
10�15 position of one decryption key and the remaining decryption keys are
unchanged and finally analyze the key changed decrypted images. The key sensi-
tivity results of “Lena” image are shown in Fig. 6. The NPCR and UACI results are
shown in Table 6. Figure 5 and Table 6 results show that more than 99% pixels are
changed in changing of one decryption key. This shows the high decryption level
key sensitivity of the algorithm.

Fig. 6 Decryption level key sensitivity results of “Lena” image: Decrypted images when
changing of key from a mue1 to mue1þ 10�15, b x 1ð Þ to x 1ð Þþ 10�15, c xxx 1ð Þ to
xxx 1ð Þþ 10�15, d kk to kkþ 10�15, e xx1 to xx1þ 10�15, f xx2 to xx2þ 10�15, g pp1 to
pp1þ 10�15, h pp2 to pp2þ 10�15, i qq1 to qq1þ 10�15, j qq2 to qq2þ 10�15, k rr to rrþ 10�15

Table 5 UACI and NPCR results of “Lena” image

Encryption keys mue1þ 10�15 x 1ð Þþ 10�15 xxx 1ð Þþ 10�15 kkþ 10�15 xx1þ 10�15 xx2þ 10�15

NPCR (%) 99.4892 99.4579 99.6166 99.6235 99.5949 99.5892

UACI (%) 32.7018 32.6263 33.4090 33.4851 33.4971 33.4666

Encryption keys pp1þ 10�15 pp2þ 10�15 qq1þ 10�15 qq2þ 10�15 rrþ 10�15

NPCR (%) 99.6090 99.6235 99.6006 99.6220 99.6151

UACI (%) 33.4944 33.5019 33.5604 33.5239 33.5390
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4.6 Plaintext Sensitivity Analysis

Plaintext sensitivity measures the sensitivity of pixel values in original images. This
is done first by randomly changing one-pixel value and constant other pixel values
in original image. Then the proposed encryption algorithm is applied to get the
difference of two encrypted images (one-pixel value changed encrypted image and
original encrypted image). Figure 7 shows the results of plaintext sensitivity at
positions (1, 1), (64, 64), (128, 128), and (256, 256). Table 7 shows the corre-
sponding UACI and NPCR results when the pixel values are changed at random
positions. The images of Fig. 7b, d, f, h and the UACI, NPCR results of Table 7
shows that more than 99% pixels are changed in encrypted image while changing
of one pixel in original image. This proves the high sensitivity of the plaintext of
the proposed scheme.

Table 6 UACI and NPCR results of “Lena” image

Encryption keys mue1þ 10�15 x 1ð Þþ 10�15 xxx 1ð Þþ 10�15 kkþ 10�15 xx1þ 10�15 xx2þ 10�15

NPCR (%) 99.0734 99.1058 99.5991 99.6090 99.5789 99.6246

Encryption keys pp1þ 10�15 pp2þ 10�15 qq1þ 10�15 qq2þ 10�15 rrþ 10�15

NPCR (%) 99.6128 99.5998 99.5995 99.5998 99.6246

Fig. 7 Plaintext sensitivity results of “Lena” image: encrypted images when pixels changed at
a (1, 1), c (64, 64), e (128, 128), g (256, 256) positions; Difference of b Figs. 2e and 7a, d Figs. 2e
and 7c, f Figs. 2e and 7e, h Figs. 2e and 7g
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4.7 Chosen-Plaintext Attack (CPA) and Known-Plaintext
Attack (KPA) Analysis

The CPA and KPA are easily attacked by the attacker when the algorithm is not
much depended on the original image. The proposed scheme highly depends on the
original image in both diffusion and permutation operations. This shows the high
resistivity of the proposed algorithm against CPA and KPA.

4.8 Comparison Analysis

The comparative results are shown in Table 8. The comparison is done on “Lena”
image. By observing Table 8 comparison results, we found the followings:

• Higher key space of the proposed scheme as compared to the schemes in
[19, 20].

• The correlation values of all the schemes are close to 0.
• Better UACI and NPCR results of the proposed scheme as compared to the

schemes in [19, 20].
• The entropy values of all the schemes are close to 8.

Table 7 UACI and NPCR results of “Lena” image

Pixel positions (1, 1) (64, 64) (128, 128) (256, 256)

NPCR (%) 99.5926 99.6067 99.5995 99.6132

UACI (%) 33.4845 33.5027 33.4715 33.4923

Table 8 Comparison of “Lena (512 � 512)” image

Algorithms Key space Correlation coefficients NPCR UACI Entropy

Horizontal Vertical Diagonal

Ours (1 round) 1:0853� 2676 0.0200 0.0017 0.0183 99.6077 33.3694 7.9976

Ref. [19]
(1 round)

1042 � 1:4349� 2139 0.0020 −0.0009 0.0016 0.4222 0.1365 7.9993

Ref. [20]
(1 round)

More than 10120 � 2400 0.0013 −0.0002 −0.0003 99.5838 17.0035 –
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4.9 Encryption Time

The proposed algorithm is simulated using MATLAB R2012a in a system having
configuration 3.40 GHz processor with 4 GB RAM. The total simulation time
required to simulate 256 � 256 and 512 � 512 sized images are 0.148 s and
0.733 s, respectively. Due to the requirement of less simulation time, the proposed
algorithm is suitable to use in real-time applications.

5 Conclusion

This paper proposes a bit-level image encryption scheme using 1-D chaotic maps.
In this proposed method, two-stages of bit-plane diffusion operations using
PWLCM system and one-stage of bit-level column–row shuffling operation using
Beta map are performed. This scheme yields good encryption outputs, produces
higher key space, less simulation time to execute the algorithm, and resists all the
widely known security attacks. In this algorithm, simple bit-plane diffusion oper-
ations and bit-level column–row shuffling operations are used, and hence, the
proposed method provides simplicity in the algorithm. The comparison results
show the better security of the proposed scheme as compared to other reported
schemes. All these features show that the proposed algorithm is time-efficient,
secure, and simple to encrypt grayscale images.
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Optimization of Semi-solid-Forging
Parameters of A356–5TiB2 In Situ
Composites Using ANSYS
and DEFORM Simulation

S. Deepak Kumar, D. Karthik, S. K. Parida and S. K. Jha

1 Introduction

Thixoforming of metallic alloys and composites in the semi-solid state offers certain
advantages compared to conventional forming routes. Semi-solid metal forming
(SSMF) is a potential route to develop near-net-shape products, especially for
aerospace and automotive applications [1]. Among the processes like rolling,
extrusion, and forging for SSMF components, forging has substantial potential for
improvement in mechanical properties and thereby better performance [2]. Finite
element analysis (FEA) is a useful simulation tool used to assist in verifying and
approximating how a product will react under various internal and external loading
conditions. FEA involves a computer model of a design that is loaded and then
analyzed for precise results, such as deformation, deflection, stress–strain, and
temperature distributions and simulates the various loads and boundary conditions
and determines the design response in such conditions. Koc et al. [3] have
employed FEA-based simulation model to analyze the defects and material flow
occurring during the semi-solid forging of aluminum alloys. Similar works were
reported by Jafari et al. [4] to optimize the design parameters and investigate the
semi-solid extrusion behavior of Al–Si alloy.
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Today, simulation software likeDesign Environment for Forming (DEFORM-3D)
is widely used to forecast the material and metal flow during semi-solid-forming
operations. This has reduced the costly shop floor trials and delay of the finished
products in the industry [5]. Satheesh et al. [6] modeled the microstructural evolution
in the semi-solid condition by carrying out DEFORM simulations. In a recent work,
Randhir et al. [7] studied the effect semi-solid forging on themicrostructure, hardness,
and strength of Al–Si alloys, by performing simulation trials.

Based on the literature survey, it can be concluded that optimization can be
achieved efficiently and quickly through FEA-based simulation softwares like
ANSYS and DEFORM-3D simulations for industrial applications. Thus, in the
present research work, DEFORM-3D and ANSYS simulations were employed to
optimize the semi-solid-forging parameters of in situ-formed A356–5TiB2

composites.

2 Materials and Methods

2.1 Synthesis of A356–5TiB2 Composites

The A356–5TiB2 in situ composites were fabricated by mixed salt route. At a
reaction temperature of 800 °C, the halide salts, K2TiF6, and KBF4, undergo an
exothermic reaction with molten Al–Si alloy and form titanium-diboride (TiB2)
particles in the melt. The details of the synthesis of the in situ composites have been
described previously [8].

2.2 Thixoforming of A356–5TiB2 In Situ Composite

The semi-solid forging was carried using an 80-ton hydraulic press (Flowmech
Engineers Private Limited, India, Model No.-HP 50) on the alloy and composites.
The load applied was at a RAM speed 20 mm/s and pressure of 150 kg/cm2.
A silicone spray was used as a lubricant in order to eliminate or decrease the friction
between semi-solid billets and dies. The forming dies were preheated up to 200 °C
to avoid the forged specimens from cooling. The heating process was monitored
using K-type thermocouples to control the temperature fluctuation in the range of
±2 °C. Once the desired temperature is achieved, the thermocouples were extracted
and the billets were independently subjected to semi-solid forging in the order of
30–50% deformation. The complete details of thixoforming of composites can be
found elsewhere [9, 10].
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2.3 Microstructure and Tensile Testing

Microstructural analyses were performed by optical microscopy and scanning
electron microscope (SEM, Model: 40, Carl-Zeiss SMT, Germany) fitted with EDX
analysis. Vickers hardness (macro-) measurements were carried out at an indenta-
tion load of 5 kg. For tensile testing, the alloy and composite’s tensile specimens of
size 4 � 4 mm cross section and gauge length of 16 mm were tested the following
ASTM E-8M standards.

2.4 Finite Element Analysis Using ANSYS and DEFORM

The 3D geometric model of tensile specimens was developed using CATIAV5
software and is then imported in ANSYS R15 software. A 3D structural solid 164
element was used to obtain refined mesh. The required force to bring the semi-solid
A356 alloy to yield point is calculated following Eq. (1)

F ¼ ry � A ð1Þ

where A is the cross-sectional area of the tensile specimen which is 40 mm2 and ry
is the yield stress of 165 MPa. Thus, to ensure that the test specimen goes well
beyond the yield stress, a load of 6600 N was applied. This same force was applied
to the fully elastic and elastic–plastic model to determine how ANSYS analyzes
these results. The geometry of the tensile specimen and the boundary conditions
applied is depicted in Fig. 1.

In the current research work, efforts have made to analyze material and metal
flow during the semi-solid forging of A356–5TiB2 composite by performing
DEFORM-3D simulations. The thermo-physical properties and DEFORM 3D
simulation inputs of semi-solid A356–5TiB2 composite are presented in Table 1.

Fig. 1 Meshed model of tensile specimen and boundary conditions in ANSYS
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3 Results and Discussion

3.1 ANSYS Results

The finite element analysis results comprise of displacements and stress–strain
curves including Von-Mises stress criteria in the ANSYS simulation. The analysis
was considered for fully elastic–plastic material properties under the tensile loading
conditions. It can be seen from Fig. 2 that at the center of the test specimen there is
a highest stress and this is due to a notch which is due to the change in section areas.
A maximum stress of 270 MPa is recorded and is located toward the fillets and is
located within the gauge length zone of the tensile specimen. It is noted that the
maximum deflection obtained in the semi-solid A356–5TiB2 composite at fracture
to be 10.6 mm and is presented in Fig. 3.

Table 1 Thermo-physical
properties of semi-solid
A356–5TiB2 composite

Parameter Value

Density 2680 kg/m3

Hardness (Hv5) 99

Yield strength 165 MPa

% elongation 6%

Modulus of elasticity 72.4 GPa

Poisson’s ratio 0.33

Coefficient of thermal expansion (CTE) 21.4 lm/m-°C

Thermal conductivity 151 W/m-K

Solidus temperature 555 °C

Liquidus temperature 615 °C

Fig. 2 Von-Mises stress in elastic–plastic zone
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3.2 Analysis of DEFORM 3D Simulation Results

The semi-solid forging at 30–50% deformations and the distribution of temperature
plots were presented in Fig. 4. In the simulation analysis at 30% deformation, the
temperatures reduced from 580 to 576 °C and in the 40% deformed samples, the
billet temperatures further reduced to 574 °C. This indicates that, up to 40%
deformation, the temperature levels are maintained in the range 580–574 °C

Fig. 3 Deflection in elastic–plastic zone of the tensile specimen

Fig. 4 Prediction of temperature in a 30%, b 40%, c 50% deformed billets
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corresponding to a solid fraction (fs) of 0.5–0.55. Moreover, in the 50% deformed
samples the temperatures further decreased to 564 °C, which indicated that fs goes
beyond 0.7, which is not desired in semi-solid forging. The simulations in Fig. 5
demonstrate the occurrence of cracks in 50% deformed billets which are in
accordance with experimental results. Thus, from the simulation analysis, the
optimum semi-solid-forging parameters were identified to be: semi-solid forging at
40% deformation, at a temperature range of 574–580 °C which is nearly equal to a
solid fraction value of 0.5.

4 Conclusions

In the current research work, ANSYS and DEFORM simulations were performed to
achieve the maximum tensile strength of semi-solid-forged A356–5TiB2 in situ
composites.

Thus, the optimum parameters were identified to be: semi-solid forging at 40%
deformation, at a temperature range of 574–580 °C which is nearly at a solid
fraction of 0.5. Thus, ANSYS and DEFORM 3D simulation software resulted in
saving time and reducing the costly trials on the shop floor.

Acknowledgements The research support provided by Central Research Facility, at Indian
Institute of Technology Kharagpur is gratefully acknowledged.

Fig. 5 Analysis of simulation results a 40%, b 50%, c experimental results
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