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Preface

A revolutionary change has been observed in the field of computer, communica-
tions, control and systems during the last two decades. Keeping this in mind,
Asansol Engineering College, Asansol, West Bengal (WB), India, organised the
first international conference on Emerging Trends in Engineering and Science
(ETES 2018) held on 23 and 24 March 2018. ETES 2018 focuses on the integration
of intelligent communication systems, control systems and devices related to all
aspects of engineering and sciences. ETES 2018 aims to provide a forum and
vibrant platform for researchers, academicians, scientists and industrial practitioner
to share their original research work, findings and practical development experi-
ences. The proceedings will be published in the Lecture Notes in Networks and
Systems book series of Springer. This book contains high-quality research papers
divided into 56 chapters which are completely relevant to this lecture note series.

The general aim of the conference is to promote international collaboration in
education and research in all fields and disciplines of engineering. More than 225
researchers and delegates attended the conference. ETES 2018 is an international
forum for those who presented their research findings. It also provides the oppor-
tunity to presenters to discuss the main aspects and the latest results in the field of
education and research.

The organising committee is extremely grateful to the authors who had shown a
tremendous response to the call for papers. Over 135 papers were submitted from the
researchers, academicians and students on a wide area of three parallel tracks in
intelligent communication systems, control systems and devices, along with a poster
presentation session. A total of 56 papers are accepted for publication with Springer.

We are obliged to Prof. S. K. Dey, honourable Pro-Vice Chancellor, Maulana
Abul Kalam Azad University of Technology, West Bengal (MAKAUT, WB),
India; Prof. S. P. Mukherjee, Centenary Professor, Calcutta University, Kolkata,
WB, India; Prof. N. R. Das, Calcutta University, Kolkata, WB, India; Prof.
N. Ganguly, IIT Kharagpur, WB, India, for their confidence they have invested on
us for organizing this international conference.

Asansol, India Sandip Haldar
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Transient Voltage Analysis of a Hybrid
Power System Model by Using Novel
Symbiosis Organism Search Algorithm

Abhik Banerjee, Pabitra Kumar Guchhait, Apurba Chatterjee
and V. Mukherjee

Abstract Symbiosis organism search (SOS) algorithm is a novel meta-heuristic
search algorithm based on the interactions of organisms in the environment. In SOS,
the behaviour of the organisms in the nature is taken into consideration for the purpose
of optimization. In this paper, the effectiveness of this SOS algorithm is being tested
for the compensation of reactive power of the isolated hybrid power system. In the
tested isolated power system, this paper has been considered as a wind engine based
induction generator and a diesel engine based synchronous generator. Under the
running condition, minimizing the gap between the demand and supply of reactive
power has been provided by a static synchronous compensator (STATCOM). In the
studied model, a PID controller is also carried out to track the degree of reactive
power compensation under small input perturbation.

1 Introduction

Now, the renewable energy sources are more important than the conventional energy
sources due to its various advantages. But renewable energy sources have the major
disadvantage is that it is intermittent in nature. So now, the hybrid energy system is
often much acceptable than any other energy system. Usually, the hybrid energy sys-
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tem consists of synchronous generator (SG) and induction generator (IG). The hybrid
energy system may consist a diesel engine based synchronous generator (SG) and a
wind engine based induction generator (IG). For running the hybrid energy system,
the synchronous generator provides active as well as reactive power to the system
but the induction generator only provides active power to the system. Induction gen-
erator required reactive power for its operation under the running of a constant slip
(s). Most of the loads are reactive in nature so to drive a specified load their always
required active as well reactive power. So, in the hybrid system, there is a mismatch
in reactive power occurred. The deficit or excess in reactive power of a hybrid power
system may cause various problems like abruptly voltage fluctuations, steady state
as well as transient stability. So, reactive power compensation is required for the
healthy operation of the system. The requirement of desirable reactive power may
provide by the various flexible ac transmission systems (FACTs) devices [1]. A shunt
or series reactor may provide adequate amount of reactive power [2]. In the paper
[3], condenser provides the deficit of reactive power but it may not be suitable for the
hybrid system because it has no capability to maintain the stability when abruptly
voltage fluctuations have occurred in the system. So, for healthy operation of the iso-
lated hybrid power system, the FACTs devices like SVC, STATCOM, TCSC, etc.,
are used. There are various papers [4–9] where SVC-, TCSC- and STATCOM-based
FACTs controller is used to maintain the reactive power of the system. Static syn-
chronous compensator (STATCOM) has various advantages than the SVC controller
[10]. STATCOM has the tremendous capability to perform the system as a stable
one when the system senses large disturbances [11]. In the research paper [11],
STATCOM-based PI controller is described to maintain the reactive power of the
isolated diesel-wind hybrid power system. The STATCOM-PI controller parameters
are optimized using algorithms GA, ANN and ANFIS.

Symbiosis organism search (SOS) algorithm is a new meta-heuristic search algo-
rithm developed by Cheng and Prayogo [12] in 2014 inspired from the behaviours
of various living organisms in nature. SOS algorithm has been developed with the
three simple basic steps that include: (a) mutualism phase where the two organisms
in nature interact with each other and both of them are benefitted (e.g. Oxpecker
and Zebra). (b) commensalism phase where the two organisms interact with each
other and in this case, one is benefitted but another may or may not be benefitted
(e.g. Tree and Spider). (c) Parasitism phase where the one becomes beneficial from
the interaction and it is the fittest in the system and fully destroyed the other (e.g.
Plasmodium parasite and human body). The SOS algorithm is better than the other
algorithms because of its no specific parameters that should be optimized and it has
the quick convergent rates than the others.

In the present work, the objectives are (a) to develop a isolated hybrid wind-diesel
power system model (b) use STATCOM-PID controller to tune of the parameters
and to maintain the system stability under small voltage fluctuations and (c) a novel
heuristic algorithm SOS is used to optimize the parameters of the isolated hybrid
system and compare the results with ALO-based algorithm results for its efficacy.
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2 Mathematical Modelling of Isolated Hybrid Power
System

The single line diagram of the depicted hybrid power systemmodel and the Simulink
model of this design model are given in Figs. 1 and 2.

From Fig. 1, it has been shown that the under normal operating condition, the real
and reactive power balance equations are written as

�PSG + �PIG − Pload � 0 (1)

�QSG + �QST ATCOM − �QIG − Qload � 0 (2)

When any sort of disturbances occurs in the system, the reactive power demanded
by the load as well as IG is increased therefore a reactive power mismatch happens
in the system. But the grid has a permissible limit to control the certain tolerance.
Therefore the surplus of reactive power may cause effect the voltage profile. So,
reactive power control is more necessary to maintain the terminal voltage profile
(Table 1).

The Simulink model of the isolated hybrid wind-diesel model in s-domain has
been focused in Fig. 2. The principal transfer function of the studied hybrid model
is given in s-domain as

�V (s) � KV

(1 + sTV )
[�QSG + �QST ATCOM − �QIG − Qload ] (3)

For any sort of disturbances, the incremental change of reactive power in SG, IG and
STATCOM is written as

�QSG � K1�Eq(s) + K2�V (s) (4)

�QIG(s) � K5�V (s) (5)

�QST ATCOM (s) � K j�α(s) + Kk�V (s) (6)

Fig. 1 Single line block
diagram of the studied model
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Fig. 2 Transfer function model of the studied hybrid system with STATCOM

The various parameter values of the studied model are given in appendix Tables 2
and 3.

3 Objective Function Formulation of the Present Problem

The objectives of the present work may be worked out by doing the mathematical
analyses of the system eigenvalues. Eigenvalue analysis approach is done to tune the
parameters of the isolated hybrid power system model and to achieve some degree
of relative stability as well as the damping of the electrical modes of oscillations [1,
13]. An objective function based on eigenvalue analysis is structured as [13]
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Table 1 Optimal parameters values and the best fitness value for different algorithms under dif-
ferent input conditions

Model
+ STAT-
COM

V and Xeq
in p.u.

Optimal parameters value Best fitness
value

Elapsed
time

SOS 1.03; 1.0 −31.8058, 6.0802, 0.0010, 0.7466, 0.0010 23.8103 4.331280

ALO 1.0004, 10.0000, 31.2518, 0.5655, 0.2613 26.4590 8.404380

SOS 1.01; 1.0 −19.8890, 8.3208, 2.0852, 0.7410, 0.1268 23.8103 4.445983

ALO 1.0001, 10.0000, 30.2851, 0.5916, 0.2245 26.2601 8.154146

SOS 1.0; 1.08 −25.8571, 10.0000, 0.0010, 0.7708,
0.0807

23.8103 4.149989

ALO 1.0037, 10.0000, 25.8699, 0.4227, 0.5074 26.1604 8.156278

SOS 1.0; 0.93 −21.8773, 6.0716, 0.0010, 0.7422, 0.1749 23.8103 4.387885

ALO 1.0044, 10.0000, 26.2550, 0.3906, 0.5284 26.1619 8.108451

SOS 1.0; 0.4752 −23.0773, 7.8866, 0.0010, 0.7672, 0.0398 23.8103 3.975375

ALO 1.0000, 10.0000, 29.8870, 0.6032, 0.2054 26.1650 7.963798

SOS 0.99; 1.08 −21.6163, 9.8857, 0.0010, 0.1492, 0.7547 23.8103 4.162304

ALO 1.0000, 10.0000, 34.2157, 0.0100, 0.6459 26.0735 8.059489

SOS 0.97; 1.08 −23.1996, 8.0000, 0.0010, 0.7485, 0.0513 23.8103 4.473538

ALO 1.0002, 10.0000, 22.7910, 0.5080, 0.4621 25.8705 8.127750

SOS 0.97; 0.93 −32.5864, 10.0000, 0.0010, 0.0010,
0.8577

23.8103 4.015157

ALO 1.0000, 10.0000, 23.3619, 0.5489, 0.4034 25.8703 8.178638

SOS 0.97; 0.4752 −15.7685, 9.2936, 0.0010, 0.7458, 0.2418 23.8103 4.552873

ALO 1.0000, 10.0000, 22.7246, 0.4939, 0.4783 25.8693 8.157957

SOS 1.01; 1.08 −26.3569, 9.5277, 0.0010, 0.0010, 0.7772 23.8103 4.011459

ALO 1.0000, 10.0000, 26.6509, 0.4561, 0.4688 26.2596 8.066174

SOS 1.01; 0.93 −28.5989, 9.6884, 0.0010, 0.0010, 0.8176 23.8103 4.132353

ALO 1.0004, 10.0000, 27.1707, 0.5234, 0.3856 26.2592 8.242917

SOS 1.01; 0.4752 −19.0985, 8.5236, 3.4818, 0.1115, 0.7412 23.8103 4.166023

SOS 1.0002, 10.0000, 26.6894, 0.4514, 0.4725 26.2567 8.066964

J � 10 × J1 + 10 × J2 + 0.01J3 + J4 (7)

During the optimization process, the various weighting factors of the given equation
J1, J2, J3 and J4 are chosen properly and make them mutually competitive. The
objective function J is made to be minimum as much as possible in the optimizing
process such that the closed-loop poles of the system consistently pushed further
left of the jw-axis that is why the relative stability of the system enhanced and the
damping ratio ε0 be increased. As much as, the minimization of objective function
J then the relative stability of the system can be enhanced in greater extension.
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Table 2 Data used for the proposed hybrid model

Synchronous
generator

Induction
generator

Load STATCOM

PSG �0.4 p. u. kW PIG �0.6 p. u. kW Pload �1.0 p. u. kW Q=0.841 p.u. kVAR

QSG �0.2 p. u. kVAR QIG �0.291 p. u.
kVAR

Qload �0.75 p. u.
kVAR

α � 138.8◦

Eq �1.12418 p. u. Pin �0.667 p. u. kW Power factor�0.8

δ�17.24830 η �90%

E
′
q �0.9804 p. u. Power factor�0.9

U=1.0 p. u. r1 �r
′
2 �0.19 p. u.

Xd �1.0 p. u. x1 � x
′
2 �0.56 p. u.

X
′
d �0.15 p. u. S �−3.5%

T
′
do �5.0 s –

Table 3 Consists of the various parameters of STATCOM with their range of values

Name of the controller Controller parameters Minimum value Maximum value

STATCOM Tc 0.001 1.67

Td 0.001 1.67

4 Brief Discussion on the Proposed Algorithm

4.1 Symbiosis Organism Search Algorithm

SOS [12] algorithm ismuch better than any other algorithm due to its less complexity
and no permanent optimization parameters. SOS algorithm developed in three basic
steps.

4.1.1 Mutualism Phase

Inmutualismphase, consider two organisms randomly from the ecosystem Xi and X j

where (Xi �� X j ) are mutually interact with each other and in this interactions
both the organism are benefitted and update their fitness to the better one. The new
organisms are updated as

Xinew � Xi + rand(0, 1) ∗ (Xbest − Mutual_vector ∗ BF1)

X jnew � X j + rand(0, 1) ∗ (Xbest − Mutual_vector ∗ BF2)
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Mutual_vector � Xi + X j

2

where rand(0, 1) is the random variable range from 0 to 1 and BF1 and BF2 are
the benefitted factor usually chosen either 1 or 2. Mutual_vector represents the
relationship between the organisms Xi and X j and the benefitted factors represent
the level of benefit which they got benefit from the mutual interactions, i.e. either it
will be fully or partially benefitted. The equations represent the increase of degree
of adaptation in the ecosystem where Xbest is the highest degree of adaptation to the
ecosystem. The new solution accepted when the fitness function is better than the
previous one.

4.1.2 Commensalism Phase

In commensalism phase of SOS algorithm, consider the ith and jth organisms
Xi and X j where (Xi �� X j ) from the ecosystem randomly thereafter they are
allowed to interact with each other and in this phase Xi tries to get benefitted
without hampering X j . Therefore, the new solution of Xi will be as Xinew �
Xi + rand(−1, 1) ∗ (Xbest − X j ) Where the benefit result for adaptation of Xi is
provided by X j from (Xbest − X j ).

4.1.3 Parasitism Phase

In this phase, an organism Xi is selected from the ecosystem which is like Anophe-
les mosquitoes. First, anopheles mosquitoes create artificial parasite name as Par-
asite_vector and this Parasite_vector is produced similar Xi randomly with all its
possible dimensions and thereafter choose an organism from the ecosystem X j that
is host (human body). If the fitness value of X j is better than Parasite_vector, then
host builds immunity in the ecosystem and parasites no longer exist and vice versa
effect also happened and then parasites kill the organism X j . The flowchart of SOS
algorithm is presented in Fig. 3.

5 Simulation Result Analysis

The simulations of the present work are carried out on the isolated hybrid power
system model using STATCOM-PID controller and the observations are presented
below.

The various state differential components of the given model are depicted below:



8 A. Banerjee et al.

Fig. 3 Flowchart of SOS algorithm
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�X � [
�wr �δ �E f d �Eq �Vt �V Tc Td

]T

�U � [
�Vref �Tm

]T

�P � [
�Qref

]

The SOS algorithm is used to control the reactive power of the isolated hybrid power
system and the ALO algorithm is taken into here for the sake of comparison. The
simulation is performed in MATLAB considering the same population size and run
time for both of the algorithm.

6 Discussion on Results

The simulation is carried out under the small perturbation 0.01 p.u.which is applied to
either incremental change in reference voltage or the incremental change in mechan-
ical torque or simultaneously both of them. The major observations of the present
work are discussed below.

6.1 Eigenvalue-Based Analysis

The different optimal parameters values of the studied model for a given set of input
operating condition are presented in Table 1. This table concludes that the fitness
value for SOS algorithm is lesser than the ALO algorithm that means the proposed
SOS algorithm technique is better than the ALO-based algorithm technique.

6.2 Analysis of Transient Voltage Response

The time-domain transient voltage response �Vt (p.u.) is depicted in figure for the
studied test case under the 1% simultaneous change in reference voltage and load.
In this figure, it is shown that the SOS algorithm gives the better voltage response
profile than the ALO algorithm for the same nominal input condition. It is also seen
from Fig. 4 that the SOS-based controller gives the quick optimal response.
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Fig. 4 Transient voltage
response profile of the
studied model under
different algorithms taking
input condition (V�1.01,
Xeq �0.4752 in p. u.)

6.3 Comparison of Convergence Profile Under Different
Algorithms

The convergence profiles of the studied hybrid model for different algorithms are
given in Fig. 5 under the input conditions (V�1.0 p.u. Xeq �1.08 p.u.) and it is
shown that the convergence profiles for the proposed SOS-based algorithm are faster
than the ALO-based algorithm for any test cases. So, SOS-based approach is more
reliable than ALO-based approach.

Fig. 5 Comparison of
fitness value for input
condition (V�1.0, Xeq �
1.08) under SOS and ALO
algorithms
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7 Conclusion

In this paper, it is shown that the usefulness of the SOS algorithm is a better approach
for the studied model, i.e. STATCOM-PID based wind-diesel isolated hybrid model.
This paper also said that the parameter values of the studiedmodel aremore optimized
in case of SOS algorithm than ALO algorithm. The fitness value and the transient
voltage response are better converged for SOS algorithm. Better convergence profiles
imply system is more stable.

Appendix

See Tables 2 and 3.
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Rectangular Microstrip Antenna
with Defected Patch Surface
for Miniaturization and Improved
Polarization Purity

Abhijyoti Ghosh and Banani Basu

Abstract Asimple single element rectangularmicrostrip patch antennawith a semi-
circular defect on patch surface is proposed to eliminate the electric fields due to first
higher order orthogonalmode (TM02) consequently to improve the co-polarized (CP)
to cross-polarized (XP) radiation mainly in the broadside direction in H-plane with-
out affecting its co-polarized radiation characteristics. Around 25 dB polarization
purity (co-polarized to cross-polarized ratio) is obtained from the proposed struc-
ture. The optimum shape of the defect has been chosen with theoretical justification
and verified through simulation. Along with the improvement of polarization purity,
the proposed structure also reveals moderate gain and miniaturization.

Keywords Rectangular microstrip patch antenna · Defected patch structure (DPS)
Miniaturization · Gain · Polarization purity

1 Introduction

The features like lightweight, tininess, easy fabrication process, etc. make rect-
angular microstrip patch antenna (RMPA) popular and effective candidate as a
microwave radiator in the field of wireless communications. However, RMPA has
some limitations like narrow bandwidth, low gain, and low polarization purity
[1, 2]. Rectangular microstrip patch antenna radiates co-polarized radiation in the
broadside direction in its dominant (TM10) mode. At the same time, it also radiates
some orthogonal radiation called cross-polarized radiation (XP) which limits its
polarization purity. As found in open literature, the effect of XP radiation is more
significant in H-plane rather that E-plane and the primary source of the XP radiation
are mainly the radiation from the non-radiating edges of RMPA [3]. Cross-polarized
radiation is more prominent in probe feed design of microstrip antenna [4]. Thus,
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Fig. 1 Schematic representation of top view of proposed rectangular microstrip patch antenna with
semicircular defected patch surface

XP radiation is a limitation for various wireless applications where polarization
purity is the primary focus.

Researchers have tried different methods to suppress the cross-polarized radiation
like a modification of feed structure [5, 6], stack patch structure [7], and stack patch
with “mirror pair” feeding [8]. In all these reported, article CP-XP isolation of 15 dB
is reported. However, those structures are quite complex, bulky and hence suffer from
the complexity of the manufacturing process. Defected ground structure (DGS) is
an established technique to reduce the XP radiation and has been reported in [9–11].
Polarization purity maximum 12–18 dB is achieved through all these structures.
Nevertheless, the DGS structure produces a noticeable amount of back radiation
which affects the gain of the antenna significantly. Shorted comb-shaped patch has
been studied for the improvement of XP radiation in [12]. Nevertheless, the structure
reported in [12] suffers from a major drawback of increased size and hence not
suitable for the miniaturized device.

The defected patch surface (DPS) is relatively new and simple technique to limit
the radiation from the non-radiating edges of the patch which are key contributors
of XP radiations without affecting the back radiation performances. In the present
investigation, theXP radiation is suppressed by incorporating a semicircular defect on
the patch rather than in ground plane as shown in Fig. 1. The pair of the semicircular
defect is placed near the non-radiating edges of the patch in such away that it hampers
only the electric fields in that regionwhich aremainly responsible for cross-polarized
radiation without hampering the co-polarized radiation. The final structure of the
defect has been obtained through complete theoretical study and validated through
simulated study. The final proposed structure provides a polarization purity of 23 dB
along with a moderate gain of 7.41 dBi. Nevertheless, the proposed structure exhibits
miniaturization in relation to resonant frequency. Around 70% miniaturization is
achieved with the present structure.
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2 Theory, Parametric Studies, and Proposed Structure

2.1 Theory

According to the theory of cavity model based open resonator, the top and bottom
metallic sheets (i.e., patch andgroundplane) of a rectangularmicrostrip patch antenna
formelectricwallswhile four open sides formmagneticwalls.Anydefect on thepatch
surface alters the electromagnetic fields which alter the field profile under the patch.
The changes in field profile under the patch also affect the radiation characteristics
of the RMPA. Few recently reported articles clearly show that the electric fields
associated with first higher order orthogonal mode (TM02) are mainly responsible
for XP radiation which are situated near the non-radiating edges of the patch. So, to
rearrange those electric fields, a semicircular defect on the patch has been introduced.

As obtained in open literature, the electric fields below the patch corresponding
to the TM02 mode is

Ex � C cos
2π

W
z (1)

Hy � C sin
2π

W
z (2)

From Eq. (1), it is clear that at z�0 and at z�W/2; Ex is equal to C and its value is
maximum. Hence, between these two limits null occurs,

Ex � C cos
2π

W
z � 0 for 0 � z � W

/
2 (3)

Therefore, for null to occur,

2π

W
z1 � mπ

2
where m � 1, 3, 5, . . . (4)

z1 � mW

4
� W

4
;

withW �18 mm; z1 �4.5 mm.
Therefore to perturb the fields responsible for XP radiation, i.e., fields corre-

sponding to TM02 mode the defect should be incorporated in the region between z1
�W/2�9 mm and z2 �4.5 mm.

Corresponding to TM02 mode, the electric surface current ( J̄s) on the patch surface
can be written as

J̄s � n̂ × H̄ � âx × ∣
∣Hy

∣
∣ây (5)
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Therefore,

J̄s � ∣
∣C sin 2π

/
W

∣
∣âz (6)

Thus, corresponding to TM02 mode, the surface current flows along an orthogonal
direction which produces strongXP radiation along±50° around broadside direction
in H-plane. This J̄s becomes maximum at 4.5 mm for the present structure.

So the semicircular defect has been introduced on the patch surface on both
side near non-radiating edges as shown in Fig. 1. The defects within the limit of z
consequently interact much with the patch surface current J̄s . As a result, the defect
will efficiently perturb the fields of TM02 mode which considerably improve the XP
radiation in H-plane and in turn improve polarization purity.

2.2 Proposed Structure

An RMPA has been designed using a thin copper strip of height 0.5 mm over an
RT-duroid material as substrate of size 70×70 mm2 with thickness 1.575 mm and
dielectric constant (εr �2.33). The patch with length L�12 mm and width W�
18mm is operating at 7.28GHz.A pair of semicircular defects centered on themiddle
of the non-radiating edges with radius rc are cut near the non-radiating edges from
the patch (Fig. 1). The optimum value of radius of the defect is finalized through the
thorough parametric studies to provide good matching and good polarization purity.

2.3 Parametric Studies

The parametric studies are done using the commercially available software package
(High-Frequency Structure Simulator, HFSS v. 14) [13]. The variation of gain with
the radius of the defect is shown in Fig. 2. It is clear from Fig. 2 that the gain is almost
constant with the variation of defect size. It means that the defect on the patch does
not hamper the co-polarized radiation or the dominant mode radiation.

Figure 3 shows that the minimum CP-XP isolation with the variation of the defect
size. As the size of the defect increases, CP-XP isolation is also increases up to defect
size (rc) 4.5 mm. After this optimum value, the CP-XP isolation tends to decreases.
If we increase the defect size more then it may hamper the co-polarized radiation of
the proposed antenna. Therefore, we refrain from increasing defect size more than
rc �4.5 mm.

The variation of resonance frequency with respect to defect size is presented in
Fig. 4. As we increase the defect size, the resonance frequency of the proposed
antenna decreases very rapidly. This shows clear miniaturization of the proposed
antenna. At optimum defect size (rc �4.5 mm), the resonance frequency is 5.7 GHz
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Fig. 2 Variation of co-polarized gain of the proposed RMPA as a function of radius of the defect
(rc)
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Fig. 3 Variation of minimum CP-XP isolation of the proposed RMPA as a function of radius of
the defect (rc)

which clearly shows that almost 70% miniaturization of antenna size compared to
conventional RMPA.

ThenormalizedH-planeXP radiation pattern is shown inFig. 5. It appears that as rc
increases, the XP radiation compared to peak co-polarized gain in H-plane improves
over a wide elevation angle in the broadside direction. As a result, polarization
purity of the proposed structure improves simultaneously. Around 23 dB CP-XP
isolation is confirmed from the proposed antenna geometry which is only 15 dB with
conventional rectangular microstrip patch antenna with the same size.
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Fig. 4 Variation of the resonance frequency of the proposed RMPA as a function of the radius of
the defect (rc)
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Fig. 5 Simulated normalized H-plane XP radiation pattern of the proposed RMPA as a function of
the radius of the defect (rc)

3 Results and Discussions

The reflection coefficient profile with and without defect is shown in Fig. 6. The pro-
posed antenna resonates at 5.70GHzwhereas the same antenna resonates at 7.28GHz
without placing the defect on the patch. This clearly depicts the miniaturization of
antenna size. The complete radiation pattern of the proposed antenna and the con-
vention patch antenna is shown in Fig. 7. Both in E-plane and H-plane there is no
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Fig. 6 Reflection coefficient profile of conventional and proposed rectangular microstrip patch
antenna with semicircular defected patch surface
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Fig. 7 Normalized radiation pattern of conventional and proposed RMPA at corresponding center
frequency a E-plane, b H-plane

change in co-polarized radiation patterns. That means that the proposed antenna does
not hamper the dominant mode radiation characteristics. E-plane cross-polarization
radiation does not have any significance as its value is always below −50 dB. This
is true with the proposed antenna. The H-plane radiation pattern is shown in Fig. 7b.
For conventional patch antenna, the XP level is −15 dB whereas for the proposed
antenna, it is−23 dB. The XP level in H-plane for the proposed antenna is very much
low (almost 9 dB) than the conventional patch antenna. Hence, this improvement is
very much significant for the proposed antenna.
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4 Conclusion

A new semicircular shape defected patch surface integrated rectangular microstrip
patch antenna is proposed for considerable improvement of polarization purity as
compared to conventional patch antenna without affecting the dominant mode radia-
tion characteristics. Around 23 dB polarization, purity is obtained from the proposed
structure. The proposed structure also confirms almost 70% miniaturization. The
proposed structure is very simple and can be utilized for the applications where
polarization purity is the primary requirement.
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Numerical Analysis of a Wideband
Rectangular to Square Waveguide
Transition for X-Band Orthomode
Transducer Applications

Ashmi Chakraborty Das and Santanu Dwari

Abstract MoM-based numerical analysis of a wideband rectangular to square
waveguide transition has been presented in this paper for X-band orthomode trans-
ducer applications. Four cavities and twowaveguide sections have been used tomodel
the network. Derived frequency response has been compared with CST Microwave
Studio simulated data to verify the analysis. Input and output aperture field distri-
butions have been obtained to analyze the effect of higher order modes on aperture
field distribution (for port 1 excitation).

Keywords Square waveguide ·Waveguide transition ·Method of moments
Cavity modeling technique

1 Introduction

Rectangular-to-squarewaveguide transitionsfindwide applications inmicrowave cir-
cuitry, especially in orthomode transducers (OMT) and dual-polarized antenna feed
systems. These are physically two-port matching networks but can be represented
as three-port electrical networks due to the presence of two-orthogonal polarizations
(or modes) at the square waveguide.

In the proposed work, a wideband rectangular to square waveguide transition
has been designed by cascading multiple stepped waveguide junctions and analyzed
using method of moments (MoM). To apply the MoM, the input and output sections
have been assumed as waveguides whereas the stepped sections have been assumed
as cavities. Previously multiple stepped waveguide junctions were analyzed using
modal analysis [1], variational method [2], Schwarz procedure [3], quasi-optical
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theory [4], moment method [5], principle of conservation of complex power [6], and
ray theory [7]. However, they were not focused on rectangular to square waveguide
transition and also do not involve propagating orthogonal modes at the output port.

2 Analysis

Schematic diagram and cavity model of a stepped rectangular to square waveguide
transition are shown in Fig. 1a and Fig. 1b, respectively. The network has been
modeled using two waveguide regions (W1–W2) and four cavity regions (C1–C4).
Equivalence principle has been applied to represent the unknown electric fields on
the apertures (A1–A5) in terms of unknownmagnetic current densities. This converts
the magnetic walls between into electric walls and enables the steps to be represented
as cavities.

In the proposed work, the unknownmagnetic current densities M1–M5 have been
assumed as weighted 2D triangular basis function. The weights of the basis function
are unknown and have been derived from the boundary conditions using MoM.

Fig. 1 Rectangular to
square waveguide transition
a Schematic view, b Cavity
modeling
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The boundary conditions are obtained by equating the tangential magnetic fields in
the surrounding regions. The scattered magnetic fields in the waveguide and cavity
regions have been derived using modal expansion method [8] and Greens function
approach [9], respectively. The excitation field is the dominant TE10 mode.

3 Result and Discussion

The frequency responses of the |S11| and |S21| of the transition have been found
using the proposed technique and then compared with |S11| and |S21| obtained using
CSTMicrowave Studio simulation. The comparisons are shown in Fig. 2. The figure
reveals wide bandwidth covering the complete X-band. The field distributions at the
port 1 and port 2, are shown in Fig. 3, which reveals the presence of higher order
modes.

4 Conclusion

This paper presents aMoM-based analysis of anX-band rectangular to squarewaveg-
uide transition for orthomodal transducer applications. To verify the analysis, the
theoretical |S11| and |S21| data have been compared with CST Microwave Studio
simulated data. Aperture electric field distributions at port 1 and port 2 have been
plotted, which reveals the presence of significant amount of higher order modes.

Fig. 2 |S11| and |S21|
response of the rectangular to
square waveguide transition
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Fig. 3 Field distribution at port a 1, and b 2 when excited through port 1
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A 2.45 GHz Harmonic Suppression
Filtenna for Rectenna Application

Udayabhaskar Pattapu, Aggraj Gupta and Sushrut Das

Abstract This paper proposes a novel single frequency harmonic suppression
antenna operating at 2.45 GHz for wireless energy transfer applications. The har-
monic suppression antenna consists of antenna integrated with a low-pass filter that
is called as filtenna. The filter helps to suppress the higher order harmonics. This
single-frequency harmonic suppression antenna is useful for high RF to dc conver-
sion efficiency.

Keywords Filtenna · Low-pass filter · Rectifying antenna (rectenna)
Wireless power transmission

1 Introduction

For wireless power transmission system, from the space, the RF power is received by
the antenna and convert into DC power [1]. The rectifying antenna (rectenna) device
is one of the most important components. This rectenna should be more compact and
more efficient. To increase the RF to DC efficiency, harmonic suppression antenna
is needed. A conventional rectenna system consists of a receiving antenna, filter,
matching circuit, rectifying circuit, post rectification filter, and resistive load [2].
The filtenna is useful for high conversion RF to DC efficiency.

To suppress the harmonics, different techniques have been proposed. Designing
a harmonic suppressed antenna (HSA) for the elimination of the integrated separate
filter becomes a better choice, especially when the size of the device is strictly
limited. Many techniques and structure have been used to design various HSAs,
such as defected ground structure (DGS) [3, 4], compact microstrip resonant cell
(CMRC) [5], right angle embedded slits [6], slot antenna [7], defected microstrip
feed and stub [8] etc., all these techniques can effectively block the harmonics.
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Suppression of harmonics can be implemented through different techniques, and
some techniques have been introducing filter in the RF front ends due to these tech-
niques for the suppression of harmonics, and size is increased also insertion loss.
The other techniques are harmonics suppresses antenna itself.

2 Antenna Configuration

The antenna is printed on 28mm× 35mmsize FR4 substrate of thickness (h) 1.6mm,
the relative permittivity (εr ) of 4.4, and loss tangent tan (δ)�0.02 has been considered
as dielectric material. The planar antenna has been considered in the proposed work
as the receiving element of the rectenna circuit. Design and optimization of the
antenna have been carried out using CST Microwave Studio (Version 14.0) (Fig. 1).

3 Simulation Results and Discussion

3.1 Antenna Without Filter

The return loss of the proposed antenna is shown in Fig. 2. There are two resonant
frequencies including 2.45 and 7.2 GHz. The harmonics of the first, second, and third
order of 2.45 GHz, those are 4.9, 7.35, and 9.8 GHz. Here to suppress the higher
frequencies filter should be used to block other frequencies.

Fig. 1 Planar antenna a Top view b bottom view
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Fig. 2 Simulated frequency response of the proposed antenna

3.2 Filter Characteristics

The filter design and dimensions parameters are shown in Fig. 3a the frequency
characteristics of the S-parameters are shown in Fig. 3b this filter allow the lower
frequencies, i.e., below 2.45 GHz and rejects the higher frequencies. This filter char-
acteristic is a low-pass filter. The filter helps suppress the second-order, third-order,
and fourth-order harmonic frequencies.

Fig. 3 a Low-pass filter b Simulated frequency response of the low-pass filter
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3.3 Antenna Design with Filter

The antenna integrated with filter, which is filtenna. This is a compact harmonic
suppression antenna. This paper presents a filer loaded harmonic rejection antenna
for 2.45 GHz wireless power transfer applications. The antenna has been developed
on FR4 substrate with height 1.6 mm and dielectric constant of 4.4, and the fil-
tenna dimensions are given L� 35 mm, W�28 mm, d�8 mm, a�8.25 mm, H�
19.75 mm, x�7.5 mm, y�9.5 mm, c� (4.4 mm, 9 mm), b�15.4 mm.

Harmonic suppression antenna is needed to get high conversion efficiency of the
rectifying antenna (Rectenna) A high-efficient 2.45 GHz harmonic rejection low-
pass filter (LPF). And high-order harmonic rejection low-pass filter (LPF). The use
of the harmonic suppression antenna in the rectenna design results in high conversion
efficiency (Fig. 4).

The frequency response characteristics of the filtenna are shown in Fig. 5a. The
harmonics have been suppressed by using low-pass filter. Figure 5b shows the real
and imaginary parts of the impedances, for better impedance matching shift towards
50 and 0 ohms at operating frequency the impedance is 49 – j10 ohm, the real
and imaginary parts of the different frequencies are at second harmonic frequency
(4.9 GHz) is 259+ j304 ohm, third harmonic frequency (7.35 GHz) is 6.37+ j12.59
ohm, and fourth harmonic frequency (9.8 GHz) is 92.79 − j113 ohm. Very good
impedance matching at operating frequency only, rest of the frequencies are either
high a value of impedance either capacitance or inductance. The antenna is capable
of harmonic rejection up to fourth harmonics due to these impedance mismatches.

The surface current distributions on the radiating patch and on the ground plane
of the proposed antenna at fundamental and up to fourth harmonics are shown in
Fig. 6. Figure 6 gives the return loss behavior of the surface current distribution of
the proposed antenna, and the current distribution can be better as understood as

Fig. 4 a Front view of the antenna integrated with filter b back view
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Fig. 5 a Frequency response
of the filtenna b Impedance
characteristics of the filtenna

the return loss behavior. The surface current distribution of the proposed antenna
without a filter and with a filter can be seen from Fig. 6a–h at different frequencies of
harmonics. The current distribution at 2.45 GHz shows maxima along the patch and
it can be shown in Fig. 6a, e. So it can be concluded that the resonance is maximum
at 2.45 GHz. By using low-pass filter, the harmonics have been suppressed, and the
surface current distribution is maximum concentrated at the filter.

The simulated co and cross-polarized radiation patterns of the proposed antenna
at both orthogonal planes (yz and xz) are shown in Fig. 7. It reveals that the 3-dB
beamwidth of the proposed antenna is 84.4° in the yz-plane (Phi�90° and theta�all)
and omnidirectional in the xz-plane (Phi�0° and theta�all). The cross-polarization
levels in both the planes in the broadside direction are 19 dB.
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Fig. 6 Simulated surface current distributions on the radiating patches and ground planes of the
antenna, without filter and with filter, at a, e fundamental (2.45 GHz). b, f second harmonic
(4.9 GHz). c, g third harmonic (7.35 GHz) and d, h fourth harmonic (9.8 GHz) frequencies

Fig. 7 Simulated normalized co- and cross-polarized radiation pattern on a yz-plane (Phi�90°
and theta�all) a xz-plane (Phi�0° and theta�all)

The simulated gain and radiation efficiency of the proposed antenna have been
plotted with frequency in Fig. 8. It reveals that in the entire 10 dB return loss band-
width, the gain of the antenna remains almost constant. The proposed antenna has
gained is 2.2 dB and 94% radiation efficiency is at the resonating frequency of
2.45 GHz.
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Fig. 8 Simulated results of
the antenna a gain response
of the antenna b radiation
efficiency of the antenna

4 Conclusion

This filtenna can be used for reducing the loss. The proposed filtenna circuit is
compact size. The percentage bandwidth is more than 20%. The radiation efficiency
is more than 90%, Co and cross-polarization levels of both the planes at the broadside
are more than 15 dB. The proposed antenna is well suited for designing of rectenna.
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Current Differencing Transconductance
Amplifier (CDTA) Based Current Mode
Quadrature Oscillator

Rupam Das, Biplab Bhowmick, Prajit Paul, Sumanta Karmakar
and Khushi Banerjee

Abstract This paper presents a current mode quadrature oscillator using current
differencing transconductance amplifier (CDTA). The proposed circuit uses a single
CDTA, one resistor, and two capacitors. The designed circuit enjoys the advantages
of independent control of condition of oscillation (CO) and frequency of oscillation
(FO). The performance of the proposed circuit is examined using PSPICEwithmodel
parameters of TSMC 0.18 μm.

Keywords Quadrature oscillator · CDTA · Current mode signal processing

1 Introduction

In electrical engineering, one of the important basic building blocks is an oscillator
which has many applications. For example in communication system, it can be used
as a carrier in a modulator, generating signal in instrumentation and measurement
systems in sender application, etc. There are various oscillators present in VLSI
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industry among them an oscillator which provides two sinusoids with 90° phase
difference is called quadrature oscillator (QO). It is important in various applications
such as in single sideband generators, in telecommunications for quadraturemixer, in
measurement purpose, in selective voltmeters in vector generators. In 2003,D.Biolek
first found the new active building block CDTA [1]. This is a versatile component
for realizing analog signal processing circuit especially in analog frequency filters
[2]. Both input and output signals of CDTA block are current and output current can
be electronically adjusted.

From our survey [3–17], it was found that several oscillators build by CDTA have
been reported but these circuits suffer from following weakness: use of more number
of CDTAs, large number of passive elements which is not suitable for IC fabrication
and when observing these circuits in transistor level, then these circuits becomemore
complicated.

In this paper, quadrature oscillator circuits using CDTA are proposed. The pro-
posed circuit uses one CDTA, one resistor, and two capacitors. In this circuit, the
oscillation condition and frequency of oscillation can be electronically controlled
and oscillation condition is independently adjusted.

The paper is organized as follows: the CDTA fundamentals and proposed design
are presented in Sects. 2 and 3 respectively. Nonideal analysis is included in Sect. 4.
Finally, PSPICE simulation results and conclusions are given in Sects. 5 and 6 respec-
tively.

2 CDTA Fundamentals

CDTA circuit symbol, its equivalent circuit, and its internal structure are shown in
Fig. 1a, Fig. 1b and Fig. 2, respectively.

The port relationship of the CDTA can be characterized by the following matrix:

Fig. 1 CDTA a Symbol, b Equivalent circuit
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Fig. 2 Internal structure of CDTA

⎡
⎢⎢⎢⎣

Vp

Vn

Iz
Ix

⎤
⎥⎥⎥⎦�

⎡
⎢⎢⎢⎣

0 0 0 0
0 0 0 0
1 −1 0 0
0 0 0 gm

⎤
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⎡
⎢⎢⎢⎣

Ip

In
Vx

Vz

⎤
⎥⎥⎥⎦ (1)

An extra terminal is added in Fig. 2 to copy the current through terminal z.
Transconductance gain (gm) can be expressed as

gm �
√

μCox

(
W

L

)
Ib

where μ and Cox are the mobility and gate oxide capacitance per unit area, W is
effective width, and L is the effective channel length. By adjusting the bias current
Ib, the transconductance gain can be electronically controlled.

3 Proposed Current Mode Quadrature Oscillator

In analog signal processing, all-pass filters (AP) are very important circuit. Many
all-pass filters are available in the literature but very few of them are suitable for
quadrature oscillator, such types of all-pass filter [6] used for quadrature oscillator
are shown in Fig. 3.

The proposed current mode quadrature oscillator is designed by cascading a first-
order all-pass filter and a non-inverting lossless integrator shown in Fig. 4. Depending
on this block diagram, a quadrature oscillator using a CDTA is shown in Fig. 5.

The characteristics equation of the proposed oscillator in Fig. 5 can be expressed
as follows:



38 R. Das et al.

Fig. 3 CDTA based current
mode AP filter

Fig. 4 Block diagram of
quadrature oscillator

Fig. 5 Proposed current
mode quadrature oscillator

s2C1 C2R + s(C2 − C1 gm R) + gm� 0 (2)

a sinusoidal signal is produced if the oscillation condition is fulfilled:

gmR �C2

C1
(3)

Equation (3) is called condition of oscillation and it can be achieved by setting
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C2� C1 (4)

And

gm� 1

R
(5)

So the characteristic equation of the circuit becomes

s2C1C2R + gm� 0 (6)

From Eq. (6), the frequency of oscillation of the circuit can be obtained

ωosc �
√

gm
RC1C2

� 1

RC
(7)

The quadratic current output relationship is

I02(s)

I01(s)
� gm

sC2
(8)

Under sinusoidal steady-state Eq. (8) becomes

I02(jω)

I01(jω)
� gm

ωC2
e− j90◦

(9)

The phase difference ϕ between output currents I01 and I02 is

ϕ � − 900 (10)

This ensures that output currents I01 and I02 are in quadrature form. All the passive
and active sensitivities of the oscillator are low and it is shown in Eqs. (11) and (12)

Sω0SC
C1

� Sω0SC
C2

� Sω0SC
R � − 1

2
(11)

Sω0SC
gm � 1

2
(12)

4 Effect of Nonideality

Considering the nonideality current–voltage relationship of CDTA, the port relation-
ship can be rewritten as
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Iz � αp Ip −αn In (13)

Ix � βgm Vz (14)

where αp is the current transfer error from p to z terminal, αn is the current transfer
error from n to z terminal, and β is the transconductance inaccuracy factor from z to
x terminal. Using the no ideal case, the proposed oscillator circuit in Fig. 5 yields
the modified characteristics equation as follows:

s2C1C2R + s[C2 − bgmanC1R] + apbgm � 0 (15)

CO:
C2

C1
� αnβgm (16)

FO: ωosc �
√

αpβgm
RC1C2

(17)

Sensitivity analysis of the proposed oscillator in nonideal case is expressed as

SωOSC
C1

� SωOSC
C2

� SωOSC
R � −1

2
(18)

SωOSC
αp

� SωOSC
β � SωOSC

gm �1

2
(19)

5 Simulation Results

The CDTA based all-pass filter has been simulated in PSPICE using CMOS-based
CDTA shown in Fig. 3. The model parameter of TSMC 0.18 μmCMOS process and
supply voltage±2.5 V is used. The aspect ratio of various transistors is shown in
Table 1. Simulation is performedwith passive component values selected as C�1.21
nf, R�1.1 K� and Ib1 �200 μA and Ib2 �150 μA. The gain and phase response
of the all-pass filter is shown in Fig. 6. The time response of the input and output
signals for an input sinusoidal signal of 500mA, 5 kHz is shown in Fig. 7. The Fourier
spectrum of the output signal at Iout showing at a high selectivity for the applied signal
frequency 5 kHz is shown in Fig. 8. Simulation result of oscillator output from the
initial state is shown in Fig. 9 and for this, we are using R�1.1 k� and C1�C2

�1.21 nf. The quadrature output is also shown in Fig. 10. The Fourier spectrum
of the output signals at Iout1 and Iout2 is shown in Fig. 11 and Fig. 12 respectively.
Theoretical frequency of oscillation value calculated from Eq. (7) is 119.6 kHz while
simulated value is 110.4 kHz. Lissagous fig is shown in Fig. 13 which verifies the
quadrature relationship between output waveforms. Comparison with the previously
published work is shown in Table 2.
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Table 1 Aspect ratio of various transistors

Transistor W (μm) L (μm)

M1–M21, M24, M27–M42 20 1

M22–M23 45 1

M25–M26 35 0.7

Fig. 6 Gain and phase response of the all-pass filter at Iout of Fig. 3

Fig. 7 Simulated sinusoidal input and output waveform of Fig. 3
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Fig. 8 The simulated frequency spectrum Iout of Fig. 3

Fig. 9 The simulated result of output waveforms from the initial state of Fig. 5
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Fig. 10 The simulated result of quadrature outputs of Fig. 5

Fig. 11 The simulated result of output spectrum at Iout1 of Fig. 5
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Fig. 12 The simulated result of output spectrum at Iout2 of Fig. 5

Fig. 13 Lissagous figure of the proposed oscillator
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6 Conclusion

A new CDTA-based QO has been presented here. The proposed circuit uses a single
CDTA block, one resistor, and two capacitors. The frequency of oscillation and
condition of oscillation of this QO circuit can be independently adjusted and the
oscillation condition can be tuned electronically. Theoretical results agree well with
PSPICE simulation results.
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Metamaterial Substrate and Superstrate
Based Circular Microstrip Antenna

Debashree Patra Karmakar and Chiranjib Goswami

Abstract A circular microstrip patch antenna partially loaded with homogeneous
substrate and superstrate consisting of double-negative (DNG), epsilon negative
(ENG), andmunegative (MNG) is investigated to observe the changes in resonance. It
is observed that embedded double-negative substrate placed under the patch displays
dual band resonance characteristics with moderate realized peak gain bandwidth and
superstated disc increases the gain as high as 10 dBi. Embedded ε-negative substrate
provides moderate peak gain with bandwidth as high as 500 MHz and superstate
metamaterial depicting dual resonance phenomena with similar gain in both bands.
In either case of embedded substrate and superstate, μ- negative material exhibits
dual band characteristic with poor impedance matching. The DNG or ENG meta-
material embedded substrate antenna exhibits broadside null in its elevation plane
radiation pattern but that is not observed for the case of metamaterial superstate disc
loading on patch.

Keywords Metamaterial (MTM) · Dispersive media · Circular microstrip antenna

1 Introduction

For wireless communication, compact antennas with high gain and wide bandwidth
are required. As the microstrip patch antenna has most useful features like low cost,
low weight, and low profile, so they are widely used. Though compact antennas
have been neglected because of low gain. Certain techniques to miniaturised planar
antenna size are reported like slots on the surface of the patch [1], use of shorting pins
[2] and use of high dielectric materials as well as thick substrates. Though radiation
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efficiency and cross polarization level may degrade with addition of these features.
Using metamaterials improves the antenna efficiency, impedance matching, band-
width [3], and miniaturize antenna size. These materials can be classified into those
with negative real part of their permittivity (ε–negative or ENG), negative real part
of their permeability (μ–negative or MNG) and both these quantity being negative
(double-negative or DNG) in specific frequency range [4]. Ziolkowski has proposed
that the DNGmetamaterials can enhance the power radiation from electrically small
antenna [5]. MTMwas also used to miniature the physical size of the patch antennas
[6, 7]. The modified TM mode of patch antenna loaded with DPS-MNG or DNG
for dual band application is reported in [9]. The effect of resonance and radiation
characteristics for inclusion of metamaterial substrate and superstate of rectangular
microstrip antenna is also reported in [10]. In this work, we investigate the effect on
resonance and radiation characteristics of microstrip antenna on partial inclusions of
DNG and MNG superstrate or substrate for circular microstrip antenna. The advents
of new miniaturized SRR have motivated the work in the view that the substrate
height may be further reduce unlike those reported in [11]. All simulations in this
paper are performed using CST Microwave Studio which is based on finite integra-
tion technique [12]. The rest of paper is organized as follows. Section 2 describes the
modeling of MTM homogeneous media. Section 3 discusses the effects on antenna
characteristics (resonance and radiation) with inclusion of MTM materials as sub-
strate or superstrate for circular microstrip antenna. Finally, concluding remarks are
given in Sect. 4.

2 Homogeneous Modeling of Microwave MTMMedia

Traditionally, MTM is realized with array of sub-wavelength split ring resonators
(MNG) and thin wires (ENG). For observing the benefits of MTM in the circuit, the
split ring resonators and thin wires are incorporated with the actual design and the
resultant circuit is analyzed numerically. A problem is that to design homogeneous
MTMsample, a large arrayof these sub-wavelength structures needs to be considered.
For proper numerical computation, the meshing of the structures should be fine
enough. This inherently increases the solution time. Moreover, if solution time is
reduced by considering a less dense array, then a continuous MTM sample may not
bemodeled properly. In thiswork,wemodeled theMTMhomogeneous block defined
by using Drude/Lorentz model. According to Drude/ Lorentz model, the effective
permittivity (εeff ) and effective permeability (μeff ) are defined by respectively.

εe f f (ω) � ε∞ − ω2
p

ω(ω − iνc)
(1)

μe f f (ω) � μ∞ +
(μs − μ∞)ω2

0

ω2
0 + iωδ − ω2

(2)
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Table 1 Optimized value of
parameters for Drude/Lorentz
model

Parameter Optimized value

ε∞ 1.26

ωp 2 π 14.63 GHz

νc 30.69 MHz

μs 1.26

μ∞ 1.12

ω0 2 π . 9.67 GHz

δ 1.24 GHz

Fig. 1 Effective material characteristics plotted against frequency

ε∞ is the relative electric permittivity at the high frequency limit of the model, ωp

is the radial frequency of the electric plasma, νc is the collision frequency and μs is
the static permeability,μ∞ is the relativemagnetic permeability at the high frequency
limit of themodel,ω0 is the radial resonant frequency, and δ is the damping frequency.

The optimized values of theDrude andLorentz parameters are in followingTable 1
[13]. Though the conventional SRRs are sub-wavelength being about λg/8, so these
can be actually analyzed with EM simulator. It may also be noted that unlike [8]
where substrate based on MTM was taken as 5 mm, here the analysis consider
0.8 mm substrate to realize the antenna. To the best of our knowledge, such inves-
tigations have not been carried out. The motivation of using these MTM slabs was
the realizeability of highly miniaturized SRR as reported in [11]. In the frequency
range 9.70–10.24 GHz, the MTM block behave as DNG materials as seen in Fig. 1.
For MNG, the block is defined by Lorentz model.
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(a) (b)

Fig. 2 Proposed antenna geometry a Metamaterial (MTM) embedded substrate b Metamaterial
(MTM) loaded superstrate and double positive substrate (DPS)

3 Effect on Resonance and Radiation Characteristics
of Antenna

The circular microstrip antenna designed at 10 GHz for which the radial dimen-
sion (rpatch) is computed as 5.50 mm. The antenna is excited with a probe feed
where the probe is inserted at 2.2 mm towards the edge of the patch from the center.
The double positive substrate (DPS) chosen for realizing the antenna has εr =2.2,
tanδ=0.00022 and substrate height of 0.795 mm. For analyzing the effect of includ-
ing MTM, the study is divided into two broad cases (a) metamaterials embedded on
the antenna substrate and rest of part is DPS and (b) metamaterials loaded on the
patch as superstrate covering the entire patch and antenna substrate is DPS. The pro-
posed antennas’ geometries are shown in Fig. 2. The embedded metamaterial redial
dimension denoted by rMTM and substrate dimension of rsubstrate is depicted in Fig. 2a.
In case of superstate loading the superstate metamaterial dimension is rMTM superstate

as observed in Fig. 2b. For all simulation, the DPS substrate radial dimension is fixed
at 20 mm.

3.1 MTM Embedded in Substrate

In this subsection, the effect of resonance and radiation characteristics of circular
microstrip antenna embedded with metamaterial (DNG) is investigated. The para-
metric variation of filling ratio (rMTM /rsubstrate) is discussed here for different MTM
cases. When the antenna substrate embedded with DNG metamaterial, due to the
mode splitting, the dual band phenomenon is observed which is shown in Fig. 3.
The narrow lower band is tuned around 10 GHz which is the resonance frequency
of unloaded resonance of circular antenna and comparatively wider higher band is
around 11 GHz. It is also observed that for lower value of filling ratio, the impedance
matching is improved in lower band and same phenomena is also observe for higher
filling ratio in higher band. When filling ratio increases, small right shift is also
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Fig. 3 Parametric study of effect on resonance characteristics of DNG embedded antenna by vary-
ing filling ratio as shown in Fig. 2a

Table 2 Peak realized gain at different resonant frequencies for the DNG embedded substrates, as
indicated in Fig. 3

rdng/rsubstrate Lower resonance
frequency (GHz),
bandwidth (MHz)

Higher resonance
frequency (GHz),
bandwidth (MHz

Peak realized gain
(dBi)
GRL ,Ga

RH

0.35 9.9543,257 10.938,546 1.5,3.9

0.40 10,298 11.043,660 1.85,5.1

0.45 10.154,235 11.127,635 2.03,5.28

0.50 9.8969,90 11.242,560 1.12,6.39

0.55 9.9167,134 11.34,536 1.05,6.6

aGRL, GRH are the peak realized gain corresponding to lower and higher resonant frequency, respec-
tively

observed with respect to 10 GHz. The lower and higher band gain and bandwidth are
tabulated in Table 2 for different filling ratios. Comparatively higher gain and wider
bandwidth performances are exhibited for 0.45 filling ratio.

The principal plane radiation pattern is shown in Fig. 4 for rdng/rsubstrate is 0.45.
Similar radiation pattern is observed in both frequency bands. Broad side null is
observed in elevation plane radiation pattern of every frequency bands. Here, broad
side null is observed in elevation plane pattern which is also observed in case of
DNG embedded antennas. However, the azimuthal plane pattern is omnidirectional
in both cases.
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Fig. 4 Parametric study of effect on resonance characteristics of DNG superstated antenna by
varying filling ratio rdng superstate/rsubstrate as shown in Fig. 2b

3.2 Superstrate MTM Disc Covering the Patch

In this section, the effect of resonance and radiation characteristics for superstate
MTM disc loading on the circular patch is discussed. The redial dimension of super-
state metamaterial disc is denoted with rMTM superstate and other notations related with
antennas and position of feed points are unaltered as shown in Fig. 2b. The height
of metamaterial disc is keeping fixed to 0.80 mm for all simulations. The parametric
study of the effect of resonance characteristics for DNG superstate antenna with
different filling ratio is demonstrated in Fig. 5. The resonance frequencies are gath-
ered around 11 GHz though the filling ratios are change from 0.30 to 0.50. It can
be observed that the resonance frequencies are shifted towards 10 GHz with step of
around 30 MHz and bandwidth is initially increases for lower value of filling ratio
but for higher values it gets gradually decrease and impedance is being improved.
Comparatively higher bandwidth is obtained for filling ratio of 0.40. The resonance,
bandwidth information, and realized peak gain are tabulated in Table 3.

One can observe from the table that the DNG superstated antenna exhibits height
gain of 10.26 dBi at 10.987 GHz and lowest bandwidth of 181 MHz for filling ratio
of 0.50.

The principal plane radiation pattern is displayed in Fig. 6 for DNG superstate
loading at 10.987 GHz for filling ratio rdng superstate/rsubstrate of 0.50. No broadside
null is observed in elevation plane radiation pattern.
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Fig. 5 Parametric study of effect on resonance characteristics of DNG superstated antenna by
varying filling ratio rdng superstate/rsubstrate as shown in Fig. 2b

Table 3 Peak realized gain at different resonant frequencies for the DNG superstate, as indicated
in Fig. 4

rdng superstate/rsubstrate Resonance frequency
(GHz)

Bandwidth (MHz) Peak realized gain
(dBi)

0.30 10.833 215 6.2

0.35 10.86 233 6.9

0.40 10.922 258 8.2

0.45 10.974 217 9.3

0.50 10.987 181 10.3

4 Conclusion

The effects on resonance and radiation characteristics for embedded metamaterial
substrate and metamaterial superstate loaded circular patch are investigated. One
can conclude from above discussion that embedded DNG substrate has capability to
operate the antenna in dual band with moderate gain allowable bandwidth. On the
other hand DNG superstated antenna exhibits realized peak gain as high as 10.26
dBi and considerable amount of bandwidth which is much greater then unloaded
antenna. One common thing to observe is that MTM embedded substrate antenna
exhibiting broadside null in its elevation plane radiation pattern.
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Fig. 6 Principal plane radiation patterns of the proposed antenna at 10.987 GHz for filling ratio
rdng superstate/rsubstrate of 0.50
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Smart Coordination Approach for Power
Management with Modern PEV
Technology

Md. Tasinul Hoque, Md. Kamiul Hoque and A. K. Sinha

Abstract This paper presents a smart method for charging an electrical vehicle
to meet up the energy crisis as a cost-effective solution of the energy market and
commercial success. Electric vehicles are meant to charge during off-peak hours of
the day to overcome the abnormal voltage variation of the distribution network, power
loss, and bad power quality. Thismethod effectively decreases the peak demand of the
system and improves power quality of the electricity to fulfill the demand shortage.
The generation unit runs with full capacity to meet up the demand to accomplish the
maximum efficiency and robust reliability. The backup storage system of the electric
vehicles improves the demand response curves with a quickest smart charging station
during the off-peak hour load of the power system by virtue of which battery storage
system hurls to manage power demand during the peak hour load of the power grid.
The consumers exchange their demand by charging and discharging their storage
systems to sell excess electricity and buy power as per the requirements of the open
market policy of the electricity.
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1 Introduction

According to the survey of branch of energy shipping is the prime emitter of carbon
dioxide in the whole world, clerical for more or less one-third of the total CO2 pro-
duction [1]. So, the time has come to think for alternative energy as well as other
eco-friendly means of the transportation system. One of the substitutes for trans-
portation is PEVs/PHEVs (Plug-in electric vehicles/Plug-in hybrid electric vehicles)
[2]. Naturally, electric motors are more efficient as compared to gasoline engines.
Such type vehicles are eco-friendly as to not release any type of greenhouse gas.
There are many challenges to the adoption of EVs which include high cost of PEVs,
long charging times of batteries, high costs of charging infrastructure, high costs of
upfront infrastructure, peak load impacts of uncontrolled charging, and local distri-
bution system impacts from clustering of PEVs [3, 4]. One solution to the problem
of overloading of transformer and lines is smart grid. Smart grid provides power
in both directions as to give-and-take and also provide communicating date for a
particular variation of time. For this reason, it is very helpful for the customer to
charge their electric vehicle [5]. As a result, utilities can watchfully manage when
and how EV charging occurs, collect EV specific meter data, apply specific rates
for EV charging, implement Demand Response (DR) programs [6, 7], engage con-
sumers with information on EV charging status and bill impacts, and collect data
for greenhouse gas credits. The plug-in electric vehicles represent an ideal off-peak
load that means these batteries can be charged during late night hours and in early
morning hours and can be made to discharge during peak hours of the day when the
cost of electricity is maximum [8]. By doing so, the peak demand will be reduced;
as a result, the problem of line congestion and overloading of the distribution net-
work will also get solved. The consumer can play an active role in determining the
price of electricity. Due to the reduction of peak demand, the price of electricity will
get reduced. The consumers exchange their demand by charging and discharging
their storage systems to sell excess electricity and buy power as per requirements
of the open market policy of electricity. The demand for the electricity in demand
response is considered as varying prices of the power market just as share markets.
The prices of the electricity during peak time discourage customer to use electricity
due to higher price of electricity in the market. In this approach, the consumers may
reduce their demand in self-controlled techniques or sell excess electricity to power
grid to earn a financial benefit.

2 Plug-in Electric Vehicle Technology

The growing use of electricity increases grid loading, power losses, and the risk of
jamming. However, employing electricity for heating and shipping also introduces
a significant level of elasticity to the traditional consumption pattern. Over the past
5 years, the transportation sector has been revolutionized due to the advent of plug-
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Fig. 1 Generation of charging process

in electric vehicles. The growing common awareness of ecological issues as well
as continuing concerns about reducing belief on foreign oil or petroleum has made
the concept of PEV very popular during the past few plug-in hybrid electric vehicles
(PHEVs) that are becomingmorepopular aswemove toward agreener future. PHEVs
are equipped with rechargeable batteries, which can be charged by connecting it to
an electric power source. Several studies have shown that PHEVs produce less CO2

and other pollutants over their entire fuel cycle, compared to conventional vehicles
(Fig. 1).

To drive a PEV as plainly as feasible, it needs to be charged in the off-peak hours
of the sunrise, when power demand is at its lowest and when wind power is typically
at its peak. Smart grid technologies will help to congregate this goal by interacting
with the PEV to charge it at the most optimal time. And you will still be able to
demand an instantaneous recharge when you need it.

3 Smart Grid Technology

The smart grid is also used to transmit power in both directions as give-and-take way.
It is associated with communication system to communicate with the electricity rate
for a particular time delay. It also works in a two-way power flow way. It also
organizes the power announcement system (Fig. 2).

Functions of a smart grid are as follows:

• More capable communication of electricity.
• Faster reinstallation of electricity after power fighting.
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Fig. 2 Smart grid

• Improve the operations and management costs for utilities and ultimately lower
tariff for consumers.

• Compact peak demand, which will also help lower electricity cost.
• Amplified integration of large-scale renewable energy systems.
• Better integration of customer–owner power generation systems, including renew-
able energy systems.

• Enhanced security.

4 Price Responsive Model of PEV

Gasoline mode of PEVs.
Let the mileage of gasoline operated PEV car = M1 km/L and cost of gasoline = “Q”
Rs/L.

To drive M Km, it takes “Q” rupees. For 1 km drive, it takes Q/M1 Rupees.
Battery mode of PEVs.
Let the mileage of gasoline operated PEV car = M2 km/L and cost of gasoline = “P”
Rs/L.

To drive M2 km, it takes “P” rupees. For 1 km drive, it takes P/M2 Rupees.
For optimum price for charging,

Q

M1
� PM2

i.e.

P � Popt � Q × M2

M1
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5 Simulation

The IEEE 30 bus system under normal load has the following parameters; bus data
and line data used in IEEE 30 bus system are as given below:
Base MVA = 100.
The bus coding is follows:

Slack Bus = 1.
Generator Bus (PV) = 2.
Load Bus (PQ) = 0.

V Voltage magnitude of bus.
<δ Voltage angle of bus.
Pg Generated active power in MW.
Qg Generated reactive power in MVar.
Pd Active power demand in MW.
Qd Reactive power demand in MVar.
Qmin Minimum limit of reactive power of generator bus.
Qmax Maximum limit of reactive power of generator bus.

Bus data:

Bus
no

Bus
code

V In
p.u

<δ

radian
Pa
MW

Qd
MVar

Pg
MW

Qg
MVar

Qmin
MVar

Qmax
MVar

Q
MVar

Remarks

1 1 1 06 0.0 0.0 0 0 0.0 0.0 0 0 0 SLACK
BUS

2 2 1.043 0.0 21.70 12.7 40.0 0.0 –40 50 0 LIG PV
BUS

3 0 1.0 0.0 2.4 1.2 0.0 0 0 0 0 0 LIG

4 0 1.06 0.0 7.6 1.6 0.0 0.0 0 0 0 LIG

5 2 1.01 0.0 94.2 19.0 0.0 0.0 –40 40 0 PV BUS

6 0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0 LIG

7 0 1.0 0.0 22.8 10.9 0.0 0.0 0 0 0 MIG

8 2 1.01 0.0 30.0 30.0 0.0 0.0 –10 60 0 MIG

9 0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 LIG

10 0 1.0 0.0 5.8 2.0 0.0 0.0 –6 24 19 LIG

11 2 1.082 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 HIG

12 0 1.00 0 11.2 7.5 0 0 0 0 0 MIG

13 2 1.071 0 0 0 0 0 –6 24 0 HIG

14 0 1 0 6.2 1.6 0 0 0 0 0 HIG

15 0 1 0 8.2 2.5 0 0 0 0 0 MIG

16 0 1 0 3.5 1.8 0 0 0 0 0 HIG

17 0 1 0 9.0 5.8 0 0 0 0 0 MIG

(continued)
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(continued)

Bus data:

Bus
no

Bus
code

V In
p.u

<δ

radian
Pa
MW

Qd
MVar

Pg
MW

Qg
MVar

Qmin
MVar

Qmax
MVar

Q
MVar

Remarks

18 0 1 0 3.2 0.9 0 0 0 0 0 MIG

19 0 1 0 9.5 3.4 0 0 0 0 0 MIG

20 0 1 0 2.2 0.7 0 0 0 0 0 MIG

21 0 1 0 17.5 11.2 0 0 0 0 0 LIG

22 0 1 0 0 0 0 0 0 0 0 LIG

23 0 1 0 3.2 1.6 0 0 0 0 0 HIG

24 0 1 0 8.7 6.7 0 0 0 0 4.3 HIG

25 0 1 0 0 0 0 0 0 0 0 HIG

26 0 1 0 3.5 2.3 0 0 0 0 0 HIG

27 0 1 0 0 0 0 0 0 0 0 HIG

28 0 1 0 0 0 0 0 0 0 0 MIG

29 0 1 0 2.4 0.9 0 0 0 0 0 HIG

30 0 1 0 10.6 1.9 0 0 0 0 0 HIG

Line date:

Bus no Bus no Resistance
(R.-in p.u)

Reactance
(X-in p.u)

Line charging
admittance( 1
2 B

)

Transformer
tapping

1 2 0.0192 0.0575 0.0264 1

1 3 0.0452 0.1852 0.0204 1

2 4 0.0570 0.1737 0.0l84 1

3 4 0.0132 0.0379 0.0042 1

2 5 0.0472 0.1983 0.0209 1

2 6 0.0581 0.1763 0.0187 1

4 6 0.0119 0.0414 0.0045 1

5 7 0.0460 0.1160 0.0102 1

6 7 0.0267 0.0820 0.0085 1

6 8 0.0120 0.0420 0.0045 1

6 9 0.0 0.2080 0 0.987

6 10 0.0 0.5560 0 0.969

9 11 0.0 0.2080 0 1

9 10 0.0 0.1100 0 1

4 12 0.0 0.2560 0 0.932

12 13 0.0 0.1400 0 1

12 14 0.1231 0.2559 0 1

(continued)
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(continued)

Line date:

Bus no Bus no Resistance
(R.-in p.u)

Reactance
(X-in p.u)

Line charging
admittance( 1
2 B

)

Transformer
tapping

12 15 0.0662 0.1304 0 1

12 16 0.0945 0.1987 0 1

14 15 0.2210 0.1997 0 1

16 17 0.0824 0.1923 0 1

15 18 0.1073 0.2185 0 1

18 19 0.0639 0.1292 0 1

19 20 0.0340 0.0680 0 1

10 20 0.0936 0.2090 0 1

10 17 0.0324 0.0845 0 1

10 21 0.0348 0.0749 0 1

10 22 0.0727 0.1499 0 1

21 22 0.0116 0.0236 0 1

15 23 0.1000 0.2020 0 1

22 24 0.1150 0.1790 0 1

23 24 0.1320 0.2700 0 1

24 25 0.1885 0.3292 0 1

25 26 0.2544 0.3800 0 1

25 27 0.1093 0.2087 0 1

28 27 0 0.3960 0 0.968

26 29 0.2198 0.4153 0 1

27 30 0.3202 0.6027 0 1

29 30 0.2399 0.4533 0 1

8 28 0.0636 0.2000 0.0214 1

6 28 0.0169 0.0599 0.065 1

The limit of generation for each voltage-controlled (PV) bus with bus no code is
given below:

⎡

⎢⎢
⎢⎢⎢⎢⎢
⎢⎢
⎣

Bus code Pmin Pmax

1 50 200
2 20 80
5 15 50
8 10 35
11 10 30
13 12 40

⎤

⎥⎥
⎥⎥⎥⎥⎥
⎥⎥
⎦
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The alpha, beta and gamma values of all PV buses are also provided below:
⎡

⎢⎢⎢⎢⎢
⎢⎢⎢⎢⎢
⎣

Bus No α β γ

1 0.00375 2 10
2 0.0075 1.75 10
5 0.0025 1 10
8 0.0083 2 10
11 0.065 3 15
13 0.075 3 20

⎤

⎥⎥⎥⎥⎥
⎥⎥⎥⎥⎥
⎦

The total cost of generation for load of 283.4 MW = 724.5546 Rs/h.
The generation of each PV bus is given below:

⎡

⎢⎢⎢⎢⎢
⎢⎢⎢⎢
⎣

Bus No MW (P)

1 111.2941
2 70.5819
5 50
8 35
11 10
13 12

⎤

⎥⎥⎥⎥⎥
⎥⎥⎥⎥
⎦

The voltage profile of each load dispatch center is as follows:
VV = [1.0600 1.0430 1.0260 1.0178 1.0100 1.0150 1.0050 1.0100 1.0531 1.0470

1.0820 1.0600 1.0710 1.0451 1.04041.0473 1.0418 1.0306 1.0279 1.0319 1.0347
1.0353 1.0298 1.0240 1.0209 1.0033 1.0275 1.0130 1.0078 0.9963]

The total transmission loss is 5.6481 MW.
From the result of this program, it is clear that all the voltages at different load

dispatch centers (LDCs) are within the permissible limit of±5%. Hence, the voltage
stability of the system is maintained.
CASE 1: When the PEVs are connected at zone 1 at different load dispatch
centers.

Average load of 1 PEV = 6.6 KW
In order to charge 10,000 PEVs

The increased load � 10, 000 × 6.6KW

� 66, 000KW

� 66MW.

First of all, we put this 66 MW of load on zone 1 of HIG group at different load
dispatch centers.

We have distributed 66 MW of load equally among 11 HIG LDC.
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The increased load is shown by bold letters in the following table:

Bus data

Bus
no

Bus
code

V In
p.u

<δ

radian
Pa
MW

Qd
MVar

Pg
MW

Qg
MVar

Qmin
MVar

Qmax
MVar

Q
MVar

Remarks

1 1 1.06 0.0 0.0 0.0 0.0 0.0 0 0 0 SLACK
BUS

2 2 1.043 0.0 21.70 12.7 40.0 0.0 –40 50 0 LIG PV
BUS

3 0 1.0 0.0 2.4 1.2 0.0 0.0 0 0 0 LIG

4 0 1.06 0.0 7.6 1.6 0.0 0.0 0 0 0 LIG

5 2 1.01 0.0 94.2 19.0 0.0 0.0 –40 40 0 PV BUS

6 0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0 LIG

7 0 1.0 0.0 31.8 10.9 0.0 0.0 0 0 0 MIG

8 2 1.01 0.0 31.8 10.9 0.0 0.0 0 0 0 MIG

9 0 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 LIG

10 0 1.0 0.0 5.8 2.0 0.0 0.0 –6 24 19 LIG

11 2 1.082 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 HIG

12 o 1.00 0 20.2 7.5 0 0 0 0 0 MIG

13 2 1.071 0 0 0 0 0 –6 24 0 HIG

14 0 1 0 6.2 1.6 0 0 0 0 o HIG

15 0 1 0 17.2 2.5 0 0 0 0 0 MIG

16 0 1 0 3.5 1.8 0 0 0 0 0 HIG

17 0 1 0 18.0 5.8 0 0 0 0 0 MIG

18 0 1 0 12.2 0.9 0 0 0 0 0 MIG

19 0 1 0 18.5 3.4 0 0 0 0 0 MIG

20 0 1 0 11.2 0.7 0 0 0 0 0 MIG

21 0 1 0 17.5 11.2 0 0 0 0 0 LIG

22 0 1 0 0 0 0 0 0 0 0 LIG

23 0 1 0 3.2 1.6 0 0 0 0 0 HIG

24 0 1 0 8.7 6.7 0 0 0 0 4.3 HIG

25 0 1 0 0 0 0 0 0 0 0 HIG

26 0 1 0 3.5 2.3 0 0 0 0 0 HIG

27 0 1 0 0 0 0 0 0 0 0 HIG

28 0 1 0 10 0 0 0 0 0 0 MIG

29 0 1 0 2.4 0.9 0 0 0 0 0 HIG

30 0 1 0 10.6 1.9 0 0 0 0 0 HIG
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The total cost of generation as per the program is found to be 1023.5 Rs/Hr.
The generation of each PV bus is given below:

⎡

⎢
⎢⎢⎢⎢⎢
⎢⎢⎢
⎣

Bus No MW (P)

1 200.00
2 66.9569
5 36.8241
8 26.3301
11 12.8894
13 21.5326

⎤

⎥
⎥⎥⎥⎥⎥
⎥⎥⎥
⎦

The voltage profile of each load dispatch center is as follows:
Columns 1 through 15
[1.0600 1.0430 1.0192 1.0100 1.0100 1.0092 0.9998 1.0100 1.0461 1.0370 1.0820

1.0537 1.0710 1.0351 1.0234 1.0380 1.0299 1.0017 0.9980 1.0047 1.0245 1.0250
1.0153 1.0129 1.0133 0.9955 1.0221 1.0067 1.0022 0.9907]

Transmission loss (TL) = 15.1331 MW
In this case, also the voltages at different load dispatch centers (LDCs) are within

permissible limit of ±5%. Hence, the voltage stability of the system is maintained.

6 Result Analysis

The total cost of generation for a load of 283.4 MW = 724.5546 Rs/h.

Total demand load (MW) Zone/group Cost of generation (Rs/Hr)

283.4 + 66 = 349.4 ZONE 1 (HIGH INCOME
GROUP)

1048.20

Total demand load (MW) Zone/group Cost of generation (Rs/Hr)

283.4 + 66 = 349.4 ZONE 1 (HIGH INCOME
GROUP)

1048.20

349.4 Zone 2 (MEDIUM INCOME
GROUP)

1023.5

349.4 Zone 3 (LOW INCOME
GROUP)

983.11

Result analysis 1
If the PEVs of high income group people charge on zone 1, then the cost will be
1048.20Rs/Hr. but if these PEVs are charged on zone 3, then the costwill be 983.1156
Rs/Hr only. This means there is a considerable saving in money.

Per hour saving = (1048.20 – 983.11) = 65.09 Rs.
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Fig. 3 Load distribution of HIG without PEV

Let the battery of plug-in electric vehicles (PEVs) charged in 12 h a day.
Per day saving = 12 × 65.09 = 781.08 Rs.
And annual saving = 365 × 781.08 = 285094.20 Rs.

Result analysis 2
In a similar way, if the PEVs are meant to charge at Zone 2 instead of Zone 1.

Per hour saving = (1048.20–1023.50) = 24.70 Rs.
Per day saving = 12 × 24.70 = 296.40 Rs.
And, annual saving = 296.40 × 365 = 108,186 RS.
The demand for the PEV charging station depends on the price of gasoline rather

than the price of electricity. When the price of electricity is less than the price of
gasoline for a particular amount of power, PEV charging station has to cater the
demand whatever may be the price of electricity. Thus, this type of PEV avails
continuous charging for any price less than the present market price of fossil fuel.

To determine the optimum price of charging, Independent SystemOperator (ISO)
may use the following calculations:

The load distribution of HIG group for different hours of day is given in Figs. 3, 4.
From the diagram, it can be seen that the peak demand of HIG group is 8 KW

when there is no PEV connected. But when the PEV is connected, the peak demand
increases to 14.6 KW. The price of electricity will be more in peak hours than during
off-peak hours of the day. So, the consumer will have to pay much more money to
charge their PEVs.

Not only this, due to the increased load, the distribution networkwill be overloaded
resulting in line congestion and the continuity of the supply will be hampered. There
will be a common problem of voltage drop amongst the various feeders due to
overloading.
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Fig. 4 Load distribution of HIG with PEV

Fig. 5 Load distribution of LIG without PEV

It can be seen from Fig. 5 that the off-peak demand of a LIG group is very much
less as compared to their peak demand. Also, the cost of electricity per unit is lower
than any other group. So, the idea is if the PEVs are made to charge during off-
peak hours of the LIG group, the problem of overloading and overcrowding of the
distribution and transmission lines and other equipments such as transformers can
be easily managed. The consumers have to pay less price for the charging.

6.1 Effects of the PEVs Charging on the Demand Response

Electricity price per unit consumption is to be considered as lower price during the
off-peak hours of the power grid when the power demand is short particularly during
night and early morning of a day, and it is also top requirements of the electric power
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Fig. 6 Load distribution of LIG with PEV

during peak hours of a day. In the present scenario of the power market, the power
demand may be controlled through the smart chargers of the electric vehicles. The
consumer harvests electricity using storage systems of the electric vehicles as per
requirements. The consumers exchange their demand by charging and discharging
their storage systems to sell excess electricity and buy power as per the requirements
of the open market policy of the electricity. The demand for the electricity in demand
response is considered as varying prices of the power market just as share markets. A
consumer may ask for whether the users are willing to purchase electricity at higher
price during the peak hour of the load. The prices of the electricity during this time
discourage the customer to use electricity due to higher price of electricity in the
market.

In this approach, the consumers may reduce their demand in self-controlled tech-
niques or sell excess electricity to power grid to earn financial benefit. As a result,
the peak demand of the system decreases using a series storage system of electric
vehicles. These types of the systemmay reduce peak demand of electrical power and
saving the peak demand as shown in Fig. 6 as wider clarification. If a series of the
electric vehicle is charged during off-peak hours of a day, then the price of charging
will be lower as open market policy of the power market and a series of the storage
of the electric vehicle (EV) systems are used to charge battery which may be used
to supply the domestic load during peak hours as shown in Fig. 7 as the distributed
generators. If EVs are charged during peak hours, it will invite ruthless networks
of the grid, volatile system of the peak demand, and abnormal voltage variation of
distribution inviting sizeable increase of power loss and bad power quality. So charg-
ing of the EV systems during off-peak hours not only decreases the peak demand of
the system but also improves power quality of the electricity to fulfill the demand
shortage so that the generation units run with full capacity to meet up demand to
accomplish the maximum efficiency and robust reliability. Another big advantage of
PEVs is demand.
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Fig. 7 Demand response curve of the power system

Fig. 8 Load demand curve showing V2G operation

Vehicle to Grid:
When we are charging our vehicle during the off-peak hour, then we get price benefit
and during peak hour of the day, we disconnect our power system supply by con-
necting it to our vehicle battery or also deliver the storage power in battery to grid
because peak demand also will decrease as shown in Fig. 8. As a result, the price of
electricity will get reduced and the consumer will get power at a lower price. Due
to the decrease in peak demand line, congestion will reduce and power quality will
improve.
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7 Conclusions

• Plug-in electric vehicles are clean source of transportation.
• It is cost-effective when the PEVs are charged at Zone 2 or Zone 3 instead of Zone
1.

• There is reduction in peak demand of HIG.
• Electricity cost will be lower.
• Overloading of transformers during peak hours is also eliminated.
• Due to the decrease in peak demand, line congestion will reduce and power quality
will improve.

• Consumer can get financial benefits by selling the excess electricity to grid by
discharging their PEVs during peak hours using vehicle-to-grid (V2G) mode.

• Plug-in electric vehicles are ideal off-peak load because of surplus power available
during night and early morning hours at a lower cost.
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A Cost Function Based Multi-objective
Multicast Communication over WDM
Optical Fiber Mesh Network

Subhendu Barat, Basuki Nath Keshri and Tanmay De

Abstract Multicast optical fiber communication is basically a typicalmulti-objective
optimization problem where usage of resources like wavelength channels, splitters,
converters, transceivers, and QoS parameters like delay, fault tolerance, etc. need
to be optimized. In this paper, we have used a novel cost function based heuris-
tic approach to optimize delay, splitting, wavelength usage, simultaneously. Here,
we have proposed a routing algorithm which effectively minimizes splitting and
splitterrequirement keeping delay in communication in consideration. The routing
algorithm when combined with standard first-fit wavelength assignment provides a
set of wavelength optimized light-trees for a given set of static multicast traffic. We
have analyzed its efficiency through simulation over standard physical networks like
NSFNET.

Keywords Multicast routing and wavelength assignment (MRWA)
Wavelength division multiplexing (WDM) · Multi-objective optimization
Heuristic

1 Introduction

Modern society is experiencing a drastic change in its business process, social life,
and in governance. Things are getting automated and connected through the Internet.
Thus, business and governance procedures are converting into online applications
which is increasing the need of faster and safer data transmission worldwide. Opti-
cal fiber communication is attracting most of the focus of today’s communication

S. Barat (B) · B. N. Keshri
Department of Computer Science and Engineering, NSHM Knowledge Campus,
Durgapur, India
e-mail: barat.subhendu@gmail.com

T. De
Department of Computer Science and Engineering, National Institute of Technology,
Durgapur, Durgapur, India

© Springer Nature Singapore Pte Ltd. 2019
U. Biswas et al. (eds.), Advances in Computer, Communication and Control, Lecture
Notes in Networks and Systems 41, https://doi.org/10.1007/978-981-13-3122-0_8

75

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3122-0_8&domain=pdf
mailto:barat.subhendu@gmail.com
https://doi.org/10.1007/978-981-13-3122-0_8


76 S. Barat et al.

researchers due to its huge bandwidth and negligible attenuation of power while
transmission of signal over nations. As data is transmitted via LASER ray using the
principle of total internal refraction through very thin optical fibers, the communi-
cation is very fast, secure, and communicating circuitry is very compact. Although
latest switching and doping technologies in optical fiber increased the capacity of
optical fiber communication, the traffic in the Internet is increasing at much faster
rate than the technological growth. Especially the growth of multimedia and net-
working applications in e-commerce, video conference, e-learning, etc. are creating
requirement of huge bandwidth.

Wavelength division multiplexing (WDM) technology enhanced the capacity of
optical fiber communication further by allowing multiple messages (assigned with
different wavelength) to be multiplexed in a single optical fiber cable slotted into
multiple wavelength channels. A light-path is a path in optical layer which connects
a source with another node which is the destination for a message to be commu-
nicated and it may span multiple optical fiber links in a WDM network. Without
wavelength conversion capability at the optical switches, a light-path must use the
same wavelength on all the fiber links through which it traverses; this property is
known as the wavelength-continuity constraint [16]. Multiple recipients of a single
message originated from a common sender is becoming a common phenomena in
today’s e-commerce and e-learning trend. In fiber optics communication, this prob-
lem is studied as Multicast Routing and Wavelength Assignment (MRWA) problem.
The general approach to deal with this MRWA problem is to divide it into two sub-
problems: (i) Routing, i.e. constructing a multicast tree routed at the source node and
connecting all the destination nodes; and (ii)WavelengthAssignment problem,which
is to assign a wavelength on each link in the multicast tree to generate a light-tree.
A light-tree may need a signal to split into multiple signals at some internal nodes.
These branch nodes, called multicast capable (MC) nodes [1, 8] are more expensive
due to active/passive amplification to regenerate strength of outgoing split signal,
than those without, which are called as multicast incapable (MI) nodes. In this work,
we have proposed a cost function based routing algorithms using some static aspect
of the network and dynamic aspects of a run time multicast session establishment
request to provide an efficient light-tree solution of the MRWA problem.

2 Previous Works

The latest researches on the field of Multicast Routing and Wavelength Assignment
(MRWA) are based on establishing light-tree [12, 16] for each multicast session
requests. Unicast RWA problems are encountered in [4, 6, 14] using light-path con-
cept. Several RWAschemes have been proposed in [3, 12]which differ in the assump-
tions on the traffic pattern, availability of the wavelength converters, and desired
objectives. The MRWA problem is an NP-Complete problem [10]. Due to this NP-
completeness nature several heuristics, meta-heuristics, stochastic, and randomized
approximate algorithms are proposed in literature to deal with the MRWA problem.
Among the meta-heuristic algorithms Genetic Algorithm has drawn the maximum



A Cost Function Based Multi-objective Multicast Communication over WDM … 77

attention. A multicast routing genetic algorithm is proposed in [13]. Although the
algorithm was proposed to minimize the usage of splitters, the proposed algorithm
used Dijkstra algorithm to determine the shortest path for every pair of the source
and destination. Hence the entire process was not genetic. Some of the researchers
have applied other techniques like: Memetic Algorithm [9], Simulated Annealing [2]
and many other techniques also. A Tabu search technique is used in [15]. A chaotic
optimization adaptive GA is proposed in [11]. The chaotic optimization technique
adopted in this work prevents searching process stuck at local minima. A variety
of research is performed on wavelength converters [5], an opto-electronics device
which can convert an incoming laser ray into an outgoing ray of different wavelength.
Using wavelength convertors throughput of the network can be improved a lot with
increase in network cost, as the converters are very costly. A new multicast routing
structure, named as light-hierarchy, was proposed for all multicast routing in [18],
which permits the cycle introduced byCross Pair Switching (CPS) capability ofMul-
ticast Incapable (MI) nodes. In practice, an all-optical WDM network is equipped
with a limited number of MC nodes or splitters. Hence, in wavelength assignment
for WDMmulticast, we need to consider the splitting constraint [14]. Splitter place-
ment problem in wavelength-routed network (SP-WRN) is studied in [2]. In a sparse
splitting network multicasting requires the provision to use multiple wavelengths to
be used to establish a single connection due to lack of MC nodes, which generates
a set of light-trees, named as light-forest [17]. Two genetic algorithms to generate
light forest are proposed in [7]. A new cost model employing wavelength usage and
communication cost is defined there to optimize the cost of light forest.

3 Problem Formulation

In this section, we present the problem in a formalmathematical way. Here, wemodel
a WDM optical fiber network as a graph G = (V,E), where V = (v1, v2, . . . , vN )

is a set of nodes represented as a set of vertices and E = (eij | ∀vi, vj ∈ V ) is a set
of physical links between nodes represented as a set of edges. G is a bidirectional
graph such that eij = eji. |V | = N , and |E| = η.

A multicast session is defined as rk = (sk ,Dk) and the solution multicast tree can
be defined as tk = (Vk ,Ek) where sk is the source and Dk is the set of destination
nodes for the session rk . Dk = (d1

k , d2
k , ., dn

k ), where |Dk | = n and Vk ⊆ V is the set
of vertices tk consists of. Ek ⊆ E, is the set of branches constituting tk .

3.1 Assumptions

In this paper, we have assumed the following:

• A light-tree is generated for each session.
• There is no wavelength converter hosted at any node in the network.
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• All the nodes have full splitting capability and splitting at a node is independent
of the splitting done for other sessions.

• There is a single optical fiber in each link and the links are bidirectional.
• No node or link failure occurs in the network.

3.2 Objectives

In this work, we have considered multiple objectives together.
The major objective of this work is to maximize the throughput, i.e., the ratio

of the number of requests successfully established, say EST with total number of
session requests appeared in a static traffic, say REQ. Hence, we can express our
objective as:

Maximize Throughput = |EST | × 100%

|REQ| (1)

One of the objectives of this work is to minimize the splitting requirement to
establish a multicast session. The problem can be formulated as:

Minimize
N∑

i=1

ZiCi (2)

Here, Zi is a binary variable andCi is another variable which stores the out-degree
of node vi ∈ V , in the multicast tree tk , also referred as splitting capacity of the node.

Zi = 1, vi ∈ Vk (3)

Zi = 0, otherwise (4)

Another objective of our work is to minimize the delay associated with the mul-
ticast tree tk , represented as Δk . Let Pd

tk is the component light-path of tk , i.e., set of
edges connecting destination node d ∈ Dk from source node sk . The delay associated
with the component light-path Pu

tk is represented by Δ(Pd
tk ) and can be formulated

as:
Δ(Pd

tk ) =
∑

eij∈Pd
tk

dist(eij) (5)

Here, dist(eij) represents the delay associated with the link eij ∈ Pd
tk ⊆ Ek . If we

assume dist(eij) = 1,∀eij ∈ E, the delay functions represents the hop count between
source–destination pair. Hence the delay associated with the establishment of the
multicast session is defined as the maximum among the distance between all source–
destination pair, which can be represented mathematically as follows:
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Δk = max(Δ(Pd
tk )),∀d ∈ Dk (6)

Hence, our second objective is formulated as:

Minimize Δk (7)

3.3 Constraints

• There must be atleast one node in destination set Dk .

|Dk | ≥ 1 (8)

• All the destinations belonging to the destination set Dk of a request rk have to be
included in the resulting multicast tree tk exactly once.

Dk ⊆ Vk ⊆ V (9)

• multicast tree tk must be free from loop and redundant edges.

�eac, ebc ∈ Ek | va, vb, vc ∈ Vk∀a, b, c (10)

�eask ∈ Ek | va ∈ Vk (11)

• No node is repeated in the multicast tree tk .

N∑

i=1

Zi = |Vk | (12)

4 Proposed Approach

Throughput is one of the major parameters in establishing communication over any
network. The more the throughput greater is the success ratio to establish a connec-
tion. In WDM optical fiber communication, one of the major physical constraint is
the number of wavelength channels available in every optical fiber cable. Hence, it
imposes a restriction over number of message signals which can transmit through a
optical fiber cable. Due to distinct wavelength constraint, two different signals cannot
be transmitted with the same wavelength channel in a single optical fiber simulta-
neously. This makes a major performance issue in MRWA. Here, we tried to reduce
number of distinct wavelength channels required within an optical fiber to estab-
lish session for all multicast requests generated at a time. If the wavelength channel
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requirement for each session can be reduced then on an average more multicast ses-
sion requests can be established successfully. This, in turn, will reduce blocking due
to unavailability of wavelength channels in any optical fiber cable in the network.
This way we can optimize throughput for a given set of static requests.

Throughput can further be degraded because of request blocking due to violation
of splitting constraint at any internal node of the solution multicast tree. As we know,
MC nodes are very costly, all the nodes in the network may not be MC node, and
even all the MC nodes may not split an incoming request into infinite number of
outgoing signals, i.e., there is a finite splitting capacity in all MC nodes in a WDM
optical fiber network. If an internal node in the solution routing tree tries to split
an incoming signal into x number of outgoing signals, where the splitting capacity
of the branch node is, say y, and x > y, then the signal cannot be split into desired
amount, and some of the destinations in the request cannot be connected with the
common source. As we assumed that all the destination nodes need to be connected
with the common source, in this case, request blocking will occur due to splitting
capacity constraint. In this paper, we try to minimize branching of any internal node
in the routing phase, so as probability to violation of splitting capacity constraint can
be minimized.

As lesser branching off imposes skewness in tree, it, in turn, increases the delay in
communication. We have tried to optimize the delay as well as the splitting require-
ment for establishing a multicast session where delay is treated as a major QoS
parameter in digital communication and optical splitters and wavelength channels
are taken as major cost parameter. A minimum splitting is attained when no internal
nodes are split into multiple branches, i.e., all the destinations are in a chain starting
from the source node. This type of skewed tree increases the depth of the traversal
as well as the overall delay associated with the multicast tree, hence delay starts
increasing. So a trade-off must be attained. Here, we have proposed one technique
to solve this multi-objective problem in efficient manner. Here we have devised a
new cost function for each link in the networks which takes the length of the link as
well as the proximity of destination nodes from the incidents nodes, which restricts
the branching from an internal node as well as exploration of links are tunneled
towards destination nodes only. The mathematical formulation of our cost function
is as below.

Cost(vi, vj) = (k1 ∗ Dist(vi, vj) + k2 ∗ Prox(vj))/(isDest(vj) + 1) (13)

Here, Cost(vi, vj) is computed as the cost to explore node vj from node vi through
the link eij. A link will be traversed only when the algorithm decides the cost associ-
atedwith that edge is increasing the total cost of exploration by theminimum amount,
i.e., we want to find a solution tree tk for a multicast session rk , if tk connects all
destination nodes d ∈ Dk , and COST tk is minimum.

Costtk =
∑

eij∈Ek

(Cost(vi, vj)) (14)
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Dist(vi, vj) is the actual distance from node vi to vj in theWDMoptical fiber mesh
network . Thus, longer distance will make a node costlier to be explored.

Prox(vj) = Number_of _Neighbour(vj)

Number_of _Destination_Neighbour(vj) + 1
(15)

Prox(vj) measures the proximity of vj from destination node(s). Lower value of
Prox(vj) estimates higher possibility of exploring destination nodes. Thus it affects
on the size of the multicast tree, and reduces hop count.

The value of isDest(vj) will be 1 if vj is a destination node itself and the value is
0 otherwise. Due to this the cost to explore a destination node will be less than to
explore a non-destination node. Thus, it reduceswavelength channel requirement. k1,
k2 is are positive constants which can tune the impact of the controlling parameters
as per the application requirement.

Hence, Eq.13 generates a cost of exploration for each link in the network. As all
the controlling parameters return a positive value, cost of exploration for every link
in the network is also positive. As we need to minimize the total exploration cost,
here we have applied modified Dijkstra’s Algorithm to find out the solution routing
tree. Unlike original Dijkstra’s Algorithm we are not trying to find out shortest path
for all nodes in the network from the common source, rather we are exploring the
nodes until all the destination nodes are explored. The detailed pseudocode of the
proposed “Cost-Based Multicast Routing” (CBMR) is explained in Algorithm 1.

As shown inAlgorithm1, at first the costmatrix is generated for the givenmulticast
session request rk . Then, we initialize MinCost vector as the computed minimum
cost to reach every node from the source node. As distance of source node with itself
is 0, itsMinCost is always 0. Then, in each iteration, we will find the closest node to
be explored and will freeze itsMinCost, if its computed cost is least among the costs
of all unexplored nodes. If a new node is explored cost of its adjacent nodes may be
updated, if better path is explored. The iteration continues until all the destination
nodes are explored. After this, the multicast tree is extracted by backtracing every
explored destination nodes upto the common source node.

5 Result Analysis

To analyze the performance of our proposedCBMRalgorithm,we have simulated the
algorithm over various physicalWDMoptical fiber mesh networks, and compared its
performance with standard Dijkstra’s Algorithm. As the distance between two nodes
in a physical network is always positive, Dijkstra’s Algorithm always guarantees
minimum delay to reach any node in the network. Hence it provides the lower bound
of delay in multicast communication, which is one of the major QoS parameter in all
types of communication. Thus, Dijkstra’s Algorithm becomes a good choice to com-
pare the performance of our proposed algorithm in this multi-objective optimization
scenario. Here, we have simulated our proposed algorithm over the graphical model
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Algorithm 1: Cost-Based Multicast Routing (CBMR)
Input : A Multicast Session Request rk
Output: A multicast tree tk

1 for i = 1 to N do
2 for j = 1 to N do
3 Costij is set as per Eq. 13

4 Set Unexplored = Dk
5 for i = 1 to N do
6 Set MinCosti = ∞
7 Set Reachedi = 0

8 Set MinCostsk = 0
9 while Unexplored �= φ do

10 Set v = findClosest()
11 Set Reachedv = 1
12 if v ∈ Unexplored then
13 Remove v from Unexplored

14 Set NEI = findNeighbours(v)
15 while NEI �= φ do
16 Pick and remove u from NEI
17 if MinCostu < (MinCostv + Costvu) then
18 Set MinCostu = (MinCostv + Costvu)
19 Set Parentu = v

20 Construct tk by backtracing paths upto source sk

of NSFNET presented in Sect. 4 of this paper with a set of 500 random multicast
requests. We have varied the maximum session size of each such random request
from 2 (unicast) to 14 (broadcast), and compared the performance with Dijkstra’s
algorithm. The multicast session size is increased by one node for each simulation
point from unicast test case to broadcast test case, for all possible simulation points
for the network. We have taken following parameters for comparison purpose: total
splitting requirement per session, splitters requirement per session, number of optical
channels required per session, average delay in communication, average hop count,
and total number of wavelength channels required to establish all 500 randomly
generated static requests.

In Fig. 1, it is found that our proposed CBMR algorithm is reducing the tree size
of the multicast tree more than the standard Dijkstra’s Algorithm. Due to this reason,
lesser number of optical channels are required in CBMR algorithm.

As lesser number of optical links are required for each multicast session request
using CBMR algorithm, there will be lesser requirement of wavelength channel
capacity in optical cables of the network to establish sessions for entire static set
of requests. This is justified in Fig. 2, where First-Fit wavelength assignment is per-
formed on the multicast trees generated by CBMR and Dijkstra’s algorithm. This is
the vital achievement of our proposed algorithm. As wavelength channel capacity of
an optical fiber cable is a cost-sensitive physical constraint in optical fiber network,
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Fig. 1 Comparison on
optical channel requirement
per session
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lesser requirement of wavelengths makes the algorithm robust even for low-cost,
low-capacity WDM networks also. Thus, it guarantees better throughput.

Table1 shows that our proposed CBMR algorithm requires lesser number of split-
ters, and splitting. It also reduces hop delay and increases the distance to be traversed
by a moderate fraction than Dijkstra’s algorithm, which traverses optimum distance
to establish the multicast sessions.
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Table 1 Comparison on splitting and delay

Session
size

Dijkstra CBMR

No. of
splitter

Total
splitting

Hop
delay

Max distance
traversed

No. of
splitter

Total
splitting

Hop
delay

Max distance
traversed

2 0 0 2.34 2278 0 0 2.11 2428

3 0.44 0.44 2.74 2628.8 0.39 0.39 2.43 2885

4 0.69 0.75 2.85 2776.8 0.65 0.69 2.52 3033.2

5 0.92 1.04 3.09 2984.8 0.85 0.97 2.7 3271.2

6 1.11 1.34 3.21 3132.6 1.04 1.22 2.82 3519

7 1.28 1.57 3.29 3202 1.23 1.5 2.85 3567.8

8 1.48 1.82 3.38 3313.4 1.37 1.69 2.98 3701.6

9 1.63 2.04 3.46 3314.2 1.52 1.91 2.99 3719.4

10 1.83 2.28 3.55 3342.6 1.7 2.19 3.02 3834.2

11 1.96 2.45 3.57 3483.4 1.81 2.3 3.06 3892

12 2.18 2.75 3.61 3499.4 2.04 2.65 3.09 3910.2

13 2.24 2.87 3.71 3645.4 2.11 2.78 3.12 4026.8

14 2.3 2.95 3.62 3546.2 2.17 2.88 3.04 3913

6 Conclusion

As traditional business is transforming in e-commerce and academics is shifting
toward e-learning, communication is becoming bandwidth sensitive, which is mak-
ing optical fiber networks as the choice of transmission media. One-to-many com-
munication in optical fiber communication requires more research to optimize costly
resources like splitters, wavelength channels and also to improve quality of ser-
vice by minimizing delay in communication. In this paper, we have formulated one
such multi-objective MRWA problem for WDM mesh network and proposed a cost
function based multicast routing algorithm which reduces splitting requirement and
wavelength channel requirement simultaneously keeping delay in communication
bounded in a low limit. We have shown the efficiency of our proposed algorithm
with simulation results and proved that our proposal works economically in WDM
mesh networks.
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Detection and Counting of Marigold
Flower Using Image Processing
Technique

Prabira Kumar Sethy, Bijayalaxmi Routray and Santi Kumari Behera

Abstract Analytically, in view of nation’s unavoidable pecuniary development and
its input toward farming like floriculture is essentially an extensive area and a catalyst
in the structural socioeconomic building of India. As it is the age of computerization,
in the field of harvest, estimation which stimulates an idea of an automated approach
using precision agriculture having the degree of ability to count acres of flowers in
a specific field which indeed saves time and money in contrast to manual counting.
So, the marigold harvest and its production estimation can be done through image
processing which may help largely in the planning of good marketing and its man-
agement easily. In this paper, we have proposed a methodology which can detect
and count marigold flower successfully by using HSV color transform and circular
Hough transform (CHT) methodologies. The proposed methodology is applied to
marigold flower which is captured in an open field with an average error of 5%.

Keywords Circular hough transform · HSV color transform · Marigold flower
Image processing

1 Introduction

There are about 250,000 named flower species in the world; on a daily basis, we
can see many blooming flowers in the roadside, garden, park, mountain path, wild
field, greenhouses, etc. [1]. Floriculture is a discipline of horticulture concerned
with the cultivation of flowers and ornamentals plants for floral industry and for
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the garden. Floriculture crops include houseplants, bedding plants, pot plants, and
cut flowers. The cut flower is used in business in which flower is usually sold in
bunches or as bouquets with foliage. Cut flowers are used in drink, decoration, for
making medicine, cosmetics, etc. Currently, everyday the utilization of technology
within the field of agriculture is increasing day by day for reducing the workforce
and increasing the assembly capability. Produced flowers sold in the market by the
farmers in the form of the bunch. But in the market, these flowers sold in the form of
units; hence the profit gain by the agent is more than the farmer because a farmer does
not know how many (in units) flowers are there in his garden. Bairwa [2] addressed
issues in flower counting. Fifteen Gerbera flower images are processed and applied
image processing techniques to achieve 95.01% of accuracy over manual counting.
Nandyal and Jagadeesha [3] conferred a cropgrowthprediction systemusingmachine
vision in which the fruit region is found using edge detection and circular fitting
algorithm.Wijethunga et al. [4] developedmachine-controlled enumeration approach
with application to kiwifruit enumeration system. Three easy enumeration strategies
followed by a minimum distance classifier-based segmentation technique in L * a
* b * color space is discussed. The recognition accuracy is above 90%. Sarkate
et al. [5] counted Gerbera flowers using Hue Saturation Value (HSV) color space
and histogram analysis. The proposed algorithm is given less accurate result due
to overlapped flowers. Dorz et al. [6] estimated tangerine yield by counting of the
tangerine flower usingmachine vision. Flowers are countedwith the help ofGaussian
filter and RGB color detection method. Salvo et al. [7] predicated blueberry based
on the counting of a number of flowers buds. Bud counting relates the number
of enough of fruit for the harvest and also relates weather variable. Sural et al.
[8] have studied the important properties of HSV color space and developed and
framework for extracting features which is used for both segmentation and histogram
generation in their approach. They used the saturation value of a pixel to extract the
object. Cauchie et al. [9] Presented improved Hough transform which applied to
search of a common center of circular or partial circular object present in an image.
The designed algorithm is applied for analysis of x-ray diffraction. Dorj et al. [10]
developed color detection and counting algorithm, and the tangerine flower, under
natural lighting condition, it used Gaussian filter to reduce noise and illumination
adjustment for better clarity. The algorithm is capable of detecting and counting
partially and semipartially occluded tangerine flowers with the error of 10%.

2 Proposed Methodology

Marigold flower images are captured by the digital camera. The distance between
the camera and the flower is less than one meter. In the experiment, images were
processed using Dual Core processor with 2 GHz frequency and 2 GB RAM. The
experiment was carried out on MATLAB R2016a. Flower counting is used to yield
approximation or estimation of a particular crop in floriculture field. The manual
counting is costly and time-consuming. In this work, to develop an algorithm for
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Fig. 1 Flowchart of
marigold flower detection
and counting

Image capturing and preprocessing

Conver ng RGB image to HSV image

Binary Transform

Circular Hough Transform

Coun ng of marigold flowers

computer vision-based automated system for fast and precise counting of flowers.
The flowchart Fig. 1 shows the stepwise process of marigold flower detection and
counting.

2.1 Collection of Sample

The steps intend to capture an image through the camera. The quality of the image
depends on camera parameters such as lighting condition, size of objects, anddistance
from the image. For better results, cameras with higher resolution are preferred.
Figure 2 shows the two variety of marigold flower.
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Fig. 2 Sample images of marigold flower

2.2 HSV Color Transform

For flower recognition in counting algorithm, three different types of method are
possible using shape, color, and texture. HSV color space is used for flower color
extraction. Figure 3 shows the original image, HSV transformed image, scaling of
HSV and Binary image.

2.3 Circular Hough Transform

The circular Hough transform is a feature extraction technique to detect circles. This
is a special type of Hough transform which can detect multiple numbers of circles
with unknown radius. The CHT iterate through possible radii. First, it is required
to produce accumulator metrics by dividing parameter space into the bucket as per
grid. The component in the accumulatormetrics denotes the numbers of circleswithin
the parameter area that passes through the corresponding grid cell. Initially, every
element in the metrics zeroes and for each edge point in the original space form a
circle and increase the amount of grid cell which the circle passing through. This
method is known as voting. After voting, we are able to find neighborhood maxima
in the accumulator metrics. The location of the local maxima in the corresponding
to the circle center. The voting process is as follows:

Step 1: For each pixel (x, y) find the possible radius between 10 and 60.
Step 2: For each pixel (x, y) find the possible theta between 0 and 360.
Step 3: Update the polar coordinate for center using equation

a � x − r ∗ cos(t ∗ PI/180);

b � y − r ∗ sin(t ∗ PI/180);

Step 4: Update voting by A[a, b, r]+ = 1 (Fig. 4).
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Fig. 3 a Original image b HSV transformed image c Scaling of HSV d Binary image

Fig. 4 a Binary image, b Circle fitting image

3 Experimental Results

In the developed algorithm, HSV color space transformation of RGB image provides
a better segmentation. After color segmentation, circle fitting algorithms are applied
and then counting can be done according to a number of the center present. Here, we
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Table 1 Performance evaluation of manual count and algorithmic count with false counting

Sl. no. MC AC False
counting

Sl. no. MC AC False
counting

1 33 30 3 11 15 15 0

2 40 38 2 12 14 12 2

3 42 40 2 13 18 17 1

4 23 24 1 14 6 6 0

5 22 21 1 15 5 4 1

6 23 20 3 16 2 2 0

7 30 29 1 17 4 3 0

8 31 30 1 18 12 12 0

9 28 26 2 19 12 13 1

10 18 18 0 20 8 9 1

Average error�5.5%. * AC Algorithmic Count, MC Manual Count

Table 2 Comparison between manual and algorithmic count with false counting

use circular Hough transform for circle fitting, which is more robust and solves the
problemof overlapping of flowers. The advantage of this algorithm is that it is capable
of detecting and counting marigold flower even if in occluded and/or overlapping
condition (Tables 1 and 2).

The performance of the developed algorithm is measured by a number of false
detections with respect to manual count which is illustrated below.

Error in % � Number of False Counts

Number of Manual Counts
× 100.
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4 Conclusion

In the developed algorithm, HSV color space transformation of RGB image provides
a better segmentation.After color segmentation-based image, circle fitting algorithms
are applied and then counting can be done. Here, we use circular Hough transform for
circle fitting algorithm which is more robust and is capable of counting the occluded
as well as overlap flower. The developed algorithm successfully detects and counts
the marigold flower of an open field with an error of 5%. The perspective algorithm
will facilitate to design an automatic counting system of marigold flower and will be
capable of providing information to farmers about flower production.
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A Dual Band, Dual Polarized Slot
Antenna Using Coplanar Waveguide

Mohammad Imroz Khan, Avinash Chandra and Sushrut Das

Abstract This letter presents a multiband antenna exhibiting dual polarization char-
acteristics. The antenna consists of a circular-shaped slot etched in the ground plane.
A rectangular patch is inserted in the slot energized by CPW feed. Three conducting
strips are attached to the radiating patch on either side of the feed line along with
a circular slot notched on the patch for introducing asymmetric excitation. Further,
a number of rectangular slits are embedded in the ground plane protruding into the
circular slot for achieving dual polarization characteristics. Asymmetric excitation
results in generation of circular polarized radiations for the lower band while the
upper band remains linearly polarized. Overlapping lower band i.e. S11 < –10 dB
andAxial ratio <3 dB extends from 2.33 to 3.90 GHzwhile the linear polarized upper
band extends from 5.4 to 6.3 GHz thereby proposed antenna covering Bluetooth and
WLAN usable bands by dual resonating bands.

Keywords Coplanar waveguide · Dual polarized · Slot antenna · Circular slot
Dual band

M. I. Khan (B)
Department of Electronics and Communication Engineering, Vignan’s Foundation for Science,
Technology and Research, Guntur, India
e-mail: iitdhanbad.imroz@gmail.com

A. Chandra
School of Electronics Engineering, Vellore Institute of Technology, Vellore, India
e-mail: avinashchandra888@gmail.com

S. Das
Department of Electronics Engineering, Indian Institute of Technology (Indian School of Mines)
Dhanbad, Dhanbad 826004, Jharkhand, India
e-mail: sushrut_das@yahoo.com

© Springer Nature Singapore Pte Ltd. 2019
U. Biswas et al. (eds.), Advances in Computer, Communication and Control, Lecture
Notes in Networks and Systems 41, https://doi.org/10.1007/978-981-13-3122-0_10

95

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3122-0_10&domain=pdf
mailto:iitdhanbad.imroz@gmail.com
mailto:avinashchandra888@gmail.com
mailto:sushrut_das@yahoo.com
https://doi.org/10.1007/978-981-13-3122-0_10


96 M. I. Khan et al.

1 Introduction

With the age of growing wireless communication system, multiband antennas are
highly entertained these days by researchers. In [1] a dual band antenna, operating
in GSM band and WLAN band has been proposed with dual polarizations, i.e.,
lower band circular polarized and upper band linear polarized. In [2], another dual
band antenna is proposed with both bands circular polarized. Multiband antenna
with multiple polarization characteristics have become prominent [3, 5] and various
techniques are used to enable the same antenna to radiate both circular polarized
and linear polarized radiations. In [3], stacked-patch triple band antenna exhibiting
dual polarization has been presented. In [4], a dipole-like structure has been studied
with tapered arms and an open-ended slot resulting in dual band antenna with lower
band circular polarized and upper band linear polarized. Similarly, in [5], a sector-
shaped coaxial fed antenna with truncated corners is introduced to integrate both
linear polarized and circular polarized characteristics in the same antenna, thereby
the same antenna radiates both linear polarized and circular polarized radiations.

2 Antenna Configuration

Schematic view of the antenna along with its geometrical dimensions is presented in
Fig. 1. Antenna presented is a 35 mm× 35 mm structure designed on FR4 substrate
of height 1.6 mm, dielectric constant 4.4 and loss tangent 0.02. The antenna is fed by
a 50 � feed line of width 3.2 mm placed at 0.4 mm from ground. The signal strip is
attached to the stair-shaped patch energizing the antenna. A circular-shaped ground
is used with a circular notch created in the patch to improve dual band nature. A
key feature of the proposed antenna lies in use of circular ground which along with
asymmetric patch results in very easy generation of circular polarization and dual
band characteristics. The antenna is modeled on CST Microwave Studio and its key
antenna parameters are optimized for acceptable values. Couple of rectangular stubs
attached to the radiating patch is responsible for generation of two orthogonal electric
field components in phase quadrature which generates circular polarized radiations.
Nonuniform perturbation of conducting slits into the circular slots helps in tuning
the axial ratio bandwidth (Table 1).

3 Parametric Study and Antenna Evolution

Antenna prototypes shown in Fig. 2 illustrate the steps involved for antenna improve-
ment. It is evident that the proposed antenna starts resonating when primary stub was
introduced in the slot but it was not working as a circular polarized antenna due to
high value of axial ratio. After the introduction of rectangular stubs on the diagonally
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Fig. 1 Schematic view of antenna

Table 1 Antennal dimensions (mm)

a b c d e f h i j k

4.4 1.2 6.4 8.7 9.2 3.2 1.6 9.2 14.6 7.6

l m n o p q r s t u

35 2.1 6.6 1.43 2 2 15 5.7 3.7 2.7

v w

3.1 35

opposite ends of the primary stub, the proposed antenna starts resonating for a wide
range of frequencies and axial ratio suddenly drops below but still remains greater
than 3 dB which indicates that the necessary condition of exciting orthogonal com-
ponents of same amplitude but 90° out of phase in time is fulfilled. Now, number of
rectangular metallic stubs embedded in the ground are introduced into the circular
slot with stubs remaining in the close vicinity of the radiating patch which reduces
the axial ratio below 3 dB. Dual polarization characteristics are introduced in the
structure by incorporating a circular notch in the radiating patch. From the distri-
bution of surface current for various time instants, it can be observed that current
vectors on the patch and ground plane follows an anticlockwise rotation which adds
to the RHCP nature of antenna.
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Prototype I                        Prototype II

Prototype III    Prototype IV

Prototype V 

Fig. 2 Steps for improvement of antenna

So it can be inferred that the crucial parameter for circular polarized behavior of the
proposed antenna is the circular smooth ground and proper placement of rectangular
stubs into the slot leading to asymmetric excitation. Figures 3, 4 show S11 (dB) and
axial ratio (dB), respectively, for all the antenna prototypes which show the step by
step improvement of antenna. From Fig. 4, it is evident that asymmetric excitation
in Prototype IV results in obtaining dual polarization characteristics of the proposed
antenna.



A Dual Band, Dual Polarized Slot Antenna … 99

Fig. 3 S-parameter of
antenna prototypes

Fig. 4 Axial ratio of
antenna prototypes

3.1 CP Analysis

Study of surface current distribution with advancing time also helps in analyzing
circular polarized behavior of the antenna. For a circular polarized antenna, current
vector follows a circular path as it rotates either in clockwise or in anticlockwise
direction. At t = 0, t = T/4, t = T/2 and t = 3T/4 current distribution is studied along
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Fig. 5 Surface current density distribution at 3.1 GHz a t = 0, b t = T/4, c t = T/2, d t = 3T/4

with their sense of rotation in the azimuthal plane with +z axis being considered as
the direction of propogation. A clockwise rotation shows LHCP nature while anti-
clockwise rotation depicting RHCP nature. From the plotted current distribution at
various time instants in Fig. 5, we observe that current vector follows anti-clockwise
rotation with +z axis being considered as the direction of propagation which results
in RHCP nature of polarization. So the direction of rotation of current vector along
with axial ratio less than 3 dB confirms circular polarized behavior of antenna for
a frequency range 2.33–3.90 GHz. Axial ratio in the upper band is quite high and
also the current vector just oscillates about its position between 0 and 180° thereby
confirming the linear polarized behavior in the upper band.
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4 Result and Discussion

The proposed antenna is designed and simulated on CST Microwave Studio. The
simulated farfield parameters of the proposed antenna are optimized for accept-
able values. Figure 6 shows the simulated S11 (dB) of the proposed antenna which
remains below −10 dB for a frequency range extending from 2.3 to 3.90 GHz and
5.4–6.3 GHz.

The overlapping frequency for lower resonating band resides between 2.33 and
3.90 GHz, i.e., S11 < −10 dB and axial ratio less than 3 dB. Hence, the circular
polarized nature of the proposed antenna is observed for this overlapping frequency
band (Fig. 7).

Maximum achievable gain of the proposed antenna is 4.27 dBi and is depicted in
Fig. 8. Normalized LHCP and RHCP radiation pattern of the proposed antenna at

Fig. 6 Simulated
S-parameter of proposed
antenna

Fig. 7 Simulated axial ratio
of proposed antenna
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Fig. 8 Gain of proposed antenna

Fig. 9 Normalized LHCP and RHCP radiation patterns of proposed antenna a at 3.1 GHz at xz-
plane, b at 3.1 GHz at yz-plane

3.1 GHz in both XZ and YZ plane with considering +z direction as the boresight of
antenna is shown in Fig. 9which confirms the RHCP nature of the antenna. The lower
resonating band is circularly polarizedwhile the upper band is linearly polarizedwith
both bands resonating at two different frequency. The basic challenge in designing
of the proposed antenna was that the impedance bandwidth must entirely enclose the
axial ratio bandwidth which means axial ratio must be less than 3 dB for resonant
frequencies for which S11 is less than−10 dB which is called as overlap bandwidth.
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5 Conclusion

A dual band dual polarized planar slot antenna is presented in this paper using copla-
nar waveguide feed technique. The proposed antenna consists of circular slot in the
ground plane and an asymmetric radiating patch directly connected to the feed acting
as a primary radiator. Numbers of rectangular conducting slits are embedded in the
ground plane and are perturbed into the circular slot to achieve circular polarized
characteristics. A circular notch is created in the radiating patch to introduce dual
polarization characteristics. The proposed antenna has a quite simplified geometry
with same antenna exhibiting both linear polarized and circular polarized character-
istics for different resonating bands and it covers Bluetooth and WLAN band. The
proposed antenna is a dual band antenna with lower band is right-handed circularly
polarized and the upper band is linear polarized.
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Abstract Awideband circular polarized slot antenna using coplanarwaveguide feed
(CPW) technique is presented in this work. A rectangular slot is created in the ground
plane and an asymmetric patch residing in the rectangular slot is fed by central signal
strip. The rectangular slot is perturbed by a conducting stub embedded in the ground.
Ground is furthermodifiedby etching a few rectangular slots in it aiming at broadband
circular polarized behavior. A grounded metallic arm of L-shape is incorporated in
the structure which improves the axial ratio bandwidth of the proposed antenna. The
proposed antenna provides an overlap band, i.e., S11 <–10 dB and axial ratio<3 dB
from 1.83 to 3.37 GHz which provides a large axial ratio bandwidth of greater than
1.5 GHz for which antenna exhibits circularly polarized behavior thereby covering
Bluetooth and WiMAX usable bands.
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1 Introduction

The increasing demand for wireless and high-speed communication has triggered the
requirement of wideband circular polarized planar antennas with low profile, easy
integrationwithmicrowave-integrated circuits and reduced losses. Circular polarized
antennas are less affected by polarization mismatch loss, multipath fading, adverse
weather conditions, Faraday rotation, and reflections. In [1], circular polarized behav-
ior is studied by introducingmultiple feeds, in [2] circular polarization is achieved by
using notch slots and ground feed, in [3] rectangular slot contains a parasitic element
which is energized by an L-shaped feed line in order to produce wideband circular
polarization. In [4], instead of a wide rectangular slot, step-shaped slot has been used
for obtaining wideband circular polarization by controlling the impedance of slot. In
[5] rectangular slot with grounded metallic ring is implemented to increase the 3 dB
axial ratio bandwidth. Lightning-shaped feed line proposes a new option for gradual
variation in slot impedance, resulting in wide impedance bandwidth.

2 Antenna Configuration

Figure 1 shows the top view of proposed coplanar waveguide antenna along with its
geometrical dimensions (mm) illustrated in Table 1. An asymmetric slot is incorpo-
rated in the ground plane in place of conventional rectangular slot and is energized
by a 50 � feed line having width of 3.2 mm and a distance of 0.4 mm from the
ground plane. FR4 epoxy is used as a substrate of height�1.6 mm, 1r �4.4, having
loss tangent�0.02 is used to model the antenna. Grounded stubs are protruded into
the slot for obtaining broadband circular polarization performance.

Table 1 Antennal dimensions (mm)

a b c d e f h i j k

4.4 1.2 6.4 8.7 9.2 3.2 1.6 9.2 14.6 7.6

l m n o p q r s t u

35 2.1 6.6 1.43 2 2 15 5.7 3.7 2.7

v w

3.1 35
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Fig. 1 Schematic view of antenna

3 CP Mechanism

Magnetic current vector distribution for circular polarized frequency band at 3.3GHz
is depicted in Fig. 5. Path of rotation traced by current vector in azimuthal plane
with advancing time is studied. Considering +z axis as direction of propagation, the
dominant current vector follows anti-clockwise sense of rotation. Hence conforming
right-handed circular polarized behavior. Sense of rotation followed by dominant
current vector along with axial ratio less than 3 dB confirms the circular polarized
nature of antenna. Surface current density is illustrated in Fig. 6 depicting the regions
responsible for dominantCP radiation. So direction of rotation of current vector along
with axial ratio less than 3 dB confirms circular polarized behavior of antenna for a
frequency range of 1.83–3.37 GHz (Fig. 2).
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(a) (b) 

(c)       (d)

Fig. 2 Magnetic current vector distribution at 3.1 GHz a t = 0 b t = T/4 c t = T/2 d t = 3T/4

4 Result and Discussion

S11 for the antenna is depicted in Fig. 3 which confirms that the antenna resonates
for a frequency range extending from 1.70 to 4.46 GHz. A positive gain is observed
for the resonating band as Fig. 4 illustrates an average gain of 3 dBi for the antenna.
Circular polarization (CP) performance for the antenna is depicted in Fig. 5 by axial
ratio. Figure 5 confirms thewideband circular polarized nature as the axial ratio is less
than 3 dB alongwith return loss less than−10 dB for frequency range extending from
1.83 to 3.37 GHz. Normalized radiation pattern is plotted in Fig. 6 which confirms
RHCP nature of antenna.
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Fig. 3 Return loss for
antenna

Fig. 4 Gain for antenna

5 Conclusion

Abroadband band circular polarized coplanar waveguide antenna has been presented
in this letter. Use of asymmetric patch and grounded L-shaped arm for generation
of circular polarization is studied in this work. Antenna miniaturization is achieved
by incorporating asymmetric slot which replaces the conventional rectangular slot.
CP performance for the antenna is precisely controlled by grounded arm which is
protruded into the slot. Circular polarization is achieved for awide range of frequency
and the antenna can be applied for Bluetooth and WiMAX applications.
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Fig. 5 CP performance for antenna

Fig. 6 Normalized radiation pattern at 3.1 GHz at xz-plane and yz-plane
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Study and Scope of Signcryption
for Cloud Data Access Control

Somen Debnath, Morrel V. L. Nunsanga and Bubu Bhuyan

Abstract As cloud storage service provides convenience, high computation and a
capable service from local to remote server through the internet; it attracts the user
to outsource data from remote cloud server. Storing and outsourcing of sensitive
data directly to multi-tenant cloud is unsafe and it also raises the privacy and secu-
rity issues. Ciphertext Policy-Attribute Based Encryption (CP-ABE) with attribute
based signature (ABS) provides confidentiality and anonymous authentication for
such environment and called Attribute Based Syncryption(ABSC). This technique
can acquire security and privacy together, which might be more suitable for cloud
data outsourcing. This paper delivers a widespread survey on attribute-based sign-
cryption schemes to finding out the suitability and requirements for access control of
outsourced cloud data and identify the research gap.Moreover, we compare the exist-
ing scheme’s functionality and characteristic to analyses efficiency and performance
of recent attribute-based signcryption to fulfill outsourcing properties.

Keywords Access control · Data outsourcing · Security · Privacy
Attribute-based signcryption

1 Introduction

Data outsourcing is important feature of cloud computing, where we can store our
data including sensitive (like, health, social, financial etc.) to reduce the burden
of maintenance and local storage in reliable way. This is economically attractive
process of cloud environment, which reduce complexity and cost of long-term as
well as large-scale data storage but does not provide assurance on data security and
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privacy [2]. The privacy of data is also most considerable issue because of sensitive
data must be protected from unauthorized access. The user need to authenticate them
self before starting any transaction and also need to ensure that the cloud server does
not modify any data which is outsourcing. The user identity needs to hide from cloud
server and also from un-authorized users.

Recently, a lot of researches are going to explore the possibility of data access con-
trol to protect the stored data in cloud [11, 14]. The primarily focus of researchers
are empowering of data owner by securely handle of data among users. To over-
come these problems, it is very important to have an efficient cryptographic mech-
anism, which can provide fine-grained data access control including authentic-
ity,confidentiality and user privacy at the same time. A promising and feasible solu-
tion might be possible by using Attribute-Based Signcryption (ABSC) [3, 4, 9, 13],
which is a logical combination ofAttribute-Based Signature (ABS) [8] andAttribute-
Based Encryption (ABE) [6]. ABE has been planned as a cryptographic technique
on encrypted data with the provision of fine-grained access control. ABS has been
developed as a privilege way, where the signing of message can be done without
disclosing the signers identity. In another words, Signer privacy by ABS does not
leak any information about the signers credentials except that the user whose sat-
isfies the access structure created at the time of signature. However, a signcryption
mechanism has public verifiability system, which allows to check without knowing
of the underlying secret keys of encrypted data and also the plaintext.

The concept of signcryption introduced around three decade ago by Zheng [15]
but the idea is extended by the context of attribute based encryption in 2010 by [4].
Gagne et al. [4] initiated first a formal study of attribute based signcryption scheme
with threshold policies. TheyusedFuzzy identity based encryption for encryption and
threshold ABS for signature scheme and also shown secure under selective predicate
model. Later Emura et al. [3] explained a dynamic attribute based signcryption with
monotone access structure policy for sender and AND-gate wildcard for receiver and
secured under selective model. Both the model ware not supports signer privacy and
unforgeability. Wang et al. [12] discuss an scheme in signcryption-policy form by
using monotone access tree. The functionality of confidentiality and unforgeability
were proven in adaptive-predicates models for this scheme. The unforgeability was
proven by random oracle model and confidentiality was proven by generic group
model where unsigncrypt mechanism is inaccessible to the adversary.

A combined public-key scheme(signing and encryption)with attribute based setup
proposed by Chen et al. [1] followed by the scheme of Water’s [6] CP-ABE scheme
andmaji’s [8] ABS scheme to construct identical public parameters and key distribu-
tion. Chen et al. [1] used selectively security model (against attack) in their combined
scheme. Security assumption for this scheme is monotone span program for both
signer and receiver policy. In this scheme, the authors proved public verifiability and
signer privacy as well as confidentiality and unforgeability under selective-predicate
models.Wei et al. [13] proposed traceable attribute-based signcryption. They assume
as security parameters decisional BDHE and computational DHE. It is provides con-
fidentiality, unforgeability and non-flammability under selectively predicate models.
Signer privacy was not maintained by the scheme. In 2014, Rao et al. [10] shown a
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attributed based signcryption based on key policy based and it is also maintain the
constant cipher text encryption. The policy used here monotone spam programs for
both sender and receiver policy structure. This scheme maintained signer privacy,
confidentiality and also unforgeability which were proven by selective-predicate
models. Pandit et al. [9] construct an attribute based signcryption which is support
confidentiality, signer privacy, strong unforgeability and it is selectively secured in
adaptive predicate model.

Recently, Liu et al. [7] constructed a CP-ABSC scheme, which was based on
Water’s [6] CP-ABE scheme and Maji’s [8] ABS scheme. They had claimed their
method satisfy the confidentiality properties against indistinguishability of cipher-
texts under adaptive chosen ciphertext attack and selective encryption predicate. This
construction has not follows the standard signcryption methods such as Sign-then-
Encrypt (StE), Encrypt-then-Sign(EtS) and logicalmixture of signing and encryption
techniques. It is not supported public verifiability.

InTable1,wehave shown the comparison of variousABSCschemebased on func-
tionality and characteristics. The characteristics of the schemes, we consider here
are security assumption or the hard problem based on which the schemes imple-
mented, encryption policy structure, signing policy structure, policy type like key
based policy(KP), ciphertext policy(CP), signcryption-policy etc., signer privacy,
public verifiability, security proof like confidentiality, Unforgeability.

Our contributions in this paper are:

• We survey various attributed based signcryption(ABSC) based on functionality
and characteristics for third party un-trusted cloud and distributed environment.

• We analyze the scope and significance of attributed based signcryption with its
detail variations for access control of cloud outsourced data.

• We present here the performance of existing attribute based signcryption based
on the size of signing key, encryption key, cipher text and also signcrypt and
unsigncrypt on basis of computation cost.

• We find here the challenges and open issues of ABSC based access control for
outsourced cloud data and to provide future direction.According to our knowledge,
this is the first effort that discusses about ABSC for access control of outsourced
cloud data.

The remaining part of this paper is structured as follows. We explained Preliminaries
and signcryption schemes in Sect. 2 and Sect. 3 respectively. Sections4 and 5 pre-
sented about the detail of Performance analysis and open issues respectively. Last
section gives conclusion.
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2 Background

2.1 Notations

Let [n] be the set {1, 2, . . . , n} of positive integer n ∈ N, {Xi }i∈[n] be the sequence of
elements X1, X2, . . . , Xn . (x

R←− X)defined as a variable x whichpickeduniformly at
random from X , and U denoted as attribute universe. Zl×n

p denoted as set of matrices
of l × n size with elements in Zp and Mi indicates i th row of the LSSS matrix M.

2.2 Bilinear Pairings

Definition 1 LetG andGT are multiplicative cyclic groups and their prime order is
q. A bilinear pairing e : G × G → GT fulfills the following properties:

1. e(um, vn) = e(u, v)mn ; u, v ∈ G and m, n ∈ Zq ,Zq = {0, 1, 2, . . . , q − 1};
2. Non-degenerate: e(g1, g2) �= 1, g1 and g2 are generator of G;
3. Computable: Efficient procedure to compute e(g1, g2),∀(g1, g2) ∈ G × G.

We represent the bilinear parameter shortly as Σ := (q,G,GT , e) for friendly han-
dling inside this paper.

2.3 Complexity Assumptions

We define here Bilinear Diffie-Hellman Exponent(BDHE) problem with variation.

Definition 2 (Computational BDHEAssumption [10]): If we consider bilinear pair-
ing parameters as Σ := (p,G,GT , e) and (g, gx , gx

2
, gy) ∈ G as inputs, then the

cBDHE problem is to compute gxy ,where x, y ∈ Z
∗
q . We can say that the cBDHE

problem inG is (t, ε)-hard, if for all probabilistic polynomial-time (PPT) algorithm
at most time t , an advantage, ε where Pr [B(Σ, g, gx , gx

2
, gy) = gxy] ≥ ε is negli-

gible.

Definition 3 (Decisional BDHE Assumption [4]): Denoting the bilinear pairing
parameters asΣ := (p,G,GT , e) and considering thedistributions (g, gx , gy, gz, S)

∈ G
4 × GT as inputs, then the dBDHE problem is to decide Z = e(g, g)xyz or not,

where x, y, z ∈R Z
∗
q . We can say that the dBDHE problem in G is (t, ε)-hard,

if for all PPT algorithm at most time t , an advantage, ε where AdvDBDH (B) :
Pr [B(Σ, g, gx , gy, gz , e(g, g)xyz) = 0] − Pr [B(Σ, g, gx , gy, gz, e(g, g)S) = 0] ≥
ε and e(g, g)S ∈ GT \ {e(g, g)xyz}, is negligible.
Definition 4 (Decisional SubGroup Assumptions [9]): Consider composite order
bilinear pairing parameter Σ ′ := (N = p1 p2 p3,G,GT , e). Decisional SubGroup
Assumptions(DSG)
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DSG1:Let g
R←− Gp1; Z3

R←− Gp3; T0 R←− Gp1; T1 R←− Gp1 p2 .DefineD := (Σ ′, g, Z3).

DSG2: Let g, Z1
R←− Gp1; Z2,W2

R←− Gp2;W3, Z3
R←− Gp3; T0 R←− Gp1 p3; T1 R←− G.

Define D := (Σ ′, g, Z1Z2,W2,W3, Z3).
In breaking DSGi, for i = 1, 2, advantage of an algorithm B is defined by

AdvDSGi (ε) = Pr [B(D, T0) = 1] − Pr [B(D, T1) = 1].

We say that the DSGi problem in Σ ′ is ε-hard, if for every PPT algorithm B, the
advantage AdvDSGi (ε) is negligible.

2.4 Access Structures

Definition 5 (Access Structures [4]): Let U be the universe of attribute. A collection
M of non-empty sets of attributes, i.e. M ⊆ 2U \ {} define as an access structure on
U . The sets in M are called the authorized sets and the sets not in M are called the
unauthorized sets.
Additionally, an access structure M, if ∀X,Y ∈ M : if X ∈ M and X ⊆ Y , then
Y ∈ M is called monotone access structure.

2.5 Linear Secret-Sharing Scheme [5]

Definition 6 Let U be the universe of attribute. For the access structureM, a secret-
sharing scheme �M over U is called linear (in Zp) if �M fulfills the following two
polynomial time algorithms, where A, a share-generatingmatrix for�M of size l × n
and row labeling function,ρ : [l] → IU maps each row of the matrix A to an attribute
inM, and also IU is the index set of U .
Distribute(M, ρ, φ). It takes as input, a secret φ ∈ Zp which is to be shared, row
labeling function ρ and the share-generatingmatrix A. It selects s2, s3, . . . , sn ∈R Zp

and sets v = (φ, s2, s3, . . . , sk) ∈ Z
n
p. It generate a set {Ai · v : i ∈ [l]} of l shares,

where {Mi ∈ Z
n
p} is the i th row of the matrix A. The share λρ(i) = Ai · v belongs to

an attribute ρ(i).
Reconstruct(A, ρ, Attr)). It takes as input (A, ρ) and a set of attributes Attr ∈ M.
Let I = i ∈ [l] : ρ(i) ∈ IAttr , where IAttr denotes the index set of the attribute
set Attr . It returns a set ωi : i ∈ I of secret reconstruction constants such that
Σi∈Iωiλρ(i) = φ, if {λρ(i) : i ∈ I } is a valid set of shares of the secret φ as per
�M.

The objective vector (1, 0, ..., 0), which is categorized the access structures i.e., a
set Attr ∈ M are indexed by each row of A where vector (1, 0, . . . , 0) is the linear
span of matrix A.
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2.6 Algorithms

Attribute-based signcryption scheme has following algorithm: Setup, sExtract, dEx-
tract, Signcrypt and Designcrypt. An Attribute-Based Signcryption (ABSC) scheme,∏

ABSC briefly as

∏

ABSC
:=

⎡

⎢
⎢
⎢
⎢
⎣

(PP,MK) ← Setup(1k)
SK As ← sExtract (PP,MK, Ad),

SK Ad ← dExtract (PP,MK, As)

CT Υe ← Signcryption(PP,m, SKAs , Υs, Υe),

m or ⊥ = Designcryption(PP,CTΥe , Υs, SK Ad )

⎤

⎥
⎥
⎥
⎥
⎦

Definition 7 Wecan say that the
∏

ABSC (ABSC scheme) is correct if for all attribute
sets As and Ad , all claim-predicates Υs and Υe and all m ∈ M , such that Υe(Ad) =
1 = Υs(As), all (PP,MK) ← Setup(1), all decryption keys SK Ad ← dExtract
(PP,MK, Ad), all signing keys SK As ← sExtract(PP ,MK, As), all signcryp-
tions CTΥe ← Signcryption(PP,m, SKAs , Υs, Υe), it is always true that Design-
cryption (PP,CTΥe , Υs, SK Ad ) = m.

3 Signcryption Schemes

3.1 Threshold Attribute-Based Signcryption [4]

Assumption: hashed modified d(Hm)BDHE problem

Setup: The master secret MK is s
R←− Z

∗
p. The public parameter

PP = (g, h, g1, t1, . . . , tn+1, u1, . . . , unm , ú, MAC, H, H1, H2,Y )

where n is the size of attribute set and nm denoted the message size and g, h,

g1, t1, . . . , tn+1, Y = ê(g, g1)
s , u′, u1, . . . , unm ∈R G, H1 : {0, 1}∗ → Z

∗
p H2 :

{0, 1}2nm → {0, 1}nm , H : GT → {0, 1}nm × Z∗
q .

sExtract: (ωs, d): The secret key with the set of signature attributes ωs is

SK As = {Ds,1i = g f (i)
1 · T (i)ri , Ds,2i = gri }i∈ωs

where ri ∈R Z
∗
q and f (0) = s and threshold d.

dExtract: (ωd , d): The secret key with the set of encryption attributes ωd is
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SK Ad = {Dd,1i = g f (i)
1 · T (i)ri , Dd,2i = gri , Dd,3i = gri }i∈ωd

where ri ∈R Z
∗
q and f (0) = s, and threshold, d

Signcryption: (PP, M, ωd , ωs, SK As , |ωs |): Here, ωd(ωs) is a set of encryption
(signature) attributes, and SK As is Signature Key. Choosing r, r

′ ∈R Z
∗
q and con-

sidered t = H1(gr ) then compute (h1, h2, h3) = H(Y r ) and

Z = gh2 · W (H2(M ||h1)r ′ ·
∏

i∈ωs

(Dd,1i )
∇i,ωs (0).

where∇i,N (x) = ∏
j �=i,i∈N

x− j
i− j is the Lagrange coefficient and then

The signcryption of M is:

CT = (ωd , ωs, gr , {(T (i)ht )r }i∈ωd , M ⊕ h1, Z , {(Ds,2i )
∇i,ωs (0)}i∈ωs , g

r ′
, tag),

where tag is the MAC of all preceding elements in the ciphertext under key h3

Designcryption: (PP,CT, SKAd ): Here SKu,ωmu,d is unsigncryption Key. It
choose a subset S ⊂ (ωμ ∩ ωd) containing d subset, and compute the follow-

ing: t = H1(gr )., Y ′ = ∏
i∈S(

e((D1i D
t
3i

),gr )

e(D2i ,{(T (i)ht )r }i∈ωd )
), (h1, h2, h3) = H(Y ′) and Z ′ =

Z · g−h−2. After that, it test

e(g, Z ′) = Y · e(gr ′
,W (H2((M ⊕ h1 ⊕ h1)||h1)) ·

∏

i∈ωs

e({(Ds,2i )
∇i,ωs (0)}i∈ωs , T (i)).

If it holds, and tag is equal to the MAC of all preceding elements in the ciphertext
under key h3, output M ⊕ h1, otherwise, output ⊥.

3.2 Combined Public-Key Scheme(ABE&ABS)[1]

Assumption: n-BDHE, cDHE problem

Setup: It generate master key and public parameters as

PP := (g, ga, e(g, g)α, u, h, {hx }x∈U , v0, v1, . . . , vk), MSK := (α).

where k :security parameter,U : Attribute Universe, collision-resistant hash func-
tions H1 : {0, 1}∗ → {0, 1}k , H2 : {0, 1}∗ → Zp. It choose randomly g, {hx }x∈U ,

u, h, v0, v1, . . . , vk ∈ G and α, a ∈ Zp.
KeyGen: (PP, MK , S) It picks t ∈R Zp and compute

SKS := (D := gα+at), L := gt , {Dx := htx }x∈S).
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where S ∈ U is attribute set
Encryption: (PP,M,m). HereM is access structure ofM = (A(l×n), ρ). It picks

vector v := (s, y2, . . . , yn) ∈R Zn and set λi := 〈v, Ai 〉i=1,2...,l , and it compute
K := e(g, g)αs and δ := H2(C0,C1, . . . ,Cl ,M).

CT := (C := EK (m),C0 := gs, {Ci := gaλi h−s
ρ(i)}i=1,...,l ,C

′ := (PH2(δ))
s).

Decryption: (PP,CT, SKS)Calculate an index set I := i : ρ(i) ∈ S andαi i ∈ I
such that Σi∈Iαi · Ai = (1, 0, . . . , 0).

CT := e(C0, D · PH2(δ))

e(C ′, g) · ∏
i∈I (e(Ci , L) · e(C0, Dρ(i)))αi

Output m := DK (CT ).
Sign: (PP,m,M = (A(l×n), ρ), SKS)

• Calculate {αi }i∈I and an index set I = i : ρ(i) ∈ S such that
∑

i∈I αi · Ai =
(1, 0, . . . , 0).

• Choose random βi i=1,...,l satisfying Σ l
i=1βi · Ai = (0, 0, . . . , 0).

• Choose t ′ ∈R Zp

D′ := gα+a(t+t ′), L ′ := g(t+t ′),∀x ∈ SD′
x := h(t+t ′)

x .

• Choose randomly z, r ∈ Zp and calculate ω := H1(M,m) and the signature will
be

σ :=
(

σ0 := D′ · (PH1(ω))r , σ ′
0 := gr ,

{σ0,i := (L ′)αi (gz)βi , σ1,i := (D′
ρ(i))

αi (hz
ρ(i))

βi }i=1,...,l

)

• Output the signature σ := (σ0, σ
′
0, {(σ0,i , σ1,i )}i=1,...,l ,M).

Verify: (PP, σ,m)

• Choose a vector v := (s, y2, . . . , yn) ∈R Z
n
p and calculate the shares λi := 〈v, Mi 〉

for i = 1, . . . , l.
• Calculate ω := H1(M,m) and

∇ := e(gs, σ0)

e(PH1(ω)s, σ ′
0) · ∏

i=1,...,l e(g
aλi h−s

ρ(i), σ0,i ) · e(gs, σ1,i )
.

• Accept if the signature σ as correct,the output will be 1 if e(g, g)αs = ∇. Other-
wise, output will be 0.
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3.3 Ciphertext-Policy Attribute-Based Signcryption [10]

Assumption: dBDHE and cDHE problem

Setup(1k): It takes security parameter k ∈ N as input. It generate public parameter
PP

PP := [Σ,∇, ϑ, γ1, γ2, y0, yi i ∈ [l], {hx }x∈U , H2, H3, H4,�SE , K DF,M,U ],

and master key MK := gα

where
∏

SE := (SEEncrypt , SEDecrypt )denote one-time symmetric-key cryptosys-
tem, Message space M := {0, 1}∗, Key space K := {0, 1}τ , U = Attribute Uni-
verse, bilinear pairing parametersΣ := (p,G,GT , e), g ∈R G and cryptographic
collision resistant hash functions H2 : {0, 1}∗ → {0, 1}l , H3 : G → Z

∗
p and H4 :

{0, 1}∗ → Z
∗
p. It picks randomly α ∈R Z

∗
p and consider sets ∇ := e(g, g)α , for

each of attribute x ∈ U , it randomly samples hx ∈R G and ϑ, γ1, γ2, y0, y1, . . . ,
yl ∈R G.

sExtract (PP, MK , As):

• It samples randomly r ∈R Z
∗
p and consider sets Ks := gαϑr , K ′

s := gr , Ks,x :=
hrx ,∀x ∈ As .

• The signing key for As is SKAs := [As, Ks, K ′
s, {Ks,x }x∈As ].

dExtract (PP, MK , Ad):

• It chooses r̃ ∈R Z
∗
p and consider sets Kd := gαϑ r̃ , K ′

d := gr̃ , Ks,x := hr̃x ,∀x ∈
As .

• The decryption key for Ad is SKAd := [As, Kd , K ′
d , {Kd,x }x∈As ].

Signcryption :(PP,m, SKAs , Υs, Υe) Here, Υs := (Ms, ρs) and Υe := (Me, ρe),
whereMs (resp.Me) is an ls × ns (resp. le × ne) matrix with row labeling function
ρs : [ls] → U (resp. ρe : [le] → U ). Let M(i)

s (resp.M(i)
s ) be the i th row of the

matrix Ms (resp. Me).

• Since Υs(As) = 1, this algorithm computes a vactor a := (a1, a2, . . . , als ) ∈ Z
ls
p

such that a.Ms = 1ns , that is,
∑

i∈[ls ] ai .M
(i)
s = 1ns , and ai = 0 for all i where

ρs(i) /∈ As .

• It considers a vector b := (b1, b2, . . . , bls )
R←− Z

ls
p such that

∑
i∈[ls ] bi .M

(i)
s = 1ns .

• It re-randomizes the signing key SKAs as follows: choose r
′ ∈R Z

∗
P and consider

set K̆s := Ks · ϑr ′
, K̆ ′

s := K ′
s · gr ′

and K̆s,x := Ks,x · hr ′
x ,∀x ∈ As .

• It randomly chooses ξ, θ ∈R Z
∗
p and λ := (ξ, ς2, . . . , ςne), here (ς2, . . . , ςne) ∈R

Z
∗
p.

• After that it calculate the followings:
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– E1 := gξ , S1 := gξ ·θ , E2 := SEEncrypt (K DF(∇ξ ||S1||t t),m), where t t is the
current time,

– E3 := {E (i)
3 := ϑλ·M(i)

e hξ

ρe(i)}i∈[le],
– μ := H3(E1), E4 := (γ1γ

μ
2 )ξ ,

– S2 := {S(i)
2 := gbi (K̆ ′

s)
ai }i∈[ls],

– H2(S2, t t, Υs, Υe) = ( j1, . . . , jl) ∈ {0, 1}l , H4(S1, E2, E3, E4, Υs, Υe) = β,

S3 := K̆s(
∏

i∈[ls ]
(K̆s,ρs(i))

ai · hbiρs(i))(y0
∏

i∈[l]
y ji
i )ξ Eβ·θ

4

• The ciphertext is CTΥe := [Υe, E1, E2, E3, E4, S1, S2, S3, t t].

Designcryption (PK ,CTΥe , Υs, SKAd ).

• It samples �2, . . . , �ns
R←− Z

∗
p and computes �i := (1, �2, . . . , �ns ) · M (i)

s ,∀i ∈
[ls].

• It next computes H3(E1) = μ, H2(S2, t t, Υs, Υe) = ( j1, . . . , jl) ∈ {0, 1}l ,
H4(S1, E2, E3, E4, Υs, Υe) = β.

• Now validity of the ciphertext CTΥe checked using

∇ ?= e(S3, g)

(
∏

i∈[ls ] e(ϑ
�i · hρs (i), S

(i)
2 )), e(y0

∏
i∈[l] y

ji
i , E1) · e((γ1γ μ

2 )β, S1

if it is invalid, return ⊥, otherwise, proceed as follows
• Because Υe(Ad) = 1, compute a vector a′ := (a′

1, a
′
2, . . . , a

′
le
) ∈ Z

le
p such that a

′ ·
Me = 1ne , that is,

∑
i∈[le] a

′
i M

(i)
e = 1ne , and a

′
i = 0 for all i where ρe(i) /∈ Ad .

• Recover ∇ξ from

∇ξ = e(Kd · ∏
i∈[le] K

a′
i

d,ρe(i)
, E1)

e(K ′
d ,

∏
i∈[le](E

(i)
3 )a′

i )

• Atlast, retrieve the correct message m = SEDecrypt (K DF(∇ξ ||S1||t t), E2).

4 Performance Analysis

There are a number of schemes already existing for attribute based signcryption.
Transmission and communication cost need to bemeasure for each of the schemes for
identifying efficiency of scheme. The consideration of ABSC scheme for outsourced
cloud data access control required to satisfy some functionality which might not hold
all the existing schemes, that can be possible to ensure form characteristic analysis
and performance analysis. In this section, we analyze various parameters to find out
the performance of different attribute based signcryption(ABSC) schemes.
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Table 2 Comparison of different ABSC Scheme

Scheme Size of signing key Size of decryption key Size of ciphertext

Gagne et al. [4] 2|Ns |BG 3|Nd |BG (ls + le + 3)BG + msg

Emura et al. [3] 2|Ns |BG (2|Nd | + 2vk + 1)BG (ue + ls + vk + 2)BG +
sot + vk + msg

Chen et al. [1] (|Ns | + 2)BG (|Nd | + 2)BG (2ls + le + 4)BG + msg

Wei et al. [13] (|Ns | + d)2BG 2|Nd |BG (id + le+)BG + msg

Pandit et al. [9] (|Ns | + 2)BG (|Nd | + 2)BG (2ls + 2le + 4)BG + msg

Liu et al. [7] (|Ns | + 2)BG (|Nd | + 2)BG (ls + ws + le + 3)BG + msg

Rao et al. [10] (|Ns | + 2)BG (|Nd | + 2)BG (ls + le + 4)BG + Btt + msg

vk verification key’s bit length; |Ns |: nos. of signing key attributes, |Nd |: nos. decryption key
attributes, ls : nos. attributes in a signing predicate; φe(φs): nos. of signing (encryption) attributes
required in decryption process. ωs : nos. of column in signingMSPmatrix. le: nos. of attributes in an
encryption predicate; ue: Size of attribute universe; BG(BZ ): length of an element of groupG(Z p);
msg: length of a message; Btt : bit length of time stamp; Sot : length of the signature scheme; id =
length of user’s identity, ls :

Table 3 Comparison of different ABSC Scheme

Scheme Signcryption cost Designcryption cost

Exponential Pair Exponential Pair

Gagne et al. [4] (ls + le) − φe φe + φs

Emura et al. [3] lsws + ws + 2φe + 4 − − ue + ls + vk + 3

Chen et al. [1] 4ls + 2le + 5 1 2ls + φe + 3 2ls + 2φe + 4

Wei et al. [13] id + le − φe id + φe

Pandit et al. [9] 4ls + 4le + 7 2 2ls + 2φe + 5 2ls + 2φe + 6

Liu et al. [7] 2lsws + 3ls + 2le + 3 − 2lsws + ws + φe lsws + ws + 2φe + 4

Rao et al. [10] 4ls + 2le + 6 − ls + 2φe + 2 ls + 5

φe(φs) nos. of signing and encryption attributes used in decryption process. id = length of user’s
identity, ls : nos. of attributes used in signing predicate; le: nos. of attributes used in encryption
predicate; ue: Size of universal attributes; vk : verification key’s bit length; ωs : nos. of column in
signing MSP matrix.

In Table2. we have compare the size of Signing key, Decryption Key and Cipher
text of differentABSCSchemeswhich can effect computation aswell as transmission
cost.

In Table3. we explain about computation cost of signcryption and designcryption
algorithms for existing ABSC schemes based on number of required pairing and
exponential operation.
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5 Open Issues

Data outsourcing and its access control is very important issue because it is mul-
titenant environment and also maintain by un-trusted third party. In this section,
we highlight some of issue are arise in deployment and utilizing of attribute based
signcryption in distributed and cloud environment. Comparing of functionality and
characteristic with drawback of existing ABSC scheme, we have shown some of the
open issues based on the above discussion are as follows:

Lightweight data signing and encryption: Recently, many customers of business
and enterprises have outsourced their data from remote cloud server through
light weight device like mobile. So, it is significant to develop the data access
control providing security and privacy of outsourced cloud data without further
limitation and requirement. Lightweight data access control with considerable
security measure minimize the computation cost and transmission cost.

Revocation: ABSC schemewith user revocation is another challenging task.Unless
proper and dynamic revocation process access control of outsourced cloud data
usingABSCwill not possible.Attribute revocation inABSCallows the data owner
to revoke a group of user whose are hold that particular attribute.

Backward and Forward security: Backward and forward security issue in ABSC
have not been addressed yet among the existingABSC scheme.Backward security
under ABSC based access control means the newly joined user should not able
to decrypt the previous data for the period of the data before joining. Similarly,
Forword security under access control of outsourced cloud datameans the revoked
user must not have access right the data after revocation.

Distributed ABSC: Existing ABSC approaches are centralized in architectural
view which has some limitations in distributed environment. All users under
centralized approach need to trust as member of single authority.

ABSC based Access Control: As ABSC scheme provides good services like con-
fidentiality, public verifiability, signer privacy together in one schemes, so with
this methodology developing data access control basically in cloud and IoT envi-
ronment will be more beneficial.

6 Conclusion

Cloud data outsourcing of sensitive data require not only the concern of confidential-
ity but it is also essential anonymous authentication. After analysis of functionality
and characteristics of ABSC, we have seen this technique can provide efficiently
authentication and confidentiality together compare to the technique of sign and
encrypt (S&E). Here, we thoroughly discuss various attribute based signcryption
schemes for access control mechanisms, which are efficient and applicable for cloud
and distributed environment.We also arise here some requirements with current tech-
nologies, which need to resolve for proper access control of cloud data outsourcing.
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Comparative Analysis of Current
for Specific Scattering in GaN MOSFET

Kaushik Mazumdar, Praveen Kumar and Aniruddha Ghosal

Abstract The behavior of gallium nitride transistor under the electric–optical
phonon scattering is studied and the variation of current density with the concen-
tration charge density is explained. Due to polarization in GaN, two-dimensional
electron gas causes the electrons drift velocity to change when some voltage applied
to device. The mobility of GaNMOSFET is been studied and plotted with respect to
the temperature. The current density which is related to the drift velocity and carrier
concentration is analyzed and plotted.

Keywords High electron mobility transistors (HEMTs)
Two-dimensional electron gas (2DEG) · Carrier charge concentration
Phonon saturation · Optical phonon scattering · Polarization
Effective electron velocity
Metal oxide semiconductor field effect transistor (MOSFET)

1 Introduction

The III–V semiconductor has made a great impact in the field of Nano devices in the
past few years. In the III–V group semiconductor, themost popular one is GaNwhich
has attracted many researchers. The selection of GaN is because of its chemical and
thermal properties, high mobility, and large direct bandgap and is widely used in
various applications. Nowadays, GaN material is mostly used for transistors. The
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reason for their use in the transistor is due to its lower loss in power and potential to
drastically cut the energy consumption. Also, it offers much higher energy efficiency
and faster switching frequency. The devices (MOSFETs) which were earlier based
on the silicon and germanium are now the base materials over which the other layers
are grown. The various layer deposition processes can be used but the most likely
ones are Metal Oxide Chemical Vapor Deposition (MOCVD) and MBE. GaN-based
high electron mobility transistors (HEMTs) have numerous features, which is still a
mystery to be solved, polarization is one that exhibits great importance [1].

In this research, due to polarization in GaN MOSFET channel two-D electron
gas (2DEG) induces sheet charge densities. Maximum saturation velocity found by
researchers are around 1.1×107 cm/s [2] and 1.32×107 cm/s [3]. The projected
lower saturation velocity is all because of the sum of the various combination of self-
heating [4], parallel conducting paths [2, 5], nonuniform electric fields and contacts
[6], and optical phonon scattering [5, 7]. Sheet charge density value changes in
the range of cec �1–4×1013 cm−2. If an effective electron velocity is assumed to
be about vc—107 cm/s, the drain current per unit device width (W) has the value
of about—5 A/mm for cec—3×1013 cm−2. The saturation current that has been
calculated experimentally were far smaller than what was expected. This could be
due to the low electron velocity at the source of the MOSFET that is may be lower
than 107 cm/s for higher values of Vgs. Thus, our first priority is to understand the
current carrying capabilities of 2DEG in GaN HEMT.

Section 2, focuses on the device model and specification of MOSFET and Sect. 3
will give a broad explanation of the drain current with electron charge concentration.
Section 4 is the result of the experiment performed using the model. Section 5
concludes the experiment.

2 Device Specifications

The AlGaN/GaN HEMT made up of a single cell “pi” structure with Lg �
50 nm “T” gate. The device structure chosen for phonon saturation model is an
Al0.35Ga0.65N/GaN HEMT with a tbar �5 nm barrier as shown in Fig. 1. The struc-
ture is three-layered with the Si substrate at the bottom, then the GaN and then above
it is AlGaN. The AlGaN/GaN is grown on the silicon substrate using the process
MOCVD. The AlGaN is doped which will help the 2DEG channel to form as it will
supply charge.

The features that are mentioned in Sect. 1 can be examined to resolve using the
electron–optical phonon scattering process. Also, due to the lightmass of the nitrogen
atom (the lightest in all III–V semiconductors), the polar optical phonon energy is
high. Combining with nitrogen, which is highly electronegative, thus results in a very
high scattering rate.

Figure 1 shows the band diagram of a typical GaN transistor. The study about
electron distribution at the “source injection point” helped to understand short-gate-
length device characteristics [8, 9]. The energy and the k-space distribution of 2DEG
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Fig. 1 The GaN transistor with the cross-sectional view and energy band diagram with source
injection point

electrons at this point are depicted for various carrier densities dictated by the gate
voltage and the gate-to-source injection plane capacitance.

3 Analysis and Discussion

As the charge concentration which is the main reason of the polarization and causes
the electrons to move with the velocity called as effective electron velocity, vc by
which the current through the MOSFET changes when some voltage supply is given
to it. The relation between the current flowing per unit width in the device and the
electron charge concentration is derived in the below equations.

I � σ ∈ (1)

vc � μ ∈ (2)

σ � qμn cec (3)

From (2) and (3), we have got another equation for the current which is given as (4)

Id
W

� cec qvc (4)

The terms used are σ which is conductivity and W is the width of the device (gate
of MOSFET). As the charge concentration, cec is directly proportional to the current
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Id, flowing through the device MOSFET, so the variation of the current will be linear
from (1). As from (2), the current is proportional to the mobility and as the mobility
changes the current also varies. The mobility which is the function of relaxation rate,
1/τpo of the electron caused due to polar optical phonon scattering is given as (5)
where meff the electron effective mass of GaN is 0.67 m0.

μ � eτpo
meff

(5)

The relaxation time due to optical phonon scattering which is a function of the
relaxation time of electron t0.

τpo � t0
3N

√
�ω0

W0
(6)

The reduced value of Planck constant � is 6.582×10−16 eVs/rad, N is density
state given as, e−�/kT . As the mobility changes from the (2) and (4) current value
also vary accordingly. The term W0 is a function which related to the gate length Lg

which is given as

W0 � (�π )2

2mef f L2
(7)

From (6) and (7), the relaxation rate can be said that it is a function of gate length
also.

4 Result

The polarization makes the electron to align along a path and thus mobility comes
into the picture. The mobility varies with temperature. This mobility decreases with
the increase in temperature as can be seen in Fig. 2. At 300 K, the mobility of
MOSFET is 4.465×104 m2/Vs which is the lowest value derived. For our model,
with minimum velocity of vc �0.1×107 cm/s, current flowing is very low as can
be seen in Fig. 3. As the effective electron velocity changes, we can see that the
current also increases sufficiently fast with it. Thus, for maximum velocity vc �
3×107 cm/s, the maximum current of 5 A/mm flows through the device with the
lesser amount of the concentration, cec of about 1×1013 cm−2 as shown in Fig. 3.
The different currents for different drift velocities given in below I, shown as four
different colored linear graph in Fig. 3 (Table 1).
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Fig. 2 Variation of mobility with the temperature in GaN

Table 1 Current values for different drift velocities at charge concentration of 1×1013 per sq. cm

Color Drift velocity (×107) (cm/s) Current density (A/mm)

Pink 0.1 0.1602

Red 1 1.602

Blue 2 3.204

Green 3 4.806

5 Conclusion

The current driving capacity of GaN MOSFET is mainly focused on our model. As
the mobility changes with the temperature showing a decreasing curve. The value
of mobility obtained from the curve is 4.465×104 m2/Vs. The variation of current
with concentration shows a linear nature. We have assumed that our model is based
on the k-space distribution of two-DEG that makes it a ballistic transistor and makes
it useful for analytical design tool. Since we have seen that velocity and electron
charge density is a strong function of the current density. With the low electron
charge concentration of about 1×1013 cm−2, we can achieve the maximum current
needed for the MOSFET to break the two-DEG channel with maximum electron
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Fig. 3 Plot showing the current density (Id/W) in A/mm versus the electron charge density (Cec)
in per sq. cm

velocity of 3×107 cm/s. Thus we can say that the speed of the MOSFET is much
greater than that was achieved previously [10].
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Adaptive Smart Antenna of Aperiodic
Array

Pooja Raj, Anupama Senapati and Jibendu Sekhar Roy

Abstract In this paper, aperiodic antenna array, where inter-element spacing
between antenna elements is non-uniform, is used for beamforming of smart antenna.
Here, least mean square (LMS) algorithm is used for adaptive beamforming of smart
antenna. Side lobe level (SLL) of antenna radiation beam causes interference for
other users and should be reduced in mobile network. Aperiodic array produces
lower side lobe level compared to uniform array. The aim of this research work is to
investigate nature of adaptive beamforming at different angles using aperiodic array
with reduced side lobe level while producing main beam and null towards the desired
directions.

Keywords Smart antenna · Aperiodic array · LMS algorithm · Side lobe level

1 Introduction

International Telecommunication Union (ITU) has declared smart antenna technol-
ogy as one of the major technologies for mobile communication in 4G and beyond.
A smart antenna system can provide high security by forming radiation beam only
towards the desired user and generating null towards the interferer [1, 2]. Efficient
spectral utilization and huge power saving in mobile network are possible by using
smart antenna technology. After estimating the direction of arrival (DOA) of the
user signal, smart antenna generates the desired beam towards the user using adap-
tive signal processing algorithm [1, 3]. In literature, research works are available
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for beamforming of smart antenna using various types of adaptive signal processing
algorithms and popular method of adaptive beamforming is the use of least mean
square (LMS) algorithm [4, 5]. Most of these works are devoted to beamforming
using periodic or uniform antenna arrays. In a uniform antenna array, inter-element
spacing between the antennas is constant.

In an aperiodic array, inter-element spacing in the array is non-uniform.Reports on
array antennas using aperiodic array are available [6–8], where aperiodic arrays are
used for side lobe reduction and grating lobe reduction during beam tilting in phased
array. Research work on smart antenna of aperiodic arrays is very rare. In this paper,
performance of smart antenna using aperiodic array is presented. Adaptive beams
are formed for aperiodic arrays at different user directions using LMS algorithm and
the results are compared with those of periodic arrays. Lower side lobe levels (SLL)
are achieved for aperiodic array than periodic array.

2 Least Mean Square Algorithm

For beamforming of adaptive smart antenna, least mean square (LMS) algorithm
is used. Adaptive algorithm LMS incorporates an iterative procedure which makes
successive corrections to the weight vector in the direction of the negative of the
gradient vector which eventually minimizes mean square error. Error e(n) between
desired signal d(n) and array output y(n), is [4, 5]

e(n) � d(n) − y(n). (1)

Weight vectors in LMS algorithm are updated according to the equation

w(n + 1) � w(n) + μx(n)e∗(n). (2)

Here, μ is the step size parameter and e*(n) is the complex conjugate of e(n) and
x(n)= [x1(n), x2(n) − xN (n)] is the signal received by the multiple antenna elements.

3 Beamforming of Adaptive Smart Antenna of Aperiodic
Array

In a uniform linear antenna array, the antenna elements are arranged in a line with
equal inter-element spacing (d) which is shown in Fig. 1. The antennas are fed by
current having progressive phase shift of ‘α’.
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Fig. 1 Linear antenna array

Aperiodic array produces lower side lobe level compared to uniform array. The
aim of this researchwork is to investigate nature of adaptive beamforming at different
angles using aperiodic array with reduced side lobe level while producingmain beam
and null towards the desired directions. The array factor (AF) of an aperiodic array
of N number of isotropic elements is given by [9]

AF �
N∑

n�1

Ane
j(n−1)βdn−1sinθ . (3)

Here, inter-element spacing dn−1 is the aperiodicity of the array. For a periodic
array, dn−1 is constant. LMS algorithm is used for beamforming of adaptive smart
antenna of periodic and aperiodic arrays at different angles. Simulated results for
periodic and aperiodic arrays for 10 element antenna arrays for beam direction (BD)
at 0° and null direction (ND) at −10° are shown in Fig. 2 and Fig. 3, respectively.

The corresponding error plots for periodic and aperiodic arrays are shown in
Fig. 4a, b.

Simulated results for periodic and aperiodic arrays for 10 element arrays for beam
direction (BD) at −5° and null direction (ND) at +5° are shown in Figs. 5 and 6.

The corresponding error plots for periodic and aperiodic arrays are shown in
Fig. 7a, b.

Simulated results for smart antenna of periodic and aperiodic arrays are compared
in Table 1.
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Fig. 2 Smart antenna of periodic array (d�0.5λ)

Angle(Degree)------->
-90 -60 -30 0 30 60 90

N
or

m
al

iz
ed

 A
rra

y 
Fa

ct
or

(d
B)

---
---

---
>

-100

-90

-80

-70

-60

-50

-40

-30

-20

-10

0

Fig. 3 Smart antenna of aperiodic array (d�0.3λ, 0.33λ, 0.36λ, …, 0.54λ)

In Table 1, in both the cases, more than 2 dB lower SLLs are achieved using aperi-
odic array in smart antenna than periodic array. Half power beamwidths (HPBW) in
both the cases are narrower than HPBWs obtained using periodic array which means
that the directivity of smart antenna of aperiodic array is more than that of periodic
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(a) Periodic array (b) Aperiodic array
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Fig. 4 Error plot for periodic and aperiodic arrays
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Fig. 5 Smart antenna of periodic array (d�0.5λ)

array. In an aperiodic array, appearance of grating lobes is less [7] but proper spac-
ing between the elements should be maintained otherwise grating lobes may appear.
Figure 8 shows the appearance of grating lobes for N�10 with aperiodic element
spacing, d�0.7λ, 1.4λ, 2.1λ, …, 6.3λ.
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Fig. 6 Smart antenna of aperiodic array (d�0.3λ, 0.33λ, 0.36λ, …, 0.54λ)
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4 Conclusions

Beamforming of smart antenna using aperiodic arrays are presented here. MATLAB
simulated results for aperiodic arrays are compared with the results for smart antenna
of periodic array. Number of iteration in all the cases is 100. Directivity of aperiodic
array is found to be more than the smart antenna of periodic array. Lower side lobe
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Table 1 Comparison between smart antennas of periodic and aperiodic arrays

Specifications Type of array BD ND HPBW SLLmax (dB)

N�10
Desired BD�
0° and ND�
−10°

Periodic
μ�0.022

0.6° −10.1° 9.7° −9.88

Aperiodic
μ�0.0189

0.2° −9.4° 8.5° −12.2

N�10
Desired BD�
−5° and
ND�+5°

Periodic
μ�0.022

−5.6° 5.1° 9.9° −9.96

Aperiodic
μ�0.0189

−4.8° 4.8° 8.6° −12

Fig. 8 Appearance of grating lobes in smart antenna of aperiodic array (BD�−5°, ND� +5°)

level is achieved for smart antenna of aperiodic array which is desired in mobile
network for interference suppression. Performances of adaptive smart antenna of
aperiodic arrays with different types of non-uniform spacing may be the direction of
future work.
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Design of Smart Antenna Using
Normalized Leaky LMS and Sign Leaky
LMS Algorithms—A Comparative Study

Ritika Sharma, Anupama Senapati and Jibendu Sekhar Roy

Abstract The main component used in the present day cellular network is an adap-
tive smart antenna, which with the help of a cell site transmit signal in a specific
direction reduces undesired interference. In this paper, a sign leaky least mean square
(SLLMS) algorithm and normalized leaky least mean square (NLLMS) algorithm is
introduced for beam forming in smart antenna. A comparative study is done based on
ability to generate main beam towards desire user, to generate null toward interferer,
maximum side lobe level (SLLmax) and convergence by varying the signal-to-noise
ratio (SNR).

Keywords Smart antenna · Beam forming · Least mean square algorithm
Side love level

1 Introduction

The advent and popularity of wireless technology has demanded for a greater band-
width in order to increase its user base by using a smart antenna [1]. In smart antenna,
multiple antennas in array form are used to enhance the orientation of the main beam
towards the desired user. The null is aligned towards the interferer and the side lobe
level is lowered. Multiple antennas and smart signal processing algorithm permit the
smart antenna to carry out the desired actions mentioned above. The smart signal
processing algorithm in a smart antenna performs several functions which includes
sizing up the spatial signal signature to get the direction of arrival of signal, rectifying
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the beam forming vectors which helps in tracking and locating the main beam of the
antenna array towards the mobile target [2].

Many beam forming algorithms are available in literature with their advantages
and disadvantages. With many schemes of direction of arrival estimations, vari-
ous methods applicable to adaptive beam forming have been described in [3]. For
multilobe pattern and adaptive nulling, a sequential quadratic programming based
algorithm is used in [4]. Hybridization of soft computing methods used for beam
forming is reported in [5]. Beam forming of polarization-sensitive electromagnetic
vector-sensor is done using a complex quaternion LMS algorithm [6]. A comparative
study on beam formation using least mean square (LMS) algorithm and recursive
least square algorithm (RLS) is reported in [7]. A constrained LMS algorithm is
used for adaptive beam forming using perturbation sequences [8]. Report on beam
formation in adaptive smart antenna using LLMS algorithm is relatively less.

In this paper, beam forming for smart antenna using sign leaky LMS algorithm
and normalized leaky LMS is done. Analysis of beam forming is done based on main
beam direction, null direction, maximum side lobe level, and convergence by varying
the signal to noise ratio for different numbers of antenna elements in the array.

2 Variants of Leaky Least Mean Square Algorithm

One of the most commonly used variant of least mean square (LMS) algorithm is
leaky least mean square (LLMS) algorithm. In leaky least mean square algorithm,
a leak factor is introduced to overcome the slow convergence of LMS algorithm in
case of high value eigen spread [9]. The leak factor (ψ) has been mentioned in the
weight update equation to solve the drifting problemwhich occurs in LMS algorithm
by bounding the parameter estimate [9]. The leak factor also improves the capability,
convergence and stability of LMS algorithm [10].

In Fig. 1, the LLMS adaptive algorithm is used to minimize the error e(n) between
desired signal d(n) and array output y(n), [9]

e(n) � d(n) − y(n). (1)

Weight updating equation using LLMS algorithm at ‘n’th iteration is given by [9]

w(n + 1) � (1 − 2μψ) ∗ w(n) + μ ∗ e(n) ∗ x(n). (2)

where μ is the step size parameter, is the leak factor, w(n) is the filter coefficients
vector, and x(n) is received signal. When = 0, the leaky LMS algorithm will be equal
to standard LMS algorithm.

In signed leaky LMS, the polarity of the error or data or both is used for error
updation. Also a leak factor (ψ) is present to minimize the cost function. Referring
to weight updating equation for sign LMS in [11], the weight update equation for
signed leaky LMS algorithm is
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Fig. 1 Adaptive beam forming system with N antenna elements

Fig. 2 Uniform linear array (ULA) configuration of isotropic elements

w(n + 1) � (1 − 2μψ) ∗ w(n) + μ ∗ e(n) ∗ sgn(x) (3)

where μ is the step size parameter, is the leak factor, w(n) is the filter coefficients
vector, and x(n) is the received signal.

In normalized leaky LMS algorithm, the step size is divided by the norm of the
input signal to avoid gradient noise amplification due to x(n). Referring to weight
updating equation for normalized LMS in [10], the weight update equation for nor-
malized leaky LMS algorithm is

w(n + 1) � (1 − 2μψ) ∗ w(n) +
μ ∗ e(n) ∗ x(n)

x(n) ∗ x(n)
. (4)

where μ is the step size, ψ is the leak factor, e(n) is the error signal and, w(n) is the
filter coefficients vector, and x(n) is filter input vector (Fig. 2).

Array factor (AF) of N elements uniform linear antenna array is expressed as [8]
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AF �
N−1∑

n�0

Ane
( jn( 2πd

λ
sin θ+α)) (5)

where to generate the main beam at wavelength λ toward the desired beam direction
from the broadside direction, the progressive phase shift is

α � −2πd

λ
sin θ0 (6)

Normalized array factor is

AFnorm � AF

AFmax
(7)

3 Simulation Results

Simulations are done using MATLAB for ULA with inter-element spacing of 0.5λ
for 10 and 40 antenna elementswith varying SNR. Programs are run for 100 iterations
with step size of 0.02 and leak factor of 0.001. Desired user is at 20° and interferer
is at 30°. Figures 3, 4, 5, and 6 show normalized array factor plot with varying
SNR value using SLLMS and NLLMS algorithm for 10 and 40 number of antenna
elements respectively.

Fig. 3 Normalized array factor plot using SLLMS algorithm with N�10
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Fig. 4 Normalized array factor plot using SLLMS algorithm with N�40

Fig. 5 Normalized AF plot using NLLMS algorithm with N�10

For SNR, 0 dB grating lobe appears and desired beam forming is not achieved
for SNR below 0 dB using SLLMS algorithm. But better beam forming is achieved
using NLLMS for SNR below 0 dB. NLLMS algorithm cannot be used for beam
forming for SNR below −10 dB.
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Fig. 6 Normalized array factor plot using NLLMS algorithm with N�40

Fig. 7 Square error plot using SLLMS algorithm with N�10 for SNR�20 dB, 0 dB

Figures 7, 8, 9 and10 showsquare error plotwith varyingSNRvalue usingSLLMS
and NLLMS algorithm for 10 and 40 number of antenna elements respectively.

Square error decreases with increase in SNR value. Figures 11 and 12 shows SNR
versus SLLmax plot using SLLMS and NLLMS algorithm.
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Fig. 8 Square error plot using SLLMS algorithm with N�40 for SNR�20 dB, 0 dB

Fig. 9 Square error plot using NLLMS algorithm with N�10 for SNR�20 dB, 0 dB

Side lobe level decreases with increased antenna elements. Simulated results are
compared in Tables 1 and 2.
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Table 1 Comparison of SLLMS and NLLMS algorithm for different SNR (N�10)

Algorithm SNR (dB) Main beam
(degree)

Null (degree) SLLmax (dB) FNBW
(degree)

SLLMS 20 18.6 30 −16.9 22.4

15 18.8 30 −15.52 22

10 18.8 30 −14.59 22.2

5 19 30 −14.8 23.4

0 19.4 30 −14.25 22.2

−3 Not working Not working Not working Not working

−8 Not working Not working Not working Not working

−10 Not working Not working Not working Not working

NLLMS 20 18.8 30 −16.93 22.2

10 19 30 −16.28 22.6

5 19 30 −15.45 23.4

0 19 30 −15.35 23.4

−3 19 30 −15.53 23.4

−8 19.2 30 −16.84 23

−10 19.8 30 −16.42 22

Table 2 Comparison of SLLMS and NLLMS algorithm for different SNR (N�40)

Algorithm SNR (dB) Main beam
(degree)

Null (degree) SLLmax (dB) FNBW
(degree)

SLLMS 20 20 30 −25.31 6

15 20 30 −25.02 6

10 20 30 −25.63 6

5 20 30 −21.07 6

0 Not working Not working Not working Not working

−3 Not working Not working Not working Not working

−8 Not working Not working Not working Not working

−10 Not working Not working Not working Not working

NLLMS 20 20 30 −26.05 6

10 20 30 −26.05 6

5 20 30 −26.05 6

0 20 30 −26.05 6

−3 20 30 −26.05 6

−8 20 30 −26.05 6

−10 20 30 −26.05 6
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Fig. 10 Square error plot using NLLMS algorithm with N�40

Fig. 11 SNR v/s SLLmax
plot using SLLMS algorithm

4 Conclusion

In this paper, a comparative analysis, based on adaptive beam forming, is done
between two variants of leaky LMS algorithm, sign leaky LMS and normalized
leaky LMS algorithm. Analysis is done by varying the SNR value and number of
antenna elements used. The accuracy of the main beam increased for more number
of antenna elements with the reduction of SLLmax. NLLMS is working for low SNR,
i.e., 0 dB and less whereas SLLMS ceased to work for SNR values less than 0 dB.
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Fig. 12 SNR v/s SLLmax
plot using NLLMS algorithm

With the reduction in SNR value, there is a subsequent increase in square error. The
SLLMS algorithm converges better with more number of antenna elements and also
its convergence is better than NLLMS. SLLmax for NLLMS is less with respect to
SLLMS algorithm.

References

1. Herscovici, N., Chirstodoulou, C., Chryssomallis, M.: Smart antennas. IEEEAntennas Propag.
Mag. 42(3), 129–136 (2000)

2. Gross, F.: Smart Antenna for Wireless Communication. McGraw-Hill (2005)
3. Godara, L.C.: Application of antenna arrays to mobile communications. Part II: Beam-forming

and direction-of-arrival considerations. Proc. IEEE 85(8), 1195–1245 (1997)
4. Rao, A.P., Sarma, N.V.S.N.: Adaptive beamforming algorithms for smart antenna systems.

WSEAS Trans. Commun. 13, 44–50 (2014)
5. Basha, T.S.G., Sridevi, P.V., GiriPrasad, M.N.: Beam forming in smart antenna with pre-

cise direction of arrival estimation using MUSIC algorithm. Wirel. Pers. Commun. 71(2),
1353–1364 (2013)

6. Tao, J.W., Chang,W.X.: Adaptive beamforming based on complex quaternion processes.Math.
Probl. Eng. Hindawi 2014, 1–10 (2014)

7. Sarkar, T.K., Wicks, M.C., Palma, S., Bonneau, R.J.,: Smart Antennas. Wiley-IEEE Press
(2003)

8. Wang, H., Zhang, Z., Li, Y., Feng, Z.: Improved main-beam nulling through single switch-
able displaced element for small scale adaptive array. IEEE Trans. Antenna Propag. 62(5),
2522–2530 (2014)

9. Kamenetsky, M., Widrow, B.: A variable leaky LMS adaptive algorithm. In: Thirty-Eighth
Asilomar Conference on Signals, Systems and Computers, pp. 125–128 (2004)



Design of Smart Antenna Using Normalized Leaky LMS … 153

10. Senapati, A., Ghatak, K., Roy, J.S.: A Comparative study of adaptive beamforming techniques
in smart antenna using LMS algorithm and its variants. In: International Conference on Com-
putational Intelligence and Networks, pp. 58–62 (2015)

11. Wang, W., Zhao, H.: Diffusion signed LMS algorithms and their performance analysis for
cyclostationary white Gaussian inputs. IEEE Access 5, 18876–18894 (2017)

12. Sowjanva, M., Sahoo, A.K., Kumar, S.: Distributed incremental Leaky LMS. In: International
Conference on Communications and Signal Processing, pp. 1753–1757 (2015)

13. Bellofiore, S., Balanis, C.A., Foutz, J., Spanias, A.S.: Smart-antenna systems for mobile com-
munication network. Part I: Overview and antenna design. IEEEAntennas Propag. Mag. 44(3),
145–154 (2002)



Low-Power Subthreshold Adiabatic
Logic for Combinational and Sequential
Circuits

Ruchi Yadav and Amit Bakshi

Abstract The foremost idea dominating the ongoing trends in VLSI circuits is to
offer large-scale integration coupled with extensive power reduction solutions. This
significant increase in the gate switching energy has resulted in higher power deca-
dence and a costly replacement of heat sinks. At such places to limit the dissolution of
power, elective arrangements at various levels of contemplation are suggested. This
power dissipation is significantly minimized by the adiabatic logic structure at the
cost of circuit complexity to accomplishminimal power dissipation. A brief approach
of the aforementioned is included in this paper introducing the adiabatic logic family
SAL. The implementation of the 4-bit CLA and 2×1 multiplexer combinational
circuit and the sequential circuit of D flip-flop using NAND gates validates the cred-
ibility of the logic. A graph has been plotted to show the effect of temperature on
subthreshold adiabatic logic-based 4-bit CLA. It aims at comparing the effectiveness
of adiabatic logic with respect to power dissipation and delay. The setup and hold
time graphs for sequential circuits have been plotted, respectively. The simulation
results obtained from the virtuoso environment of cadence tool suggest commend-
able threefold power reduction in the SAL topology as compared to the conventional
adiabatic topology.

Keywords Adiabatic logic · SAL · Low power · Energy restoration · NAND
Power dissipation
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1 Introduction

The CMOS technology prominence can mainly be accredited to naturally low-
power dissipation and comparatively higher level of integration. Nonetheless, the
researchers are curious and are searching for techniques to reprocess the energy from
circuits because of the recent inclination toward ultralow power domain. Nearly, the
beginning researchers used to generally focus on prospect of processing physical
machines that almost consumed zero energy in the computation process and the
lower bound of the energy consumed was tried to estimate [1]. The voltage swing at
every switching occasion causes an energy exchange starting from the power supply
to the present node at the output or else from the output node to ground. Amid for a 0
to VDD change of the output, the aggregate output charge Q�Cload. Vdd is drawn at
a steady voltage from the power supply provided. Subsequently, during this change,
Esupply �1/2 CV2

dd is drawn from the supply [2]. Now when the output node capac-
itance is charged to the voltage level −Vdd the Vdd n it indicates toward the finish
of the charge and the measure of the stored energy in the output node Estored�1/2
CV2

dd. The energy that has been injected from the power supply is distributed in two
halves: one half is sent to the output node, while the other half is conveyed to the
PMOS. To diminish the power dissipation, the switching events can be limited by the
circuit designer; the node capacitance can in the long run be decreased, voltage swing
can be lessened to a specific level, and blend of these techniques can be connected
[3]. So far, in each one of these cases, the energy that has been received from the
supplied power has been utilized just once (Fig. 1).

Now different steps can be presented for reusing the energy drawn from the
supply that would help to build energy-effective logic circuits [4]. Adiabatic logic
is an alternate class of logic circuits which presents the likelihood of lessening the
dissipation of energy amid the switching events, and the likelihood of reprocessing,
a portion of the energy that is received from the respective supply. To achieve the
mentioned objective, the topology of circuit and the standards of working must be
changed a bit, or now and then profoundly [5]. The measure of energy reusing is
additionally conceivable by utilizing techniques of adiabatic logic and also dogged
by the technology of fabrication, switching speed, and the voltage swing.

Fig. 1 Block diagram of
logic circuit design
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2 Related Work

Adiabatic logic is essentially an elective way to deal with low-power operation cir-
cuits which proposes the reliance of adiabatic logic circuits on the control or power
clock and a few other parameters. This logic can be utilized for the execution of
some complicated circuits that dissipate less energy when contrasted with regular
CMOS circuits. SAL shows significant upgrades as far as factors like switching char-
acteristics and energy saving are concerned. The demerit that subthreshold adiabatic
logic has is that it requires higher supply voltage and speed of operation is low.
Several papers have analyzed the power clock generation and energy performance
of adiabatic logic families. This logic can be used for execution of some moderately
vast, complicated sequential circuits and flip-flops that have been proposed in several
papers. It also uses lesser number of transistors when compared to other adiabatic
logic. Power clock of single phase is used, which is operated at low supply voltage,
and hence it scatters less energy when compared to the conventional CMOS circuits.

3 Logic Design and Implementation

3.1 Implementation of Sequential Circuit Using Adiabatic
Logic

The study and design of D flip-flop using SAL logic is presented here to spot out
the expediency and consequently the practicability of the suggested logic [6]. While
checking the logical practicality, cell library associated with SAL has been resolved
that has the basic digital NAND gate; here, 2-input or 3-input NAND gates are used
for the implementation ofDflip-flop [3]. The logic structures inSALare implemented
by either the pull-up or pull-down network of the conventional CMOS logic. The
number of transistors in SAL logic is reduced by a factor of 2 when compared to
CMOS logic [7–10]. For designingDflip-flopusingSAL logic, profound information
regarding parameters like leakage current, power gain, voltage swing variations, etc.
are required [3] (Fig. 2).

Fig. 2 Basic logic gate design by SAL
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MOSFET current in subthreshold regime is modeled by

I0 � 2ηpμpCox (W/L)VT (1)

where ηp is the slope factor of subthreshold,
μp is the PMOS device’s mobility,
VT (kT/q) is the thermal voltage.

V [δ]
T H � VTO − γ VSB − ηVSD. (2)

η�1/2cos h(Ceff/2lt) which is DIBL coefficient where lt � (esiToxXdepβox)1/2

(Figs. 3 and 4).

3.2 SAL Full Adder Design

The ith sum and i+1th carry can be given as (Figs. 5 and 6)

Si[6] � Ai ⊕ Bi ⊕ Ci (3)

Ci + 1[6] � AiBi + (Ai ⊕ Bi)Ci (4)

Fig. 3 D flip-flop schematic by SAL using NAND 3 gates
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Fig. 4 D flip-flop design by SAL using NAND 2 gates

Fig. 5 4 bit CLA by SAL
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Fig. 6 Logic design of 2×1 MUX using SAL

4 Analysis and Evaluation

NAND logic with two input gates has been utilized to plan a D flip-flop which
has two data sources D and a clock pulse and the respective outputs are named as
Q and Qbar. Presently, NAND logic with three sources of input has been utilized
to plan a D flip-flop which has contributions as Preset, Clear, D, and clock pulse
individually. Combinational circuits and flip-flops are utilized for the outline of a
few sequential circuits. The aggregate number of transistors utilized is nearly less
and the power expended can be named as the summation of the power consumed
by sequential circuits, the power that has been used up in clock circulation and the
power consumed by flip-flops.

Further, the parametric examination for setup time from 0.05 to 0.5 ns has been
done and the parametric investigation for hold time from 0.25 to 0.5 ns has addition-
ally been performed. For acquiring full yield swing, the cross-coupled transistors are
utilized as a part of the recuperation and pre-charge period of exchanging process
[2]. The amount of energy loss can be given as E�C|Vtp|2/2 (Figs. 7, 8, and 9).

Fig. 7 Logic design and schematic using NAND 2
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Fig. 8 Logic design and schematic using NAND 3

Fig. 9 Setup and hold timing diagram

5 Simulation Results

The above plot demonstrates that there is a close direct increment in power dissipation
as the temperature is shifted from 20 to 80 °C. A 50 °C temperature variation brings
about a five times increment in power dissipation with the power dispersal at 0 °C as
standard reference. The SAL–CLA is not abundantly influenced by voltage corrup-
tion when the temperature is shifted from −20 to 80 °C run. Impact of temperature
variation in subthreshold logic essentially goes for bringing down the power utiliza-
tion. If there should be an occurrence of temperature varieties, subthreshold current
will fluctuate because of its exponential connection with temperature (Figs. 10, 11,
12, 13, 14, 15, 16, and 17).

The above plot demonstrates the parametric examination for setup time from 0.05
to 0.5 ns and for hold time from −0.25 to 0.5 ns, the progression measure being
20. Flip-flop has a locking circuit that goes about as a consecutive inverter. If logic
low is 0 V and logic high is 1.8 V, then if some other value other than the correct
estimations of low logic or high logic is given, it might play out some latch cycles
and after that it gives a totally inverted output (Tables 1, 2 and 3; Figs. 18, 19 and
20).
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Fig. 10 Result of 2:1 MUX using SAL logic bit

Fig. 11 Simulation result of 4 CLA using SAL
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Fig. 12 Simulation result of delay flip-flop using conventional adiabatic logic

Fig. 13 Simulation result of delay flip-flop using SAL (NAND 2)
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Fig. 14 Simulation result of delay flip-flop using SAL (NAND 3)

Fig. 15 Temperature versus power dissipation plot for 4-bit CLA
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Fig. 16 Setup time graph

Fig. 17 Hold time graph
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Table 1 Design specifications

Specifications Values

Technology 180 nm

PMOS transistor width 800 nm

NMOS transistor width 400 nm

PMOS transistor length 180 nm

NMOS transistor length 180 nm

Power supply 1.8 V

Table 2 Comparison of power dissipation among various logic styles

Logic cell DFF (conv.
AL)

DFF using
NAND 2 (SAL)

DFF using
NAND 3 (SAL)

2×1 MUX
(SAL)

4-bit CLA
(SAL)

Transistor
count

20 10 18 8 24

Rise time
(ps)

10 10 10 10 10

Fall time (ps) 10 10 10 10 10

Delay (ns) 18.68 5.74 6.06 7.98 10.03

Ptotal (μW) 11.89 2.72 5.63 2.75 6.19

Pdynamic
(μW)

4.23 1.75 2.67 2.61 4.72

Pstatic (μW) 1.27 0.37 1.35 3.27 5.8

Table 3 Simulated results are compared with other published results

Logic cell Technology used Frequency (MHz) Power dissipation
(μW)

Ref. [11]. (D
flip-flop-CMOS)

90 nm at 1 V 100 11.19761

Presented method
(SAL DFF)

180 nm at 1.8 V 100 2.72

Ref. [12]. (full adder) 180 nm at 1.8 V 100 8.30

SAL (4-bit CLA) 180 nm at 1.8 V 100 6.19

Ref. [12]. (2×1
MUX)

180 nm at 1.8 V 100 4.66

SAL (2×1 MUX) 180 nm at 1.8 V 100 2.75
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Fig. 18 Plot representing the number of transistors used in different logic designs

4bit CLA
(SAL)
10.03ns DFF(conv.

2x1 A L)
18.68nsMUX(SAL)

7.98ns

DFF using DFF using
NAND3(SA NAND2(SA

L) L)
6.06ns 5.74ns

Fig. 19 Chart representing delay in various logic designs

Fig. 20 Power comparison of various logic designs
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6 Conclusion

In this paper, an analysis on subthreshold adiabatic logic has been done and the
mentioned adiabatic logic has been implemented in combinational and sequential
circuits. In accordance with the simulation results, SAL dissipates 60% less power
when compared with the conventional logic style and the number of transistors used
is comparatively less. The temperature Vs power dissipation graph that has been
plotted for 4-bit CLA designed using SAL logic shows that in case of temperature
variations, subthreshold current will vary due to its exponential relation with temper-
ature. The setup and hold time graphs are plotted with their values when calculated
are 174 ps and 97 ps respectively. The delay time and power dissipation values have
been analyzed and evaluated for each logic design.
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A Survey Report on the Electrical
Installations Adopted by the Traditional
Tea Factories in North Bengal

Arkabrata Dattaroy, Ankit Chakraborty, Swarnendu Mandal
and Santanu Das

Abstract Tea industry, the Queen of North Bengal has accelerated downhill lately,
owing to inefficient machineries. This survey pivots over Chronological Conditional
Load Monitoring of the electrical machineries under CTC (Cutting, Tearing & Curl-
ing) texture, considering widely varying conditions, namely three types of tea leaves:
Hard, Medium and Soft, as well as seasonal variation between Summer (July) and
Monsoon (September). The entire load distribution of surveyed factory has been
monitored, noted and analyzed. Developed Power Layout Diagram and associated
survey data with extensive analyses have also been reported here. Based on the
conducted survey reports and analyses, possible scopes of improvement of energy
consumption and subsequent implementation schemes have been proposed in this
report.

Keywords Energy efficiency · Loading percentage · Power factor
Reactive power

1 Introduction

Tea has been “The Beverage of the Masses” in India since time immemorial. Tea
industry is the backbone of earning FOR-EX (Foreign Exchange) on behalf of North
Bengal, especially in the Darjeeling Hills and the Dooars [1]. However, the major
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technical issues (electrical) that lie beyond the unfortunate rapid shutdowns lately and
deteriorations in the profitability of these tea factories, mainly the load monitoring
and efficiency issues, are addressed in this project.

The major technical reasons leading to the downfall of late can be initially ascer-
tained to be the inefficient and poor power factor operation of the electrical machiner-
ies, and their relative effects are quantified and referenced in this project.

2 Objectives of the Survey

• Detailed survey and Load monitoring of the tea factory:

(a) Graphical approach with respect to time.
(b) Comparison of calculated and measured values.
(c) Determining optimal size and capability of the machines.

• Power Flow analysis

(a) Traditional installations.
(b) Active and reactive power calculations.

• Loading percentage calculations

(a) Present loading percentage for the CTC Motors.
(b) Attempts at improvement of loading percentage and their effects on power

flow, without hampering productivity and employment.

3 Survey Details

The survey details as obtained on cumulative data collection have been depicted
below with the help of a sample tea factory reference.

3.1 Sample Tea Factory Courtesy

Name and Address of the factory: Bikram Tea Factory,
CTC Units,
Assam More,
Jalpaiguri,
West Bengal, India.
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3.2 Machineries and Outline of Operation

The electrical supply of the tea factory is catered to with the help of an incoming
WBSEDCL (West Bengal State Electricity Distribution Corporation Ltd.) 11 kV
feeder via HT (High Tension) valley, switchgear, a 500 KVA step down 11 kV/440 V,
Star-Delta transformer and a chargingDiesel Generator set of capacity 250KVA. The
connections to the panel room are via underground cables. The panel room consists
of three panels-CTC (Cutting, Tearing & Curling) Main Panel, Change-Over Panel
and Auxiliary Panels. The Main Panel has capacitor banks installed in delta to have
Power Factor Correction (PFC).

Induction motors play the pivotal role in the CTC section of the industry. There
are 3 sections of CTC Rows in the factory, out of which only 2 rows can be active
at a time. The raw tea leaves start their journey via the path-Trough (where they are
collected and dried via fans), Monorails and thereafter into the Rotor vane of each
of the 3 rows of CTC, with the help of which they are dried and cut preliminarily.
Thereafter, they continue their journey via the CTC rows for CTC Operation, with
each row having 4 Cuts-1st Cut, 2nd Cut, 3rd Cut and the 4th Cut motors, all ending
at revolving drums namedGoogies. There is an extra set of Googie and 1st Cutmotor,
in case there are bits and pieces of tea leaves yet to curl and fine tune. Thereafter, they
traverse through the CFM (Continuous FermentingMachine) section via Conveyors,
where they are fermented and cooled via CFM fans and they ultimately derive their
texture. Next they are dried and roasted well in the Groover and Vibrator section.
The heat for the combustion is derived from burning of coal, which is oxidized via
air intake with the help of Hot Blower and Cold Blower motors. Heating is done with
the help of Hot Heater and Cold Heater. The fumes are released through a chimney
and ash is collected and disposed off. Next comes the Sorting and Grading Section,
where the tea leaves are separated with respect to their quality with the help of a
Sieving Technique and then packed for sale. The total lighting load is of the LED
(Light Emitting Diode) type, estimated at 2 kW.

The panels have the following functions:
The CTC Main Panel accounts for the voltage and current absorbed by the CTC

sections combined. It also possesses the capacitor banks, which indicate the corrected
power factor at any instant of time. The Change-Over Panel accounts for the voltages
and currents absorbed by the CFM, Groover, Vibrator, Grading and Sorting sections.
The Auxiliary panel takes care of the transformer charging power, the lighting loads
and other unaccounted power supplied.

For the purpose of this project, the meter readings are focused only on the part
consuming variable reactive power with variation in loading, that is, the CTC section.
The loading percentage of the CTC Cut motors is observed and the corresponding
CTC panel readings help to find out energy efficiency estimates and the power factor,
both in the operating and improved case, with the help of capacitor bank estimates.
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3.3 Load Distribution

The load distribution along with the rated load is enlisted as follows:

A. HT Valley & Gear.
B. Transformer: 500 KVA, 11 kV/440 Volts, Star-Delta.
C. Diesel Generator Set: 250 KVA.
D. Trough Fans: 11 Troughs×2 Fans×3 HP�66 HP.
E. Monorails: 2 HP.
F. Rotor vane: 3×20 HP�60 HP.
G. CTCCutting: (Cut 1–25 HP, Cut 2–20 HP, Cut 3–20 HP, Cut 4–20 HP, Blower-2

HP, 3 HP)×3 sets+extra 1st cut-25 HP, all 415 Volts, all rated at 0.75 power
factor lagging�295 HP.

H. Googie: 4×3 HP�12 HP.
I. CTC Conveyors: 6×1.5 HP�9 HP.
J. CFM (Continuous Fermenting Machine) Conveyor: 1.5 HP.
K. CFM Motors: 1×5 HP, 1×3 HP, Brush Motors: 2 HP�10 HP.
L. CFM Fans: 7.5 HP, Small fans: 4×1 HP, Water Sprayer: 0.5 HP�12 HP.
M. Groover Motors: 1×7.5 HP, 1×5 HP, 1×2 HP�14.5 HP.
N. Groover Conveyor: 1×2 HP�2 HP.
O. Vibrator: 1×5 HP�5 HP.
P. Cold Blower: 1×3 HP�3 HP.
Q. Hot Blower: 1×2.5 HP�2.5 HP.
R. Cold Heater DC Motor: 1×1 HP�1 HP.
S. Hot Heater: 1×2 HP�2 HP.
T. Chimney: 1×5 HP�5 HP.
U. Sorting: 2×3 HP�6 HP.
V. Sorting Conveyor: 4×2 HP�8 HP.
W. LED (Light Emitting Diode) Lighting Load: 2 KW.
X. CTC Main Panel with capacitor bank connected in delta.
Y. Change-Over Panel.
Z. Auxiliary Panel.

3.4 Power Layout Diagram of the Factory

The power layout diagram of the factory has been depicted here (Fig. 1).
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Fig. 1 This figure depicts the extensive power layout diagram of the factory under survey. It also
categorizes the distribution into various sections and reveals the associated ratings of themachineries
therewith



174 A. Dattaroy et al.

4 Survey Data Collection and Analysis

4.1 Rated Loading Calculations

For Cut 1 Motor: 25 HP, 415 V, 0.75 lag power factor

I(full load) � (25 × 746)/(1.732 × 415 × 0.75) � 34.6 Amperes (1)

For Cut 2, 3 & 4 Motors: 20 HP, 415 V, 0.75 lag power factor

I(full load) � (20 × 746)/(1.732 × 415 × 0.75) � 27.68 Amperes (2)

4.2 Loading Observed Under Varying Conditions

Analysis of the loading observed
For the 4 Cut motors under variable conditions, the loading as observed under

Tables 1, 2 and 3 are quite as expected. The Cut motors are rated at 0.75 lagging
power factor and this data is used for determining the loading percentages of the
individual motors (Fig. 2, 3 and 4).

As the raw tea leaf changes from Soft to Hard viaMedium under different weather
conditions, seasons anddays, the average loadingpercentage of each individualmotor

Table 1 Data collected on 24. 07. 2017, Type of leaf: Soft

Time (pm) Cut 1 Current (A) Cut 2 current (A) Cut 3 current (A) Cut 4 Current (A)

12.30 20 13 10 11

12.40 19 12 8 9

12.50 18 14 10 11

1.00 20 15 13 12

1.10 20 13 9 10

1.20 18 15 12 13

1.30 23 19 15 15

Table 2 Data collected on 07. 09. 2017, Type of leaf: Medium

Time (pm) Cut 1 current (A) Cut 2 current (A) Cut 3 current (A) Cut 4 current (A)

3.00 20 13 10 11

3.15 19 12 8 9

3.30 18 14 10 11

3.45 20 15 13 12

4.00 20 13 9 10
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Table 3 Data collected on 29. 07. 2017, Type of leaf: Hard

Time (pm) Cut 1 current (A) Cut 2 current (A) Cut 3 current (A) Cut 4 current (A)

12.45 28 17 14 15

12.55 22 15 12 13

1.05 40 24 17 16

1.15 26 15 13 11

1.25 22 15 11 12

1.35 26 16 13 11

1.45 28 18 15 13

Fig. 2 Bar graph representation of loading on 24.07.17 (Soft leaf)

also increases, since amount of current drawn is directly proportional to the hardness
of the raw leaf, as it requires more power for crushing it. It is found that the loading
percentage gradually decreases from 1st to 4th Cut, which is obvious since the 1st
Cut gets the hardest raw leaf.

The loading observed reveals the following information:

(i) Soft Leaf : The Cut 1 motor loading percentage varies from 52.04 to 66.49%;
the Cut 2 motor loading percentage varies from 43.35 to 68.64%; the Cut 3
motor loading percentage varies from 28.9 to 54.19% and the Cut 4 motor
loading percentage varies from 32.51 to 54.19%.
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Fig. 3 Bar graph representation of loading on 07.09.2017 (Medium leaf)

(ii) Medium Leaf: The Cut 1motor loading percentage varies from 57.82 to 63.6%;
the Cut 2 motor loading percentage varies from 43.37 to 46.98%; the Cut 3
motor loading percentage varies from 43.37 to 57.82% and the Cut 4 motor
loading percentage varies from 36.14 to 43.37%.

(iii) Hard Leaf: The Cut 1 motor loading percentage varies from 63.6% to an
occasional 115.64%; the Cut 2 motor loading percentage varies from 54.19to
86.71%; the Cut 3 motor loading percentage varies from 39.74 to 61.42% and
the Cut 4 motor loading percentage varies from 39.74 to 57.8%.

It is observed that there is no appreciable change in the loading of the 3rd and 4th
cut motors under any condition, they are always poor. More the loading percentage,
less is the reactive power consumed by the motor, and higher is the efficiency and
power factor of the plant. If power factor improves by itself, there would be a lower
tariff slab for the owners, ensuring profitability and providing further impetus to
the industry. So, the loading percentage of 3rd & 4th cut motors are hypothetically
assumed next to be 75% each and having an improved power factor of 0.75 and then
analyzed.
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Fig. 4 Bar graph representation of loading on 29.07.2017 (Hard leaf)

5 Reactive Power Calculations and Comparative Analysis
of Normal Loading with Theoretically Improved Loading
Percentage and Improved Power Factor of the 3rd
and 4th Cut Motors with Same Rating

For the comparative analysis, we take the case of 29.07.2017 with Hard Loading.

5.1 Normal Loading

Here, we take the power factor of the motors as 0.7 lagging instead of rated 0.75
lagging, owing to ageing and de-rating of the age-old motors (Table 4, 5).
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5.2 Theoretically Improved Loading of 3rd and 4th Cut
Motors Fixed at 75%, All Operating at 0.7 Power Factor
Lag

Here, hypothetically 3rd and 4th cut motors are considered to have a high 75%
fixed loading, and all motors operating at 0.7 power factor lagging, reactive power
calculations are performed (Table 5).

5.3 Theoretically Improved Loading Percentage of 3rd
and 4th Cut Motors Fixed at 75% with Higher Power
Factor of 0.75 Lagging

Here, the loading percentage of 3rd and 4th Cut motors is fixed at 75% and higher
power factor of 0.75 lagging (for the 3rd & 4th Cut motors) and reactive power
calculations are performed (Table 6).

5.4 Analysis of Reactive Power Calculations

Reactive power calculations are performed under three conditions taking hard leaf
as a sample:

(i) Normal loading, all 0.7 lag power factor:

First of all, we consider the normal loading percentages with power factor taken as
0.7 lag power factor instead of rated 0.75 for the motors, owing to the ageing and
depreciated quality of the long-used motors and the reactive power consumed by
each CTC row is calculated, and thereby for 2 CTC rows in total, working in tandem.
The Primary Main Panel readings and improved power factor after rectification by
the capacitor bank are calculated. The reactive power supplied from the source after
Power Factor Correction (PFC) is calculated. The difference between the reactive
power consumed by the 2 CTC rows and that supplied from source results in the
reactive power supplied by the capacitor bank. So, the capacity of the capacitor bank
installed can be estimated.

(ii) 3rd & 4th Cut Motors at 75%, all operate at 0.7 lag power factor:

Next the hypothetical case where the 3rd & 4th Cut motors are operating at higher
loading of 75% and operating at the same 0.7 lag power factor is considered. Here, an
increased reactive power consumption by the motors due to increase in the currents
drawn is observed, since reactive power drawn� (1.732*Line Voltage*Line Cur-
rent*power factor). Also, the reactive power supplied by the capacitor bank increases,
thus indicating the need for a higher rated capacitor bank.
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(iii) 3rd & 4th Cut Motors at 75% and 0.75 lag power factor, other 2 Cut Motors
at 0.7 lag power factor:

Next, the hypothetical case where the 3rd & 4th Cut motors operate at 75% loading
and at an improved power factor of 0.75 lag is considered, the 1st and 2nd Cut still
essentially operating at the same 0.7 lag power factor. It is found by calculations, the
reactive power drawn by the motors and the reactive power supplied by the capacitor
bank has decreased from its value as in case (ii). This ensures the fact that, with
an increase of power factor of the motors and loading percentage towards full load,
lower capacity capacitor bank suffices, which is lower in cost and volume if installed
in place of the present one. Also, an increase in loading ensures higher efficiency,
due to increase in utilization factor of the machines. Also, a lower capacity motor
can be substituted in place of the present one, to ensure higher loading near full load.
Also, problems on loss can be addressed with a lower size motor.

6 Results

Chronological data monitoring has been performed under wide variety of raw leaf
and weather conditions. Loading percentage and reactive power calculations are
performed and ultimately, it is observed that an increase in loading percentage and
power factor lead to better performance of the factory, ensuring profitability.

With an estimated increase in power factor of the motors and loading percent-
age towards full load, lower capacity capacitor bank can serve the purpose and be
installed. Also, an increase in loading of 3rd and 4th Cut CTC motors along with
improved power factor ensures higher efficiency, and lower reactive power consump-
tion, as is calculated and observed graphically. Entire load distribution of surveyed
factory, power layout diagram and associated survey data with extensive analyses
is presented in this survey. The graphical comparison of reactive power consumed
under the three different cases is depicted below.

There are two major scopes of improvement of the situation which are discussed
below (Fig. 5 and 6).

(i) Usage of energy efficient motors of smaller adequate rating.

Energy efficiency is the prime concern while installing any machinery in an industry.
However, if the running cost for such a machine exceeds the installation cost in the
long run, with efficiency having decreased, it might well be non-profitable to the
industry. So, it is important to re-install newer energy efficient motors with lower
operation costs, after detailed cost-benefit analysis. Also, due to smaller air gap in
the IE classes of motors, reactive power requirement is lesser, hence more efficient.

There are energy efficient classes of motor, which can substitute the age-old
induction motors hereby in operation. The energy efficiency classes of these motors
are classified as follows in terms of IE (International Efficiency):
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Fig. 5 Comparison of Reactive Power supplied by the Capacitor Bank during normal loading,
increased loading percentage and both increased loading percentage and power factor (Left to
Right respectively)

Fig. 6 Energy Efficiency Classes of motors and their range of percentage efficiency [2]

(a) IE1 (Standard Efficiency).
(b) IE2 (High Efficiency).
(c) IE3 (Premium Efficiency).
(d) IE4 (Super Premium Efficiency).
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From these energy efficient motors, IE2 or IE3 motor with rating near 20 HP or
15KW (approximately) can be appropriately installed in place of the 3rd and 4th Cut
motors in the CTC rows for healthier operation.

(ii) Installing Power Factor Correction equipments, specifically FACTS (Flexible
AC Transmission System) devices.

FACTS devices are connected in series or parallel with an electrical catering, consists
of power electronic switching devices in order to regulate reactive power flow and
improve power factor of operation.

“APFC (Automatic Power Factor Correction) devices are the ideal choice. APFC
essentially employs a current control loop, which is fed by input sinusoidal supply. A
bridge rectifier is used to convert it into DC (Direct Current). There is a second outer
voltage control loop, which employs appropriate scaling factor by analog multiplier.
APFC is a sine magnitude controlled loop employing current control [3]”.

These devices can be operated along with the tea factory machineries in operation
to improve the power factor of the industry.

7 Conclusion

It is observed that an increase in loading percentage and power factor leads to better
performance of the factory, ensuring profitability. A highly efficient alternate solution
to this problem lies in installing energy efficient IE2/IE3 Class motors with smaller
ratings. Also, Specific Energy Consumption (SEC) decreases with IE Class Motors.

Acknowledgements The authors owe their gratitude to all the employees and technicians of the
Bikram Tea Factory. This survey would not have been possible without their incessant help and
support.
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Analysis and Dispersion Engineering
for Generation of Ultra-flattened
Dispersion in Photonic Crystal Fibers

Anup Karak and Sanchita Pramanik

Abstract We study the variation of group velocity dispersion with wavelength in
photonic crystal fibers having triangular lattice air holes. The first ring of air holes
of the fiber is considered to be infiltrated with water-glycerin solution as it is one
of the most efficient liquid for photonic crystal fiber infiltration. Concentration of
the solution, pitch and diameter of air holes are the parameters we seek to optimize
to get flattest dispersion. In our investigation, almost flat and near zero dispersion
characteristics is observed when glycerine concentration�20%, the pitch�2.3 µm
and air hole diameter�1.9 µm. Our finding will exhibit huge potential advantage in
supercontinuum generation and various sensing applications.

Keywords Photonic crystal fiber · Group velocity dispersion
Full vectorial finite difference method

1 Introduction

Since last few decades, much attention is being received in the field of photonic
crystal fibers (PCF) [1–13]. By tailoring the shape, pitch, diameter of air hole and
arrangement of air holes in the PCF structure one can achieve endlessly single moded
operation, highly tailorable mode field diameters and flat group velocity dispersion
(GVD), high nonlinearity etc. [1–3]. These unique characteristics have huge applica-
tions in various optical fiber communications, supercontinuum generations, sensing
and others [14–16].

PCF has shown unprecedented light guiding mechanism which is not present in
normal conventional fibers. Due to the high index difference, structural complexity
and the absence of rotational symmetry in PCF, the theoretical or analytical analysis
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of such special type of fibers is very complicated. Various numerical methods such
as, finite-element method, effective index method, finite-difference method (FDM),
multipole method, step index fiber approximation etc. have been developed for ana-
lyzing the propagation dynamics of PCF [4–11]. We have chosen the FDM due to its
simplicity in formulation and execution. We have used full-vectorial finite difference
method (FVFDM) since high index difference and lack of symmetry in PCF demands
it, instead of scalar or semi-vectorial method as found in literature so far.

Nowadays, liquid filled PCF has acquired huge attention in the field of photonics
because the infiltration of liquids of various refractive indices provides an addi-
tional degree of freedom in controlling its various propagation dynamics [15, 17].
Due to the advent in technology of sealing and filling of liquid in PCF, a new era
is opened in the field of photonics [18, 19]. These liquid filled fibers have many
applications in gas sensing, coupling, waveguiding mechanism etc. Recently, such
analyses have started to draw worldwide attention to achieve ultra high dispersion
characteristics and supercontinuum generation. Reports are also being proliferated
on liquid filled nonlinear soft glass based PCF [15]. Though various liquids such
as toluene, chloroform, benzene, methanol, water, castor oil etc. are infiltrated in
PCF, only few works are available where flat, near zero dispersion characteristics is
obtained. Using glycerin-water solution, we have found more flattened and near zero
dispersion characteristics over large range of wavelengths.

In this paper, the PCF having its first ring infiltrated with 20% glycerin-water
solution is investigated to achieve ultra flat, near zero dispersion using FVFDM.
Various pitches and air hole diameters are considered in our analysis. In our study,
almost flat and near zero dispersion characteristics is observed when the pitch�
2.3 µm and air hole diameter�1.9 µm.

2 Theory and Method

This section is divided into three subsections, in the first sub-section the structural
geometry of our taken PCF is discussed, in the second section the finite difference
methodology and the solution of Helmholtz equation using our full-vectorial method
is elucidated and in the third i.e., last sub-section the formulation ofGVD is explained.
The subsections are elaborated as below.

2.1 Structure of the PCF

The PCF is a cylindrical or tubular structure made up of pure silica. It is filled with
tubular air holes having a triangular lattice structure. The lattice constant (pitch) is
Λ and d is the diameter of air holes in host material silica. In this periodic structure,
a central defect is created, by eliminating the central hole. The hole-matrix having
hole-pitch Λ acts as the cladding of the PCF. This structure remains invariant along



Analysis and Dispersion Engineering for Generation … 187

Fig. 1 Photonic crystal fiber structure infiltrated with liquid at its first ring

the longitudinal direction. We consider a PCF whose first ring is filled with liquid,
the cross-sectional view is shown in Fig. 1. Here, we chose 20% glycerin-water
solution for the PCF infiltration since this solution provides better flat dispersion
characteristics.

2.2 Full Vectorial Finite Difference Inverse Iteration Method

Helmholtz equation involving different dielectric medium is

∇2 �E + �∇
( �E
n2

. �∇n2
)

� k20n
2 �E (1)

In a waveguide, the electric field propagates in the z-direction. Transverse compo-
nents

−→
E t(Ex and Ey) of

−→
E are coupled through the second term. Helmholtz Eq. (1)

reduces to
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∇2
t
�Et + �∇t

( �Et

n2
. �∇tn

2

)
+

{
k20n

2(x, y) − β2
}←
Et � 0 (2)

where β is the propagation constant and n is the refractive index. There will be two
modes or two sets of Et—(1) quasi-TE mode in which Ey is the major component
with a minor component Ex—(2) quasi-TM mode: major Ex, minor Ey. Two modes
will have different β.

Component wise, the above equation is split into two equations:

∂

∂x

[
1

n2
∂

∂x
(n2Ex)

]
+

∂2Ex

∂y2
+

∂

∂x

[
Ey

n2
∂n2

∂y

]
+ k20n

2Ex � β2 Ex (3)

∂

∂y

[
1

n2
∂

∂y
(n2Ey)

]
+

∂2Ey

∂x2
+

∂

∂y

[
Ex

n2
∂n2

∂x

]
+ k20n

2Ey � β2 Ey (4)

The above equations can be expressed as

PxxEx + PxyEy � β2 Ex (5)

Pyy Ey + Pyx Ex � β2 Ey (6)

These two equations can be put in a compact form as

P Et � β2 Et (7)

where P �
[
Pxx Pxy

Pyx Pyy

]
and Et �

[
Ex

Ey

]

The above matrix equation can be solved with FDM. The cross-sectional window
shown in Fig. 1 is discretized into M×N cells. In each cell Ex, Ey, n, has a discrete
value. Et is a column matrix of 2MN dimensions; P is a matrix of dimension 2MN×
2MN. Equation (7) is an eigenvalue equation. The eigenvalue β can be found effi-
ciently with Inverse Iteration Method (IIM). In this method, one starts with a trial
field for Et �Et0 and a trial value of β �β0. Modified Et1 is obtained from the
relation.

(
P − β2

0

)
Et1 � Et0 (8)

Modified βt1 is obtained from this improved Et1.

β2
t1 � 〈Et1|P|Et1〉

〈Et1|Et1〉 (9)

In the next step, Et0 is replaced by Et1 and β0 by βt1. With a few iterations, the
improved values of Et and β converge to the actual value.
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2.3 Group Velocity Dispersion

It is very important to acquire knowledge about the dispersion properties of PCF
for various practical applications like optical telecommunications, supercontinuum
generation and others. The structural and wavelength dependency of GVD is evalu-
ated for the PCF using FVFDM. The GVD is calculated using the formula as given
below:

β2(ω) � d2β(ω)

dω2
� λ3

2πc2
d2ne(λ)

dλ2
(10)

where, ne is the effective refractive index and λ is the operating wavelength

3 Results and Discussion

We calculate the effective refractive index of the fundamental mode and finally the
corresponding GVD for the liquid infiltrated PCF using our accurate FVFDM. Our
full vectorial method is very efficient and take very little time to compute the various
propagation dynamics of practical interest such as effective refractive index, GVD,
modal field etc. In case of PCF, since the structure does not have rotational symmetry
and also it has a large index variation in its structure, and hence, a full vectorialmethod
is preferable while considering PCF and other complex structures. The fundamental
modal field calculated using our FVFDMis shown in theFig. 2a, b, respectively.Here,
the quasi TE mode is considered, where, the major field component Ey and minor
field component is Ex. Also, for the quasi TMmode the field distribution pattern will
be quite similar only except that the major field component is Ex and minor field
component is Ey. Here we have shown the quasi TE mode field distribution only.

Since, the PCF has large scale of design flexibility and liquid infiltrated PCF has
another degree of freedom in choosing various liquids of different refractive indices,
we further divide our findings of GVD results with variation of wavelength into four
sections. In the first sub-section we compute the GVD with wavelength for change
in refractive indices in the infiltrated liquid of the PCF first ring. In second and third
sub-section we compute the GVD with variation of wavelength for change in hole-
diameter and pitch respectively. Finally our best observation for the chosen fiber
parameter and infiltrated liquid of available nearest refractive index is computed and
compared with available literature. For all the study the infiltration of the PCF is
done at its first ring.
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Fig. 2 a The plot of major
field component Ey for
Quasi-TE mode. b The plot
of minor field component Ex
for Quasi-TE mode

3.1 GVD Calculation for PCF Infiltrated with Liquid Having
Various Refractive Indices

In this section, we choose a PCF of equal hole-diameter 1.9 µm and pitch 2.3 µm.
Infiltration of liquid having various refractive indices is considered in the first ring
of the PCF. The GVD of the PCF with change in wavelength considering infiltrated
liquid of various refractive indices is calculated with our FVFDM and the results are
shown in the Fig. 3. It is evident from the figure that, the GVD is almost flat and
near zero within the wavelength range 1.0–2.0 µm. The best result is found when
the infiltration is considered with liquid of refractive index 1.354.
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Fig. 3 GVD versus wavelength for PCF infiltrated with liquids of various refractive indices at its
first ring with pitch�2.3 µm and hole-diameter�1.9 µm

3.2 GVD Calculation for PCF Infiltrated with Liquid Having
Various Hole-Diameters at a Fixed Pitch

Further, for various hole-diameters, the GVD of the PCF with change in wavelength
at a fixed pitch equal to 2.3 µm is calculated using our FVFDM. Here also, we
consider the liquid infiltrated PCF. The liquid is filled at its first ring. Since the liquid
with refractive index 1.354 is yielding more flat and near zero dispersion, we take
an experimentally available 20% glycerin-water solution whose refractive index is
1.35749which is close to our required value [20].With this refractive index parameter
we continue our entire investigation and the results are shown in the Fig. 4. It is seen
that the result is very attractive at hole-diameter�1.9 µm which provide a flat and
near zero GVD within the wavelength range 1.0–2.0 µm.
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Fig. 4 GVDversuswavelength for liquids infiltrated PCF at its first ringwith various hole-diameter
with fixed pitch�2.3 µm

3.3 GVD Calculation for PCF Infiltrated with Liquid Having
Various Pitches at a Fixed Hole-Diameter

Now, for various pitches, the GVD of the PCF with change in wavelength at a
fixed hole-diameter equal to 1.9 µm is estimated with our accurate FVFDM. In this
case, we further take the liquid infiltrated PCF whose first ring is filled with 20%
glycerin-water solution of refractive index 1.35749 [20]. The variation of GVD with
wavelength for the above mentioned parameters are shown in the Fig. 5. It is clearly
seen from the Fig. 5 that, a very flat and near zero GVD within the wavelength range
1.0–2.0 µm is observed when the pitch equal to 2.3 µm.
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Fig. 5 GVD versus wavelength for liquids infiltrated PCF at its first ring with various pitch with
fixed hole-diameter�1.9 µm

3.4 Comparative Study of GVD Calculation for Liquid
Infiltrated PCF

A comparative study is carried out to show the improvement in flatness of GVD over
a range of wavelengths with our chosen parameters. The comparison is shown in
Fig. 6. We obtain the best result when the first ring of the PCF is filled with 20%
glycerin-water solution whose refractive index is 1.35749 [20], where the pitch and
hole-diameter of the PCF is taken as 2.3 µm and 1.9 µm respectively. It is evident
from Fig. 6 that, the calculated GVD using our chosen parameters is showing better
flatness compared to results available in literature for GVD calculation [17].
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Fig. 6 Comparative study of GVD versus wavelength for liquids infiltrated PCF at its first ring

4 Conclusion

The PCF having its first ring filled with the 20% glycerin-water solution is investi-
gated using our full vectorial finite difference method for various PCF parameters
like pitches, air hole diameters. We achieve an ultra flat, near zero group velocity
dispersion throughout the wavelength region from 1.0 µm to 2.0 µmwhen the pitch
and hole-diameter are kept at 2.3 µm and 1.9 µm respectively. Our finding will
exhibit huge potential advantage in supercontinuum generation and various sensing
applications.
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Optimal Choice of Location
for Establishing Production Units
by Application of Fuzzy Logic

P. Saha, A. Upadhyay, P. S. Dhara, M. Dey and Binayak S. Choudhury

Abstract In the present work we propose an economic decision making protocol
by use of fuzzy logic. The problem here is the decision making problem of a multi-
national company which wants to establish a production unit to minimize its cost
of production while the information available are fuzzy quantities. The main tool
of fuzzy logic used here is the rank determination of fuzzy numbers. We apply the
properties of fuzziness with any recourse to a defuzzification procedure.

1 Introduction

Fuzzy concepts were introduced by L. A. Zadeh in 1965 [1] which created a new
approach in problems of applied mathematics where there are uncertainties which
are different in nature from those coming under the treatment through probability
theory. Generic examples of these uncertainties were given in the introductory work
and in subsequent works by Zadeh himself and others. Today fuzzy approaches
are recognised to have revolutionary effects in problems like those in the fields
of pattern recognition, data mining, decision making, etc. For that purpose fuzzy
logic has developed in different directions. It has modalities very different from the
conventional logic. In this paper we concentrate on an economic decision making
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problem which is the problem of choice of a country for a multinational company
in order to establish a production unit for certain commodities. The description of
the situation is made practically oriented by assuming that there are uncertainties in
the information supplied by the surveys. These uncertainties are modeled with the
help of fuzzy arithmetic. The ordering of the fuzzy numbers which is obtained by
use of fuzzy logic [2–5] is applied for the fuzzy decision making [6–8]. In fact we
put forward a fuzzy protocol in which we apply fuzzy reasoning to accomplish the
goal of arriving at a decision. We discuss a hypothetical example to illustrate our
protocol. A special feature of the protocol is that there is no defuzzification in the
whole process. We note some similar works in [9, 10].

2 Technical Preliminaries

Below we briefly give some basic notions and important definitions which are
required in our present discussion.

Definition 1 A fuzzy number F̃ = (α, β, γ, η; ξ) is a fuzzy subset of the real line
� with the membership function f F̃ : � → [0, ξ ] which satisfies the following
properties:

(i) f F̃ is upper semicontinuous.
(ii) f F̃ = 0, for all x /∈ [α, η]
(iii) f F̃ is strictly increasing in [α, β]
(iv) f F̃ = ξ , for β � x � γ , where ξ is a constant and 0 � ξ � 1
(v) f F̃ is strictly decreasing in [γ, η], where α, β, γ, η are real numbers.

In the above definition, if ξ = 1, then the fuzzy number is called a normal fuzzy
number, otherwise a non-normal fuzzy number.

Therefore the above membership function can be expressed in a compact form as
in below:

f F̃ (x) = f L
F̃
(x), α ≤ x ≤ β,

= 1, β ≤ x ≤ γ, (1)

= f R
F̃

(x), γ ≤ x ≤ η,

= 0, otherwise.

where

(i) f L
F̃
(x) : [α, β] → [0, ξ ] is strictly increasing and continuous.

(ii) f R
F̃

(x) : [γ, η] → [0, ξ ] is strictly decreasing and continuous and
(iii) 0 ≤ ξ ≤ 1.
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The functions f L
F̃
and f R

F̃
are called left and right reference functions of the fuzzy

number F̃ respectively. The set of all fuzzy numbers as defined above is denoted
by G.

Now since f L
F̃

and f R
F̃

are continuous and strictly monotonic, so their inverse

functions also exists and let us denote them by hL
F̃
and hR

F̃
respectively. Clearly hL

F̃
:

[0, ξ ] → [α, β] and hR
F̃

: [0, ξ ] → [γ, η] both are continuous on [0, ξ ], so ∫
hL
F̃
(y)dy

and
∫
hR
F̃
(y)dy both exists.

Definition 2 A generalised trapezoidal fuzzy number F̃ = (α, β, γ, η; ξ) is defined
as any fuzzy subset of the real line � with the membership function given by,

f F̃ (x) = ξ
(x − α)

β − α
, α ≤ x ≤ β,

= ξ, β ≤ x ≤ γ,

= ξ
(η − x)

η − γ
, γ ≤ x ≤ η, (2)

= 0, otherwise, where 0 ≤ ξ ≤ 1

In the above definition if ξ = 1, then the trapezoidal fuzzy number is called normal.

Remark 1 In the above definition if β = γ , then the fuzzy number is called a nor-
mal triangular fuzzy number F̃ = (α, β, η). Moreover if α = β = γ = η, then F̃
becomes a crisp real number.

For the fuzzy number F̃ , the inverse function of f L
F̃
(x) and f R

F̃
(x) are given by

hL
F̃
(y) = α + y β−α

ξ
and hR

F̃
(y) = η − y η−γ

ξ
respectively.

Definition 3 The image or opposite of a fuzzy number F̃ = (α, β, γ, η; ξ) is also a
fuzzy number given by −F̃ = (−η,−γ,−β,−α; ξ).

Definition 4 For any fuzzy number on the real line �, the support of F̃ is defined
as supp(F̃) = x ∈ � : f F̃ (x) > 0.

Definition 5 The required arithmetic operations between two generalised trape-
zoidal fuzzy numbers F̃1 = (α1, β1, γ1, η1; ξ1) and F̃2 = (α2, β2, γ2, η2; ξ2) are
given as follows:

(i) F̃1 ⊕ F̃2 = (α1 + α2, β1 + β2, γ1 + γ2, η1 + η2;min(ξ1, ξ2))

(ii) F̃1 � F̃2 = (α1 − η2, β1 − γ2, γ1 − β2, η1 − α2;min(ξ1, ξ2))

(iii) F̃1 ⊗ F̃2 = (α1 × α2, β1 × β2, γ1 × γ2, η1 × η2;min(ξ1, ξ2))

(iv) F̃1 	 F̃2 = (α1 ÷ η2, β1 ÷ γ2, γ1 ÷ β2, η1 ÷ α2;min(ξ1, ξ2)).

Definition 6 [11] Let F̃ be an arbitrary fuzzy number having height ξ = 1 with the
inverse functions hL

F̃
: [0, ξ ] → [α, β] and hR

F̃
: [0, ξ ] → [γ, η] and let g : [0, 1] →

[0, 1] be a reducing function. Then the value of F̃ with respect to g is given by,
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V (F̃) =
∫ ξ

0
g(y)[hL

F̃
(y) + hR

F̃
(y)]dy (3)

Definition 7 [12] The angle between left and right reference functions of a trape-
zoidal fuzzy number F̃ = (α, β, γ, η; ξ) is called Angle of Fuzzy sets (AFS) which
is denoted as L F̃ R and defined as,

cos(L F̃ R) = v1.v2

|v1||v2| = ξ 2 − (β − α)(η − γ )
√
1 + (β − α)2

√
1 + (η − γ )2

(4)

where “.” is the scalar product of direction vectors v1 and v2 and |v1|, |v2| are the
magnitude of the vectors v1 and v2.

Definition 8 [13] Let φ :→ −1, 1 be a function defined as follows:
for all F̃ ∈ G :

φ(F̃) = 1, i f sign(

∫ 1

0
[hL

F̃
(y) + hR

F̃
(y)]dy) ≥ 0

= −1, i f sign(

∫ 1

0
[hL

F̃
(y) + hR

F̃
(y)]dy) ≥ 0 (5)

3 Procedure to Evaluate the Ranking Index R(F̃i ) for the
fuzzy number F̃i

In the following we describe the ranking index of fuzzy numbers. It is determined as
following by the method described in [14].

Let F̃i = (αi , βi , γi , ηi ; ξi ), i = 1, 2, . . . , n be a set of fuzzy numbers, where 0 ≤
ξi ≤ 1 with membership function of each fuzzy number defined as in Eq. 1.

Step 1. Let αmin = min(α1, α2, . . . , αn) and ηmax = min(η1, η2, . . . , ηn). The left
area δL

F̃
from αmin to the left reference function f L

F̃i
and the right area δR

F̃
from

ηmax to the right reference function f R
F̃i
of the fuzzy number F̃i are defined

as follows:

δL
F̃

= ξi (βi − αmin) −
∫ ξi

0
[hL

F̃i
(y)]dy

and δR
F̃

= ξi (ηmax − γi ) −
∫ ξi

0
[hR

F̃i
(y)]dy (6)

Step 2. Consider ε1, a very small positive number,Umin = min(UF̃1
,UF̃2

, . . . ,UF̃n
)

and Umax = max(UF̃1
,UF̃2

, . . . ,UF̃n
), then the ε− transfer coefficient for

the fuzzy number F̃i is given as,
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τF̃i = UF̃i
−Umin + ε1

2

Umax −Umin + ε1
, (7)

where UF̃i
is the value and angle contribution expression for which is,

UF̃i
=

∫ ξi

0
g(y)[hL

F̃i
(y) + hR

F̃i
(y) + φ(F̃i )cos(L

F̃ R)]dy, (8)

where g(y) = y and φ(F̃i ) is defined as previously.
Step 3. Now the required ranking index is given as follows,

R(F̃i ) =
[

ε2 + δL
F̃i

.τF̃i

ε2 + δR
F̃i

.(1 − τF̃i )

]μ

(9)

where ε2 is very very small quantity and μ > 0.
For any two fuzzy numbers F̃1 and F̃2 we have the following,

(i) if R(F̃1) > R(F̃2), then F̃1 > F̃2

(i i) if R(F̃1) < R(F̃2), then F̃1 < F̃2 (10)

(i i i) if R(F̃1) = R(F̃2), then F̃1 ∼ F̃2

4 Selection of Country for Establishing Production unit

With the machinery developed in the last two sections, we are now in a position
to obtain our main objectives in this paper, that is, an economic decision making
protocol for selection of a country for establishing of a unit of production of certain
commodity under fuzzy decision environment. Amulti-national company has several
options to choose a country among n countries C1,C2, . . . ,Cn . Before establishing
any production unit in any one of the place his main concern will be revenue (per unit
quantity), production cost and the taxation system in that place. So first of all hewants
to estimate the expected revenue, production cost and possible taxes in that place.
Moreover the company assumes that all the raw materials required to establish the
unit are available locally. Clearly the possible revenues, the production cost and the
taxes varies from country to country, as a result all the above said quantities contain
uncertainties. So at the time of making decisions during the selection process the
companyprefers to take the above quantities as fuzzy numbers r̃i ,c̃i and t̃i respectively
for the countries C1,C2, . . . ,Cn . Particularly the company prefers to represents the
quantities as trapezoidal fuzzy numbers. Consequently the quantities now become
fuzzy variables taking values in the set of trapezoidal fuzzy numbers.
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The company then tries to make the following protocol using the mathematical
process which is briefly discussed in the previous section and is encapsulated in the
following steps:

Step 1. The revenue per unit quantity in the countryCi is estimated and represented
by a trapezoidal fuzzy number r̃i , i = 1, 2, . . . , n.

Step 2. The production cost per unit quantity in the country Ci is estimated and
represented by a trapezoidal fuzzy number c̃i , i = 1, 2, . . . , n.

Step 3. The taxes per unit quantity in the country Ci is estimated and represented
by a trapezoidal fuzzy number t̃i , i = 1, 2, . . . , n.

Step 4. The profit per unit quantity in the country Ci is estimated and represented
by a trapezoidal fuzzy number p̃i = r̃i − (c̃i + t̃i ), i = 1, 2, . . . , n.

Step 5. The indices δ p̃1 , δ p̃2 , . . . , δ p̃n are calculated.

Fig. 1 Ci s are countries, r̃i s are possible revenues, c̃i s are possible costs, t̃i s are possible taxes, p̃i s
are profits and δ p̃i s are indices



Optimal Choice of Location for Establishing Production … 203

Fig. 2 a Trapezoidal fuzzy number p̃1; b Trapezoidal fuzzy number p̃2; c Trapezoidal fuzzy
number p̃3 and d Trapezoidal fuzzy number p̃4

Step 6. The calculated indices in the previous step are arranged in descending order
according to their values δ p̃1N , δ p̃2N , . . . , δ p̃nN .

Step 7. The fuzzy profits are then arranged in the same order as in Step 5, that is,
p̃1N , p̃2N , . . . , p̃nN .

Step 8. The company chooses the number having highest rank among the numbers
δ p̃1N , δ p̃2N , . . . , δ p̃nN , that is, the chosen number is p̃1N .

Step 9. The decision is made, that is, the country C1N is chosen.
Step 10. If there are more than one country having the same calculated profit p̃i s,

then arbitrarily one number having highest rank is chosen among the num-
bers having the same rank and again execute Step 8.

The above protocol can be represented by Figs. 1 and 2.

5 Illustration

In this section, we give a numerical example in support of the above protocol
described in Sect. 4.

Let there be four countries C1,C2,C3 and C4.
Let the revenues r̃i s, costs c̃i s and taxes t̃i s, i = 1, 2, 3, 4 at these countries be

described respectively by the following trapezoidal fuzzy numbers;

r̃1 = (25, 30, 35, 40), r̃2 = (35, 45, 55, 65)

r̃3 = (40, 55, 70, 85), r̃4 = (44, 58, 72, 86)
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c̃1 = (2, 3, 5, 6), c̃2 = (7, 10, 15, 18)

c̃3 = (11, 13, 17, 20), c̃4 = (12, 17, 21, 25)

and

t̃1 = (1, 2, 3, 4), t̃2 = (4, 7, 9, 12)

t̃3 = (5, 8, 13, 16), t̃4 = (8, 10, 15, 17)

Then by the formula of the previous section p̃i = r̃i − (c̃i + t̃i ) we have,

p̃1 = (15, 22, 30, 37), p̃2 = (5, 21, 28, 54)

p̃3 = (4, 25, 49, 69) and p̃4 = (2, 22, 45, 66)

Now, gL
p̃1

= 7y + 15, gR
p̃1

= 37 − 7y;

gL
p̃2

= 16y + 5, gR
p̃2

= 54 − 16y;

gL
p̃3

= 21y + 4, gR
p̃3

= 69 − 20y;

and

gL
p̃4

= 20y + 2, gR
p̃4

= 66 − 21y;

αmin = min(15, 5, 4, 2) = 2, and ηmax = max(37, 54, 69, 66) = 69.

Now,

δLp̃1 = 1.5, δR
p̃1

= 5.5, by (6)

δLp̃2 = 5, δR
p̃2

= 15, by (6)

δLp̃3 = 8.5, δR
p̃3

= 39, by (6)

δLp̃4 = 8, δR
p̃4

= 31.5, by (6)

φ( p̃1) = 1 = φ( p̃2) = φ( p̃3) = φ( p̃4) by (5)

Also cos(L p̃1 R) = −0.96, cos(L p̃2 R) = −0.9953, by (4)

cos(L p̃3 R) = −0.9957 and cos(L p̃4 R) = −0.9952, by (4)

Now, Up̃1 = 25.52, Up̃2 = 29.0023, by (8)

Up̃3 = 36.3355 and Up̃4 = 33.1691, by (8)
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Umax = max(25.52, 29.0023, 36.3355, 33.1691) = 36.3355 and

Umin = min(25.52, 29.0023, 36.3355, 33.1691) = 25.52

τ p̃1 = 0.0004618724, τ p̃2 = 0.32213755, by (7)

τ p̃3 = 0.99953813, and τ p̃4 = 0.70704355, by (7)

Now we have the ranking indices for the four fuzzy numbers p̃1, p̃2,

p̃3 and p̃4 as follows,

Rp̃1 = 0.001941, Rp̃2 = 0.15923539, by (9)

Rp̃3 = 303.64814 and Rp̃4 = 0.61336542, by (9)

As Rp̃3 is the highest among Rp̃1 , Rp̃2 , Rp̃3 and Rp̃4 , hence according to the protocol
discussed previously, the producer decides to select the country C3 for establishing
the production unit.

6 Conclusion

In this paper we have solved the decision making problem for the choice of country
where production unit can be established by an application of fuzzy logic where the
environment is uncertain. The protocol can be suitably modified and applied to other
similar situations as well. The most remarkable feature of the protocol is that there
is no defuzzification process in the protocol. The fuzzy logic is used in its original
form where comparisons are made between fuzzy objects.
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Application of Particle Swarm
Optimization in Design of a Low-Profile
Fractal Patch Antenna

Ankan Bhattacharya, Arnab De, Arindam Biswas, Bappadittya Roy
and Anup K. Bhattacharjee

Abstract In this paper, a novel approach in Microstrip Patch Antenna analysis and
design has been introduced. Here, a low-profile fractal microstrip antenna has been
presented. ‘Sierpinski Triangular’ fractal geometry has been applied in the designing
the antenna. Evolutionary Particle Swarm Optimization technique has been utilized
for optimizing the design parameters. Triangular slots have been etched in the ground
plane, repeated in the subsequent iterative stages. An inverted triangular patch has
been placed on top of almost 1.00mm thick Roger 4350 substrate having an electrical
permittivity of 3.48 and loss tangent of 0.004. The antenna resonating frequency is
3.5 GHzwith an impedance bandwidth of 700MHz. The antenna finds its application
in 3.5 GHz WiMAX band with a maximum gain of 3.34 dBi and return loss factor
of 24 dB at the resonant frequency, which is reasonably better than conventional
microstrip patches.
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1 Introduction

The need for compact-sized antenna is increasing day by day. Modern communica-
tion world is fully dependent on Microstrip Patches embedded in mobile devices.
A major disadvantage of Conventional Patch Antennas is low bandwidth and high
return loss factor. In recent times, Fractal Shapes are being introduced in Patches for
bandwidth improvement and minimizing the return loss factor. The advantages of
Fractal Shapes have been studied from the available literature [1, 2]. In this paper,
a novel approach in Microstrip Patch Antenna analysis and design has been intro-
duced. Here, a low-profile fractal microstrip antenna has been presented. ‘Sierpinski
Triangular’ fractal geometry has been applied in the designing the antenna. Evolu-
tionary Particle Swarm Optimization technique has been utilized for optimizing the
design parameters. Triangular slots have been etched in the ground plane, repeated
in the subsequent iterative stages. An inverted triangular patch has been placed on
top of almost 1.00 mm thick Roger 4350 substrate having an electrical permittivity
of 3.48 and loss tangent of 0.004. The antenna resonating frequency is 3.5 GHz with
an impedance bandwidth of 700 MHz. The antenna finds its application in 3.5 GHz
WiMAX band with a maximum gain of 3.34 dBi and return loss factor of 24 dB
at the resonant frequency, which is reasonably better than conventional microstrip
patches. The shape and size of the antenna is kept compact so that it can easily be
incorporated in wireless devices.

2 Antenna Design

The antenna has been designed in IE3D Software (MoM based) environment. The
front and rear views of the proposed structure have been shown in Fig. 1. The small
compact rectangular-shaped patch has a dimension ofW × L �31.25 × 37.75 mm.
The antenna consists of an inverted triangular-shaped patch. The altitude of the
triangle has been specified as l3. The feed length and feed width have been specified
as l1 and l2, respectively. The ground plane consists of four Sierpinski triangular slots.
There is a triangular slot in the centre of the ground plane. The centre triangular slot
is surrounded by three other triangular slots at each side of the centre triangle. The
dimensions of the triangular slots are specified by S1 and S2, which are related as

S1 � 2.7 × S2. (1)

and l1 and l2, the patch dimensions are related as

l1 � 6 × l2. (2)

The parameter dimensions of the antenna are specified in Table 1. The feed line
width should be carefully chosen in order to match the impedance and transfer of
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Fig. 1 Proposed fractal microstrip patch antenna: a Front view b Rear view

Table 1 Parameter
dimensions in mm

Parameters Basic dimension Opt. dimension

L 38.00 37.75

W 31.00 31.25

l1 15.00 14.75

l2 02.50 02.50

l3 16.00 15.85

S1 23.00 22.75

S2 08.50 08.55

h 11.00 11.15

L 38.00 37.75

maximum power from the transmission line section to the radiating structure. An
optimized feed width (l2) of 2.50 mm has been chosen for impedance matching and
transmission of maximum power to the patch and minimization of return loss factor.
The optimization process has been discussed in the following section.

3 PSO and Its Application in Antenna Design

Particle Swarm Optimization or in short PSO is a very popular and efficient opti-
mization algorithm. The concept was originated from a very common event observed
in nature. Feather flopping of birds is a very common event observed daily. The idea
was to represent it in a graphical pattern. Later, an algorithm was formulated using
a satisfactory solution which can be obtained for real-time complex computational
problems. The solutions, here, are termed as ‘Particles’. The best or the fittest value
of the solution is regarded as the pbest. The overall best value, tracked by the global
version of swarm and whose location is known, is called as the gbest. The moto is to
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obtain these pbest and gbest values of the solutions and drive the problem towards
an optimum direction.

The following stages explain the implementation process of PSO:

1. First, an initial population is selected for particles with random position and
velocities.

2. The Fitness Function for each particle is computed next.
3. The pbest (δid) value is compared with the obtained fitness value. If the latter is

better, it is selected as the current value for the particular particle.
4. Next, gbest (δgd) value is compared with evaluated best fitness value, and the

better result is set equal to the current value.
5. The position (ψm) and velocity (ζm) for each particle are given as

ψm � ψm + α1 ∗ rand() ∗ (δid − ζm) + α2 ∗ rand() ∗ (δgd − ψm). (3)

ψm � ψm + ζm. (4)

where α1 and α2 are the acceleration constants.
6. The process is recycled till desired optimized values are obtained [3–5].

The basic antenna parameters, as specified in Table 1, have been optimized using
the PSO technique tominimize the return loss factor at the frequency point of interest,
i.e. 3.5 GHz.

The proposed CompactMicrostrip Patch Antenna (CMPA) has been designed and
simulated using few commonly available substrates in themarket. The basic objective
of the work is to improve the return loss factor |S11| at the resonant frequency, i.e.
3.5GHz (WiMAXNetworks). Selection of a proper substratematerial is an important
aspect of antenna design. Each and every substrate is characterized by its unique
property of electrical permittivity and loss tangent factor. As observed from Fig. 2,
FR-4 substrate with an electrical permittivity (εr) of 4.3 shows low return loss factor,
but there is a frequency deviation at the frequency of interest, i.e. 3.5 GHz. Duroid
with an electrical permittivity (εr) of 2.2 shows a poor response as observed from
Fig. 2. On the other hand, Foam with an electrical permittivity (εr) of 1.05 gives an
unsatisfactory result. The return loss, |S11| has been improved and the bandwidth has
been enhanced using Roger 4350 substrate, having an electrical permittivity of 3.48
and loss tangent of 0.004. The antenna resonating frequency is exactly at 3.5 GHz
with almost 700 MHz of impedance bandwidth.

In the following sections, the antenna responses before and after optimization by
PSO algorithm has been discussed sequentially along with comparison plots.

There has been an improvement in return loss level by 2 dB (Fig. 3), with the new
optimized dimensions. It may be noted that the obtained bandwidth has been kept
constant in this regard. The resonant frequency has been kept constant at 3.5GHz.The
minimum return loss factor level |S11| for Roger Substrate, as observed from Fig. 3 is
22 dB. Whereas, after optimization, the return loss has changed to 24 dB. Figures 4
and 5 reflect the improvement in antenna VSWR and realized gain respectively. As
observed from Fig. 5, there has been a significant increase in antenna gain.

The Elevation Pattern Gain display for ϕ�0° and ϕ�90° have been displayed
in Fig. 6. The antenna gain has also been reflected from the ‘Elevation Pattern Gain
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Fig. 2 Plot of S11 versus
frequency for different
substrates
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Display’. An idea of the radiation pattern of the antenna can also be obtained from
Fig. 6. The min. and max. gain limits are 1.75 and 3.75 dBi as observed from Fig. 6a
and Fig. 6b, respectively. The gain is equal to 3.5 dBi at the resonant frequency point,
i.e. at 3.5 GHz. Figure 7 shows the antenna surface current distribution pattern at
3.5 GHz. It has been observed that there has been an accumulation of surface current
near the slots which is the driving factor for improvements in antenna gain, return
loss and VSWR.
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Fig. 4 VSWR (Optimized
vs. Un-Optimized)
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4 Conclusion

The above studies reveal that Particle Swarm Optimization has been extremely use-
ful in optimization of the return loss factor at the resonating frequency point. The
designed antenna shows quite good and accurate results which justifies its practi-
cal applicability. The proposed antenna finds its applicability in 3.5 GHz WiMAX
band with a maximum realized gain of 3.5 dBi at the resonant frequency. Also,
the compactness and simplicity of the proposed design make it quite suitable to be
incorporated in mobile devices supporting wireless communications.
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Fig. 6 Elevation pattern gain display a ϕ�0° b ϕ�90°

Fig. 7 Antenna surface current distribution at 3.5 GHz
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Coaxial Probe-Fed Slotted Antenna
with Defected Ground Structure
for Multi-band Applications

Arnab De, Mamoni Saha, Ankan Bhattacharya, Arindam Biswas,
Bappadittya Roy and Anup K. Bhattacharjee

Abstract This paper describes a coaxial probe-fed slotted antenna with Defected
Ground Structures (DGS) which can be tuned to resonate at our desired frequency
bands by changing the position of DGS and width of the slots in the ground plane.
The proposed antenna can be made to work in the WLAN (2.4/5.2/5.8 GHz) band
and WiMAX applications. In this paper, we have tried to reflect a detailed study of
the slots in the ground plane and its effect on the antenna parameters such as gain,
polarization, return loss, radiation pattern, etc. The proposed antenna produced a
multi-band application providing return loss of 11.81 dB at 1.69 GHz, 18.81 dB at
2.5 GHz, 19.59 dB at 2.89 GHz, 22.98 dB at 4.81 GHz, 19.80 dB at 5.80 GHz and
12.70 dB at 6.17 GHz by using FR-4 Epoxy substrate with dielectric constant ( 1r)
of 4.4 and a substrate height (h) of 1.60 mm.
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1 Introduction

In recent years, there has been a trend in the miniaturization of the sizes of electronic
devices. As antenna plays an important role in the overall package volume, the
reduction in antenna size has become very important [1]. The DGS is extensively
used for bandwidth enhancement, producing band notches and disturb inductance
and capacitance of the slotted regions [2]. The antenna is slotted at two places using
tree-shaped structure to reduce the size of the antenna and giving good bandwidth.
The 2.4 GHz band is used mainly in cell phones, radios, microwave ovens, etc. while
the 5.5 GHz band is used mainly for wireless communications providing a wireless
alternative to cable and Digital Subscriber Line (DSL) for last mile broadband access
[3, 4]. The slots are given various shapes such as L, I, etc. and optimizing the feed
points, the results are shown step by step with precision. By tuning the slots, the
antenna can be made operational at the desirable frequencies giving an advantage of
multi-band frequency operations [5, 6]. The antenna is simulated in IE3D software
and the results are analyzed. The antenna design has been carried out by a set of
Method of Moments (MoM) simulations [7].

2 Antenna Design

The reference antenna is shown in Fig. 1 which constitute of a radiating patch and a
ground plane fed by a coaxial probe of impedance 50 �.

The patch dimensions are 36.49×27.76 mm2 and the ground plane dimensions
are 40×40 mm2 (Table 1). In the next step, two symmetric slots are cut from the
radiating patch and the ground plane is held as it is. The resulting figure is shown
in Fig. 2. Then, adding open-ended L-shaped slots on the ground plane, we get the
proposed figure as shown in Fig. 3.

Table 1 Antenna dimensions
in mm

Parameters Values (mm)

W 27.76

L 36.49

Wx 40.00

Lx 40.00

Px 17.00

Py 2.50

Qy 1.50
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Fig. 1 Reference antenna
with an optimized feed point

Fig. 2 Slotted antenna
without DGS

We denote the reference antenna as Antenna 1, while the slotted antenna (without
DGS) as Antenna 2 and the slotted antenna (with DGS) as Antenna 3.
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Fig. 3 Slotted antenna with
DGS (back view where front
view contain same antenna
dimensions as in Fig. 2)

3 Results and Discussion

Now, we will compare the performance of the antennas, namely Antenna 1, Antenna
2 and Antenna 3. Antenna 2 resonates at different frequencies. Whereas, maximum
return loss of 20.43 dB at 5.8 GHz is shown in Fig. 4. With the help of the slots,
we can overcome the drawback of simple microstrip antenna which provides narrow
bandwidth and low gain of 2 dBi. The Current Distribution Pattern and Gain versus
Frequency Plot is shown in Figs. 5 and 6, respectively.

The gain is found to be 4.05 dBi which is much greater than a simple microstrip
line-fed patch antenna giving us an idea about the utility of slotted antennas. In
the next step, we show the results of Antenna 3 where ground slots are added to
make the antenna resonate at multiple frequencies. In Antenna 3 (slotted antenna
with DGS), we can see that with the help of Defected Ground Structure made by
open-ended L-shaped slots, we can see that the antenna can be made to resonate at
2.5 GHz applicable for WLAN band and as well as 5.8 GHz applicable for WiMAX
applications. The return loss plot is shown below in Fig. 7 for our proposed antenna.
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Fig. 4 S11 versus frequency plot of Antenna 2

Fig. 5 Current distribution pattern at 5.8 GHZ of Antenna 2

We can see that the antenna can be made to work at different ISM bands by
tuning the shape of the slots or its dimensions. The antenna provides a return loss
of 18.81 dB at 2.5 GHz and 19.80 dB at 5.80 GHz. The Current Distribution Pattern
plot is shown below in Fig. 8 at 5.8 GHz. It also provides low profile, cost-effective,
and can be easily integrated with other circuits.

The combined result of three antennas is shown in Fig. 9. The antenna radiation
pattern at 2.5, 5.5 and 5.8 GHz is shown in Fig. 10.

In this paper, the proposed antenna is fabricated and the measured results are
comparedwith the simulated one. The prototype of the antenna as depicted previously
is shown in Fig. 11.

In Fig. 12, measured and simulated comparison plot of S-parameters of Antenna
3, i.e. our proposed antenna are shown where the discrepancy between the measured
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Fig. 6 Gain versus frequency plot of Antenna 2
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Fig. 7 S11 versus frequency plot (Antenna 3)

and simulated S-parameters is very small mainly due to the effect of the soldering
and fabrication tolerance.
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Fig. 8 Current distribution of Antenna 3 at 5.8 GHz

Fig. 9 Comparative S11 graph of Antenna 1, 2 and 3

Fig. 10 Antenna radiation pattern at a 2.5 GHz, b 5.5 GHz and c 5.8 GHz
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Fig. 11 Fabricated prototype a Antenna 1 (reference antenna) b Antenna 2 (front view) c Antenna
3 (back view where front view is same as Antenna 2)

Fig. 12 Frequency response
of Antenna 3 (Sim. vs. Mea.)

4 Conclusion

Rectangular coaxial probe-fed slotted antenna created an operating bandwidth of
wireless communications. The performance of the proposed antenna has been inves-
tigated. Simulated results of the proposed antenna show high gain, return loss and
efficiency, etc. The slots tend to reduce the size of the microstrip antenna and change
the direction of the current. The current has to travel extra patch as compared to the
antenna without slots. The antenna is applicable for various wireless bands which
cover WLAN and WiMAX frequencies.
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State-Space Model Based Induction
Motor Stator Winding Inter-turn Fault
Detection Technique

Pratyaya Majumdar, Partha Mishra, Shubhasish Sarkar and Santanu Das

Abstract Detection of fault at its inception point is extremely important to avoid
catastrophic failure in the industrial process. In three-phase induction motor, stator
winding inter-turn faults involving a small number of turns is not easily discernible
and the motor under such fault condition may continue to operate for a certain time
until the initiated fault is enhanced and propagated to a major fault resulting in an
irreparable motor failure. In this paper, a state-space model has been proposed to
detect stator winding inter-turn faults in three-phase induction motor using Sys-
tem Identification Toolbox of MATLAB®. The proposed model is validated and
subsequently used for determining the step response, which will carry significant
information which is capable to detect stator winding inter-turn faults.

Keywords Stator winding inter-turn fault · Three-phase induction motor
State-space analysis · System identification toolbox

1 Introduction

Induction Motors (IMs) are widely used in the industrial system due to their efficient
and cost-effective performance.An inductionmotor fault results in severe damage not
only to themotor itself, but also to themotor-related equipment devices in an industry
resulting in unscheduled machine downtime, which can cause heavy financial losses.
Therefore, motor condition monitoring is of great importance to detect a fault at its
inception points to avoid catastrophic failure in the industrial system.
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The major faults of electrical machines can broadly be classified as the following
[1, 2]:

(a) stator faults resulting in the opening or shorting of one or more of a stator phase
winding.

(b) abnormal connection of the stator windings.
(c) broken rotor bar or cracked rotor end-rings.
(d) static and/or dynamic air-gap irregularities.
(e) bent shaft (akin to dynamic eccentricity).
(f) shorted rotor field winding.
(g) bearing and gearbox failures.

Of the above type of faults, statorwinding inter-turn short-circuit is one of themost
common faults that prevails and covers approximately 30–40% of the overall fault
conditions in IMs [3, 4]. Therefore, detection of faults at an early stage of evolution
is extremely important to avoid the catastrophic failure in the industrial process [5].
During the past two decades, several techniques to detect stator inter-turn fault have
been proposed. Each and every approach for detection of faults requires a model
suited for fault detection. In this paper, a simple and fast yet efficient technique has
been proposed by introducing a state-spacemodel using system identification toolbox
of MATLAB®. The model is validated and subsequently used to determine step
responses, which carries significant information capable to detect stator winding’s
inter-turn short-circuit fault of varying severity.

1.1 Stator Winding Inter-turn Fault

Induction motors are subjected to various undesirable stresses [6, 7] resulting in
deterioration of stator winding insulation. Inter-turn fault incepts an insulation failure
between two windings in the stator winding phase.

As the name suggests, in an inter-turn fault number of turns in a stator coil gets
short-circuited as shown in Fig. 1. The current in the shorted turns is of the order
of twice the full load current, which causes several localized hot-spots. Stator wind-
ing inter-turn fault involving a smaller number of turns are not easily detected and
the motor under such condition may continue to operate until the initiated fault is
enhanced and propagates to larger section of the windings, which results in a coil-to-
coil short-circuit or a phase-to-phase short-circuit [8]. These faults again can develop
phase-to-ground faults, which can cause significant damage to the motor [9].
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Fig. 1 Schematic
representation of stator
possible failure modes

The stator winding inter-turn fault can create following problems [1, 5]:

(a) Unbalanced air-gap voltages and line currents;
(b) Increased torque pulsations;
(c) Decreased average torque;
(d) Noise and vibration;
(e) Increased losses and reduction in efficiency;
(f) Excessive heating [8].

Hence, detecting an inter-turn fault at an early stage of evolution would eliminate
above damages caused to themotor, reduce downtime and thus save operational costs
[10] (Fig. 2).

1.2 System Identification and MATLAB Toolbox

During the past two decades, several techniques have been proposed to detect stator
inter-turn fault. Each and every approach to detection requires amodel. First principle
modeling method is one of the most popular methods of modeling. This method is
sometimes referred to as white-box modeling because it depends on the dynamical
structure of the system under study. Thus, the structure of the system must be known
[11].

On the contrary, system identification is a method for obtaining dynamical models
from observations of the system under study. System identification is sometimes
referred to as black-box modeling. The models are constructed under the assumption
that the system structure is unknown.

System Identification Toolbox providesMATLAB® functions, Simulink® blocks,
and an app for creating linear and nonlinear dynamic system models from mea-
sured input–output data [12]. Time-domain or frequency-domain input–output data
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Fig. 2 Insulation damage leading to inter-turn short-circuit of the stator windings in three-phase
induction motors. a Inter-turn short-circuits between turns of the same phase. b Winding short-
circuited. c Short-circuits between winding and stator core at the end of the stator slot. d Short-
circuits between winding and stator core in the middle of the stator slot. e Short-circuit at the leads.
f A short-circuit between phases [7]

to determine transfer functions, state-space models of the concerned system. The
toolbox also provides algorithms for online parameter estimation. The toolbox can
be obtained in MATLAB by using ‘ident’ command in command window of MAT-
LAB (Fig. 3).

2 IM Modeling

The dynamic mathematical model of an induction motor is usually represented in
the stationary abc reference frame in terms of voltage, current, and flux linkage.

In order to describe the stator winding short-circuit fault, an additional shorted
winding is added in a three-phase axis of an induction motor. Figure 4 shows a stator
winding short-circuit fault in Phase a.
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Fig. 3 Graphical user interface of system identification toolbox of MATLAB®

Fig. 4 Stator winding
short-circuit fault at phase A

Two characteristic parameters, location parameter θc and fault level f , are utilized
to describe stator short-circuit fault in a three-phase induction motor.

In our study, θc =2 π /3×n, where n�{0, 1, 2} represents for stator short-circuit
fault in phase a, b, and c, respectively.

The induction motor mathematical model with stator short-circuit fault can be
expressed by the following equations:
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whereRf� f *Rs is short-circuit resistance; if andλf are short-circuit current andflux,
respectively; Lf� f2(Lls+Ls) is short-circuit inductance. The mutual inductances
between stator, rotor and short-circuited windings are dependent on the rotor angle.

Themathematical model is also transferred from abc to αβ coordinates to simplify
the computation. The transformation matrices of stator short-circuit fault-related
variables (if, λf) are defined as
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Applying transformation matrices to the induction motor model, the motor model
in αβ coordinates can be expressed as
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Fig. 5 Equivalent circuit of an induction motor with stator short-circuit inter-turn fault in αβ

reference frame
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The above mathematical model can be represented in the state-space equation as
{
ẋ(t) � A ∗ x(t) + B ∗ u(t)

y(t) � C ∗ x(t) + D ∗ u(t)

where x=
[
iαs iβs λαs λβs

]T
is the state-space vector.

u�
[
vαs

vβs

]
, y�

[
iαs
iβs

]
are the system input–outputs (Fig. 5).

3 Experimental Analysis

In a model-based approach of detection, a dynamic model of the concerned system
is first built using measured input and output data. A 3-�, 2.5 Hp, 400 V, 4 pole
induction motor with isolated neutral has been used for the purpose of detection
of a fault. A series of experiments are being carried out on three-phase induction
motor under different loaded conditions in healthy and faulty conditions. Under each
experimental condition, 10 cycles of steady-state three-phase current and voltage
signals of themotorwere captured as time serieswith 20 kHz as a sampling frequency
for analysis (Fig. 6).
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Fig. 6 Experimental setup

Fig. 7 Simulink block diagram for conversion of abc-αβ coordinate

The measured input (three-phase stator voltage) and output (three-phase stator
current) datasets are imported to MATLAB. The signals which are actually in abc
coordinate are first transformed into αβ coordinate before being used to simplify the
experimental process (Figs. 7 and 8).

The transformed signals of healthy and faulty condition under different loading
conditions are being imported in system identification toolbox of MATLAB as input
(stator voltage) and output (stator current) with a sampling period of 0.00005 s
(Fig. 9).
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Ia Ib
Ic

Iα

Iβ

(a)

(b)

Fig. 8 a Stator current response(Ia, Ib, Ic) in abc coordinate. b Transformed current response (Iα,
Iβ) in αβ reference frame under full load in faulty condition

The imported signals are used to estimate a state-space model using system iden-
tification toolbox. The model order was chosen by cross validation, i.e., checking the
fit to validation data. Themodel was validated and subsequently used for determining
transient response of the system to a step input.
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Fig. 9 GUI of system identification toolbox of MATLAB®

4 Results

The state-space model is validated and subsequently used for determining the tran-
sient response for a step input.

It is clearly visible from Fig. 10 that there is a variation in step responses of the
proposed state-space model under healthy and faulty conditions It has been observed
from the above responses that as the fault severity increases, peak overshoot as well
as steady-state value increases, which gives sufficient information for detection of
stator inter-turn fault.

5 Conclusion

Detectionof statorwinding inter-turn fault at an incipient stage is extremely important
in the industrial system. This paper provides a simple, fast yet efficient technique of
detection by state-space model-based analysis using System Identification Toolbox
of MATLAB. The model is used to determine a transient response for a step input.
The variation in response (peak overshoot as well as steady-state value increases as
the fault severity increases.) is capable to detect inter-turn stator winding fault of
varying severity.
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Fig. 10 Step response under a full loading conditions. b 60% loading condition
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Traffic Grooming in Elastic Optical
and WiMAX Networks

Deepa Naik, Nikita and Tanmay De

Abstract The integration of elastic optical network with the WiMAX network can
provide scalable cost-efficient universal broadband connectivity to end users. Here,
we have developed algorithms for traffic grooming in integrated (elastic optical and
WiMAX) networks. The simulation is performed on different network topologies.
Our algorithm shows better performance in terms of bandwidth blocking ratio and
using minimum network resources.

Keywords BVT (Bandwidth variable transponder)
P-ONU (Programmable optical network unit)
WiMAX (World wide interoperability for microwave access networkl)

1 Introduction

Broadband users and their increased demand for high bandwidth have necessitated
establishment of hybrid networks. The optical fiber technologies are able to achieve
this. But optical cable cannot be deployed anywhere and everywhere [1]. Further,
if the users are mobile the uninterrupted seamless connectivity is also required.
To support this, wireless technologies are used to complement optical networks.
Further, though WiMAX helps in universal broadband connectivity, it suffers from
low bandwidth. Hybrid networks achieve both objectives of better data rate and
universal broadband connectivity.
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In the light path, communication is carried out only between the source and des-
tination nodes and intermediate nodes are excluded. Light trail has the advantage
of intermediate nodes’ participation in data transfer. This maximizes usage of net-
work resources. In [2], traffic grooming for static model using light trail for pure
optical nodes is presented. In optical network guard bands minimize interference
but at the cost of inefficient bandwidth usage. Hence, traffic grooming is used to
aggregate multiple low data rate traffic requests. The channel capacity should be
able to accommodate bandwidth requirement of groomed requests. Guard bands are
not required in wireless networks. Still signals traveling through wireless route suffer
from the interference from neighbors. As guard bands are used to eliminate interfer-
ence, they reduce spectrum efficiency. The traffic grooming overcomes this drawback
by grooming the requests together (which share the common path) without violating
the capacity of wireless links. So the guard band required at individual connection
requests are avoided.

Here, congestion and delay-aware grooming algorithm using light trail approach
is proposed, which minimizes the bandwidth blocking ratio.

The rest of the paper is organized as follows: Sect. 2 presents the previous work.
Motivation and Contributions are described in Sects. 3 and 4. In Sect. 5, we have
defined the problem in formal notations. The proposed approach is presented in
Sect. 6. The experimental result and its analysis are described in Sect. 8. Finally,
conclusion and future work is drawn in Sect. 9.

2 Previous Work

Several algorithms and resource allocation models have been developed for hybrid
networks. In [1–5], the authors discussed issues related to hybrid optical WiMAX
networks to provide broadband connectivity. Routing algorithms and fault tolerance
issues in Wireless Optical Broadband Access Network were studied by Sarkar et al.
[6].

In traffic grooming, multiple low-speed traffic streams are aggregated into high-
speed wavelength channels in order to minimize the network resources [7]. Shortest
Path First Traffic grooming (SFT) in static mesh core network proposed by Yoon et
al. in [8] minimizes the bandwidth blocking probability and maximizes the network
throughput. Light trails established for dynamic traffic requests by Zhang et al. in [9]
reduces network resource utilization without disturbing the survival of light trail in
case of failure of working links. Traffic grooming based on clique partitioning based
multi-hop static traffic grooming was proposed by De et al. in [10]. They used light
paths to maximize the network throughput.

Jinno et al. [11] first proposed the EON architecture called SLICE. EON is more
flexible than the traditional WDM optical network and results in efficient spectrum
usage. Routing and spectrum assignment in EONs was studied by [12, 13]. Some
research has been conducted on traffic grooming in the elastic network [9, 14, 15],
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spectrum reconfiguration and defragmentation issues to better spectrum utilization
are discussed in [16, 17].

3 Motivation

Motivation behind the integration of optical and wireless network is

• Cost: Due to economic and geographic limitations, optical cables cannot be
deployed in customers premises. In contrast, wireless network can be deployed at
lower costs by replacing fiber with free wireless network.

• Coverage: By integrating two diversified networks together, the high-speed trans-
mission can be possible for wireless distribution. One of the emerging wireless
technologies is WiMAX technology. This technology can provide huge coverage
in a cost-efficient way. The network operator could expand connectivity to new
service areas without affecting the existing customers, by adding new base stations
as per the requirement.

• Bandwidth: A huge bandwidth from optical network can be shared by wireless
networks. Thus the end users are get connected to broadband network.

4 Contribution

• Traffic grooming light trail approach is used to groom the traffic requests in the
hybrid network. A new algorithm with congestion and delay-aware mechanism is
proposed with the prime objective to minimize the bandwidth blocking ratio in the
hybrid network and reduce the network resource consumption by grooming the
requests on already established connection requests.

5 Problem Description

Here congestion and delay-aware traffic grooming is discussed. Given a bidirectional
graph G(V, E), where V represents optical/wireless nodes, E represents the links
between them. Link capacity is divided into slots of granularity 6.25 GHz (Giga
bits/seconds). Further, let the request for ‘B’ units of bandwidth be requested between
a node pair.We assumeBandwidthVariable Transponders (BVT) capable of handling
up to T frequency slots. The relay stations are linked with base stations through
wireless links. The problem is to set up a set of light trail Lt = [Lt1, Lt2, . . . , Ltn],
so that traffic routed successfully without violating the capacity constraint of optical
and wireless networks.
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5.1 Notation

We use the following notations in this work.

• Let R = [R1,…, RX ] represent traffic demands. Ri is the i th traffic demand and
represented as Ri (si ,di ,Bi ), where si , di , and Bi are source, destination, the required
bandwidth between the source and destination node, respectively.

• pi = 1, if bandwidth Bi of the request i is satisfied, otherwise it is 0.
• X : Total number of traffic requests generated in the network.
• s: is the source node.
• d: is the destination node.
• tsd : is the total traffic between s and d node.
• BS: is the set of base stations installed.
• RS: is the set of relay stations installed.
• Bi : bandwidth requested by unicast session request i.

5.2 Objective

The main objective is to minimize the bandwidth blocking ratio of the network and
to minimize the usage of network resources.

Minimize

[∑X
i=1 Bi − ∑X

i=1(Bi × pi )∑X
i=1 Bi

]
(1)

We assume following constraints and assumptions in this work.

5.3 Constraints

Base station to relay station constraints

• Each RS connects to only one BS. The number of BSs is less than or equal to the
number of RSs.

• Number of frequency slots allocated to RSs should not exceed the total frequency
slots available with the BS.

Optical network constraints

• Spectrum contiguity: Each traffic request is assigned contiguous spectrum slots.
• Spectrum continuity: Each traffic request uses the same spectrum slots along all
links of its route.

• Non-overlapping spectrum: Traffic requests that share common link are assigned
non-overlapping parts of the available spectrum.
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Assumptions:

• Traffic demands are known ahead.
• Traffic requests are represented in terms of frequency slots. The slots are uniformly
distributed between 1 slots, 3 slots, and 12 slots, respectively.

• Traffic requests are bidirectional in nature.
• The relay stations cannot communicate with the neighboring relay stations without
the involvement of base station.

6 Proposed Approach

In the proposed congestion and delay-aware grooming algorithm, all possible paths
between each node pair is computed and stored in list. For a given traffic matrix Tsd ,
the traffic requests are sorted according to increasing order of traffic demand, i.e.,
least congested path is selected. The intermediate requests are also groomed along
the selected path and they should not violate the number of frequency slots within
the transmitter range.

Congestion and delay-aware traffic grooming algorithm takes delay into account
along with minimum traffic route. If the delay in the selected route is less than
the threshold value only then traffic is routed in that path otherwise alternate route
is selected, which satisfies the criteria. The detailed procedure is in Algorithm 1.
Mainly, there are four types of delay in routing [5].
Transmission delay—This delay depends on the capacity of each link Csd . If the
link capacity is higher, transmission delay will be lower (Where μ is average packet
size). It is given by

trd = 1

2 ∗ μ ∗ Csd
(2)

Slot Synchronization delay—When a packet travels between two nodes they have
to be time synchronized. This also results in a delay which is given by

sysd = 1

2 ∗ μ ∗ Csd
(3)

Queuing delay—It depends on the rate of arrival of packets and packet service rate
at nodes. Higher link capacity and lower arrival rate lead to lower delay. Queuing
delay is cumulative hence delays in all links are added for a packet. The delay is
given by

qued = 1

μ ∗ Csd − λsd
(4)

λsd is load between link sd
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Table 1 Traffic grooming based om congestion and delay-aware algorithm

Index Source destination Path Traffic demand Main/sub trail

0 0–5 0–1–2–5 3 Main trail

s1 0–1 0–1 1 Sub trail

s2 1–5 1–2–5 2 Sub trail

s3 2–5 2–5 3 Sub trail

s4 1–2 1–2 3 Sub trail

s5 0–2 0–1–2 5 Sub trail

Table 2 Delay calculation Index Sub trail delay

S1 0.028

S2 0.03

S3 0.0809

S4 0.03255

S5 0.0237

Total delay 0.195

Propagation delay—In network, propagation delay is negligible.
So, total delay can be computed as

totaldelay = trd + synd + qued (5)

So, the total delay is the summation of transmission, synchronization, and queuing
delays.

Example Consider traffic requests as given inTable1 to explain theworking principle
of the proposed algorithm. Threshold delay in the path is assumed to be 0.18. Assume
10 slots are allotted to each link. The calculated delay values are as shown in Table2.
The total delay 0.195 is greater than the threshold value of 0.18. Thus, we remove
subtrail S5 and then we get a total delay as 0.168. So, the subtrails S1, S2, S3, S4 are
satisfied and S5 is blocked.

6.1 Routing in EON

In EON, the bandwidth variable transmitters at each node. After path selection,
bandwidth is assigned to a number of requests along the selected path. The spectrum
contiguity and continuity frequency slots (FS) along the link on the path are selected
for assignment. Present traffic requests are allotted bandwidth along the computed
path. When nodes are pure optical in nature as depicted in Fig. 1 intermediate nodes
are also allotted spectrum depending on the availability. Traffic demands are allowed
till contiguity and continuity constraints satisfied.
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Fig. 1 Trail in elastic optical
network

6.2 Routing in the WiMAX Network

In WiMAX combination of s–d pair is as follows:

Situation 1: source-BS, destination-RS

Situation 2: source-RS, destination-BS

Situation 3: source-RS, destination-RS
Present traffic requests are assigned spectrum on the precomputed path (depicted in
Fig. 2). To minimize interference between relay nodes, OFDMA is used.

6.3 Hybrid Requests

Here source and destination pairs are in optical/wireless network or wireless/optical
network. The traffic from optical to wireless is considered as downstream and from
wireless to optical nodes is called upstream traffic.

Fig. 2 Traffic grooming using light trail in the wireless network
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Algorithm 1: Congestion and Delay-Aware Traffic Grooming (CDAG)
1 Input:All Unicast requests are represented in a Traffic Matrix elements of which T are

[s, d, B] PAT HV ECT OR = [s, d, distance]
2 Output: Bandwidth blocking of the given network.

3 step 1: Traffic requests are generated between any pair of nodes. Source, destination, and
traffic requests are stored in a list.

4 step 2: Paths between the source and the destination chosen from list are generated
5 step 3: Sort the paths between each node pair in increasing order of traffic demand, i.e., least
congested path is selected

6 step 3:Sort the list X in increasing order of hop count
7 step 4for j = 1 to |P| do
8 step 4.aSelect path from the top of the list
9 step 4.bCheck for availability of resources (trans receivers and slot availability

10 step 4.cif (resources are available==TRUE) then
11 step 4.c.1Compute common slot index for entire path
12 step 4.c.1.1if ( common slot available==TRUE) then
13 step 4.c.1.2if ( there are any traffic requests in intermediate nodes, generate

subpaths for those intermediate node) then
14 4.c.1.2.1Compute delay for each subpath
15 4.c.1.2.2Select those subpath whose delay is less than the threshold value.
16 4.c.1.2.3Check for resource availability and common slot index for each

subpath.
17 4.c.1.2.4Select only those sub paths which satisfy both the conditions.
18 4.c.1.2.5 Assign slots to the main path and sub paths.
19 step 4.c.2.6Update the resources availability
20 end
21 else
22 step 4.c.2 choose alternate path from the path list for the selected node pair
23 end
24 end
25 end
26 step 5 This traffic request is blocked,after traversing P alternate paths resources are not

available to establish the connection requests.
27 end
28 step 6 For loop is executed till all the traffic requests are satisfied or the resources are

exhausted.

7 Complexity

Let the total number of requests in hybrid networks are n. The number of slots
in each link is c. k is the number of paths between the source node and particular
destination(where c and k are constants). In step one, the algorithm needs to compute
the k paths between the node pair having the nonzero traffic demands offline, the
algorithm takes O(n2). To generate the traffic matrix of (n ∗ n), the algorithm takes
O(n2). To compute the shortest path between node pair according to links delay
will take the time complexity of O(n2). The slot assignment according to bandwidth
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demanded at intermediate steps (checking the slots and network resource availability)
will consume O(Kn3). The total time taken in our algorithm is O(n3).

8 Analysis of Results

Performance evaluation of our algorithm is done by simulation. Simulation coding
is done on IDE Eclipse using Java and results are plotted using MATLAB. Between
node pairs, traffic requests are randomly generated. Each transponder capacity is
varied between 50 and 100 frequency slots and required bandwidth granularity is
randomly chosen among one of the 1, 3, or 12 frequency slots. Simulation is done
with NSF network and German network as backend network connected to WiMAX
and relay stations as depicted in Figs. 3 and 4. Performance of our algorithm, Conges-
tion and Delay-Aware Grooming (CDAG) is compared with Congestion and Delay-
Aware Without Grooming algorithm (CDAWG). The minimization of bandwidth
blocking ratio and reducing the consumption of network resources (transponder) are
considered as performance parameters. Simulation is an average of 50 iterations.

Fig. 3 NSF optical network connected as backend to wireless network



246 D. Naik et al.

Fig. 4 GERMAN connected as backend network

Fig. 5 Relationship of total
number of slots (in each link)
and bandwidth blocking ratio
when German network is
connected as backend to
wireless networks
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Fig. 6 Relationship of total
number of slots (in each link)
and bandwidth blocking ratio
when NSF network is
connected as backend to
wireless networks

Fig. 7 Relationship of total
transponders consumed and
bandwidth blocking ratio
when German network is
connected as backend to
wireless networks

Figures5 and 6 demonstrate the relationship between the number of slots (FS)
in each link and the bandwidth blocking ratio results of Congestion and Delay
Grooming (CDAG) andCongestion andDelay-AwareWithoutGrooming(CDAWD).
The CDAG performs better in minimizing the bandwidth blocking ratio compared
to CDAWG, Congestion-Aware Grooming (CAG) and Congestion-Aware Without
Grooming (CAWG) algorithms (with NSF and German network as backend to wire-
less network).

Figures7 and 8 demonstrate the relationships between the number of transponders
utilized and the bandwidth blocking ratio. The CDAG performs better in minimiz-
ing the bandwidth blocking ratio and also minimizes the transponder consumption
compared to CDAWG, CAG, and CAWD algorithms (when connected to NSF and
German network as backend to wireless network).
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Fig. 8 Relationship of total transponders consumed and bandwidth blocking ratio when NSF
network connected as backend to wireless networks

Fig. 9 Relationship of total
capacity of the traffic
demanded and average slots
(FS) utilized when German
network is connected to
wireless networks

The relation between the number of slots utilized and the total traffic demanded
are depicted in Figs. 9 and 10 (with NSF and German network as backbone wire-
less network). The proposed algorithm CDAG performed better in terms of slots
consumed compared to CDAWG algorithm. The CDAG grooms the intermediate
requests between the source and destination along the selected path. So the guard
band usage is minimized and spectrum resource is efficiently utilized compared to
non-grooming approach.
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Fig. 10 Relationship of total
capacity of the traffic
demanded and average slots
(FS) utilized when network
NSF network is connected to
wireless networks

Fig. 11 Relationship of total
capacity of traffic demanded
and average slots utilized
and number of slots
consumed by the guard
bands when German network
connected as backend with
wireless network

Similar results are obtained in Figs. 11 and 12. The proposed algorithm (CDAG)
consumes less number of resource compared to CDAWG algorithms.
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Fig. 12 Relationship of total capacity of traffic demanded and average slots utilized and number of
slots consumed by the guard bands when NSF network connected as backend with wireless network

9 Conclusion

We have developed light trail based algorithm, which takes into account delay and
congestion. This algorithm performed better compared to non-grooming approach
in terms of minimization of bandwidth blocking ratio and reduction in network
resources consumption. In future, we will develop light trail based algorithms for
minimizing power consumption.
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Real-Time Monitoring of Power Line
Data Using Wireless Sensor Network
and PowerExcel Software

S. Sau, S. Kumar, Debashis Sarkar, S. Mondal and S. N. Patra

Abstract Real-time monitoring of power line data using Wireless Sensor Network
(WSN) is one of the important and challenging tasks in the field of the electrical
power system. In this work, a sensor board MDA 300CA is used which is made by
Crossbow Technology. This is actually a data acquisition board. A driver software
named as MoteView is used for collecting the raw data from different sensor nodes.
Separate multiuser ‘PowerExcel’ software has been developed. This software works
as an interface to view the data received from the driver software. Different power
line transducers, which are connected with different sensor nodes, are used for mea-
surement of power line data, viz., system phase voltages, load currents, connected
active and reactive loads, and its power factor. A user-friendly GUI has been devel-
oped for easy and live monitoring of data using MATLAB. These data are also being
stored in the .csv format for future reference. A provision for audio and visual safety
alert is also available, when any of the data crosses its prespecified limit.
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1 Introduction

In recent years, wireless communication technology plays a vital role for modern-
ization and advancement of the real world in the field of science. A Wireless Sensor
Network (WSN) is the most important thing in wireless communication technology
[1]. The Sensor Node is the basic element of WSN, which is composed of sens-
ing, computation, and wireless communication unit. There are many opportunities
to develop flexible, reliable, scalable, and cost-effective system, using different tech-
nologies and standards of WSN in various industrial applications. Monitoring power
demand is one of the important applications of WSN in the field of modern power
system measurements [2, 3].

A significant advancement in sensing, computing, and communication technolo-
gies, gives rise to the sensor, smaller size semiconductor, microcontrollers, radio
transceivers, and other components are integrated on a single board to produce a
sensor node. Actually, WSN contains a large number of small, low-cost wireless
sensor nodes that are employed to track a wide target [4]. These sensor nodes can do
cooperative data acquisition, processing, and wireless communication in sensor net-
work [5]. A WSN is used increasingly in various fields of environmental conditions
monitoring and form a bridge between the physical and virtual world [6]. WSN is
one kind of mobile network, which is composed of compact sensor nodes, each node
built with a sensor board, a processor, a radio antenna, and a battery. These basic
components of WSN perform for (1) gathering data from the environment, (2) pro-
cessing and storing data, (3) transmitting data wirelessly, and (4) supplying energy
to the node, respectively [7]. Sensor nodes are programmed to monitor and collect
data from the targeted area. The collected data are analyzed and broadcasted toward
the base station [8]. However in WSN, sensor nodes have some limitations, sensor
nodes have a small memory, processing speed is slow, energy supply is limited, for
that reason typical characteristic of sensor nodes affects on sensor network life and
the quality. To solve this problem research work is going on power management, in
order to reduce the power utilization when the nodes become idle.

The off-linemonitoring of power demand for the remote area is very difficult, time
consuming and uneconomical. Therefore, in this work, a system has been developed
for online monitoring of power line data using transducers, WSN and driver software
with GUI for better interaction with the outside world. This driver software, named
as PowerExcel has been developed for monitoring of the load current, voltage,
active power, reactive power, and power factor. These data are gathered online using
a wireless sensor network and some transducers from a remote location. This is
a multiuser software. The user can see data online from a remote place. Due to
some limitations of selected hardware used in this wireless sensor network, the user
can monitor data wirelessly within 100 m. Using hopping technology the distance
of communication can be enhanced. Still, it comes under per view of WPAN ().
Therefore, to communicate these data over a long distance instantly through web
and SMS, this software can be linked with the client–server network.
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Fig. 1 Block diagram of the work

2 System Design

This work can be categorized into several steps like measurement of system data
(system voltage, line current, and load power) by using corresponding analog trans-
ducer, transmitting these data by using wireless sensor network, receiving these raw
data at another location and fed to the corresponding software (MoteView software),
conversion of these raw data into the actual system data for displaying, plotting the
graph, and storing the live status of the system using another software (PowerExcel)
and MATLAB.

Theblockdiagramof thiswork is given inFig. 1.Blockdiagramcontains an analog
transducer, wireless sensor board MDA 300CA, MoteView software, PowerExcel
software, one block for online monitoring of voltage, current, and power.

2.1 Analog Transducer

In this work, three analog transducers, viz., voltage transducer, current transducer,
and power transducer are used for measurement of the phase voltage, line current,
and three-phase active power. Voltage, current, and three-phase power transducer
actually convert the voltage, current, and power, respectively, into the corresponding
DC output voltage ranging from 0 to 5 V. Input range of the voltage, current, and
power transducer are 0–500 V AC, 0–5 A AC and 0–4 KW, respectively. Detailed
specification is given in the correspondingmanual [9]. If the input range exceeded the
limit then use the voltage and/or current transformer (CT and PT). Auxiliary power
supply (220–230 V) is required for all the transducers. The output terminals of all the
transducers are connected to the wireless sensor board for transmitting the data. Prior
to connecting these transducers into the circuit, transducers characteristic should be
known. Generally, an ideal characteristic of a transducer is linear but practically it is
found that its characteristic is not exactly linear. Therefore, for more accurate results,
several experiments have been done to find its real characteristics by taking mean of
those data (Fig. 2).
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Fig. 2 Characteriztic of current transducer, voltage transducer, power transducer

2.2 Hardware of Wireless Sensor Network (WSN)

To read the transducer output using wireless sensor network, the following hardware
components are required:

(1) MDA 300CA sensor board
(2) IRIS mote
(3) Base station

(1) MDA 300CA sensor board: The transducer data are directly fed to the data
acquisition board of WSN kit named as MDA 300CA. MDA 300CA, made
by Crossbow Technology, has 46 pins (Fig. 3). The sensor board is used as a
transmitter. MDA 300CA is an environmental data acquisition module, which
is connected directly to the Mote. It has the capability to interface with external
sensors. It can take both analog and digital inputs from different sensors. Here,
three analog channels are used to measure analog inputs. Analog inputs are
fed between channels A0, A1, A2, and GND. The signal from 0 to 3 V can be
plugged to these channels. The transmitting data from all the channels are in the
raw format (not in the voltage form). These raw data are received by the base
station, which is connected through the MoteView software. These raw data are
also stored in the database through MoteView software.

(2) IRISMote: IRIS is a 2.4GHzmotemodule,which is used for enabling low-power
WSN. It follows IEEE 802.15.4 standard for communication purpose. Date
rate of this IRIS mote is 250 kbps. This mote supports open-source embedded
operating system (TinyOs). Mote is designed for the embedded sensor network.
MDA 300CA sensor board is connected with IRISMote. Two 1.5 V AA battery
is connected with the IRIS mote for enabling the circuit of IRIS mote as well
as the circuit of MDA 300CA sensor board.

(3) Base station: In this work,MIB 520 base station is used.MIB 520 provides USB
connectivity with IRIS mote and MICA mote. In data transfer, MIB 520 also
provides aUSBprogramming interface.MIB520offers two separate ports—one
for system mote programming and other for data communication over USB.
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Fig. 3 MDA 300 CA sensor
board

It has an on-board processor that programs mote processor. USB bus power
eliminates the need for an external power source.

2.3 Software Development

MoteView software, which is supplied by Crossbow Technology, reads and stores
the data in the raw format (not in the transducer output voltage form). However, for
displaying the actual transducer output voltage (TOV ) in volt, MoteView software
converts these analog–digital channels (ADC) raw data into voltage form according
to given equation:

T OV � 2.5 ∗ ADC Reading

4096
(1)

Now, after the conversion, these ADC outputs are actually the transducer dc volt-
age outputs of the load data. These data do not reflect the actual voltage, current,
power, etc., of the load. Actually, it can be analyzed from these transducer output
voltages with the help of MATLAB basic fitting tools and corresponding transducer
output characteristic. For better user interface and representation of these obtained
power line data, the software has been developed, named as ‘PowerExcel’, using
the C# as front-end logic development language and PostgreSQL as the backend
database. A snapshot of this developed software is shown in Fig. 4.

In the background process, the ADC outputs are converted into the actual power
line data. This developed software can fetch the data online through the real server
and also it is able to analyze the humidity and temperature of the remote area in per the
second basis from the remote server. For better reliability and further development,
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Fig. 4 Snapshot of the PowerExcel software

multiple PowerExcel software can be connected to a single remote server. For the
development of this software, it is required to build an application which will connect
to the current PostgreSQL database. PostgreSQL runs on all major operating systems
including Linux, UNIX, and Windows. It has native programming interfaces with
C/C++, Java, .Net, Python, etc. The software pulls out the data from Database,
displays these data on a user-friendly interface from a remote machine which is
connected to the real server. It also stores the actual data (system voltage, current,
and power) into .csv file format in every second automatically, which acts as an input
to theMATLABprogram.After that, these data are interpolated using the basic fitting
tool and a lookup table in MATLAB version 7.8.0 (R2009a), and after processing
all the results like computed load current, load voltage, load power, reactive power,
power factor are stored in a different .csv file. All these data are updated every second.
All the results are displayed in the software window also. Simultaneously, MATLAB
plots the real-time graphs (live) for phase voltage, line current, three-phase power, and
the power factor with respect to time. All the graphs are plotted in the same window.
There is also a provision for alert. If anyone of the data crosses its prespecified limit,
which was already fixed by the user, then an alarm will sound.

2.4 Algorithm for Software Handling

Step 1: Start the PowerExcel Software.
Step 2: Enter the login id and password; this is required for system security.
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Step 3: Set the Postgre SQL server settings like database host, user id and password.
Some additional settings like the path for two CSV files are also required
to set.

Step 4: Click the ‘Test Connection’ button for testing the connection throughMote-
View software via server (internet). After that, a new window will appear.
If the connection is successful, then ‘Connection Succeed’ message will
appear otherwise error message will appear in that window.

Step 5: Click the ‘Start Process’ button to see the desired report.
Step 6: Run the MATLAB program or just run the .exe file which is created by

MATLABsoftware, formonitoring the entire systemvia tabular data formor
real-time graph. This is also required for alarm,which is used for notification
of violation of safety limit.

Step 7: If the user wants to stop the process, then first click the ‘Stop’ button which
is on the MATLAB GUI window and then click the ‘Stop Process’ button
which is on the PowerExcel software window.

Step 8: If the user wants to see the history of data then go to the location of output
directory which is provided in step 3 and then open that .csv file.

3 Testing and Result

This work has been tested for normal single floor building. All three transducers are
connected to this supply system for online monitoring. A simple circuit diagram for
measurement of a balanced load of a building is shown in Fig. 5.

In this setup, only one voltage and current transducer are taken for convenience
and it is assumed that loads are balanced. A three-phase power transducer is used
for measuring the power consumed by three-phase load. All results are verified by
the analog instruments like voltmeter, ammeter and wattmeter. Here three-phase
power is measured by using two-wattmeter method. Outputs of these transducers
are connected through WSN kit. The base station (receiver) receives the output of
WSN kit wirelessly and fed to the MoteView software which is installed on a server
connected PC. Now, in another location, PowerExcel software receives that data
through real-time server or LAN. Through this PowerExcel and MATLAB software,
the user can monitor the status of system voltage, load current, three-phase power,
power factor, reactive power, etc. Format of displaywindowofMATLABandwindow
of its real-time graph are shown in Fig. 6 and in Fig. 7, respectively.

4 Conclusion

A challenging problem of developing software for online monitoring purpose in
Wireless Sensor Network is done in this work. Physical quantities such as current,
voltage, and power are measured by using proper transducers. The output of the
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Fig. 5 Circuit diagram for three-phase voltage, current, and power measurement

Fig. 6 Format of the display window

transducer (0–5 V DC) is directly sent to the sensor input side and was monitored by
MoteView software display. However, continuous data of load current, load voltage,
and load power, reactive power, power factor cannot bemonitored from theMoteView
display. This problem is overcome using theMoteView’s database for development of
PowerExcel software. It is multiuser software. The user can log in the software from
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Fig. 7 Real-time graph of supply phase voltage, load current, load power, and power factor with
respect to time for a particular instant of time

a remote place to monitor data. The software has been designed in the C# platform.
There is a Postgre SQL database, which is directly connected to the server. Database
portion is the backend of the software. Data from the server is in the raw format, so
it is needed to be converted to the actual format using some formulae derived by the
sensor network. The software is updating itself in every 2 s directly from the server.
Updated data are also stored in the csv extension, from csv file data is sent to the
MATLAB, interpolation is done using a lookup table from the characterization of
transducers. Computed load current, load voltage, load power, reactive power, power
factor are displayed in the display window. Thus, the user can monitor data online.
The stored data can be monitored off-line also.
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Malignant Melanoma Identification
Using Best Visually Imperceptible
Features from Dermofit Dataset

Soumen Mukherjee, Arunabha Adhikari and Madhusudan Roy

Abstract In this paper, an analysis of four different feature ranking algorithm is
done and a novel approach of hybrid feature selection is proposed for better classifi-
cation accuracy in malignant melanoma detection. In this work, at first totally 1898
features including geometrical shape, color and texture features are extracted from
1300 melanoma and non-melanoma images archived in Dermofit image library of
the University of Edinburgh. Four feature ranking algorithms are used to rank the
1898 features in this work. Three classification algorithms, Support Vector Machine
(SVM), K-Nearest Neighbors (KNN) and Ensemble Boosted Tree (EBT) are used
as a classifier for the malignant melanoma and nevus lesion. Highest accuracy of
86.1% found with only 700 features selected by minimum correlation based feature
ranking algorithm using Support Vector Machine (SVM). In the novel approach,
those features are selected which have a higher rank in all the 4 feature ranking
algorithms. With only 163 such features, an accuracy of 86.2% is found, which is
similar in accuracy level with much less number of features in comparison with the
result reported in the related work.
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1 Introduction

In recent years, there are several medical reports of increasing death cases due to
malignant melanoma [1], a type of skin cancer. Excessive exposures of ultraviolet
rays in skin melanocyte cells causes malignant melanoma. Detection and identifi-
cation of melanoma in an early stage are very important for a complete cure from
this lethal disease. Identification of malignant melanoma using visual perception by
dermatologist is difficult due to human error [2], as different pathologies present
almost visually indistinguishable skin lesion. Dermatologists mainly use different
semi-quantitative techniques like Menzies method, 3-point checklist, 7-point check-
list, ABCD rule, etc., [3] for detection ofmalignantmelanoma, other than skin biopsy
which is a gold standard test for identifying malignant melanoma. Skin biopsy costs
around $100, which is difficult to bear by the underprivileged people of develop-
ing and underdeveloped countries. Around the past decade, quite a lot of research
work has been published in the field of malignant melanoma detection using image
processing and machine learning techniques. The growing interest in this field is
due to the low cost, accurate, and fast detection and identification of the disease
without the direct involvement of Dermatologist. In this work, malignant melanoma
is detected and identified with a good accuracy level using best ranked image fea-
tures common to the lists produced by different supervised and unsupervised feature
ranking algorithms using classifiers like Support Vector Machine (SVM), K-Nearest
Neighbors (KNN), and Ensemble Boosted Tree (EBT). The paper is organized in the
following manner. In the next section, some related work in this field is discussed. In
the subsequent section dataset used, detailed information about extracted features,
ranking, and classifier algorithms used and classification results are given. Finally,
in the conclusion part the importance of this work is discussed.

2 Related Work

Quite a few research works have been carried out using Dermofit dataset of Univer-
sity of Edinburg for its large sample size (1300 images) and good image quality. Tan
et al. [4] worked with 1300 images of Dermofit image library and SVM classifier
and got 89% Specificity, 83% Sensitivity, and 88% accuracy level. In their work,
different preprocessing steps, i.e., contrast enhancement, hair removal, grayscale
conversion, and noise filtering are done for each of the 1300 images. A total of
3914 features including geometrical shape, color, and texture features are extracted
after lesion image segmentation. Totally 1472 optimized features are selected using
Genetic Algorithm (GA) from a total of 3914 features for the final classification
task. Laskaris et al. [5] got an accuracy of 80.64% with 31 lesion images of the same
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dataset, Ballerini et al. [6] used only 960 images of Dermofit dataset and got 74%
classification accuracy and McDonagh et al. [7] archived 83.7% classification accu-
racy with 234 images. Some works are also done with another popular dataset called
Mednode [8] with only 170 melanoma images in this field. Analyses of different
feature ranking algorithms are also gaining popularity as an area of research due
to the problem called “curse of dimensionality”, where increasing feature number
may reduce the accuracy. Shardlow [9] in his paper done an analysis of different
filter, wrapper, and hybrid feature selection techniques. In this work, Shardlow has
used linear support vector machine classifier. He has used different filter method like
Pearson’s correlation coefficient, mutual information, relief, an ensemble with data
permutation and wrapper method like greedy forward search, an exhaustive search
for feature selection.He also used two hybridmethods like ranked forward search and
refined exhaustive search. He has found that a hybrid method named ranked forward
search is the most effective one. Duch et al. [10] has done a comparison between
5 feature ranking methods depending on their information entropy. They have used
two artificial datasets “Gauss1” and “Gauss2” and one real dataset “Hypothyroid”.
It is found that all the 5 ranking algorithm performs in a similar way. It is concluded
by their study that there is no best ranking index. Ilangovan et al. [11] have used 10
datasets collected from the UCI repository of machine learning. They have consid-
ered 8 feature ranking algorithm ReliefF, gain ratio, InfoGain, one rule, symmetric
uncertainty, chi-squared, support vector machine (SVM) and filter. It is found from
the work that the ranking methods like InfoGain, filter, symmetric uncertainty and
relief perform better than the other feature ranking algorithm. Slavkov et al. [12] used
four different feature ranking algorithm like Information Gain (InfoGain), random
forests, ReliefF, and SVM. In their work, they have used Neuroblastoma dataset of
the brain tumor. It is concluded by Slavkov et al. that no ranking algorithm is superior
to the other. Novakovic et al. [13] done one analysis on 6 feature ranking algorithms,
namely, information gain (InfoGain), gain ratio, symmetrical uncertainty, ReliefF,
one rule and chi-squared. Four classification algorithms are used in the work namely
IB1, C4.5 decision tree, naive Bayes, and the Radial Basis Function (RBF). Two real
datasets German Credit Data and Australian Credit Approval were taken from the
UCI repository of machine learning and used in the work. It is found in their work
that no ranking algorithm is better in comparison to the other algorithm.

3 Dataset Used

A total of 1300 melanoma and non-melanoma lesion images archived in Dermofit
image library [14], collected by Edinburgh innovations center of the University of
Edinburgh is used in this work. All the lesion images of the dataset are examined by
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dermatopathologists and dermatologists and marked as gold standard data. There are
10 types of lesion images present in the Dermofit library, which can be categorized
into two large groups of malignant melanoma type of total 526 images and nevus
type of 774 images. In this work, a two-class classification work between malignant
melanoma and nevus has been done with these above mentioned two categories.

4 Feature Extracted

The present work is done inMATLAB (Version R2015b) for writing code for feature
extraction, feature ranking, and classification. In thework, the hardware configuration
is Intel Core i5-6500 @ 3.20 GHz as a processor with 8 GB RAM. All the 1300
images are at first segmented using Otsu [15] algorithm to find the lesion area. Then
a total of 1898 features including geometrical shape [4], color [16, 17] and texture
features are extracted from each lesion image. In this work, totally 10 geometrical
shape features, 36 color features and 1852 number of texture features (88 gray-
level run length matrix (GLRLM) [18] and 1764 gray-level co-occurrence matrix
(GLCM) [19–22]) are extracted from each image. In GLRLM and GLCM, texture
feature calculation for statistical distributions of pixel intensity relative positions
in the image pixel matrix is taken into account. Several second-order statistics are
calculated depending on these GLRLM and GLCM matrix. Details of the different
types of feature extracted are given in Table 1.

5 Feature Ranking Algorithm

In our work, two unsupervised feature ranking approaches like minimum correlation
(MC) [23] and local learning based clustering (LLC) [24] along with two supervised
feature ranking algorithmReliefF [25] and concaveminimization (CM) [26] are used
to find the rank of each feature. A brief description of each feature ranking algorithm
used in this work is given in the following section.

5.1 Minimum Correlation (MC)

In this method [23], at first linear correlation coefficients of each pair of features
are calculated and then a score is generated according to minimum correlation and
then the ranking of the features are done on these scores then the features are ranked
according to their correlationwith the other features. The onewhich is least correlated
to other features comes first. As this is unsupervised method, this ranking does not
guaranty relevance.
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Table 1 Details of features used in the work

Feature type and number of
features

Feature details

Geometrical shape (10
features) [4]

(1) Area, (2) solidity, (3) perimeter, (4) circularity index, (5)
major axis length, (6) minor axis length, (7, 8, 9, 10)
irregularity index (A, B, C, D)

Color (3 × 6 × 2�36 features)
[16, 17]

3 channel of each 6 color model ((1) RGB, (2) Lab, (3) XYZ,
(4) YCbCr, (5) YIQ, (6) HSV) with 2 features ((1) mean and
(2) standard deviation) in each channel

GLRLM texture (2 × 4 × 11�
88 features) [18]

11 features ((1) long run emphasis (LRE), (2) short run
emphasis (SRE), (3) gray-level non-uniformity (GLN), (4) run
percentage (RP), (5) run length non-uniformity (RLN), (6) low
gray-level run emphasis (LGRE), (7) short run low gray-level
emphasis (SRLGE), (8) high gray-level run emphasis
(HGRE), (9) short run high gray-level emphasis (SRHGE),
(10) long run high gray-level emphasis (LRHGE), (11) long
run low gray-level emphasis (LRLGE)) for 4 angle (135°, 90°,
45°, 0°) and 2 quantization level (64 and 128)

GLCM texture (21 × 6 × 2 ×
7�1764 features) [19–22]

21 features ((1) autocorrelation, (2) contrast, (3) correlation,
(4) sum of squares, (5) sum variance, (6) sum average, (7) sum
entropy, (8) cluster prominence, (9) cluster shade, (10)
dissimilarity, (11) energy, (12) entropy, (13) maximum
probability, (14) homogeneity, (15) difference variance, (16)
difference entropy, (17) information measure of
correlation2, (18) information measure of correlation1, (19)
inverse difference normalized, (20) inverse difference, (21)
inverse difference moment normalized) for 6 inter-pixel
distance (6–1) with 2 quantization level (64 and 128) for 7
format (3 channels of RGB, 3 channels of HSV and gray
scale) for 1 angle (0°)

5.2 Local Learning Based Clustering (LLC)

This feature selection method [24] uses two steps, in the first step clustering is done
using neighboring data points, i.e., locally learned model and a local cluster label is
given to each point and in the second step, those local cluster label are used to select
features with large regression coefficient.

5.3 ReliefF

ReliefF [25] provides a relevance weight for any feature depending upon its distin-
guishing ability among two classes in two class problem. The weight, W of a feature
can be calculated as the given Eq. 1:
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W �
N∑

i�1

Wi/N �
N∑

i�1

(−|xi − NHi | + |xi − NMi |)/N (1)

Here N is the number of the samples of the data set; xi is the feature value of ith
sample. NMi is the value of the same type of feature of the nearest sample belonging
to the opposite class and NHi is that of the same class.

5.4 Concave Minimization (CM)

In this feature ranking [26]method, a plane of separation for two sets of point in a fea-
ture space is produced by optimizing the sum of distances between the misclassified
points.

6 Classifier Used

In this work, three classifiers are used to classify the two categories of lesions. A
small description of each classifier is given in the following section.

6.1 Support Vector Machine (SVM)

Support Vector Machine (SVM) [27] is a supervised learning algorithm. Support
vector machine constructs set of hyperplanes in multidimensional feature space for
classification. The considerable partition can be achieved by that hyper-plane which
has the maximum distance from the nearest data point of any class.

6.2 K-Nearest Neighbors (KNN)

KNN [28] stores all available samples in the existing class and classifies new samples
based on a similarity measure. It is also known as instance-based learning or case-
based reasoning.The algorithmstartswith randomly initializedk clusters. The second
step is to compute the distance of each sample from the k cluster. In the third step, the
distances are sorted and then again K-nearest neighbors is taken into consideration.
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6.3 Ensemble Boosted Tree (EBT)

In decision tree classifier the entire feature space is divided into multiple subspaces
repetitively by distinguishing line or plane. In ensemble method, several decision
trees are combined to generate improved prediction than a single decision tree. In
this method, a group of weak learners is combined to form a strong learner. The EBT
classifier [29] use supervised learning algorithm. In Ensemble Boosted Tree (EBT),
each learner is sequential learner. In each iteration of EBT the aim is to reduce the
net error from the previous decision tree. This method supports loss function but it
is prone to overfitting.

7 Result Analysis

In this present work, totally 1898 features are extracted from each 1300 images of
Dermofit dataset. Out of 1898 features, 10 features are excluded as they are con-
stant throughout the dataset. The rest 1888 features of each 1300 samples are then
ranked with different feature ranking algorithms. Two unsupervised feature rank-
ing approaches, i.e., minimum correlation (MC) and local learning based clustering
(LLC) along with two supervised feature ranking algorithm, i.e., ReliefF and con-
cave minimization (CM), as described in Sect. 5, are used to find the rank of each
feature. The features are then taken in different sizes of sets with ascending order
of rank for finding the classification accuracy in each set. Three different classifiers
namely Support Vector Machine (SVM), K-Nearest Neighbors (KNN) and Ensem-
ble Boosted Tree (EBT) are used to classify the dataset. In the classification task,
70% of the total images (910 images) are taken for training, 15% (195 images) for
validation and 15% (195 images) for testing with fivefold cross-validation. Figure 1
shows the accuracy versus number of features with four different feature ranking
algorithms using three different classifiers. It can be easily found that SVM classifier
with quadratic kernel performs far better than other two counterparts, KNN and EBT.
The accuracy found from KNN is least among the three classifiers. It is found from
the graph that the accuracy achieves saturation nearly after 200 features. It is also
found that the highest accuracy is 86.1%with only 700 features selected byminimum
correlation (MC) feature ranking algorithm using Support Vector Machine (SVM)
classifier. It can also be found from Fig. 1 that ranking algorithms perform almost
equally on accuracy level.
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Fig. 1 Accuracy versus number of feature curves with four different feature ranking algorithms
using three different classifiers. Different colors indicate different classifiers; individual curves
within one color represent features ranked by different algorithms

When N best features were selected according to four different ranking methods
obviously the sets were different. Nc represents the cardinality of the intersection of
these four sets.All four rankingmethods agree upon the selection of theseNc features.
In Fig. 2, the relation between number of common features, Nc versus number of
features, N is shown. Figure 2 also shows how common feature varies with N when
common feature is taken from any two feature ranking algorithms out of the four
ranked sets. From the curve, in Fig. 2, it can be noticed that the maximum feature
commonality is found between ReliefF and Concave Minimization (CM) feature
ranking algorithm in comparison with other combinations of ranking algorithms.
When 800 features are taken from 4 different feature ranking algorithms, it is seen
that only 383 features are common in ReliefF and Concave Minimization (CM). In
Fig. 3, the accuracy with a varying number of common features of 4 different feature
ranking algorithms is drawn. It is found that with only 163 common features which
have a higher rank in all the feature ranking algorithms the system achieves 86.2%
accuracy. It can be seen from Figs. 1 and 3 that higher accuracy can be achieved with
less number of features when common best features are taken for classification. This
accuracy level is similar to the accuracy level found by Tan et al. [4] while using
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Table 2 Detailed comparison of result with related work

Related work Feature used Accuracy (%) Sensitivity (%) Specificity (%)

Tan et al. [4] 1472 88 83 89

Present work 163 86.2 84.9 87.2

nearly 1/10th features used by them. It is also found that the sensitivity of the present
work is more than the related work Tan et al. [4].

A detailed comparison of result with related work is given in Table 2.

8 Conclusion

There are several findings from this work. First, it can be concluded that no feature
ranking algorithm is superior to the other. Second, SVM is a better classification
algorithm thanKNNandEBT for this dataset. It is also found from thework that there
are more similarities in feature if we take ReliefF and concave minimization as a pair
in comparison to the other pair from the 4 ranking algorithm discussed in the paper.
The most important findings from the work are that a final feature set comprising of
only those features which have a higher rank in all the feature ranking algorithms
yields higher accuracy with less number of features in comparison with individual
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feature ranking algorithm. This multistep feature selection is a novel method and
never reported before. It is found from the present work that the system achieved
better identification accuracy of malignant melanoma than dermatologist [30]. The
authors acknowledge dataset source Dermofit library [14] for their permission.
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Optimal Reactive Power Dispatch Using
Modified Differential Evolution
Algorithm

Dharmbir Prasad, Abhik Banerjee and Rudra Pratap Singh

Abstract Traditionally, optimal reactive power dispatch (ORPD) is a subset of opti-
mal power flow (OPF) and can be achieved by controlling a number of control
variables such as generator voltages, transformers’ trappings and compensation of
reactive power to optimize specific objectives. ORPD is formulated as a non-linear
constrained optimization problemwith continuous and discrete variables. This paper
presents a recently developed modified differential evolution (MDE) algorithm to
solve ORPD problem by minimizing real power loss and total voltage deviation. To
accelerate the convergence speed and to improve solution quality, the certain modifi-
cation is incorporated in original differential evolution (DE) algorithm. The proposed
MDE approached is implemented on the modified IEEE 30-bus test system. Results
reveal primacy in terms of solution quality of the proposed MDE approach over
original DE and other optimization techniques and affirm its potential to solve the
ORPD problem.

Keywords Optimal reactive power dispatch · Optimization
Modified differential evolution

1 Introduction

Optimal reactive power dispatch (ORPD) is an important tool for reliable power
system operation [1]. The main purpose of ORPD is to find out the settings of
control variables for economic operation of a power system in the secure manner.
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The active and reactive power generation at power plants, reactive power output from
their sources etc. aremaneuvered to get the proposed objective (such asminimization
of active power losses (PLoss) and total voltage deviation (TVD) objectives) [2].

Hitherto, many optimization methods have been grown to improve system per-
formance. Amongst them few methods are quadratic programming [3], Newton
approach [4], interior point methods [5], linear programming [6], nonlinear pro-
gramming [7], genetic algorithm (GA) [8] and differential evolution (DE) algorithm
[9] etc. These techniques have, successfully, demonstrated their effectiveness in find-
ing solution for ORPD problems. DE is one such evolutionary algorithm which has
found application in diverse fields. However, it suffers from the problem of slow
convergence and various improvements have been suggested in the pats. One such
improved version named modified DE (MDE) is adopted for solution of ORPD
problem of modified IEEE 30-bus test system.

The remaining portion of this paper is manifested as follows. In Sect. 2, ORPD
problems mathematical formulation is presented. Section 3 describes the basic con-
cept of DE and MDE algorithms. Simulation outcomes are discussed in Sect. 4. At
the end, conclusions of the current work are derived in Sect. 5.

2 ORPD Problems Mathematical Formulation

The ORPD problem is mathematically given by (1) and (3) [9].

2.1 Undertaken Objective Function

The objectives undertaken during this study are as following:

(i) PLoss minimization: The mathematical formulation for objective function of
PLoss minimization is given by (1)

Min PLoss (1)

Power losses may be, mathematically, given by (2)

PLoss �
NT L∑

k�1

Gk(V
2
i + V 2

j − 2|Vi |
∣∣Vj

∣∣ cos δi j ) (2)

(ii) TVD minimization: This objective function may be given by (3)

Min T V D (3)
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TVD may be formulated as in (4)

T V D �
NL∑

i�1

∣∣∣Vi − V ref
i

∣∣∣ (4)

2.2 Constraints

In the current work, the system is restricted to several equality and inequality con-
straints. Equations related to power flow are classified as constraints of equality,
where as transformer tap setting, reactive power generation and its compensation,
and bus voltages of each line are considered as constraints of inequality.

2.2.1 Constraints of Equality

The constraints associated with load flow equations are represented in (5)

NB∑
i�1

(PGi − PLi ) +
NTCPS∑
i�1

Pik �
NB∑
i�1

NB∑
j�1

|Vi |
∣∣Vj

∣∣∣∣Yi j
∣∣ cos

(
θi j + δi − δ j

)

NB∑
i�1

(QGi − QLi ) +
NTCPS∑
i�1

Qik � −
NB∑
i�1

NB∑
j�1

|Vi |
∣∣Vj

∣∣∣∣Yi j
∣∣ sin

(
θi j + δi − δ j

)

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

(5)

2.2.2 Constraints of Inequality

(i) Generator voltage constraints: The permissible limits for generator voltage of
the i-th bus are given by (6)

VGimin ≤ Vi ≤ VGimax i � 1, 2, . . . , NG (6)

(ii) Load bus constraints: Load bus voltage variation should be restricted within
the withstand capacity of the system and given by (7)

VLimin ≤ Vi ≤ VLimax, i � 1, 2, . . . , NL (7)

(iii) Transmission line constraints: The line flow capacity for each transmission line
represented by (8)

Sli ≤ Slimax i � 1, 2, . . . , NT L (8)
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(iv) Transformer tap constraints: The permissible limits for transformer tap setting
may be represented by (9)

Timin ≤ Ti ≤ Timax i � 1, 2, . . . , NT (9)

(v) Shunt compensator constraints: Based on the assumption to optimize reactive
power yield of shunt VAR compensators, maximum and minimum limits are
represented by (10)

Qcimin ≤ Qci ≤ Qcimax i � 1, 2, . . . , NC (10)

3 Modified Differential Evolution Algorithm

3.1 Overview of DE Algorithm

An innovative numerical optimization approach namely—DE algorithm is simple
in execution, comparatively faster and robust than several recent evolutionary algo-
rithms [10]. The major steps for its implementation are given below.

3.1.1 Initialization

Generally, a randomly chosen value of each decision parameter in every vector of
the initial population is assigned within its corresponding viable bounds as in (11)

X (0)
j,i � Xmin

j + μ j (X
max
j − Xmin

j ) i � 1, . . . , N P, j � 1, . . . , D (11)

where, μ j : random number within the range of [0, 1], generated for each j and

Xmax
j , Xmin

j : maximum and minimum limits of the j-th decision parameters,
respectively.

3.1.2 Mutation

Themutation operator producesmutant vectors X ′
i by perturbing a randomly selected

vector Xa with the diversity of two other randomly selected vectors Xb and Xc is

X ′(G)
i � X (G)

a + F(X (G)
a − X (G)

c ) i � 1, . . . , N P (12)

where, a, b, c: randomly chosen indices, such that a, b, c ∈ i � 1, . . . N P and
a �� b �� c �� i , F: scaling factor in the range of [0, 2].
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3.1.3 Crossover

Avariation among themutant parameter vectors is experienced due to initialization of
crossover process. A trial vector X ′′

i is created from the components of each mutant
vector X ′

i and its subsequent target vector Xi , dependence on a series of D − 1
binomial experiments as given by (13)

X ′(G)
j,i �

⎧
⎨

⎩
X ′(G)

j,i if ρ j ≤ CR or j � q

X (G)
j,i otherwise

i � 1, . . . , N P, j � 1, . . . , D (13)

where, ρ j : uniformly distributed random number within the range [0, 1], generated
for each j; CR: crossover constant chosen within the range [0, 1] which controls
diversity of population; q: randomly chosen index ∈ [1, . . . , D] to get minimum one
parameter from mutant vector.

3.1.4 Selection

The trial vectors and their target vectors together forms a better fitness or are more
optimal solution according to (14).

X (G+1)
i �

⎧
⎨

⎩
X ′′(G)
i if f (X ′′(G)

i ) ≤ f (X (G)
i )

X (G)
i otherwise

i � 1, . . . , N P (14)

The optimization process is continued for several generations in order to allow
individuals to proceed with their fitness in search of optimal values.

3.2 Modified Differential Evolution Algorithm for ORPD

Kaelo and Ali [11] incorporated few modifications in the original DE in order to
expedite convergence profile and boosting exploration features. The first modifica-
tion in DE is to substitute the random base vector X (G)

a in the mutation rule (12) by
the tournament best X (G)

tb and hence, expedites the convergence [11]. Also, instead
of employing a fixed F throughout a run of DE, a random F in [−1,−0.4]∪ [0.4, 1]
is used for each mutated point [11]. The flowchart of ORPD solution using MDE is
manifested in Fig. 1. The power flow algorithm is implemented for each candidate
solution to assess its fitness and find out corresponding state variables. The optimiza-
tion process terminates while number of generations Gmax is reached its specified
limits, or in case not improvement over a preset number of generations.
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Mutation and crossover to generate a 
trail vector

Start

Vectors initialization for candidate 
solutions with parent population

Run reactive power flow and 
evaluation of initial solution fitness

Run reactive power flow and 
evaluation of new solution fitness

Yes

No

Selection operation

Convergence

Stop

Optimal settings of control variables 
(best ORPD solution) 

Fig. 1 Flow chart for solution of ORPD problem using MDE algorithm

4 Simulation Results and Discussions

The proposed MDE method is applied on the modified IEEE 30-bus test power
system to solve ORPD problem. The generator data, bus data and line data for the
studied power network are taken from [9]. The coding of the present work is executed
using MATLAB 2008a, on a computer having 2.63 GHz Pentium IV processor and
3 GB RAM. The simulated results are compared to other reported results to affirm
usefulness of the proposed MDE method. The needful results are bold faced while
providing comparative overview in order to check performance of the proposed
technique.

Test Case-1 (Minimization of PLoss): The control variables for PLoss minimization
objective is given in Table 1. A comparative result analysis for DE [9] and MDE
algorithm is performed. The recorded PLoss value using the proposedMDEmethod is
4.5521MW. Which is 0.0029MW (i.e., saving in power by 19.57%) less compared
to given output of 4.5550 MW by DE method in [9]. The obtained convergence
characteristic of PLoss (MW) from the proposed MDE method is shown in Fig. 1.
This profile reflects improvement in convergence features for NFFE of 500.

Test Case-2 (Minimization of TVD): The proposed MDE algorithm is applied
on the modified IEEE 30-bus test power system to minimize the voltage deviation.
Table 1 consists of optimal control variables along with respective results noted from
DE [9] and MDE. The recorded TVD value, yielded by MDEmethod, is 0.0862 p.u.,
which is lower (i.e., 85.193% improvement) as compared to that of reportedminimal
value of 0.0911 p.u. in [9]. A better convergence characteristic of TVDminimization
objective is presented in Fig. 2.
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Table 1 Comparison of simulation results for the modified IEEE 30-bus test power system for Test
Case-1 and Test Case-2

Control variable For Test Case-1 For Test Case-2

DE [9] MDE DE [9] MDE

Generator voltage

V1 (p.u.) 1.1000 1.1000 1.0100 1.0845

V2 (p.u.) 1.0931 1.0918 0.9918 1.0015

V5 (p.u.) 1.0736 1.0750 1.0179 1.0203

V8 (p.u.) 1.0756 1.0568 1.0183 0.9991

V11 (p.u.) 1.1000 1.1000 1.0114 1.0770

V13 (p.u.) 1.1000 1.0765 1.0282 1.0426

Transformer tap ratio

T11 (p.u.) 1.0465 1.0430 1.0265 1.0107

T12 (p.u.) 0.9097 0.9050 0.9038 1.1000

T15 (p.u.) 0.9867 0.9825 1.0114 1.0545

T36 (p.u.) 0.9689 0.9690 0.9635 0.9620

Capacitor banks

QC-10 (MVAR) 5.0000 4.9979 4.9420 4.8455

QC-12 (MVAR) 5.0000 4.9885 1.0885 1.0904

QC-15 (MVAR) 5.0000 4.9918 4.9985 5.0000

QC-17 (MVAR) 5.0000 4.9983 0.2393 0.0085

QC-20 (MVAR) 4.4060 4.4018 4.9958 5.0000

QC-21 (MVAR) 5.0000 4.9952 4.9075 4.9152

QC-23 (MVAR) 2.8004 3.8851 4.9863 4.9875

QC-24 (MVAR) 5.0000 5.0000 4.9663 4.9529

QC-29 (MVAR) 2.5979 2.9641 2.2325 2.2836

PLoss (MW) 4.5550 4.5521 6.4755 6.4718

% PSave 19.523 19.57% – –

TVD (p.u.) 1.9589 1.9014 0.0911 0.0862

% TVDImprove – – 84.352 85.193

CPU time (s) NR* 116 NR* 199.6421

NR* means not reported
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Fig. 2 Comparative convergence profiles of Test Case-1 and Test Case-2

5 Conclusions and Future Research

In this work, MDE algorithm is enacted on the modified IEEE 30-bus test power
systems to find solution for most common ORPD problems. During simulation,
optimal settings of control variables are achieved for the undertaken test systems.
The obtained results of real power losses and total voltage deviation are compared to
other reportedmethods. Comparative study of the results reveals the usefulness of the
proposed MDE method, in fulfilling individual objective and offering superior con-
vergence feature. Now, it may be accomplished that the projected method is applied,
successfully, to answer complex ORPD issues of power system. Simultaneously, the
proposed MDE method may be attributed as an optimistic tool for solving various
engineering problems in near future.
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Analysis of Energy-Efficient Routing
Protocols in Mobile Ad Hoc Network

Sumanta Das and Sarit Pal

Abstract Limited energy resource, routing of packets and security are the major
challenges in Mobile Ad hoc Networks (MANET) due to their inherent characteris-
tics. This paper focuses on energy consumption in MANET, which is a very serious
issue because this affects the network lifetime directly. The authors concentrate on
selection of energy-efficient routing protocols to minimize energy consumption by
the nodes during message transmission. Attempt has been made to point out the
causes of unnecessary consumption in the network. Comparative analysis of differ-
ent energy-efficient routing techniques has been performed and an attempt has been
made to propose a better solution. Quality of service also has been taken into account.

Keywords Mobile Ad Hoc Networks · Routing algorithms · Energy consumption

1 Introduction

The major challenges in Mobile Ad hoc Network (MANET) include routing effi-
ciency, energy and bandwidth consumption, security issues, and electromagnetic
interference.Nodes inMANETmainly use portable energy sources and are employed
in areas with no centralized infrastructure. So energy consumption requires special
attention for the survival of the network. This paper focuses on energy-efficient rout-
ing to increase the longevity of MANET. Causes of excess energy consumption in
MANET has been studied and techniques to reduce energy consumption have been
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discussed.An attempt has beenmade to incorporate the technique tominimize energy
consumption in the existing routing algorithms rather than completely rejecting those
protocols.

2 Causes for Excess Energy Consumption

Excess energy consumption in Mobile Ad hoc Network is a vital problem because of
limited energy sources in the mobile nodes. The conventional routing protocols used
in wireless communication are efficient in managing delay, bandwidth, and network
congestion, but they do not consider any energy-related parameter during algorithm
formulation for packet transfer. From the literature review, the following causes for
excess energy consumption in MANET have been identified:

(a) Unequal transmission energy due to different path length
In wireless network, nodes can transmit the packets to the nodes which are in
the transmission range of the antenna. In a network with less number of nodes,
due to the larger distance among the intermediate nodes more energy is required
to transmit packets, which is less in case of the denser network.

(b) Overhearing by nodes
In wireless network like MANET, promiscuous nodes refer to those communi-
cating nodes who listen to the incoming packets even though not intended for
them. Though promiscuous nodes can play an important role to determine the
alternate path in case of sudden route failure, accepting and discarding operation
by them consume excess energy unnecessarily.

(c) Retransmission of data or control messages due to collision or path congestion
In any network, loss of packets due to collision is a very common phenomena. In
case of collision, data is required to be retransmitted. The probability of collision
is greater for denser network and hence the number of frequent retransmission
is more. Collision not only causes unnecessary energy consumption but also
delays the packet transfer.

(d) Common node/Uneven load distribution
In any network, there is always a probability to select routes having one or more
common nodes between several source–destination pairs. These common nodes
lose energy at a higher rate than other nodes and cause the early collapse of the
network.

(e) Route selection through nodes with less residual battery capacity
Though the above-mentioned causes aremost prevailing causes of excess energy
consumption, it is also required to consider the residual battery capacity of
energy source of nodes. It seems that more number of hops in a network can
reduce energy consumption, but the intermediate nodeswith less residual energy
may cause early collapse of the network.
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3 Energy-Efficient Routing Techniques

Energy-aware routing protocols are required to be implemented in Mobile Ad
hoc Network to increase the longevity of the network. Proactive routing protocols
includes routes for all nodes and not suitable in MANET due to the large routing
table. Reactive routing protocols are suitable in this regard because the routing table
is created only at the time of transmission. Consumption of energy, bandwidth, and
memory is also reduced due to small routing overhead.

3.1 Non-promiscuous Dynamic Source Routing Protocol

Among the existing conventional routing algorithms [1–3], DSR protocol inherently
saves energy by dropping the duplicate route request packets which is not in case
of other protocols. A non-promiscuous variant of DSR protocol, known as DSR-np
[4], reduces energy consumption by adding a header file at the source node which
contains the address of all the intermediate nodes once a route has been selected from
source to destination. Each of the intermediate nodes of a route maintains the table
of address of the immediate neighbor in that route. Therefore, any packet arriving at
a node not containing the preselected address of the node is dropped. This technique
reduces the energy consumption by reducing the overhearing problem by the nodes.
However, in case of route failure, it cannot select an alternate route rapidly due to
unavailability of the address of other unused nodes.

3.2 Minimum Total Transmission Power Routing Algorithm

Generally, a route with less number of hops is preferred to send packets from source
to destination, which is generally implemented using Dijkstra’s Shortest Path Algo-
rithm. However, this does not ensure minimum total power spent. Apparently, less
transmission power is required in case ofmore number of intermediate nodes because
of a smaller distance between the neighboring nodes. But an end-to-end delay and
route instability due to the random mobility of the nodes are more in this case.
To overcome this problem, Minimum Total Transmission Power Routing (MTPR)
scheme has been proposed, which considers both receive and transmission power of
nodes. The total amount of energy consumed during transmission and reception of
packets between these neighboring nodes I and J is given by

Ci,j � Precv(nj) + Ptransmit
(
ni,nj

)
+ cost

(
nj

)
(1)

Here Ptransmit
(
ni, nj

)
is the transmission energy between two neighboring nodes

I and J (I is the transmitter and J is the receiver), Precv(nj) is receiving energy at
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the receiving node J and cost
(
nj

)
is the minimum cost of transmission between two

consecutive nodes. The cost Ci,j is used by the neighbor node ni to estimate the cost
to its own by the following equation:

Cost(ni) � min
j∈NH(i)

Ci,j (2)

where NH(i) � {j; where nj is neighbor node of ni}. Though this MTPR algorithm
finds the minimum total energy path from source to destination, it does not consider
the residual energy of the individual node. Common node problem also remains
unsolved in this algorithm causing an early collapse of the network.

3.3 Minimum Battery Cost Routing (MBCR) Protocol

Aneffective solution to the residual energy problem is attempted inMinimumBattery
Cost Routing (MBCR) protocol, which defines a new metric known as battery cost
function to indicate whether the amount of residual energy present in a node is
adequate to transfer a packet to a nearest neighbor or not. The proposed battery cost
function fi

(
Ct
i

)
of the node ni is inversely proportional to battery capacity Ct

i at an
instant of time t and a larger value of fi

(
Ct
i

)
indicates more unwillingness of the node

to forward packet. The battery cost Rj for route j among all possible routes between
source and destination having Dj number of nodes is given by

Rj �
Dj−1∑

i�0

fi(C
t
i) (3)

The battery cost is calculated in this way for all the possible routes between source
and destination and the best route Ri is chosen according to the equation:

Ri � min{Rj|j ∈ A} (4)

where A denotes the set of all possible routes. From the Eqs. (3) and (4), it is obvious
that summation of the battery capacity of a route leads to selection of minimum cost
route among all possible routes from source to destination, though it may not avoid
selecting the maximum reluctant node in the path. So the selected minimum cost
route may cause early network partition.

3.4 Min-Max Battery Cost Routing (MMBCR)

Minimum Battery Cost Routing (MBCR) protocol selects the route to destination
considering summation of individual battery cost of the nodes in all possible paths.
Among all such routes, the minimum cost route is chosen as the best one for routing.
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But summation of battery cost may lead to the selection of nodes with less battery
energy which are not capable to transfer the packet to its neighbor and hence causes
network partitioning earlier. Min-Max Battery Cost Routing (MMBCR) has been
proposed that selects a route, which does not have any node with less battery capacity
in the route. In this algorithm, instead of summing up all the battery cost in a route,
maximum battery cost function of the ith node in the jth route is found out. Then the
route having the node with a minimum of maximum battery cost function is selected
according to the expressions:

Rj � max
i∈route_j

{
fi
(
Ct
i

)}
(5)

Ri � min{R j | j ∈ A} (6)

where A� set of all possible routes. Equation (5) choose the node having maximum
battery cost function or with minimum battery energy in the jth route. Equation (6)
identifies the route having node with minimum battery cost function among all possi-
ble routes. Till it is not assured that MMBCRwill select minimum total transmission
power path always.

3.5 Conditional Max-Min Battery Capacity Routing
(CMMBCR)

Conditional Max-Min Battery Capacity Routing (CMMBCR) [5] algorithm com-
bines the advantageous features of bothMBCRandMMBCRprotocols. Up to certain
threshold value (γ) of battery capacity Minimum Total Transmission Power Route
(MTPR) is chosen and as the battery capacity is lower than γ, Min-Max Battery Cost
Routing (MMBCR) algorithm is selected. The threshold value of battery capacity
(γ) is chosen in the range of 0 and 100% of the maximum battery capacity of node.
With this parameter, the best route is chosen according to the following equation:

Rc
j � min

i∈Route_j C
t
i ≥ γ (7)

where ‘j’ belongs to the set of all routes ‘A’. However, this protocol does not consider
the battery discharge rate of the node, which also should be taken into account to
increase the longevity of the network.

3.6 Lifetime Prediction Routing (LPR)

Researchers have considered battery discharge rate as another parameter for early
prediction of lifetime of a route. Battery lifetime is measured as a function of residual
energy as well as the energy spent to transmit one bit from the node to its neighbor.
Lifetime Prediction Routing (LPR) algorithm [6] uses these parameters to find the
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most energy-efficient route in a network. The main goal of LPR is to select a path
in which the nodes are lightly loaded. Lifetime Ti(t) of a selected node in a network
is predicted from past N number of residual energy values of this node as per the
following mathematical relation:

Ti(t) � Er,i(t)
1

N−1

∑i
k�i−N+1 Rk(t)

(8)

where Ti(t) is the predicted lifetime of ith node, Er,i(t) provides the remaining energy
of the node at the time ith packet being sent or relayed, Rk(t) indicates the rate
of energy depletion when kth packet is sent and N is the number of intervals for
Simple Moving Average (SMA) predictor. This algorithm is implemented with DSR
routing protocol and during the route selection process, a minimum lifetime header
is included in the control message of route request (RREQ) packet.

If the predicted lifetime of sending node’s header is greater than the visiting node’s
lifetime, then lifetime value in the header is replaced by the lifetime value of visiting
node. Upon receiving a route request packet, the intermediate node starts timer Tr

and waits for a specified time for the arrival of any duplicate RREQ packet. If any
such packet arrives, and minimum lifetime value inside the header is lower than the
current node’s lifetime, the RREQ packet is dropped. Otherwise, the lifetime in the
header is replaced with the current value of node’s lifetime and forwarded into the
network. To find the best route among all possible routes, the following relation is
used:

max
π

Tπ(t) � min
i∈π

(Ti(t)) (9)

Here, Ti(t) is the predicted lifetime of ith node in path π and Tπ(t) is the lifetime
of the path. The path (sayπ) will be considered as the route with longest survival time
which contains the ith node with minimum predicted lifetime. Though this protocol
saves energy, packet delivery is delayed due to the route selection process and an
increase in node mobility. Energy consumption rate increases in a less dense network
also.

3.7 Energy-Dependent DSR (EDDSR)

In Energy-Dependent DSR (EDDSR) [7], protocol energy drain rate has been consid-
ered as the metric to predict lifetime of the network. Current energy level of a node
is periodically computed from the knowledge of the residual battery power. Hav-
ing sufficient battery power above the threshold value, a node forwards the packet.
When the battery power goes below the threshold value, node starts rebroadcasting
the route request packets informing its neighbors about its low residual battery power.
As soon as the battery power goes down below the critical threshold value, the inter-
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mediate node refrains from further packet delivery and informs the source node with
a route error message to search an alternate route. The simulation result of EDDSR
establishes its superiority over DSR protocol in the higher traffic environment.

3.8 Simple Energy-Aware DSR (SEADSR)

Another variant of DSR protocol known as Simple Energy-Aware Dynamic Source
Routing (SEADSR) [8] algorithm introduces a time delay ‘τ’ which is a function of
power consumption by a node. The time delay is implemented by an intermediate
node before retransmission of the route request (RREQ) packet. The time delay
introduced is given by the following relationship:

τ � (Cmax − C)τmax/Cmax (10)

where Cmax is the battery capacity and C is the current battery level of the present
node. The retransmission delay τ is directly proportional to the maximum allowable
delay τmax and also directly proportional to the energy consumed by the node.
The value of τ can vary between 0 and τmax. The route selected by conventional
DSR algorithm may not be the optimal route because always there remains a chance
to reselect a route containing power exhausted nodes. The novelty of SEADSR
algorithm to increase the lifetime of MANET lies in its capability to choose different
paths at the same time for two different source nodes which is found to be difficult
for conventional DSR and MMBCR algorithms.

3.9 Power-Aware Routing (PAR) Algorithm

Power-Aware Routing (PAR) algorithm [9] attempts to reduce energy consumption
by considering real-time and non-real-time data transfer in non congested and energy-
efficient route. This algorithm emphasizes on node id, battery status and traffic level
to reduce the energy consumption in the network. Three levels of battery status is
suggested based on the percentage of battery energy available. Battery status less
than 20% is denoted by level 1, status greater than 20% but less than 60% is level 2
and above 60% is level 3. This algorithm has the ability to estimate the total battery
cost along with the number of weak nodes (with less than 20% of battery status)
of a route. The level of traffic at each node can also be measured from the number
of packets buffered at the interface queue of a given node. The route reply path
from destination node to source node is selected by the destination node from the
knowledge of different route request packet and their link status ratio R of that path
and is given by
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R � Ei,j

Hn
(11)

In the above equation Ei,j denotes the total residual energy of path and Hn denotes
the number of intermediate hops. The minimum value of R for a non-real-time type
load is considered as 1 and the minimum value for real-time type load as 2. PAR
calculates the link status ratio for every different selected route for a given type of
load. For multiple link status ratio, a route with a minimum number of weak nodes
(having less than 20% of battery energy) is chosen. This algorithm also considers the
level of total traffic as a metric to select the best route having a minimum value of
this metric, provided, no weak node is present in the possible routes. The simulation
result shows that with the increase in node density the remaining average energy
of the network increases but the data transfer latency increases as compared to the
AODV and DSR routing protocol.

4 Analysis of Energy Efficiency for Different Routing
Protocols

In the last few years, several energy-aware routing algorithms have been proposed
in the field of ad hoc networks. All of them have their own pros and cons. Com-
parative analysis of these energy-aware routing algorithms and energy optimization
techniques have been performed and is presented in Table 1.

Analysis of aforesaid routing protocols to minimize energy consumption in ad
hoc networks reveals the fact that none of these algorithms satisfies all the criteria
for the best path to the destination, longer network lifetime and better Quality of
Service (QoS). Some algorithms lengthen the network lifetime satisfactorily, but
do not offer a guarantee for shortest path and minimum delay to the destination.
Since analysis establishes the fact that some variants of DSR protocol reduce energy
consumptionmaintainingQuality of Service, the authors of the present paper attempt
to incorporate some energy optimizing techniques in DSR protocols and its variants.
In this model, the network is divided into a number of grids or zones in each of
which one node will be active, while others will be in sleep mode. Every node in a
grid will be active for a predefined amount of time. The nodes in sleep mode will
be able to save energy which will in turn increase the longevity of the network. This
technique, when incorporated with the energy-aware DSR variants, should produce
a satisfactory result with optimized energy consumption and Quality of Service.

5 Conclusion and Future Scope

This paper deals with a very serious issue of excess energy consumption in Mobile
Ad hoc Network and an optimum solution to increase the longevity of the network.
Probable causes of excess energy consumption in the network have been pointed out.
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Table 1 Positive and negative aspects of routing schemes

Routing scheme Positive aspects Negative aspects

Non-promiscuous DSR
(DSR-np)

(i) Hidden and exposed nodes
are set in sleep mode to
minimize overhearing
problem

(i) Alternate route discovery is
delayed during route failure
or congestion in the path
because nodes other than
participating nodes go to
sleep mode

Minimum total transmission
power routing (MTPR)

(i) Finds minimum total
energy route among several
routes

(i) Common node problem
remains unsolved

(ii) Does not consider the
residual energy of battery

Minimum battery cost routing
(MBCR)

(i) Nodes are not overused up
to the verge of network
partitioning

(i) The limiting value of
energy of a node is not
properly defined to make it
reluctant in packet transfer

(ii) Selection of a route with
maximum overall battery
cost may contain a node
with a less individual cost
which may cause early
partitioning of the network

Min-max battery cost routing
(MMBCR)

(i) Chooses a route with
highest individual battery
capacity among all possible
routes

(ii) Ensures that nodes are not
overused

(i) Selection of an individual
minimum battery cost route
does not ensure a minimum
transmission path

(ii) Common node among
different routes cannot be
avoided

Conditional Min-Max battery
capacity routing (CMMBCR)

(i) Achieves minimum
transmission path as well as
minimum node cost partially
up to some extent

(ii) Chooses a threshold
battery capacity γ such that
(0<γ < 100)

(i) The optimum value of γ is
not estimated

(continued)

The gradual development of routing techniques to minimize energy consumption
by the nodes has been studied. Comparative analysis of the proposed techniques
in the last two decades shows that no perfect solution has been achieved. In some
cases, minimization of energy consumption causes degradation of Quality of Service
(QoS). Literature survey reveals the fact that among the existing routing algorithms
some variants of DSR algorithm reduces energy consumption to some extent without
compromising Quality of Service a lot. Based on this analysis, the present authors
proposed a technique where the network is divided into a number of grids in each of
which one nodewill be fully active andotherswill remain inactive. Every node in each
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Table 1 (continued)

Routing scheme Positive aspects Negative aspects

Lifetime prediction routing
(LPR)

(i) Uses residual battery life
and battery discharge rate as
a parameter

(ii) Selects less power
congested route

(iii) Uses route invalidation
timer to remove old routes
from cache after a
predefined time

(iv) Variance among node
energy is minimized

(i) At high mobility packet
delivery ratio decreases

(ii) Comparison of minimum
lifetime at every visiting
node slows down the route
discovery process

(ii) Flooding through more
number of nodes during
communication over a long
distance causes discharging
of the nodes at faster rate

Energy-dependent DSR
(EDDSR)

(i) Route error (RERR)
message is sent to source
when node residual energy
goes below threshold level

(ii) Energy balance is achieved
by discouraging weak nodes
from forwarding packets

(i) Intermediate node are not
allowed to send a RREP with
the information of invalid
route back to the source

Simple energy-aware DSR
(SEADSR)

(i) Selection of
energy-efficient route is
dependent upon a delay
factor that is proportional to
the energy consumption

(ii) No need to store route map
in cache memory

(i) Increase in signaling
overhead due to absence of
route cache

(ii) Delay is more than DSR,
but can be maintained below
40 ms with proper load
balancing

Power-aware routing (PAR) (i) Finds number of weak
nodes based on battery
status, traffic load type and
intensity

(ii) Selects route having
minimum number of weak
nodes

(i) Increases the latency in
data transfer

grid will be active for some predefined duration. This technique when incorporated
with an energy-efficient variant ofDSRalgorithm should provide a satisfactory result.
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Piezoelectric Transducer and Arduino
Based Wirelessly Controlled
Energy-Saving Scheme for Street Lights

Somnath Rakshit, Souvik Kar, Tushar Kanti Banerjee and Santanu Das

Abstract Today, a large amount of energy is wasted on continuously lighting street
lights. In this paper, a scheme has been proposed to automatically switch on street
lights only during the presence of vehicles and pedestrians, using an Arduino-based
wireless signal in order tominimize both energy consumption andmaintenance need.

Keywords Street light · Piezoelectric · Arduino · Wireless · HC 12 · LDR

1 Introduction

A developing country like India faces acute shortage of electricity during the peak
times in the summer season almost every year. Yet, wastage of electricity happens at
every step of life in India. One of the well-known wastages of electricity takes place
through the usage of street lights. Employing current technologies [1, 2] in the field
of automatic street light control, vehicles moving in one direction can be controlled
but it cannot be used in roads where vehicles are moving in both the directions like
most of the National Highways (NH) in India. Also, since the connection is wire-
based between control circuit and street light, the setup and maintenance cost are
high [3]. Even when there is absolute absence of vehicle and pedestrian on road, the

Somnath Rakshit and Souvik Kar—These authors contributed equally to this work.

S. Rakshit
Department of Computer Science and Engineering, Jalpaiguri Government Engineering College,
Jalpaiguri 735102, West Bengal, India

S. Kar (B) · T. K. Banerjee · S. Das
Department of Electrical Engineering, Jalpaiguri Government Engineering College, Jalpaiguri
735102, West Bengal, India
e-mail: ersouvikkar@gmail.com

S. Das
e-mail: santanu.das@ee.jgec.ac.in

© Springer Nature Singapore Pte Ltd. 2019
U. Biswas et al. (eds.), Advances in Computer, Communication and Control, Lecture
Notes in Networks and Systems 41, https://doi.org/10.1007/978-981-13-3122-0_28

297

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-3122-0_28&domain=pdf
mailto:ersouvikkar@gmail.com
mailto:santanu.das@ee.jgec.ac.in
https://doi.org/10.1007/978-981-13-3122-0_28


298 S. Rakshit et al.

street lights continue to glow, thereby wasting a huge proportion of energy on daily
basis, which could otherwise be implemented for suitable purposes.

Ahuge amount of electricity canbe conserved if a low-cost solution to this problem
can be achieved. Specifically, the wire-based system has a huge maintenance cost.
Also, it is not much fault tolerant. Thus, designing a low-cost solution to this problem
can be of immense help to many countries, especially the developing countries that
cannot afford to waste electricity.

Previous attempts to solve the problem of automatic switching off of street lights
include the works of Wu et al. [4], where the authors used an array of sensors to
sense the prevailing conditions on the road to determine if the light is to be switched
on or off. Wazed et al. [5] developed a scheme to automatically control the street
lights based on the light intensity of the surroundings. This scheme used a light-
dependent resistor to determine the presence of light. Amin et al. [6] designed a
scheme to control street light based on parameters like surrounding temperature,
fog, carbon emissions and noise intensities and suggest corrective measures. Husin
et al. [7] proposed a model using microcontroller, light sensor, rain sensor, laser
sensor and a set of the light emitting diode (LED) module. Here, it was reported that
77–81% reduction in power consumption was achieved using this. Infrared sensors
and LDR were used by Parkash et al. [8] to detect the presence of vehicles and then
intelligently control the switching of the light.

In the presented work, an automatically controlled street light system has been
proposed. The main objective of the system is to provide wireless control between
the Arduino processor-based controller and the nearby street lights. A pair of piezo-
electric transducers interfaced with Arduino processor has been used to detect the
direction of the motion of vehicles and pedestrians on the road [9, 10]. After sens-
ing the movement, switching operations of the nearby LED-based street lights have
been controlled wirelessly by the Arduino processor [11] which concurrently senses
signal level coming from the output of an LDR interfaced with same Arduino pro-
cessor. Therefore, the street lights will be turned on by the Arduino only when the
surrounding light is low.

2 Objective

The main objective of this system is to provide wireless control between the Arduino
processor and the street lights. Thus, there will be very low maintenance cost in the
system. A pair of piezoelectric transducers will detect the direction of the motion
of vehicles and pedestrians on the road and send it to the Arduino processor. The
switching of the Arduino is controlled by the LDR. So, the LED is turned on by the
Arduino only when the surrounding light is low. Thus, the system can be made fully
automatic. The reliability of the system will increase, while its cost will decrease
from the previously used systems.
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Table 1 Legend for Fig. 1 Label Description

L1 to L9 LED lights (used to show individual street lights)

M1 to M9 Arduino pro mini processors

P1 to P4 Piezoelectric sensors

A1 and A2 Arduino uno processors

3 Scope of the Work

In this system,we switch on the LEDs usingwireless signal from thewirelessmodule
of the Arduino processor. Here, the processor A1 can control L1 to L9, whereas the
processor A2 can control LEDs L7 to L16. LEDs L7 to L9 can be controlled by
both the processors. Thus, we use frequencies that adhere to this condition and work
within the range of the wireless module.

Let us consider a vehiclemoving through this.Wheneverwefind thepressure value
obtained by any one of the piezoelectric sensors crosses a predefined threshold, we
switch on three lights in its neighbourhood (both left and right) for 30 s each. When
the vehicle goes past the sensor, the lamps are automatically switched off. The same
process continues for the next Arduino processors.

In this system, A1 is connected with piezoelectric sensors P1 and P2. Also, it
has the ability to communicate with the Arduino Pro Mini modules M1–M6. Each
Arduino Pro Mini processor has an LED attached to it, which it controls. P1 and
P2 are used to detect the presence and the direction of vehicles/pedestrians. This is
then sent to A1, which sends the appropriate signal to the corresponding Mini Pro
processor, which in turn controls the LED. Thus, the entire system is wireless. Here,
A1 is able to control M1 to M6, which in turn controls L1 to L6. Also, A2 controls
M4 to M9, which in turn controls L4 to L9 (Table1).

4 Development Scheme

4.1 Detection of Objects

The presence of vehicles/pedestrians is detected bymeans of the piezoelectric sensor,
which is connected in parallel with a resistor to increase its sensitivity. Thus, it is
said to be in ONmode when the pressure sensed by it crosses a predefined threshold,
or else, it is said to be in OFF mode.

4.2 Detection of Direction

Using a pair of piezoelectric sensors, the direction of the vehicle can be detected.
The direction is determined by the following rules:
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Fig. 1 Development scheme

• P1 is in ONmode and P2 is in OFFmode: This means that the vehicle is moving
from P1 to P2. Thus, L4, L5 and L6 are switched ON for some predefined amount
of time.

• P2 is in ONmode and P1 is in OFFmode: This means that the vehicle is moving
from P2 to P1. Thus, L3, L2 and L1 are switched ON for some predefined amount
of time.

• P2 is ON within a very small amount of time after P1 is ON: This means that
vehicles from both the directions are approaching. Hence, L1 to L6 are all switched
ON.

• P1 is ON within a very small amount of time after P2 is ON: This means that
vehicles from both the directions are approaching. Hence, L1 to L6 are all switched
ON.

Thus, it is evident that the direction of vehicle can be detected and accordingly,
lights are turned on.

4.3 Communication Between the Processors

Communication between the A1 or A2 with the Pro Mini processors is made by
means of HC 12 modules. HC 12 modules are long-range wireless communication
modules that are commonly used for wireless communication. However, it is not
possible to select a specific HC 12 module amongst a lot of them. Hence, A1 sends
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Fig. 2 Circuit diagram

an OPCODE to all Mini Pro processors. This OPCODE contains two information:
The target processor and the action to be performed (ON or OFF). The Mini Pro
device, after getting the information, decodes it and if it is the target device, then it
proceeds to perform the specified action.

4.4 Circuit Diagram

Figure2 shows the circuit diagramemployed to control the lights and the piezoelectric
sensors through Arduino processors. Here, although an Arduino Uno has been used
to show the output circuit, in reality, an Arduino Mini Pro will be used to reduce the
cost as well as the size of the setup.

4.5 Duration of Illumination of Lights

In our proposed model, once a light is switched ON, we keep it in the same state for
an arbitrarily long amount of time, which is 30 s in this case. This time duration can
be changed according to actual requirement. During this, time if any more object is
detected, it extends the time of illumination by the specified amount of time. This
is done to avoid frequent switching ON or OFF of the light. Thus, the lights are
protected against possible failures.
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5 Implementation

This proposed system can be implemented by making an arrangement which auto-
matically supplies power to the Arduino processor when needed. This can be done
by using an array of piezoelectric transducers on the road which generates electri-
cal power from the pressure applied by vehicles. Further, this electrical power can
be stored in a battery through capacitor. The system can be checked by making a
database of the whole smart light system and checking after some small time inter-
val through local IP addresses whether the lights are functioning correctly or not.
Further, CCTV cameras can be added on the light pole which also gives a live view
of the area for security and monitoring purposes.

Some of the photographs showing the work of a prototype of the final model can
be seen in Fig. 3.

Algorithm 1 Algorithm for Sender
1: function setup
2: Set port number of Piezoelectric sensors
3: Start HC 12 module
4: end function
5: function loop
6: p1 ← ReadPiezo()
7: p2 ← ReadPiezo()
8: Check direction according to section 4.2
9: Send information to the HC 12 according to section 4.3
10: end function

Algorithm 2 Algorithm for Receiver
1: function setup
2: Set port number of LEDs
3: Start HC 12 module
4: end function
5: function loop
6: while True do
7: Read data from HC 12
8: if Data is present in HC 12 then
9: Read data
10: Decode data to separate the target device and action
11: Perform action on the target device
12: end if
13: end while
14: end function
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(a) Single car towards left (b) Single car towards right

(c) Both cars towards left (d) Both cars in opposite 
directions

Fig. 3 Various states of the model

The algorithm for the sender and receiver has been outlined in Algorithms 1 and
2, respectively. Here, the Arduino Uno has been considered as the sender, while the
Arduino Mini Pro has been considered as the receiver device.
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6 Conclusion

From the proposed system, the developing countries can be more efficient with their
electrical energy as well as the maintenance cost of power lines for street lights. It
also reduces the manual work to zero. Automatic smart light system is a very user-
friendly approach, and the usage of this smart light system will help in saving large
amount of power in the world.

7 Future Scope

This system can be further enhanced using it to count the number of cars travel-
ling through a particular road in real time. This will help the traffic authorities in
understanding the current traffic condition and deploying personnel and resources
to handle the situation accordingly. Also, the communication between the Arduino
processors and the HC 12 modules can be made encrypted for enhanced security.
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Comparison of Power Penalty Due
to Component, SRS, and FWM Crosstalk
in a WDM Receiver

P. P. Mukherjee, Santu Sarkar and Nikhil R. Das

Abstract A comparative study on power penalty due to component, SRS, and FWM
crosstalk in aWDMreceiver is presented in this paper. The relevance of such crosstalk
phenomena is analyzed depending upon various parameters and domains of opera-
tion. Power penalty is examined as a function of the number of interfering channels
to compare the receiver performance in the presence of mentioned crosstalk.

Keywords Wavelength-division multiplexing · Component crosstalk
SRS crosstalk · FWM crosstalk · Power penalty and bit error rate

1 Introduction

The developments of Wavelength-Division Multiplexing (WDM) systems offer effi-
cient use and increment of the global capacity per single fiber. However, the perfor-
mance of such systems suffers significantly due to a phenomenon called crosstalk,
and bit error rate (BER) of the system [1–3] increases. In this paper, we have studied
the performance of an opticalWDM system in the presence of three crosstalk scenar-
ios, component, StimulatedRamanScattering (SRS), and Four-WaveMixing (FWM)
crosstalk in terms of power penalty which is a significant parameter. A comparative
study on power penalty is carried out to quantify the impact of these three types of
crosstalk. Component crosstalk is a linear crosstalk and occurs when a desired signal
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and crosstalk have the same nominal frequencies [3]. SRS and FWM crosstalk are
nonlinear crosstalk and occur due to the nonlinearity of optical fiber for large power
[4–6]. Nonlinearity in the form of nonlinear inelastic scattering processes gives rise
to SRS crosstalk, while the nonlinear variations of the refractive index give rise to
FWM crosstalk [6].

2 Calculation of Power Penalty

In optical transmitter, electrical current is converted to optical power and in optical
receiver (photodetector output) optical power is converted to electrical current. Due
to crosstalk, the BER increases because the signal-to-noise ratio (including crosstalk)
increases. So to take the BER to the previous value without any crosstalk, the signal
power should be increased to increase the signal-to-noise ratio. It means more power
is to be sacrificed at the input. This is termed as power penalty. So, the Power Penalty
(PP) is found by comparing the photocurrents at the receiver that produces the same
BER with and without crosstalk. The responsivity, �, of the receiver is the constant
of proportionality between the received optical power level and the current. If Ps|NC

and Is|NC are the power and current, respectively, without crosstalk and Ps, Is are
the power and current, respectively, with crosstalk, the responsivity, �, can then be
represented by [1]

� � Is|NC
Ps|NC

� Is
Ps

(1)

Initially, we assume only thermal noise is present and there is no crosstalk in the
system. In this case, the error probability can be written as

Pe � 1

2
erfc

[
Is|NC

2
√
2σth

]
(2)

where σ th is the variance of thermal noise. When a particular crosstalk is present in
the system, we calculate the error probability in the presence of that crosstalk which
includes the photocurrent Is. Then, power penalty in dB can be written as [1–3]

PP � 10 log10

(
Ps

Ps|NC

)
� 10 log10

(
Is

Is|NC

)
(3)

Thus, the ratio of the powers (currents) with and without crosstalk is to be known
to calculate the power penalty at a particular BER.

The expressions for power penalties due to these three types of crosstalk are given
in [3, 4], and [6] through Eqs. (20), (13), and (21), respectively.
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Fig. 1 a Power penalty versus number of channels for different crosstalks (component, SRS, and
FWM), assuming SNR�12 dB. b BER versus channel number for different crosstalks assuming
SNR�12 dB
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3 Results and Discussion

Using the equations given in [3, 4, 6], power penalty is plotted as a function of the
number of interfering channels in Fig. 1a to compare the receiver performance in
the presence of these crosstalks. The plot is shown for a fixed SNR of 12 dB. The
figure shows that, in general, the power penalty increases as the number of channel
increases. It results from the increase in BER with the increase in N as in Fig. 1b.

For FWM crosstalk, power penalty is low for small N but increases rapidly to
become very high for large N , while for the other two types of crosstalk, the rate of
increase is comparatively much slow. If worked with fewer channels, the limiting
factor for power penalty is due to component crosstalk. So to reduce the power
penalty in a coarseWDM system, component crosstalk should beminimized, i.e., the
performance of network element should be improved. The power penalties calculated
for different number of channels are summarized in Table 1. The data are shown for
two different values of the signal-to-noise ratio. It appears from the table that as
the number of channels increases, power penalty increases for all crosstalk. In the
case of SRS crosstalk, the rate of increment is low and for FWM crosstalk, it is the
maximum.

Table 1 Power penalty in
presence of different
interfering channels at fixed
SNR

SNR (dB) N Power penalty (dB)

Component SRS FWM

10 1 2.138 – –

2 2.428 0.0208 –

3 2.598 0.0624 3.7156

4 2.628 0.1249 5.6086

5 2.828 0.2082 6.6992

6 3.068 0.3123 7.5047

7 3.208 0.4373 8.1619

8 3.288 0.5831 8.7254

9 3.348 0.7496 9.2226

10 3.408 0.9371 9.6695

12 1 – – –

2 4.108 0.0329 –

3 4.428 0.0989 1.4755

4 4.728 0.1978 3.8562

5 4.998 0.3297 5.3009

6 5.038 0.4945 6.3713

7 5.168 0.6924 7.2314

8 5.328 0.9232 7.9531

9 5.448 1.1869 8.5757

10 5.508 1.4837 9.1233
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4 Conclusion

From the comparative analysis, it is evident that power penalty increases significantly
as a number of interfering channels are increased. This increment is more visible in
case of FWMcrosstalk, whereas in case of SRS crosstalk power penalty is minimum.
As SNR is increased, power penalty due to component and SRS crosstalk is enhanced
andFWMcrosstalk shows less power penaltywith increasedSNR.While less number
of interferers are present (i.e., coarseWDMsystem), component crosstalk contributes
mostly to power penalty and thus should be monitored.
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Normalized Uplink Bandwidth
Scheduling Algorithm for WiMAX
Networks

Deepa Naik, Santosh Dora, Nikita and Tanmay De

Abstract WiMAX networks can provide scalable cost-efficient universal broad-
band connectivity to end users. InWiMAX network, medium access control protocol
schedules the bandwidth allocation to different traffic classes. To achieve quality of
service requirements while scheduling the bandwidth, well-organized and reliable
scheduling algorithms are needed. The existing algorithms are extracted from oper-
ating systems job scheduling algorithms, which are not suitable to fulfill the band-
width requirements of WiMAX network. In this work, we have focused on uplink
bandwidth scheduling algorithms. The proposed algorithms and existing algorithms
are compared with respect to network throughput. Simulation results show that the
proposed algorithms maximize network throughput.

Keywords BE (Best effort), nRTPS (non-real-time polling service)
QoS (Quality of service) · RTPS (Real-time polling service)
SINR (Signal-to-noise ratio), UGS (unsolicited grant service)
WiMAX (Worldwide interoperability for microwave access network)

1 Introduction

WiMAX is the promising candidate for future generation networks providing uni-
versal net connectivity. The growth of mobile users and their excessive bandwidth
demands with broadband wireless connectivity are the key drivers for the emergence
of such technology.Many telecommunication industries deployedWiMAXnetworks
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to meet the consumer’s demands.WiMAX follows IEEE 802.16 standard. The band-
width scheduling for different classes of traffic for WiMAX still needs innovative
algorithms. The base station can offer 3–5 miles wireless connectivity at the rate
of 70 Mbps (assuming line of sight transmission) [1, 2]. Operators manage such
networks either by point-to-multi-point (PMP) mode or in mesh mode. Subscriber
stations communicate directly with each other and also with base stations in Mesh
mode [3], whereas in point-to-multi-point mode, subscriber stations communicate
only with base station. The base station is responsible for providing the QoS to each
of its subscribing stations. The relay stations enhance coverage area of the network.

In this paper, we have proposed algorithms for centralized uplink bandwidth
scheduling using the priority-based normalized bandwidth scheduling (PBNB) and
priority-based fixed bandwidth scheduling (PBFB) algorithms.

2 Previous Work

Many scheduling algorithms have been proposed for downlink scheduling. They
are traditional and dynamic scheduling. Traditional scheduler in [4] is hired from
operating system scheduling technique. Here, subscribers are allotted equal network
resources without any priority. However, this method of bandwidth scheduling is not
suitable for WiMAX networks, where the traffic demands of varying size arrive in
random fashion. The authors Sagar et al. in [5] proposed the Weight Round Robin
(WRR) for scheduling the bandwidth to each queue. Queue weight determines band-
width allocated to it. The main drawback of the WRR is that when the traffic of
different classes has different packet sizes, this algorithm will not produce accurate
bandwidth allocation. The authors Fathi et al. in [6] proposed joint scheduling and
Call Admission Control (CAC) technique or scheduling packets. The proposed algo-
rithm dynamically takes the decision to accept the requests depending on the network
load to provideQOS to the users improving network performance. TheEarliest Dead-
line First (EDF) algorithm has also been analytically analyzed which have further
proven these performance characteristics [7]. The EDF algorithm has been declared
to be suited for connections with guaranteed bandwidth requirements. In this algo-
rithm, each packet is assigned a deadline. The scheduler serves packets in the order
of their respective deadlines. The packet with the minimum (i.e., earliest) deadline
will be served first. Thus, EDF scheduling tends to give preference to connections
with real-time needs. However, it does not provide any form of protection against the
dominance of greedy connections, which always set the deadline closer to the arrival
time. The server is only able to guarantee that the packet with a smaller deadline will
have a higher priority and will be served at the earliest possible time. The authors
Yadav et al. in [8] done survey on different scheduling algorithms proposed in recent
years. There is no standard algorithm, proposed for WiMAX networks. So it is still
open research problem to develop an efficient and robust scheduling algorithm.
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3 Problem Formulation

We consider a base station denoted as BS. The M represents the number of relay
stations denoted as ss1, ss2, . . . , ssM . Given a network represented by a directed
connected graph G (V, E), where V are wireless stations/nodes and E are the bidi-
rectional wireless links (edges) between the base station and subscriber station. The
subscriber stations are assumed to be in the range of base station.C is the link capacity
between base station and relay station. The base station allocates network resource
to relay stations. The connection requests for all class of traffic are represented by
notation (S, D, B, PT , SI N R, GT , DT ), where S, D, B, PT , SI N R, GT , and DT
represent the source node, destination node, bandwidth demanded, type of the traffic
class, signal-to-noise ratio of the request generated, generated time of the requests,
and deadline associated with the request, respectively. The main problem is to assign
the bandwidth to different classes of traffic depending on the priority bases without
degradation of QoS (in term of deadline) associated with each class of traffic.

We have proposed two algorithms, namely, Priority-Based Normalized Band-
width scheduling algorithm (PBNB) andPriority-Based FixedBandwidth scheduling
(PBFB), by considering the varying traffic demand of individual user.

Objective:Maximizing the network throughput at the same time satisfying quality
of service to each class of traffic requirement is the objective functionwhich is further
defined as follows:

Ri =
Mss

i∑

K=1

Bk,i (1)

Maximize
N∑

i=1

Ri ∗ p (2)

p =
{
1, ifRi is established.

0, otherwise.
Subjected to:
BS to RS constraints

∑

∀nεBS

wMn = γM where ∀Mεss (3)

One RS is connected to only one BS.

wMn ≤ αl where ∀Mεss lεBS (4)

Confirms establishment of the base station to relay station connection.
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n∑

i=1

Tss × β ≤ T (5)

β =
{
1, if ss used time slot Tss and associated with BS.

0, otherwise.
Tss is the allotted time slots to each subscriber station/user. Equation5 ensures

that the number of time slots allocated to each subscriber station is less than or equal
to the total number of time slot (T) available with base station BS.

Assumptions:
We use the following assumptions in this work.

• Traffic demands are known a priory.
• The total number of traffic is Ri = N .
• The Ri , where Mss

i is the number of subscriber station(M)/user, includes the traffic
class i in the network. Bk,i bandwidth request of kth subscriber/user with traffic
class belongs to i th class of traffic.

• wMn = 1 if the relay station M associated with base station n, Mεss and jεBS; 0
otherwise.

• αl =1 if the BS is installed at site l, lεBS; 0 otherwise.
• γm=1 if the relay station is installed at site m, mεss; 0 otherwise.

Constraints:

1. In the network, every relay station will be attached to a fixed base station and
routing and resource allocation will be controlled via base stations in WiMAX
network in a centralized manner.

2. The base station can generate a fixed size frame after fixed interval of time.
3. No two relay stations can route/allocate bandwidth among them independently.

4 Proposed Approach

In this section, we elaborate on scheduling services suitable forQoS ofWiMAX.This
network supports five types of the traffic service, namely, Unsolicited Grant Service
(UGS), Real-Time Polling Service (RTPS), Extended Real-Time Polling Service
(ERTPS), Non- Real-Time Polling Service (NRTPS), and Best Effort (BE). In the
centralized bandwidth scheduling, base station assigns the bandwidth to different
traffic classes. Priority queues in base stations are of five types: UGS, ERTPS, RTPS,
nRTPS, and BE. The arriving requests are stored in their respective priority queues.
The scheduler function is called to schedule the requests of base station. This type
of scheduling is known as grant per connection (GPC).

The steps involved in our proposed algorithm are given below.

• We have assumed that all the subscribers are under the communication range of
base station. The connection requests are uplink from subscriber to base stations.
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The function generateRequest() is used to generate the request and store in traffic
matrix T.

• To estimate the channel condition of the subscriber, we have used the SINR of
every request generated and this parameter is updated periodically.

• These connection requests are uplink from subscriber to base stations. Each request
is associated with four parameters, namely, bandwidth demanded, priority of each
class, deadline, and SINR.

• Depending upon these parameters, a total score is calculated (using the function
updateT otalscore). On the basis of this total score, the requests are sorted in
descending order.

• Initially, the packets are stored in temporary queue for scheduling. The function
updateT otalscore() keeps on updating depending on the system time. The pack-
ets which are about to expire the deadline are served according to the total score
associated with each class of traffic. The deadline of every packet is related to
the current system time and time at which the packet arrived into the queue, the
waiting time is constantly updated over a period of time.

• The time to expire is computed as the difference between the request generation
time and waiting time associated with each request using the function calculate-
WaitTime().

• The remaining requests are served in the next round (next slot of bandwidth allo-
cation), only if the deadline is not attained and has enough bandwidth to serve the
requests of particular class of traffic.

• The function allocateBandwidth() is used to allocate the bandwidth to traffic
demands.

• The status of the available bandwidth and traffic matrix are updated depending on
the request served.

• When higher priority traffic flows are not there, the reserved bandwidth is trans-
ferred to the lower class traffic, using the fixed bandwidth sharing approach using
the function. The residual bandwidth is returned from each class of trafficResidual
bandwidth().

• Finally, this process is repeated until the simulation time is over.

In our algorithm (PBNB), we have normalized the bandwidth allocated to each
class of traffic. And in (PBFB) algorithm, bandwidth allocated to each class of traffic
is fixed. PBFB works similar to PBNB; only difference is in the bandwidth sharing
method. If the base station has 100% of bandwidth, the UGS class reserved 30% of
the bandwidth out of total bandwidth and the remaining class is traffic assigned 25,
15, 20, and 10% of the total bandwidth.

For example, PBNB approach divided the base station bandwidth among all
classes according to their priority value (5, 4, 3, 2, 1). The normalized priority weight
is 15. The weights are assigned to various traffic classes, which has the impact on
amount of bandwidth assigned to each traffic class.

BW Allocugs = 5/15 ∗ B, BW Allocrtps = 4/15 ∗ B, BW Allocnrtps = 3/15 ∗ B

BW Allocertps = 2/15 ∗ B, BW AllocBE = 1/15 ∗ B.
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For example, PBFB approach divided the base station bandwidth among theUGS,
ERTPS, RTPS, and NRTPS and BE traffic classes accordingly in the fixed manner,
which has the impact of higher priority traffic getting in place of on more amount of
bandwidth assigned to serve the requests.

BW Allocugs = 30/100 ∗ B, BW Allocrtps = 25/100 ∗ B, BW Allocnrtps = 15/100 ∗ B

BW Allocertps = 20/100 ∗ B, BW AllocBE = 10/100 ∗ B.

After every 0.5 s, the base station collects the bandwidth request from each relay
station. The requests, which are not served in the previous frame period, are con-
sidered in the next frame without violating the deadline associated with each traffic
request to ensure the QoS of WiMAX standard.

Function updateTotalScore(SINR,PT,B,GT)
Input : Tsd : A Traffic matrix of Unicast requests, where T=[s, d, B, SI N R, PT,GT, DT ]

with channel capacity C
Output: Return the score associated with the individual requests

1 It updates the value of totalScore of the request as the wait time or the age of the request is
changing with time

2 WT = calculateWaitTime(GT); /*The age of the request */
3 sum = SI N R + WT + PT ;
4 w1 = SI N R/sum;
5 w2 = B/sum;
6 w3 = WT/sum;
7 w4 = 1 − (w1 + w2 + w3);
8 totalScore = w1 ∗ SI N R +w2 ∗ B + w3 ∗ WT + w4 ∗ PT ;

/ ∗ Normali zedtotalScore ∗ / return (totalScore);

9 end

Function calculateWaitTime(GT)
Input : Tsd : Request generation time GT
Output: Waiting time of the request generated

1 It updates wait Time, to calculate age of the request. Which is updated with time.
2 CT = calculatecurrentsystemtime(CST )

3 WT = GT − CST /* difference between GT and current system time */
4 return(WT);

5 end

Example 1 We have considered one base station connected to relay station as
depicted in Fig. 1. There is just one base station and a number of relay stations
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Function Residual bandwidth(RB)
Input : Tsd : Request generation time GT
Output: Returns the residual bandwidth, which is not utilized by a particular class of traffic

1 B = topmost bandwidth request ;
2 if(B ≤ reservedbandwidth)

3 B = RB − B/* Assign the request available bandwidth/
4 if((B >= reservedbandwidth)

5 Discard the Request.
6 return(RB)

7 end

Algorithm 1: Priority Based Normalized bandwidth scheduling algorithm
(PBNB)
Input : Tsd : A Traffic matrix of requests, where Tsd=[s, d, B, PT,GT, DT ] with a

channel capacity C
Output: Throughput the of given network

1 At a unit-time, generate requests at each subscriber station.
2 Call to genertateRequest(subscirber station)/*Number of requests generated depends on
poisson distribution.*/

3 The request generated contains source,destination, deadline, priori t ytype ,
bandwidthr equired ,requestgenerationt ime all these fields information.

4 Separate all the requests R, as per their traffic class in different priority queues like ugs, rtps,
nrtps, ertps, be.

5 Reserve the normalized bandwidth according to priority from the available bandwidth to
each class of traffic.

6 Call to allocateBandwidth();
7 There are four different priority queues ugs,rtps,nrtps,be for storing requests. This is as per
the priority of totalScore of the requests.

8 Select requests from different priority queues (ugs,rtps,nrtps,be) and store them in serving
Queue to serve them. Requests will be stored in the order of their totalScore.

9 Now, start serving the request. After a fixed time, again new requests will be generated.
10 Requests which are unserved will be stored in the queue to get served in the next serving

time. If a request’s deadline gets over,then the request is discarded from the serving queue.
11 Store the requests which has been discarded in unserved queue.
12 Repeat the step 1 until the simulation time is over.
13 Calculate the bandwidth blocking probability, total request served and total request

generated in each class.

14 end

are connected to the base station. We have currently four requests for each class with
bandwidth demand in kilobytes. The traffic patterns are depicted in Table 1. The
working principle of our proposed algorithm is shown in Tables2, 3, 4, 5, 6, 7, 8, and
9. We use the following example to explain our algorithm. We have set the frame
size as 2048 KBps (Kilobytes per second) and frame duration as 0.5 s. Initially, the
requests R0, R1, R2, R3, and R4 are generated. The requests are sorted according
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Algorithm 2: generateRequest(source)
Input : Tsd : A Traffic matrix of requests, where where Tsd=[s, d, B, SI N R, PT,GT, DT ]
Output: Generate the requests from all the subscriber stations of given network

1 s = source /*The station where request start */
2 d = generatearandomdestination
3 GT = currentT ime/* Time of request generated to calculate age */
4 B = allocateBandwidth();/required Bandwidth to the request */
5 SI N R = allocateSinr();generates random value of SINR */
6 DT = assignDeadline(); /* Deadline of the request */
7 PT = assignT ype() /* Type like UGS,RTPS,BE */
totalScore = updateT otalScore(SI N R, B, T,GT, DT ); /* total Score by normalization
of all the parameters */

8 end

Fig. 1 Scheduler for uplink
at base station

Table 1 At 5 unit time, new
requests R1, R2, R3, R4 are
generated

R B Deadline SINR PT Totalscore

R1 1024 8 1.024 UGS 97.2

R2 512 9 5.12 RTPS 248.9

R3 256 3 9.2 BE 373.3

R4 1024 12 1.024 NRTPS 91.5

Table 2 At 5 unit time,
requests R1, R2, R3 are in
serving queue

R B Deadline SINR PT Totalscore

R3 256 3 9.2 BE 373.3

R2 512 9 5.12 RTPS 248.9

R1 1024 8 1.024 UGS 97.2

Table 3 Request R4 is in
waiting queue

R B Deadline SINR PT Totalscore

R4 1024 12 1.024 NRTPS 91.5

to their total score. The request with the good channel condition, priority, data rate,
and deadline are served first. To overcome the starvation of traffic request, we have
normalized the bandwidth scheduling to each class of traffic.
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Table 4 At next 5 unit, new
requests R5, R6, R7, R8 are
generated

R B Deadline SINR PT Totalscore

R5 1024 8 3.024 UGS 200.9

R6 512 9 1.12 RTPS 122.9

R7 1024 7 9.2 BE 143.3

R8 1024 12 5.024 UGS 65

Table 5 Requests R5, R6,
R7 are in serving queue

R B Deadline SINR PT Totalscore

R5 1024 8 3.024 UGS 200.9

R6 512 9 5.12 RTPS 122.9

R7 1024 7 9.2 BE 143.3

Table 6 Requests R4, R8 are
in waiting queue

R B Deadline SINR PT Totalscore

R4 1024 12 1.024 NRTPS 91.5

R8 1024 12 5.024 UGS 65

Table 7 At the next 5 unit
time, new requests R9, R10
are generated

R B Deadline SINR PT Totalscore

R9 1024 11 5.024 UGS 91

R10 256 6 9.2 BE 1403

Table 8 Requests R8, R10,
R9 are in serving queue

R B Deadline SINR PT Totalscore

R10 256 6 9.2 BE 1403

R8 1024 12 5.024 UGS 120

R9 1024 11 5.024 UGS 91

Table 9 Request R4 is
discarded due to the deadline
associated with the request

R B Deadline SINR PT Totalscore

R4 1024 12 5.024 UGS 1221

5 Analysis of Result

In this section,we have analysed the performance of our proposed algorithms through
simulation. The simulation is performed using c++ coding. Traffic requests for dif-
ferent classes are varied and simulation results observed. In a WiMAX network, the
channel capacity is assumed to be 10MHz and the frame duration is assumed to
be 5ms and we have considered the uplink scheduling. The deadlines for requests
are generated randomly. Performance of each class of traffic is evaluated by varying
loads.

The proposed algorithms are compared with the existing First Come First Serve
(FCFS) scheduling algorithm. To measure the performance of our proposed algo-
rithms, we have considered network throughput and the total number of requests
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served for each class and the cost associated to serve the requests as the performance
parameters. The cost is associated with the number of requests served for each class
of traffic. We have considered the cost in terms of units. The cost computed to serve
the request is given in Eq. (6).

CF =
N∑

i=1

BSC/Ri +
m∑

i=1

T R ∗ Ri × FR + PT ∗ Noof requests (6)

The notation used to represent the cost function CF is given below. We have consid-
ered the cost in terms of units. The BSC is associated with the base station cost. The
base station cost is assumed to be 150 units, where T R represents the transceivers
cost. The cost is assumed to be 80 units and FR represents the number of frames
consumed to serve the requests. The cost associated with the FR depends upon the
number of iterations required to complete the request. The PT is the priority associ-
ated with the requests and number of request served that belongs to the priority type
PT . The cost associated with each priority class is given by 10, 9, 8, 7 and 6 units.

Figure2 demonstrates the results of both the algorithms compared with the exist-
ing algorithmFCFS. They show the relationship between the total number of requests
demanded and total number of requests served in UGS class of traffic. The priority-
basedfixed bandwidth algorithm is showing better performance as compared to FCFS
and PBNS algorithms. InUGS traffic class, the requests are generated beyond 30; it is
observed that the PBFB showing better performance compared to PBNB algorithm.
The UGS class shows better performance for the fixed bandwidth allocation scheme
as compared to normalized bandwidth allocation scheme.

Figures3, 4 and 5 depict the relationship between the total requests demanded
and total number requests served in ERTPS, NRTPS, and BE classes. The PBNB
performed better than the PBFB and FCFS algorithms in these classes.

Figure6 demonstrates the relationship between the total bandwidth demanded and
total bandwidth served in UGS class of traffic. The priority-based fixed bandwidth
algorithm is showingbetter performance as compared toFCFSandPBNBalgorithms.

Figures7, 8, and 9 show the results of both the algorithms comparedwith the exist-
ing algorithm FCFS. They demonstrate the relationship between the total bandwidth
demanded and total bandwidth served in NRTPS, ERTPS, and be class of traffic. The
priority-based fixed bandwidth algorithm and priority-based normalized bandwidth
algorithm are showing better performance in NRTPS, ERTPS, and BE as compared
to FCFS algorithm.

In Figure 10, we have estimated the cost of serving the request in each algorithm.
The results demonstrate the relationship between the total bandwidth demanded and
total bandwidth served and the total cost of serving the requests. The priority-based
normalized bandwidth algorithm costs more than the priority-based fixed bandwidth
and FCFS algorithm as it consumes more network resources to serve maximum
number of requests (Fig. 11).
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Fig. 2 Relationship of total
number of requests
demanded and total number
of requests served in UGS
class
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Fig. 3 Relationship of total
number of requests
demanded and total number
of requests served in ERTPS
class

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 10  20  30  40  50  60  70  80  90  100

T
ot

al
 r

eq
ue

st
 s

er
ve

d

 Total request generated

PBFB
PBNB
FCFS

Fig. 4 Relationship of total
number of requests
demanded and total number
of requests served in NRTPS
class
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Fig. 5 Relationship of total
number of requests
demanded and total number
of requests served in BE
class
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Fig. 6 Relationship of
throughput and the total
bandwidth request generated
in UGS class
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Fig. 7 Relationship of
throughput and the total
number of requests
generated in NRTPS class
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Fig. 8 Relationship of total
bandwidth Demanded and
the total request generated in
ERTPS class
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Fig. 9 Relationship of
throughput and total requests
generated in RTPS class
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Fig. 10 Relationship of total
bandwidth demanded and the
total requests generated in
BE class

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 10  20  30  40  50  60  70  80  90  100

T
hr

ou
gh

tp
ut

 Total request generated

PBFB
PBNB
FCFS



324 D. Naik et al.

Fig. 11 Relationship of cost, total bandwidth demanded, and the total bandwidth served in all class

6 Conclusion

We have proposed bandwidth scheduler for different traffic class subscribers using
grant per connection method. Objective is to increase throughput of all the traffic
classes. To resolve the bandwidth sharing problem, we have proposed the two algo-
rithms, namely, Priority-Based Fixed Bandwidth (PBFB) and Priority-Based Nor-
malized Bandwidth (PBNB) algorithms and compared with First Come First Serve
(FCFS) algorithm. The proposed algorithms perform better compared to FCFS algo-
rithm. The bandwidth scheduling algorithms for optical to WiMAX communication
using traffic grooming technique will be incorporated in future studies.
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Analysis of Suicides in India—A Study
Using the Techniques of Big Data

Shruti Pradhan, Divyansh, Manjusha Pandey and Siddharth S. Rautaray

Abstract The idea behind this study is discovering and presenting the prime factors
that affect numbers of suicides in India from the year 2001 to 2012. The features
in the study refer primarily to the part of the population which are affected most by
suicides. Here, we explore the various profiles of the population and how the profile
of an individual is contributing to his/her suicidal behavior. The rate of suicides in
India has been increasing since the last decade and only a negligible percentage of
decline in the same has been observed. The study reflects suicide as a massive social
problem and thus, effective interventions for suicide prevention need to be developed
at the earliest. This study employs the use of techniques of data analytics to find and
analyze the trends in suicides. Data analytics delivers a rich insight from multiple
sources and transactions, to uncover hidden patterns and relationships.

Index terms Suicides in India · Big data · Suicide analysis · Suicide prevention
Big data analytics

1 Introduction

It has been observed that suicide is the third leading cause of death amidst the people
globally. According to the WHO data, every year, roughly one million people die
from suicide and 20 times added people attempt suicide, a global mortality rate of
16 per 100,000, or one death every 40 s, and one attempt every 3 s, on average. India
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stands 43rd in declining scale of rates of suicide with a rate of 10.9 per 100,000
population recorded in 2009. Most suicide victims are aged between 18 and 45,
which is the most productive age group in society. A developing country like India
is crippled in its able workforce from a largely preventable problem.

Data on suicide in India is prepared from the National Crime Records Bureau
(NCRB; Ministry of Home Affairs). The rate of suicide exhibited a declining course
from1999 to 2002 and amixed trendduring2003–2006, supported by agrowing trend
from 2006 to 2010. Throughout 2009, the rate was 10.9 per 100,000 populations.
This drew a 1.7% increase in suicides since 2008. In the most up-to-date NCRB
report, the rate in 2010 progressed to 11.4 per 100,000 populations, an inflation of
5.9% in numbers of suicides. India has a comparable suicide rate to Australia and
USA and with growing rates during recent decades.

Developed countries like TheUnited States of America andGermany have several
suicide prevention centers and other necessary bodies to prevent suicides, whereas
India, on the other hand, has no national plan for suicide prevention apart from a few
NGOs who are currently working on the problem. It is often observed that required
attention to those who have tried suicide is dismissed by hospitals and doctors citing
legal hassles. This is one of the major issues that the country is facing and is being
neglected at the highest level.

In this study, we shall be analyzing suicides under five different categorizations:
Causes, Means Adopted, Profession, Social Status (or Marital Status), and Educa-
tional Status. Each of these categorizations will be further analyzed under more
statistical domains like State, Gender, and Year for a particular suicide. This will
enable us to identify the most prominent causes that drive people to commit sui-
cides, including the most common ways of committing suicide, the correlation of the
level of education, profession, and marital status with the risk of suicidal thoughts.
Using Big Data technologies will allow us to produce and propagate accurate results
and visualizations of the data at hand connected to suicides, and more reliable solu-
tions for suicide prevention including planning our course of action when it comes
to dealing with suicides in the immediate future.

2 Big Data

2.1 Definition of Big Data

Gartner (2013) illustrates the Big Data theory as “high-volume, high velocity and/or
high variety information assets that demand cost-effective innovative forms of infor-
mation processing for enhanced insight, decision-making, and process optimization.”
BigData provides us with possibilities for exploring new benefits, alongwith helping
us to obtain a widespread perception of the latent patterns and values, and inspires
innovative challenges and issues related to efficiently plan and execute various kinds
of data collections.
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2.2 Applications of Big Data

In BDA: New type of software applications which can leverage data on a large scale
to uncover actionable knowledge using parallel-processing infrastructures is called
as Big Data Analytics Applications (e.g., Hadoop). In Clustering: K-Means clus-
tering algorithm is a simple unsupervised learning algorithm that divides a presented
data set according to a specific representation of clusters. In Data Mining: It can
be applied effectively in fields such as weather forecast, transportation, health care,
medicine, insurance, fraud risk, and government. In Banking: Recently, a research
was conducted which indicated that 62% of banking officials avoid using Big Data
techniques due to several privacy issues. Further, security risks are increased when
customer data is outsourced or distributed for data analysis activities across depart-
ments for the generation of richer insights on the available datasets. In Stock: Data
analytics plays a huge role in the world of stock markets, by detecting frauds. In
Credit Cards: Credit card companies make use of the speed and accuracy of ana-
lytics included with the database to identify as well as prevent possible fraudulent
transactions. In Consumer Goods: The aim of a maker of consumer goods is to
analyze all the data collected about the product and to understand as to why certain
products succeed while others fail. In Agriculture: In order to optimize crop effi-
ciency, biotechnology firms use sensor data that is generated with the help of devices
set up in the firm. Test crops are planted and simulations are run that measure how
plants react to various changes in the surrounding condition(s). In Health Care:
Big Data supports an extensive variety of pharmaceutical and healthcare purposes,
which incorporates disease surveillance, clinical decision aid, and community health
administration. In Smartphones: Now Android and iPhone users are provided with
facial recognition technology for various tasks such as login and sign-in. In Finance:
Nowadays, it is seen that banking institutions perform their own credit score anal-
ysis for existing customers as well as new customers using various data, including
savings, checking, credit cards, investment data, and mortgages.

2.3 Role of Big Data in Suicide Analysis

In psychiatry,BigData describes the tremendous extent of data gathered frompatients
and by the speed with which data is collected. Big Data gained from the social
media can play an important role in preventing suicide in psychiatry. The suicidal
phenotype is identified by utmost heterogeneity, and probably suicidal people are
often barred from any clinical experiments. Big Data could help by linking complex
and comprehensive data samples to discover patterns, indicating suicidal desires.

Thus, we see that Big Data is already being applied in psychiatry for numerous
goals. The velocity of data procurement remains to be one of the principal challenges
because most data is refreshed on a periodical basis and there are not various real-
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time alternatives accessible. However, Big Data can contribute exceptional gains for
the treatment of patients in psychiatry and perception of their ailments.

2.4 Need for Proposal

Psychologists say that before committing the final act, a suicidal person must first
overcome intense emotional distress and then he/she may be ready to take a decision
to terminate their life. Leading suicide researchers contemplated that a feeling of
burden is necessary but inadequate to explain as to why people kill themselves.
A person must be deeply tolerant of discomfort and conflict to realize as well as
understand the distressing beliefs and feelings that develop in hismindwhenworking
toward the significant decision of ceasing one’s life. This study helps in obtaining a
more meaningful insight on which section of the Indian population is most affected
by suicides, and thus, it is an invaluable statistic for focusing preventive measures
and making major governing decisions for different regions of the country.

3 Literature Survey

In the paper published by Kwon et al. in the year 2015 titled “Big Data Analysis of
Counseling Cases for Youth at Risk of Suicide”, the author discusses how Big Data
Analytics can be used to discover a pattern for common behavior observed in the sui-
cidal youth of Republic of Korea. The paper reviews the contents and characteristics
of suicide committed by correlating the data collected from various social network-
ing websites and suicide counseling cases from CYS-Net, and hence proposes a
reasonable and competent suicide prevention and early intervention strategies [1].

de Araujo et al. published a paper titled “Suicidology meets Big Data” in 2015 in
which they shed light on the topic of how suicide is associated with mental illness,
mostly depressive disorders, through substance abuse, and psychotic disorders. The
study showcases the potential power of Big Data for research on suicide and its
prevention. Methods used in The Durkheim Project have also been discussed [2].

The paper titled “Analysis of Suicide Victim Data for the Prediction of Number of
Suicides in India” published by Selva Priyanka et al. in 2016 takes into consideration
the suicides committed in certain regions of India in the year 2011. The author has
computed thePearson correlation to determine the strength of the features onnumbers
of suicides and then linear regression was used to develop a model for the prediction
of number of suicides. The results obtained had a prediction accuracy of 99.1% and
linear fir close to 99.8%. The objective is to suggest preventive measures focused on
these classes of people that will help in bringing down numbers of suicides in the
country [3].

In 2015, the paper titled “An ERP study of implicit emotion processing in
depressed suicide attempters” by Nengzhi Jiang et al. compares the variations in
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the event-related potentials (ERP) of suicide attempters and non-attempters with pri-
mary depressive disorder demonstrating significantly different P3 amplitudes during
an inherent emotion processing job. The study highlights that using ERP can help
doctors in differentiating between patients suffering from depression and those with-
out an inclination toward suicidal behavior [4].

Berrouiguet et al. published a paper titled “Toward E-Health Applications for Sui-
cide Prevention” in 2016 that proposed a mobile application for suicide prevention.
A connected tool is developed which allows the patient to report about his/her health
status. The author relates the ongoing worldwide initiatives along with requirements
toward the development of an efficient intelligent health (i-health) application for
suicide prevention [5].

In the paper published byYaganteeswarudu et al. in the year 2017 titled “Software
application to prevent suicides of farmerswith asp.netMVC”, the author discusses the
various challenges that farmers face while growing crops and how these challenges
become amajor factor in enabling them to commit suicide. The objective of the study
was to design a website that would enable the farmers to directly address and discuss
their problems with the government [6].

The paper titled “Big Data in Healthcare: AMobile Based Solution” published by
Panda et al. in 2017 addresses healthcare information not being readily accessible in
a centralized and informed manner. The study focuses on developing a mobile/web
application through which the patients can send their symptomatic queries to doctors
via a server. The proposed model serves to be an efficient solution for data collection
and healthcare delivery, integrated with analytics [7].

Sikander et al. published a paper titled “Predicting Risk of Suicide Using Resting
State Heart Rate” in the year 2016 that explores the potential of using heart rate-
related measurements to help clinicians to diagnose and predict suicide risk. The
study demonstrates the possibility of developing the prototype of a computational
model which uses physiological signals to determine suicide ideation [8].

In the year 2014, paper titled “Suicide Detection System On Twitter” by Varathan
et al. detects suicides in a timely manner by analyzing the tweets posted on Twitter.
The system is designed to extract the geolocation of the person who posts a suicide-
related tweet. The objective behind developing this model is to help and prevent
people from committing suicide [9].

The paper published by Vanathi et al. titled “A Robust Architectural Framework
for Big Data Stream Computing in Personal Healthcare Real-Time Analytics” in the
year 2017 discusses the current developments in the field of Big Data with respect to
the healthcare industry. The architecture proposed by the author comprises Hadoop,
Apache Storm, Kafka, and NoSQL Cassandra, and aims at presenting provision
for healthcare analytics by contributing batch and real-time computing along with
expandable storehouse and clustering technology solution and efficient query man-
agement [10].

http://asp.net
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Fig. 1 Data flow of the process

4 Proposal

In the pictorial representation above, the input data passes through various parameters
to get the desired output. After obtaining a well-tabulated data from NIC (National
Informatics Centre) with various fields, pertaining to suicide rates in the Indian states,
the dataset is analyzed for queries using Big Data tools.

The dataset is a multi-field varied collection of information which gives us an
account of the suicide rates in Indian states and their causes, means adopted by
masses of which professional, educational, social distinction, and age group as well.
Output is obtained in graphical format as well. The whole process is shown using
draw.io (Fig. 1).

5 Experimental Setup

The hardware configurations of the desktop used are processor speed of 3.20 GHz,
RAM of size 8.00 GB, and system type of 64-bit operating system with a x64 based
processor to facilitate faster query processing.

The software configurations used for the above research include VMW,Worksta-
tion Pro, and Jet Brains PyCharm. VMWare Workstation is a hosted hypervisor that
can run multiple operating systems at once on the sameWindows or Linux operating
systems (x64) enabling the multiple users to use it simultaneously.

The host system must have a 64-bit CPU with 1.3 GHz or faster core speed, along
with a 16-bit or 32-bit display adapter. Multiprocessor systems are supported. The
minimum memory required on the host system is 1 GB (2 GB and above is recom-
mended). The Workstation will work with any Ethernet controller that is supported
by the host operating system.

http://draw.io
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6 Results and Analysis

It has been observed that among the countries with high suicide rates, India has seen a
rapid increase in the number of suicides in the past years, with Indian women having
some of the highest frequencies on the planet. Suicide is a self-inflicted death, or can
be interpreted as “choosing the mode, time, situation, or occasion for ending one’s
life.” In amore commonway of saying, the word “suicide” has a negative implication
and is often looked upon with disregard. It is now required to analyze the suicide
rates that have been rising at a disturbing rate over the last few years. However, it is
difficult to distinguish the right thing from wrong thing, and thus we need to analyze
both the viewpoints before arriving at a conclusion.

The analysis revealed how themale gender shows a higher rate of suicide attempts
in comparison to the fairer sex besides revealing 15–29 is the prime age group affected
by it. Drug abuse, addiction, illness (STD), and prolonged illness are some of the
primary causes of suicides among individuals of age 15–29. Consuming insecticide,
poison, and drowning are the major activities chosen by males to end their lives
whereas in females hanging, poison, and self-immolation are the common means
undertaken (Figs. 2, 3 and 4).

The increase in suicide rates chronologically is higher among males than females.
In 2001, the number of males suicides was 66,314 and it became 88,453 by 2012,

whereas in females the numbers ranged from 42,192 to 46,992 (Figs. 5, 6 and 7).
In Jharkhand andWest Bengal, the rate of housewife attempting suicides is alarm-

ing.
Gujarat, Chandigarh, Assam, and Goa are the leading states to have shown the

primary social status of population committing suicide consisting of married men
and women. Individuals enrolled in primary education were found to be more in
number, participating in this drastic state than those enrolled in postgraduation.

Fig. 2 Clustering by gender
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Fig. 3 Range of suicide rates from 2001 to 2012 for men

Fig. 4 Age groups affected
by suicide rates
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Fig. 5 Range of suicide rates from 2001 to 2012 for women

Fig. 6 Statewise number of suicide for the age group 15–29

The two age groups with the maximum hike in the suicide rates in the states
like Maharashtra, West Bengal, Andhra Pradesh, and Tamil Nadu, in the decreasing
order, were found to be 15–29 and 30–44.

The analysis also revealed that during the span of 12 years, Maharashtra and
Andhra Pradesh had witnessed the maximum attempts of suicide in 2012, West
Bengal in 2011, and Karnataka and Tamil Nadu in 2012 indicating a consistent
increase. The entire realm of demography revealed that married population of all
age groups are more inclined to commit this crime with the lowest tendency among
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Fig. 7 Causes of suicide for age group 15–29

those who are separated. In the states of Karnataka and Kerala, and union territories
of Lakshadweep and Daman Diu, the housewives were seen to have a very high rate
of suicides with the lowest rates among retired individuals of the same regions.

When it comes to courses adopted, hanging is a recurrent means among popu-
lace of Maharashtra with decreasing trend in those of Andhra Pradesh and Madhya
Pradesh followed by lesser in states of Jharkhand, Bihar, Odisha, and the eastern belt.
Andhra Pradesh and Maharashtra have high rates of inhabitants committing suicide
by consumption of insecticide and poison. Maharashtra tops the chart in suicide
attempts by drowning followed by Karnataka and Tamil Nadu with lesser numbers
in the union territories of Daman and Diu, Haveli, Andaman and Nicobar, and the
other states.

7 Conclusion

With every year, we see that the rate of suicide in India is rising at an alarming rate.
Detecting the immediate risk of suicide is a very difficult, yet a potentially lifesaving
effort. Standard predictors that are presently in use are not able to address the issue
of immediate or acute suicide risk but rather seem to be more related to long-term
risk.

Research has shown that more than one hundred thousand lives are lost every year
to suicide in our country. In the suicide of Indianwomen, the issue relating tomarriage
like dowry, divorce, cancellation or inability to get married, and extra-marital affairs
play a critical role.
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Alcoholism and drug dependence are the key factors of suicides in India. The
Southern States experience higher suicide rates. The possible explanations may con-
sist of high literacy rate, high socioeconomic status, a better reporting system, and
higher expectations.

Today, we live in a world of information, where a large volume of high-velocity
data are being produced regularly, wherein lies inherent details and patterns of latent
knowledge which should be extracted and used efficiently. Hence, Big Data helps
in analyzing a large chunk of raw data that is collected and stored through various
means, as well as producing efficient results.

Hadoop Ecosystem provides all the necessary tools required for the analysis.
Apache Pig a high-level platform scripting language that runs on Apache Hadoop
and helps in complex transformation as well as appeals to the developers already
familiar with SQL. The high-speed computing abilities of Hadoop have helped in
the production, researching, and presentation of the data and facts, obtained from
the dataset, accurately. The use of Pig enabled us to create query execution routines
for the dataset without having to do the low-level work in MapReduce. Data was
convened from the repository of National Informatics Centre (NIC). The graphs
were visualized by using Matplotlib, graphing, and data visualization library for
Python.

Suicide is a multifaceted problem that needs to be dealt with at the earliest.
In order to save lives of thousands of young Indians, it is essential to know the

causes that drive people to commit suicide and to adopt proactive and leadership
roles in suicide prevention.
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1×2 Harmonic Suppression Microstrip
Antenna Array for ISM Band
Applications at 2.45 GHz

Anushka Tiwari and Sushrut Das

Abstract In this paper, a 1×2 microstrip patch antenna array with defected ground
structure and stubs for Industrial, Scientific and Medical (ISM) band applications at
operating frequency of 2.45GHz is presented. The antenna array deploys a T-junction
power divider as a feeding element and open stubs to suppress harmonics simulated
using a Commercial Electromagnetic 3-D Simulator CST Microwave Studio.

Keywords Microstrip antenna array · T-junction power divider
Harmonic suppression · Stubs

1 Introduction

Microstrip patch antennas have made great progress in today’s wireless communi-
cation due to their small size, low cost, and low profile, and hence compatible with
applications such as WLAN, RFID, and WIMAX. Due to harmonic radiations from
microstrip patch antenna, Electromagnetic Interference (EMI) comes in picture that
degrades the system. In order to avoid it, harmonic suppression antenna is needed.

In recent years, alternate energy sources have become essential as the demand
for power increases. The history of communication technology witnessed many fab-
ulous ideas. Wireless power transfer is one among them. Several antenna designs
of rectenna have been proposed for use in RF energy harvesting. So to increase the
RF to DC efficiency for rectenna applications, harmonic suppression antennas are
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needed. The major requirement of wireless power transfer is antenna with high gain,
and hence several techniques can be used to enhance the gain such as array [1],
metamaterials [2], etc.

To suppress the harmonics, different techniques that have been proposed are
defected ground structure (DGS) [3–5], right-angle embedded slits [6], slot and
stub [7], etc. DGS is a technique used to enhance the bandwidth, shift the resonant
frequency, and suppress the higher mode harmonics, mutual coupling between adja-
cent element and cross-polarization for improving the radiation characteristics of
the microstrip antenna, whereas stubs are used to match a load impedance to trans-
mission line characteristic impedance that improves the suppression of higher order
harmonics of fundamental frequency.

Microwave circuits employs passive devices like power dividers [8]which couples
a power in a transmission line to a port enabling the signal to be used in another circuit
such as antenna arrays, power amplifiers, etc. Power divider is frequently used as
a feeding network for planar antenna arrays to control the power distribution of
each element. The motive of designing antenna array is to overcome the limitations
of patch antennas that includes low gain, narrow bandwidth, low efficiency, and
surface wave excitation. In this paper, an antenna array is designed with pentagonal-
shaped DGS and stubs, using corporate feed network that employs quarter-wave
transformer, stepped impedance, andmiteredbends, and as a result gain and efficiency
are increased.

2 Single-Element Antenna

A 2.45 GHz antenna with defected ground structure (DGS) and stubs has harmonic
suppression characteristics is printed on 45mm×50mm size FR4 substrate of thick-
ness (h) 1.6 mm, relative permittivity (εr ) of 4.4, and loss tangent tan (δ)�0.02 as
dielectric material that makes it suitable antenna element for advanced rectenna sys-
tems (Fig. 1).

The geometric parameters of the proposed antenna structure have been modified
to tune the return loss frequency as well as gain over a WiFi band using a commer-
cial electromagnetic 3-D simulator CST Microwave studio. The dimensions of the
optimized antenna are shown in Table 1.

The return loss of the proposed antenna is shown in Fig. 2. Undesired harmonic
radiations are present at high frequencies in addition to require 2.45 GHz band and
additional passbands are present at 5.3, 7.1 and 7.9 GHz that will be suppressed using
stubs and DGS.
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Fig. 1 Geometry of a
single-element patch

Table 1 Dimensions of the proposed antenna

W1 W2 W3 W4 W5 W6 W7

7.5 mm 9 mm 3.2 mm 7.04 mm 14 mm 8.5 mm 3.85 mm

L1 L2 L3 L4 L5 R T

15 mm 11 mm 18.4 mm 14.72 mm 9.02 mm 5 mm 2

Fig. 2 Simulated frequency
response of the proposed
antenna

The major characteristics, at the desired frequency of a single element, are shown,
respectively, in Figs. 3 and 4.
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Fig. 3 Simulated return loss of single-element antenna with and without harmonics

Fig. 4 Gain versus frequency plot

3 Antenna Array Design

The antenna is printed on 100mm × 88mm size FR-4 substrate of thickness (h)
1.6 mm, relative permittivity (εr ) of 4.4, and loss tangent tan (δ)�0.02 has been
considered as dielectric material. Design and optimization of the antenna have been
carried out using CST Microwave Studio (Version 14.0) (Fig. 5).

It is designed using power divider specified above with the spacing of 0.35λ.
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Fig. 5 Planar antenna array a top view, b bottom view

3.1 Power Divider

The return loss (S11) of the power divider as shown in Fig. 6 is –52 dB that shows
that the input terminal is matched and the insertion loss (S21) is −3.35 dB and so the
S31 that shows equal split of power in both the ports. Hence, the simulated results
satisfied all the stipulated constraints specified (Fig. 7).

Fig. 6 2:1 T-junction 3-dB power divider
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Fig. 7 Simulation results of the 1:2 T-junction power divider for 2.45 GHz

Table 2 Geometry of the power divider

W1 W2 W3 W4 W5 W6 T

3.2 mm 4.4 mm 1.8 mm 2.6 mm 3.4 mm 3.2 mm 0.035 mm

L1 L2 L3 L4 L5 L6 L7

13 mm 14 mm 22 mm 3 mm 5 mm 23.8 mm 5.6468 mm

This proposed circuit provides better characteristics as well as frequency response
S11 is stable and does not change on changing the space between its output ports.
Hence, the frequency response of the proposed design validates the stipulated con-
cepts. The dimensions of the optimized 1:2 T-junction power divider for 2.45 GHz
frequency are shown in Table 2 where W is the width and L is the length of the
sections of transmission lines with thickness t, and z is the spacing between two
output ports.

3.2 Simulated Results of Antenna Array

The frequency response characteristics of the antenna array are shown in Fig. 8. The
harmonics have been suppressed by using stubs and DGS. In order to suppress these
additional bands, open stubs are used on the feed line.
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Fig. 8 Simulated return loss of proposed array

Fig. 9 Simulated results of the antenna a gain response of the antenna, b radiation efficiency of
the antenna

The simulated gain and radiation efficiency of the proposed antenna have been
plotted with frequency in Fig. 9. It reveals that in the entire 10 dB return loss band-
width, gain of the antenna remains almost constant. The proposed antenna array has
gain of 5.7 dB and 94% radiation efficiency at the resonating frequency of 2.45 GHz.
Simulated results of radiation pattern in XY and XZ plane is shown in Fig. 10.

The use of the harmonic suppression antenna array for rectenna design applica-
tions results in high RF to DC conversion efficiency and high gain.



346 A. Tiwari and S. Das

Fig. 10 Simulated normalized Co and cross-polarized radiation pattern on a yz-plane (Phi�90°
and theta�all), b xz-plane (Phi�0° and theta�all)

4 Conclusion

A 2.45 GHz linearly polarized 1×2 harmonic suppression microstrip antenna array
with T-junction power divider for ISM band applications has been proposed with
return loss of −30 dB and percentage bandwidth of 11.5%. The gain of array has
been increased to 5.7 dB from that of 3.2 dB with radiation efficiency of 87%.
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Lightweight Session Key Establishment
for Android Platform Using ECC

Muneer Ahmad Dar, Ummer Iqbal Khan and Syed Nisar Bukhari

Abstract Being the lightweight cryptographic technique, the elliptic curve cryp-
tography is considered a suitable cryptography for resource-constraint devices like
the small handheld devices called the smartphone. As the computational capabil-
ities of these devices are much less, the elliptic curve cryptography is considered
as a much better technique to secure the critical data of these devices. As these
devices are always connected with Internet for mobile communications like Face-
book, WhatsApp, etc., ensuring the security of these devices on a wireless com-
munication channel is an ongoing challenge. A number of protocols have been
proposed and implemented to secure the insecure wireless communication chan-
nel and check the authenticity of the user and integrity of messages communicated
between the mobile devices. In this paper, we implement a robust and secure ellip-
tic curve cryptography-based authentication to secure the communication between
two communicating devices. Our research will demonstrate the implementation and
analysis of elliptic curve cryptography on world’s leading smartphone operating sys-
tem—Android. Being the open-source mobile operating system, we will explore the
cryptographic libraries and enhance those libraries to implement the elliptic curve
cryptography. The objective of this paper is to secure our mobile user from the threats
which include snooping, alteration, replaying, and interruption of message transmis-
sion. Our proof of concept implementation includes two client Android applications,
communicating with each other. We will establish a secure communication channel
between the twodevices by implementing theEllipticCurveDiffie–Hellman (ECDH)
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algorithm. We also propose an improved ECDH algorithm which can protect our
communication from the man-in-the-middle attack. The performance analysis of the
improved algorithm is presented in this paper.

Keywords Cryptography · Authentication · ECC · Android · ECDH

1 Introduction

Android-based smartphones have restricted assets in terms of processing, power, and
memory. Android takes part in a significant task in the attractiveness of smartphones
applications also called apps. As these applications are engaged in communication
of information over the network, there is an alarming prerequisite to offer secu-
rity primitives like validation, trustworthiness, and privacy. However, due to their
reserve constrained environment, conventional security protocols cannot be explic-
itly engaged [1–9]. Symmetric encryption (secret-key cryptography) uses a particular
secret key for both encryption and decryption as shown in Fig. 1.

This key has to be reserved undisclosed in the network system, which can be
relatively tough in the uncovered surroundings. Symmetric key algorithms are much
faster computationally than asymmetric algorithms.

Asymmetric encryption (public-key cryptography) uses two interrelated keys
(public and private) for data encryption and decryption, and the security danger
of key distribution is eliminated as in Fig. 2. The private key is by no means open
to the networks. A communication that is encrypted using the public key can only
be decrypted by applying the equivalent algorithm and with the corresponding pri-
vate key. Similarly, a message that is encrypted by using the private key can only be
decrypted with the corresponding public key. Examples are RSA and ECC.

Public-key cryptography alongside with symmetric key cryptography has been
realistic in giving security primitive for usual networks. On the other hand, this
approach has not been leveraged in the case of Android-based smartphones due to its
resource-constraint character. Usual public-key cryptography is not feasible as they
take up heavy computational operations. However, elliptical curve cryptography-

Fig. 1 Symmetric key cryptography



Lightweight Session Key Establishment for Android Platform … 349

Fig. 2 Asymmetric key cryptography

based substitute of PKC has come out as a realistic substitute for providing PKC
platform.

Researchers demonstrated that the elliptic curve cryptography can be competently
implemented in the resource-limited devices. The advantage of using ECC as an
option of straight RSA is in the truth that 160-bit key in elliptic curve cryptography
provides equivalent security to that of 1024 bits of RSA as shown in Table 1.

This paper provides the relevance of ECC on a well-liked Android smartphone
operating system. The research in this paper is planned as Sect. 2 provides the back-
groundunderstandingpertaining toAndroid platform.Section 3gives the background
regarding elliptic curve cryptography. Section 4 provides the proof of concept imple-
mentation of lightweight key exchange protocol using ECC in Android and proof of
concept implementation is offered. Section 5 proposes an enhancement of ECDHkey
exchange protocol on Android platform in order to avoid man-in-the-middle attack.
Finally, we present our conclusion in Sect. 6.

Table 1 ECC and RSA in
terms of security equivalence

Key length of ECC Key length of RSA Ratio of ECC/RSA

106 512 1:5

132 768 1:6

160 1024 1:7

210 2048 1:10
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2 Android Platform

Andy Rubin, Google’s head of PDAs, said “There should be nothing that cell phone
customers can access on their PCs that they can’t access on their propelled cell
phones” [10–19].With this imaginative capacity and vision, the affirmation of cutting
edge cells having Google’s Android Working Framework is constantly on the rising
in the twenty-first century.

Android is a versatile working framework in view of Linux; it is in like manner a
superimposed or layered system [20]. The thorough outline of Android structure is
displayed in Fig. 1. Application layer is the UI of all Android applications including
an email, SMS, GPS, web program, and others. All applications are made using the
Java programming and Java APIs. All Android applications rely upon the application
structure. The Android application framework joins the going with sections:

• A well-off arrangement of views that can be actualized to build an application
with multi-hued UI, it incorporates set of records, framework sees, content boxes,
pictures, catches, and furthermore an engrafted Internet browser.

• Acombinationof content providers that urges the product architects tomanufacture
the applications which can get to data from various applications, or to bestow their
own specific data to various applications.

• A resource manager that urges to offer access to resources, for instance, strings
and outlines.

• A notification manager that offers course of action to all applications to indicate
customer portrayed alarms in the status bar of the application.

• An activity manager that urges the application to manage the lifecycle of uses and
gives a run of the mill course to the application [19–21] (Fig. 3).

• A portion of the benefits of Android over other cell phone working frameworks
are abridged underneath.

• The android is open sourcewith its capacity to run lakhs of applications simply like
the iPhone, however, with assortment of telephone models not at all like iPhone
whose applications can keep running on iPhone as it were.

• Android permits engineers and software engineers to create (applications) in an
“application without outskirts” condition.

• Android is tenderfoot agreeable and especially adjustable. Android has the real
offer of the market in light of the fact that the easy to understand involvement and
enhancing rapidly according to their necessities.

• Google’s Android now explores client area and schedule to logically indicate you
correlated data, e.g., activity to work, bistros, and flight data what is more, gives
you a chance to investigate with voice orders and answers with regular discourse.

• Android is an open-source platform. This implies we can openly download it and
begin assembling our own applications. Anybody can download to change and
upgrade the product quality by making it more viable and easy to use. Appli-
cations are uninhibitedly created and outlined by various application software
engineers worldwide and these created applications are unreservedly accessible
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Fig. 3 Android system architecture

on the Android advertise. This appealing element of being open source has addi-
tionally pulled in cell phone organizations to fabricate alluring telephones utilizing
Android OS.

• Android is not only a working framework intended for people, yet it likewise
satisfies genuine business needs in the meantime. Android advertise offers exten-
sive variety of applications that are especially intended to deal with a business. It
empowers a more intensive take a gander at different business forms in a hurry
with the assistance of these applications.

3 Elliptic Curve Cryptography (ECC)

Elliptic Curve Cryptography (ECC) is a public/open-key cryptography. Out in the
open-key cryptography, all customers or the machines amazing part in the message
exchange consistently consolidate a couple of keys, an open or public key and a pri-
vate key, and a game plan of undertakings joinedwith the keys to do the cryptographic
exercises. Just the particular client knows the private key, whereas overall population
key is hovered to all customers sharing in the correspondence. Each open-key cryp-
tosystem requires a course of action of predefined constants to be seen by each and
every one contraption enchanting part in the correspondence. By virtue of elliptic
curve cryptography, “region parameters” are the constants. Open-key cryptography,
separating private-key cryptography, does not require any joint puzzle between the
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Fig. 4 Elliptic curve

passing on parties yet it is, in a manner of speaking, lower than the private-key
cryptography [15–25] (Fig. 4).

The area parameters of elliptic curve are a sextuple:

T � (P, a, b,G, n, h)

An elliptic curve above a field K is a curve defined by an equation of the form

y2 � x3 + ax + b

where a, b ∈ K and 4a3 + 27b2 �� 0.

3.1 Discrete Logarithm Problem

The security of ECC relies upon the intricacy of elliptic curve discrete logarithm
problem. Give P and Q a chance to be two focuses on an elliptic curve with the end
goal that kP�Q, where k is a scalar. Given P and Q, it is computationally infeasible
to get k, if k is enough substantial. k is the discrete logarithm of Q to the base P
(Fig. 5).

3.2 ECC Public-Key Cryptosystem

In general, open/public-key elliptic curve cryptosystems assume that individual A
needs to impel a message “m” to singular B safely. Request of a point on the curve
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Fig. 5 Point addition in
elliptic curve

can be characterized as an esteem n with the end goal that nP � P + P + · · · + P · · · n
times�O (endlessness).

3.3 Generation of Public and Private Key

Both the elements in the cryptosystem concur upon the domain parameters (a, b, P,
G, n). G is called generator point and n is the request of G. Presently, A creates an
arbitrary number nA<n as his private key and figures his open-key set PA�G · nA,
B produces an irregular number nB<n as his private key and computes his open-key
set PB�G · nB.

3.4 Generation of Common Key

After trade of people in general key between the two gatherings, Entity A figures his
Common Key by Computing K�nA · PB. Entity B registers his Common Key by
Computing K�nB · PA. The two above keys have same esteem in light of the fact
that

nA · PB � nA · (nB · G) � nB(nA · G) � nB · PA.
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Fig. 6 Diffie–Hellman key exchange

3.5 Encryption

Think about a message “Pm” sent from A to B. “A” picks an irregular positive whole
number “k”, a private key “nA” and creates a general key PA � nA×G and produces
the figure content “Cm” comprising of combine of focuses Cm � {kG,Pm + kPB}
where G is the construct point chosen in light of the elliptic curve, and PB�nB · G
is the general population key of B with private key “nB”.

3.6 Decryption

To unscramble the figure content, B duplicates the first point in the combine by B’s
mystery and subtracts the outcome from the second point (Fig. 6).

Pm + kPB − nB(kG) � Pm + k(nBG) − nB(kG) � Pm.

4 Implementation of Lightweight Key Exchange Using
ECC

The anticipated technique utilizes the above model of elliptic curve cryptography to
scramble themessage to impart and dispatch it over a general channel. The dispatcher
composes amessage and gives the beneficiary’s number; when he sends themessage,
the calculation is propelled on both the advanced cells. The keys are created and
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Fig. 7 Elliptic curve
Diffie–Hellman message
exchange

shared between the gadgets and the encryption happens at the senders stop. Following
encryption, the message is sent to the beneficiary and he decodes it by methods for
his key to translate it. The encryption and decryption strategies in ECC are planned to
encode and translate a point on the curve andnot the entiremessage.Amid encryption,
each character in themessagemust be changed into bytes, then the bytes into purposes
of the structure (x, y), and after that the focuses must be encoded by mapping each
one of them with all focuses on the elliptic curve and after that the entire encoded
indicates have to be changed back to bytes and afterward to strings as SMS can hold
just string qualities.

Once themessage achieves the recipient, all through themethod for unscrambling,
the string must be changed to bytes; these bytes must be decoded to focus once more
by methods for the mapping strategy, and in this manner, the focuses to bytes and
to finish up to characters shape the message and just a while later the unscrambled
major content can be seen by the beneficiary. The underneath figure portrays the
whole procedure (Fig. 7).

Javax.Crypto is hampered with the classes and interfaces for crypto-graphical
tasks. The crypto-graphical activities sketched out inside this bundle comprise the
cryptographic classes, key generation and key assertion, and Message Authentica-
tion Code (MAC) generation. Support for cryptography incorporates respectively
symmetric, deviated, square, and stream figures. This bundle also underpins secure
streams and saved articles. A few of the classes gave inside this bundle are supplier
based. The classes itself characterize a programming interface to that applications
could compose. The class graph of the lightweight ECC execution is as shown in
Fig. 8.
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Fig. 8 Class diagram of ECC implementation in Android

Fig. 9 Implementation of lightweight key exchange using ECC

While implementing the Elliptic Curve Cryptography on Android-based smart-
phones, we created two applications—Mobile-1 and Mobile-2. In order to commu-
nicate, the authentication is done by creating two keys—public and private. After
sending the public key over a network, the two devices are able to create a common
secret key. With this protocol, the two devices are able to create a session and are
able to communicate on an insecure communication channel. The screenshots of two
communicating devices and the description are shown in Figs. 8 and 9.
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5 Proposed Key Exchange Protocol

Android-based smartphone operating system can be used to devise and execute new
security protocols. In the previous section, a lightweight key exchange protocol was
established using Elliptic Curve Cryptography. We implemented the ECDH algo-
rithm to securely exchange the shared keys between two smartphone applications.
In this section, we propose a new protocol which is better than the ECDH in terms
of authentication. ECDH goes through an attack called the man-in-the-middle attack
due to lack of authentication [11]. The enhanced protocol has been recommended in
Table 3. The algorithm proposed performs a series of steps to set up a shared key (X
· G) involving two mobile devices, while in cooperating a method to validate. The
symbols used in the proposed protocol are shown in Table 2.

The performance analysis of the proposed protocol in opposition to ECDH is
shown in Table 3. It is pertinent to mention that the proposed protocol takes relatively
more memory (RAM and ROM) but at the same time, the man-in-the-middle (MIM)
attack can be avoided (Table 4).

Table 2 Symbol table

Symbol Description

X Number chosen by Mobile 1 randomly

Y Number chosen by Mobile 2 randomly

G Point of elliptical curve called generator

X · G Secret at Mobile 1

Y · G Secret at Mobile 2

Ka Private key of Mobile 1

Kb Private key of Mobile 2

Pua�Ka · G Public key of Mobile 1

Pub�Kb · G Public key of Mobile 2

Table 3 Proposed protocol

Step Mobile 1 Mobile 2

1 Chooses X · G as a secret

2 Computes X · PUb · Ka and sends it to the
Mobile 2

3 Computes: X · PUb · Ka · K1
b

� X · Kb · G · Ka · K−1
b � X · G · Ka

Compute X · G · Ka · Y and send it to
Mobile 1

4 Compute X · G · Ka · Y · K−1
a �X · G · Y

and send it Mobile 2

5 Compute the secret: X · G · Y · Y−1

� X · G
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Table 4 Performance/resistance of proposed procedure with ECDH

Protocol
used

Addition
operation

Multiplication
operation

Inverse
calculation

RAM used ROM used Resistance
against
MIM
assault

ECDH NIL 4 NIL 1250 15,690 No

Protocol
proposed

NIL 5 4 1324 16,048 Yes

6 Conclusion

In this paper, an investigation and significance of Elliptical Curve Cryptography for
tending to security and protection necessities in Android-based advanced mobile
phones have been examined. As Elliptical Curve Cryptography devours a little mea-
sure of vitality and power, it turns out to be additional proper for asset limited cell
phones. The crude security administrations like confirmation, secrecy, and key dis-
persion can be sensibly executed in advanced cells utilizing ECC. Protected and
sound applications can be created on Android smartphone working framework by
utilizing the security modules like ECDH, ECDSA, and ECIES. ECC can likewise
be used for creating traditional conventions as confirmed in this paper. An upgraded
key trade convention has been prescribed to overcome the downside of ECDH as
far as man-in-the-center assault. With an unimportant working expense of RAM and
ROM, the created convention gives impressive resistance against man-in-the-middle
assault.
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Isolator-Based Mutual Coupling
Reduction of H-Shaped Patches
in MIMO Antenna Applications

Ashim Kumar Biswas, Aparna Kundu, Anup K. Bhattacharjee
and Ujjal Chakraborty

Abstract This paper presents an approach to reduce the mutual coupling (MC)
between two H-shaped patches in a probe fed multi-input multi-output (MIMO)
antenna. The antenna covers the frequency spectrum from 3.46 to 3.69 GHz with an
impedance bandwidth of 6.5%. The proposed antenna is incorporatedwith amodified
EBG structure as an isolator to increase the port isolation. The isolator reduces
mutual coupling of about 30.5 dB between the two ports. The antenna offers very
low envelope correlation coefficient (ECC<0.0023) and provides a good radiation
pattern in E- and H-plane.

Keywords Multi-input multi-output (MIMO) · Isolator
Envelope correlation coefficient (ECC) · Mutual coupling (MC)

1 Introduction

In today’s world, MIMO antenna gradually becomes very popular in wireless com-
munication systems. The MIMO-based digital communication in wireless link has
recently emerged as one of the most important technical revolutions in modern com-
munications [1]. In wireless communication system, high data rate and effective
spectrum deployment are highly desirable which can be achieved by using multi-
input multi-output (MIMO) antenna [2]. MIMO technology enhances the channel
capacity, signal-to-noise ratio and reduces fading effects. However, the mutual cou-
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pling of MIMO antenna reduces the system performances between several patches
[3]. Therefore, efforts should be given to reduce the mutual coupling between the
ports which is produced from the surface waves and near fields. Different approaches
to reduce the mutual coupling between the ports of the MIMO antenna are reported
in several literatures [1–6]. Electromagnetic band gap (EBG), complementary split
ring resonator (CSRR), different shaped stubs, etc., are used in producing the port
isolation in MIMO antennas operating in different frequency bands.

In this article, the mutual coupling reduction of a two-elementMIMO antenna has
been investigated. In the proposed design, an EBG structure is used as an isolator to
reduce the mutual coupling between the two ports. The isolation between the ports
is found around 30.5 dB. One EBG cell is connected to image of that to increase the
port isolation. The designed patch elements are H-shaped that are employed on an
FR4 substrate. The antenna operates in the frequency range from 3.46 to 3.69 GHz.
The maximum port isolation is found at the resonant frequency of 3.58 GHz. The
detail design procedure, parametric study, results and the conclusion are discussed
step by step in proceeding sections.

2 Antenna Design

The unloaded two-element probe fed MIMO antenna is shown in Fig. 1a. The H-
shaped patches are etched on a low-cost FR-4 epoxy substrate with a dielectric
constant of 4.4 and loss tangent of 0.02. The dimension of the substrate is taken
as 55 mm×28 mm×1.6 mm. Figure 1b shows the MIMO antenna loaded with
an isolator. The isolator is formed by connecting one unit cell of EBG with its
image through two connecting stubs as shown in Fig. 2a. The unit cell is formed by
connecting some regular rectangular and round shaped blocks. The ground plane of
the patch is modified with a round shape DGS as shown in Fig. 2b. Mutual coupling
of patches is studied from the antenna shown in Fig. 1 with and without isolator. The
design parameters of the antenna are summarized in Table 1. Before obtaining the
proposed MIMO antenna a parametric observation is done using ANSYS HFSS [7].

Fig. 1 Designed MIMO antenna a without EBG and b with EBG
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Fig. 2 Simulated a structure of the EBG and b ground plane of the antenna

Table 1 Antenna parameters

Dimensions L1 L2 L3 L4 L5 L6 L7 L8 L9

Length (mm) 55 28 20.5 20.5 7.25 6 11.2 6.32 4

Dimensions L10 L11 L12 L13 L14 L15 L16 L17 L18

Length (mm) 0.5 3.77 0.61 6.32 0.51 1.02 2.72 1.93 1.52

Dimensions L19 L20 L21 L22 L23

Length (mm) 3.64 3.46 5.12 7.9 9

3 Simulated Results and Analysis

As shown in Fig. 1, there are several parameters of the antenna that can affect the
antenna performances. A parametric study is done by changing the length L11 to
observe its effect on the antenna reflection coefficient and port isolation as shown
in Fig. 3. A good reflection coefficient and mutual coupling are obtained at L11 �
3.77 mm.

The final antenna covers the frequency ranges from 3.46 to 3.69 GHz with S11
(dB)minima at 3.58GHz. Themaximummutual coupling reduction of about 30.5 dB
is found at 3.58 GHz. The S11 and S12 curves of the final MIMO antenna are shown
in Fig. 4.

The isolation characteristics of theMIMO antenna can be clearly understood from
the electric field distributions shown in Fig. 5a, b. Considering the port 1 as an exciting
port, we noticed that high coupling of electric field is observed in Fig. 5a, where no
EBG structure is present. On the other hand, due to the insertion of an EBG between
the patches, low coupling is produced as shown in Fig. 5b. To validate the perfor-
mance of the proposed MIMO antenna, it should have very low envelope correlation
coefficient (ECC) that can be calculated from the S-parameters by Eq. 1 [8]:
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Fig. 3 Simulated S-parameters with the variation of length L11

Fig. 4 Simulated S11 and S12 curve of the MIMO antenna with and without isolator

Fig. 5 Electric field distribution at 3.58 GHz a without EBG and b with EBG
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Fig. 6 Envelope correlation coefficient (ECC) curve of the MIMO antenna

Fig. 7 Simulated Co-pol and X-pol radiation patterns in a E-plane and b H-plane

ECC � |s∗
11s12 + s∗

21s22|2
(1 − |S11|2−|S21|2)(1 − |S22|2−|S12|2) (1)

The ECC curve of the antenna is shown in Fig. 6. It shows that the value of ECC
is less than 0.0023, which satisfies the ECC condition of MIMO antenna.

The co-polarization and cross polarization radiation pattern (simulated) of the
proposed MIMO antenna are depicted in Fig. 7a, b. It is found to be good enough
for the MIMO antenna characteristics.
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4 Conclusions

The mutual coupling reduction of a compact probe fed MIMO antenna designed
with two H-shaped patch elements is presented in this paper. It is found that the
EBG structure with two antisymmetric unit cells is more effective to provide higher
isolation between twoMIMOports. The simulated−10 dB bandwidth of the antenna
is 230 MHz. The result shows that the mutual coupling is reduced by an amount of
about 30.5 dB at 3.58 GHz. The envelope correlation coefficient is found to be very
low (ECC<0.0023). Moreover, the antenna provides good stable radiation patterns
at 3.58 GHz.
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Negative Differential Resistance
in Random Array of Silicon Nanorods

Sudipta Chakrabarty and Syed Minhaz Hossain

Abstract I-Vmeasurement of electrochemically etched porous Si layerwith planner
electrode geometry shows negative differential resistance at high bias. This has been
explained on the basis of band gap distribution of charge carriers in nanorods of
different sizes distributed randomly in the active layer. The carriers follow the low
resistive path through the larger rods at smaller applied voltage. But the probability of
transport through smaller rods increases at higher voltage due to phonon bottleneck
that hinders the relaxation of injected higher energy carriers at the band edges through
phonon interaction. The effective charge carrier concentration decreases for smaller
rods resulting in the observed negative differential resistance. The flow of charge
carrier through nanorods is modelled as random walk in 2D and the simulated I-V
characteristics shows a qualitative matching with the experimentally obtained ones.

Keywords Si nanorod · Negative differential resistance · Phonon

1 Introduction

Since the discovery of photoluminescence (PL) from porous silicon (Si) [1], a quan-
tum sponge-like nanostructure [2], the mechanism of light emission has been studied
widely [3–6], but the development of an efficient electroluminescent device based
on this nanostructure has remained largely elusive till date. This is primarily because
charge transport mechanism through the complex structure of porous Si containing
nanocrystalline Si-core surrounded by oxide shell and randomly distributed voids [3,
6] is yet to be well understood [7]. In recent studies, tunnelling oscillation through
the oxide layer present around individual Si nanocrystal core has been reported [8]
by our group. Studies on charge transport through nanostructured porous Si show the
possibility of many different transport mechanisms dominating at different voltage
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range along with the onset of resistive switching at suitable bias [9, 10]. Negative
differential resistance is also observed in transport through porous Si [11] with a
different device geometry.

We have obtained negative differential resistance in I-V characteristics of a porous
Si prepared by the standard process of electrochemical etching [12] in HF–ethanol
electrolyte. Metal contacts are established on the top of the porous Si surface. The
porous Si layer contains a random distribution of size of the nanorods that may result
in a band-gap variation due to quantum confinement effect [13]. For the smaller
particles, the energy band gap is higher leading to less carrier concentration and
hence lower conductivity.Moreover, smaller the particle, lesser is the phonon density
of states arising from phonon confinement [14, 15]. At smaller applied voltage, the
carriers try to find the low resistive path offered by the larger particles. But at higher
voltage, the probability of transport through smaller particles having higher band
gap increases due to the phonon bottleneck [16] because relaxation of high energy
injected carriers becomes slower due to lesser availability of suitable phonon in
nano-regime. The carrier mobility as well as the effective number of charge carrier
decreases for smaller rods resulting in negative differential resistance. This device
has the potential to be used in oscillators and amplifiers at microwave frequency if
the negative resistance region may be tuned with the etching time, pore size and
porosity of the porous Si layer.

2 Experimental

Porous Si of thickness ~1.5 µm and porosity ~70% is synthesized on boron-doped
p-type electro-polished (100) Si wafer of resistivity ~8� cm and thickness ~380µm
by electrochemical etching [12] for 5 min with current density 20 mA/cm2 in a
solution containing 24% HF and Ethanol in equal volume. Structural analysis of the
porous Si layer has been done using AFM microscope (Veeco DI CP II). Two Al
pads of 2 mm diameter and ~200 nm thickness are deposited by thermal evaporation
on porous Si layer to establish metal contact. DC I-V characteristics of the samples
have been recorded at room temperature using Keithley 2602B Sourcemeter.

3 Results and Discussion

Figure 1a shows theAFM topographic image for the electrochemically etched porous
Si layer. One of the Z-height scan profiles is shown in Fig. 1b for a particular region
indicated in Fig. 1a. From this Z-height profile, the presence of nanorods of different
sizes is observed.

The inset a in Fig. 2 shows the schematic cross-sectional view of the device where
the metal connection is taken from Al deposited on the top of the porous Si layer.
DC I-V characteristics of the samples recorded at room temperature are shown in
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Fig. 1 a Two-dimensional topographic AFM image of porous Si layer, b Z-height scan profile
showing the size of the nanorods and pores

Fig. 2 I-V characteristics with inset a showing the schematic cross-sectional view of the device

Fig. 2. The most salient feature of the characteristics is a decrease of current with
increasing voltage at around 9 V during reverse scan resulting in negative differential
resistance through Si nanorods.

The rods of smaller diameter are much more resistive than the larger ones. This
is because of two reasons. First, due to quantum confinement effect, the electronic
energybandgap increases in smaller particles leading to less number of free carriers at
a given temperature [11, 13]. Second, the carrier mobility decreases with decreasing
size of the crystallite [17]. So, charge carriers flow through larger rods at low bias as
they offer lower resistance to the carrier. However, at high bias, the carriers can flow
through the smaller rods overcoming the band-gap discontinuities present between
particles of different sizes. In fact, at high bias, it becomes difficult for a charge
carrier injected with higher energy to relax at the band edge of a particle with larger
size, hence smaller band gap, through phonon scattering as the availability of phonon
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with suitable energy and momentum becomes lesser in nano-dimension [16]. As a
result, at higher applied bias the probability of transport through the smaller nanorods
becomes comparable to that through larger particles at lower bias. Transport through
smaller particles and relaxing slowly at the band edge offers lower effective carrier
concentration. This leads to a net decrease in the effective conductivity of themedium
at higher bias.

Figure 3a, b show the band diagram of a randomly selected portion of the porous
Si layer containing two nanorods of different sizes at low bias. At low bias, charge
carriers can flow easily through the larger rods having smaller band gap (Eg1 > Eg2).
But transport from a larger rod of smaller band gap

(
Eg1

)
to a smaller rod having

higher band gap (Eg1 < Eg2) is less probable (shown in Fig. 3b) as, in this case, the
carrier has to overcome a barrier of height

(
Eg2 − Eg1

)
. But the scenario becomes

different when a high voltage is applied (V2 � V1). The larger particles have lower
band gap, and hence during transport, injected carriers at higher voltage need to
lose energy through phonon scattering to relax near the band edge of the second
particle [17] such that the effective density of states becomes maximum. However,
in systems of nano-dimensional crystallites, all the phonon modes are not available
[14, 15] as smaller the size, lesser the density of phonon states. In this situation,
transport through smaller particles of higher band gap becomes preferable (Fig. 3c).
This is because the transport of carriers through a larger rod becomes constrained
due to phonon bottleneck as shown in Fig. 3d.

Current density ( j) is a linear function of carrier concentration (n) and drift
velocity (v) of an injected carrier [18]. An injected carrier collides with impurities,
lattice imperfections and phonons, and hence, the movement of an injected carrier is
modelled as 2D randomwalk problem at fixed temperature. The average drift velocity
of an injected carrier is simulated considering the displacement along the direction of
applied bias as a linear function of the applied voltage. There is a random distribution
of size of the nanorods, and the band gap strongly depends on size according to the
model proposed by M. V. Wolkin for oxidized Si nanostructure as shown in Eq. (1)
[19, 20].

Egef f � Eg +
3.42

a1.29
(1)

where the first term is the band gap of bulk Si, the second term is the change in band
gap and a is the size of the nanorod.

At higher voltage, the smaller particles having higher band gap will be preferred,
and hence, the average band gap (Eav

gef f ) of the rods taking part in transport will
increase with increasing voltage. So the effective carrier concentration is expected to
decrease exponentially as the carrier concentration varies with band gap through the
complex network of the nanorods having randomly selected size as shown in Eq. (2)

n � n0e
− Eavge f f

KB T (2)

So, the current density can be expressed as
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Fig. 3 Schematic band diagram for the randomly selected two adjacent nanorods of different sizes
during low and high biasing

j � n0qvave
− Eavge f f

KB T (3)

The effective drift velocity of the injected carrier has been estimated using a
routine for 2D random walk through the porous network as a function of applied
bias. The drift velocity is expected to increase with increasing voltage for a given
particle. For a particular injected carrier the effective drift velocity has been estimated
averaging over one million trials. A distribution of particle size has been assumed
randomly in a 200×200 square matrix. The weight factor towards forward transition
has been estimated on the basis of the difference

∣∣Eg − qV
∣∣. Here Eg is the band gap

of the target particle, and V is the applied voltage. The transition has been assumed
to take place towards the particle having a minimum value of

∣
∣Eg − qV

∣
∣ among the

five available nearest neighbour particles in the forward direction. An average of the
band gap of the particles chosen during forward transition of the random walk has
been calculated. This has been used to calculate the effective carrier concentration
using Eq. (2).

Hence, the effective current density has been obtained by multiplying the average
drift velocity with the effective carrier concentration of the system as given in Eq. (3).
The result is shown in Fig. 4with the inset showing the negative differential resistance
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Fig. 4 Simulated I-V graph with the inset showing the negative differential resistance region in
experimentally obtained I-V characteristics

in I-V characteristics obtained experimentally. The region of negative differential
resistance is obtained near 1.5 V in the simulated graph whereas, experimentally
it has been found at nearly 9 V. There is a clear quantitative mismatch in current
obtained in the simulated graph with that in the experimentally obtained one. This
discrepancy may be due to the fact that we have modelled the transport of charge
carriers in 2D and have considered a random orientation of the particles of different
sizes on the two-dimensional porous Si matrix. Hence, it would not be wise to expect
a quantitative matching between the experimental and simulated results unless we
modify the simulation routine for 3D and consider minute details of the transport
through the Si nanostructures, which warrants a separate full work.

4 Conclusion

In conclusion, negative differential resistance is obtained in I-V characteristics mea-
sured from two Al top contacts on porous Si layer containing randomly distributed
thick and thin nanorods. The probability of transport through smaller rods increases
at higher voltages due to phonon bottleneck in nano-dimension. Consequently, the
number of effective charge carrier decreases resulting in negative differential resis-
tance.We have adopted a simple 2D randomwalkmethod to simulate the transport of
charge carriers through the randomly interconnected network of particles of different
sizes in nano-dimension. This simple model qualitatively explains the basic nature of
the observed negative differential resistance. Themodel needs to be extended to three
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dimensions with consideration of microscopic details of the individual nanorods for
exact quantitative agreement with the experimental results.
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Band Calculation of 2D Square Lattice
Using the Method of Successive
Over-Relaxation

Shayari Basu and Syed Minhaz Hossain

Abstract Successive over-relaxation method has been adopted to find the wave
functions corresponding to the band states and surface states and also to solve energy
dispersion relation for 2D finite crystal of desirable shape and size with periodic and
non-periodic potentials. This method enables us to study the finite size effect in 2D
crystals without costing too much computer time like ab initio methods. The major
advantage of over-relaxation method is its simplicity as well as its usefulness in both
lower and higher dimensional finite systems.

Keywords Successive over-relaxation · Semiconductor · Surface · 2D system

1 Introduction

Physics of finite systems are of great interest due to their potential applications in
electronics, photonics, photovoltaics, and even in medicine [1, 2]. For such systems
alongwith reduction in dimension and size, the surface-to-volume ratio becomes very
large, and the electronic property is primarily governed by the surface/interface states
which are found only at the atomic layers close to the surface. The termination of a
semiconductor crystal with a surface causes deviation from perfect periodicity which
leads to a change in the crystal potential leading to the alteration of the electronic
band structure along with the onset of surface states at the Brillouin zone boundary
[3, 4]. Studies on such states need band calculation for finite systems, which is a
good way to visualize the energy dispersion relation, the bandgap, and the possible
electronic transitions in nanostructured materials [3–5].
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To find eigenenergies and wave functions, one should solve the Schrödinger equa-
tion in a realistic pseudopotential, which often has to be found in a self-consistent
way. For 1D finite crystal, the semi-infinite linear chain model is useful, and the
potential along the atomic chain is assumed to vary as a cosine function [6, 7]. In one
dimension, the shootingmethod is used to solve boundary value problem by reducing
it to an initial value problem followed by a root-finding routine [8]. For bound-state
problems, the energy is not known in advance and the iteration starts from one known
boundary condition and is repeated for different energies until the correct boundary
condition at the other end is satisfied. But the disadvantage of this method is that
it cannot be applicable for non-separable potentials in higher dimensional systems
because the boundary conditions must be satisfied on all points at the boundary.
Matrix method can also be used to solve time-independent Schrödinger equation [9]
by assuming plane wave basis sets and reducing it to an eigenvalue problem. But
however, in this case, the finite size effect is not reflected in band calculation. The
other rigorous method for band calculation in such systems is ab initio DFTmethods
that take tremendous computer hour for a 2D finite system even of size of the order
of 10 nm [10].

Successive over-relaxation method is a variant of Gauss–Seidel method resulting
in faster convergence and can be used to solve time-independent Schrödinger equa-
tion [11]. In this paper, we have adopted this method for obtaining ground state along
with other low lying excited states and surface state in a 2D finite square lattice of
desirable dimension. Energy dispersion relation has been solved numerically which
is in good agreement with the theoretical result for empty lattice model, and hence,
the algorithm has been extended to a square lattice with 2D periodic potential. The
algorithm does not require any sophisticated background in numerical analysis. It
is reasonably intuitive and easy to code for lower as well as higher dimensional
systems.

2 Numerical Method

Surface state arises as the solution of time-independent Schrödinger equation in
the framework of nearly free electron approximation [3, 6]. Time-independent
Schrödinger equation can be written as

(−∇2 + V (�r ) − E)ψ(�r ) � 0. (1)

Our aim is to solve this equation numerically for obtaining ground states and other

excited states for periodic potential of the form v(�r) � v0 cos
(�G · �r

)
where v0 is the

potential form factor, E is the energy eigenvalue, and �G � Î(2�/a) + Ĵ(2�/b) is
the reciprocal lattice vector. Here, we are using natural units where �2

2m � 1.
Now, any second-order elliptic equation, e.g., Laplace Equation, while solving by

finite difference method [11] always reduces to an equation containing the values of
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ψ at any grid point along with the corresponding values at the nearest neighboring
points. Hence, this equation for all grid points (i, j) may be converted to a system of
linear equations. Rewriting Eq. (1), we obtain

ψi−1, j + ψi+1, j + ψi, j+1 + ψi, j−1 − [4 − h2(E − V (�r ))]ψi, j � 0. (2)

The uniqueness of the above equation lies in the fact that each interior point is
directly linked with the neighboring points of the two-dimensional grid of constant
mesh width h. Running two nested loops over i and j between 1 and N for solving
the set of linear equations, we obtain a system of (N × N ) equations which can be
solved by any convenient method to get ψi, j at all nodes. There are a number of
implicit methods for solving the elliptic partial differential equation but it becomes
unmanageable and involves more computational complexity for higher dimensional
systems. The way for increasing the simplicity and accuracy is to modify the scheme
for solving Eq. (2), and one of the simplest techniques used for this purpose is the
successive over-relaxation (SOR) method [11, 12].

The algorithm we have used is based on successive over-relaxation method for
solving time-independent Schrödinger equation which is easily extendible over an
(N × N ) grid of the 2D square lattice.

The algorithm is as follows:

(1) At first, initialize the trial wave function as the free particle wave function
ψin(x, y) � sin

(
mπx
L

)
sin

( nπy
L

)
corresponding to the empty lattice approxima-

tion, where L is the size of the square system.
(2) Calculate the expectation value of the Hamiltonian operator, Ĥ

(� −∇2 + v(�r))
as

〈E〉 � 〈ψin(�r)|H |ψin(�r )〉
〈ψin(�r )|ψin(�r )〉 , (3)

which has been taken as the initial guess for the energy.
(3) Run the loop over all interior grid points to calculate intermediate values ofψi, j

given as

U � ψi−1, j + ψi+1, j + ψi, j+1 + ψi, j−1

[4 − h2(〈E〉 − V (�r ))] . (4)

(4) Update the values ofψi, j calculated with the weight factorω using the following
formula:

ψnew
i, j � ψold

i, j + ω(U − ψold
i, j ). (5)

Here, ω is called relaxation parameter. It must be chosen properly for speeding
up the algorithm. We have taken ω�1.2 for fastest convergence.
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(5) Update the modified wave functions, i.e., repeat the steps from (2) to (4) until
〈E〉 and ψ(�r) no longer changes within the desired accuracy at all points on the
grid.

(6) Normalize the wave function.

Finally, we obtain ψi, j for which the eigenenergy converges to the correct value
within the desired accuracy. After finding ground state, other higher order states and
surface states have been calculated with a minor modification to the algorithm. As
the surface states are expected to vanish inside the bulk, the initial guess, in this case,
has been assumed as the corresponding empty lattice wave function multiplied by
an exponential pre-factor.

3 Results

Toverify the algorithm,we have solved the problemof 1Dfinite crystal and compared
the results with those as obtained from the well-known shooting method commonly
used in similar system [11]. Figure 1 shows the normalized wave functions corre-
sponding to (a) ground state, (b) first excited state, (c) ninth state, and (d) surface
state as obtained from (i) shooting method and (ii) successive over-relaxation for a
1D finite crystal with potential, v(x) � v0 cos 2πx

a , where a � 1.0 and v0 � 5.0. The
system size has been chosen as L � 10 atomic unit.

From this figure, it is evident that the band states within the Brillouin zone and
surface state at the Brillouin zone boundary as calculated from successive over-
relaxation are in good agreement with those of the results obtained using shooting
method.

Figure 2 depicts the band diagrams as obtained from shooting method and succes-
sive over-relaxation for a 1D finite crystal with the same dimension and potential. On
confirmation of this agreement in 1D system, we have extended the algorithm to 2D
square lattice with finite boundary and periodic potential. Figure 3 shows the plots of
four typical wave functions corresponding to (a) ground state (for m � n � 1), (b)
band state (m � 1, n � 9), and surface states in (c) (01) direction (m � 1, n � 10)
and (d) (11) direction (m � n � 10) for a 2D square lattice (1000 × 1000) with

non-separable potential of the form v(x, y) � v0 cos
(
2πx
a + 2πy

b

)
with a � b �

1.0 and v0 � 5.0. The ground state shown in Fig. 3a is a truncated 2D plane wave
modulated by the crystal potential as expected fromBloch’s theorem. Thewave func-
tion depicted in Fig. 3b corresponds to the edge of the first band along (01) direction,
which is also a two-dimensional truncated Bloch wave as expected. Figure 3c, d cor-
respond to the two lowest lying surface states at the edge of the zone boundary along
(01) and (11) directions, respectively. The energy corresponding to these states lie
with energies in the forbidden gap

(
Eg

)
and the wave functions decay exponentially

toward the crystal boundary as expected. Thus Surface states are of aperiodic nature
[3] which results due to the change in electron potential associated solely with the
crystal termination.
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Fig. 1 Normalized wave functions corresponding to a ground state, b first excited state, c ninth
state, and d surface state as obtained from (i) shooting method and (ii) successive over-relaxation
for a 1D finite crystal with L � 10, a � 1.0, and v0 � 5.0

We have checked the validation of the obtained results for the same system with

separable potential of the form v(x, y) � v0
[
cos 2πx

a + cos 2πy
b

]
which is shown in

Fig. 4, and it represents the corresponding plots of four typical wave functions corre-
sponding to (a) ground state (for m � n � 1), (b) band state (m � 1, n � 9), and sur-
face states in (c) (01) direction (m � 1, n � 10) and (d) (11) direction (m � n � 10)
with a � b � 1.0 and v0 � 5.0.

From Table 1, it has been observed that for 2D square system with separable
potential, the eigenenergy corresponding to any state matches with the combination
of the respective values of eigenenergies in 1D system which is also theoretically
expected. Eigenenergies obtained with non-separable potential slightly differ from
those obtained with separable potential for the same system.

Calculated E-K diagram for 2D square lattice with closed circles at the zone
boundaries is shown in Fig. 5. This figure shows the first five lower lying bands
of the system in both (01) and (11) directions, respectively. The figure indicates
finite size effects like discretization of energy bands along with the emergence of
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Fig. 2 E-K diagram as obtained using a shooting method and b successive over-relaxation for a
1D finite crystal with L � 10, a � 1.0, and v0 � 5.0

Fig. 3 Wave functions corresponding to a ground state (m � n � 1), b band edge state
(m � 1, n � 9), and surface states in c (01) direction (m � 1, n � 10) and d (11) direc-
tion (m � n � 10) for a 2D square lattice (1000 × 1000) with non-separable potential
(a � b � 1.0 and v0 � 5.0)



Band Calculation of 2D Square Lattice Using the Method … 381

Fig. 4 Wave functions corresponding to a ground state (m � n � 1), b band state (m � 1, n � 9),
and surface states in c (01) direction (m � 1, n � 10) and d (11) direction (m � n � 10) for a 2D
square lattice (1000 × 1000) with separable potential (a � b � 1.0 and v0 � 5.0)

Table 1 Eigenenergies as obtained using SOR method in 1D and 2D systems for separable and
non-separable potential, respectively, with L � 10.0, a � b � 1.0 and v0 � 5.0

Energies in case of 1D system
with potential of the
form:v(x) � v0 cos 2πx

a

Energies for 2D system (1000 × 1000) with

Separable potential of the
form: v(x, y) �
v0

[
cos 2πx

a + cos 2πy
b

]
Non-separable potential of
the form
v(x, y) � v0 cos

(
2πx
a + 2πy

b

)

E1 �−0.219 E1,1 �−0.421 E1,1 �0.047

E9 �6.667 E1,9 �8.089 E1,9 �7.910

E10 �9.475 E1,10 �8.490 E1,10 �10.959

E10,10 �18.149 E10,10 �19.877

surface states at the Brillouin zone boundaries. The marked points labeled as �, X,
M correspond to high symmetry points in the Brillouin zone.



382 S. Basu and S. M. Hossain

Fig. 5 E-K diagram for 2D square lattice (1000 × 1000) for a non-separable and b separable
potentials, with a � b � 1.0 and v0 � 5.0

4 Conclusion

In this paper, successive over-relaxation method has been adopted to solve 2D
Schrödinger equation for an (1000 × 1000) grid size of the 2D square lattice for
separable as well as non-separable periodic potentials that leads to discretization of
bands including the emergence of the surface states. The algorithm needs to be modi-
fied for calculating higher bandswith better accuracy. The algorithm has the potential
to be applied in real-world systems such as quantum dots and other nanostructures.
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Trap-Assisted Transport in Silicon
Nanorods

Ujjwal Ghanta and Syed Minhaz Hossain

Abstract In this work, we have studied the charge transport and photoluminescence
(PL) properties of silicon nanorods (SiNRs) on substrate synthesized by the electro-
chemical etching of p-type Si wafer. The DC current–voltage (I-V) characteristics
of SiNR within temperature 100–350 K show nonlinear and asymmetric behavior.
From the temperature-dependent DC conductivity measurement, activation energy
of 0.78 eV has been found. The room temperature emission spectrum is characterized
by the appearance of single PL band in the visible region which can be de-convoluted
into two Gaussian bands. The observed phenomena are interpreted in terms of defect
states in the random SiNR network.

Keywords Silicon · Nanorods · Activation energy · Carrier transport

1 Introduction

The nanostructures of Si are of great significance and technological interest due
to their attractive new applications in the area of microelectronics, photonics, and
photovoltaics [1–3]. Si nanostructures in the form of porous Si are reported to have
a typical resistivity of five orders of magnitude higher than that of crystalline bulk
silicon [4, 5]. For any kinds of device applications of Si nanostructure, it is indeed
essential to understand the transport property. In the present work, we have studied
the effect of temperature on the lateral DC I-V characteristics and conductivity of
the SiNR. Our observation suggests the dominant role of defect states in conduction
through random SiNR network which is supported by the PL study.
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2 Experimental

2.1 Sample Preparation

SiNR on Si substrate was synthesized by electrochemical etching of p-type, 2–5 �-
cm resistivity, and (100) crystalline Si wafer. We have used mixture of (24%) HF and
ethanol solutionwith volume ratio 1:1 as the electrolyte. The electrochemical etching
was carried out in a Teflon bath. The details of the sample preparation techniques
are reported elsewhere [6, 7]. The etching current density and etching time were
20 mA/cm2 and 10 min, respectively.

2.2 Metal Contact

Two micro-point contacts were made up on top of the SiNR layer with a separation
of 1 mm. The metal contact has been done at 120 °C. We have used aluminum (Al)
as contact material. The cross-sectional configuration of the device is schematically
shown in Fig. 1.

2.3 Electrical Characterization

For the electrical characterization of SiNR, we have used Keithley 2400 Source
Meter. The temperature was controlled by a liquid nitrogen cooled cryogenic sys-
tem with LakeShore, 330 temperature controller. The DC I-V characteristics were

Fig. 1 Schematic
cross-sectional view of the
SiNR layer along with metal
contacts on top
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recorded at constant temperature using two-probe method with±5 V. The tempera-
ture dependence of the DC conductivity was measured at constant voltage mode.

2.4 Optoelectronic Characterization

For the optoelectronic characterization, we have used Horiba–Jobin Yvon, Nanolog
(Fluorolog-3) single grating spectrofluorometer with water-cooled photomultiplier
tube (PMT). The sample was excited by 325 nm wavelength of 10 mW HeCd laser.
The PL spectrum of SiNR was recorded at room temperature within 500–750 nm
emission wavelengths.

3 Results and Discussions

Figure 2 represents the I-V characteristics of the device within the applied bias±5 V
for different temperatures in the range of 100–350 K. It is clearly evident from Fig. 2
that the I-V characteristics are nonlinear. The magnitude of current is in µA range
which increases with temperature. The magnitude of current in positive bias is large
in comparison with negative bias for a fixed temperature showing an asymmetric
behavior. This asymmetric I-V characteristic is attributed to the modified potential
barrier due to the accumulation of carriers at interface defect states that depend on
the sweep direction [8].

The DC conductivity of the device as a function of temperature is shown in
Fig. 3. The logarithmic of the conductivity increases sharplywith inverse temperature
and follows linear treads at high temperature showing an activation nature. The
temperature-dependent conductivity of the device can be represented as [9]

Fig. 2 I-V characteristics of
the device for different
temperatures within±5 V
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Fig. 3 The scattered data
represents the temperature
dependence of the DC
conductivity. The solid line
corresponds to the liner fit
with estimated activation
energy 0.78 eV

σ � σ0 exp(− Ea

KBT
) (1)

where σ0 is the conductivity prefactor, Ea is the activation energy, KB is Boltzmann
constant, and T is temperature in absolute scale. From the linear fit of the data, the
estimated value of σ0 and Ea has been found to be 3.46 × 102 (ohm − cm)−1 and
0.78 eV, respectively. The estimated values are well in agreement with the previous
works [9–11].

Figure 4 shows the room temperature photoluminescence (PL) emission spectrum
of SiNR under 325 nm laser excitation. The PL spectrum is broad; apparently, single
band is centered around 617 nm but cannot be represented by a single Gaussian
function. The Gaussian de-convolution of the spectrum clearly indicates that the
luminescence from SiNR consists of two distinct bands as shown in Fig. 4. We
found that the high energy first PL band and low energy second PL band centered
at around 584 nm and 628 nm, respectively. The appearance of PL bands can be
interpreted by the electronic states of SiNRs as suggested by Wolkin [12]. Oxygen
passivation will result in oxide defect states within the widen bandgap of SiNRs as
shown schematically in Fig. 5. Optoelectronic transitions from the conduction band
(CB) to valance band (VB) of SiNRs cause high energy first PL band [13], whereas
transitions from oxide defect state to VB result in low energy second PL band [13].
The PL study clearly reveals the existence of shallow defects in the SiNR system.
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Fig. 4 Room temperature
PL spectrum of SiNR under
325 nm laser illumination.
The scattered plot represents
the raw data. The solid line
(green and orange)
corresponds to the Gaussian
de-convolution and sum of
the Gaussians (blue)

Fig. 5 Schematic
representation of electronic
states of Si nanocrystals as a
function of their size as
suggested by Wolkin [12]

4 Conclusions

In conclusion, we have studied the temperature-dependent transport properties of
the electrochemically etched SiNR random network. The I-V characteristics are
asymmetric and nonlinear. The temperature-dependent conductivity measurement
shows activation type of behavior. Also, PL study reveals the existence of shallow
defects in the system. The presence of defect states plays a crucial role in the carrier
transport through random SiNR network.
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Comparison of Different SRAM Cell
Topologies Using 180 nm Technology

D. Chaudhuri, Kousik Roy and A. Nag

Abstract With an overview and the limitations of the conventional SRAM cell,
different SRAMcell topologies (4T–11T) are discussed. The cells are designed using
Tanner EDA tool with 180 nm technology. The variation of power and read delay of
different cell topologies compared to conventional SRAM cell are considered. The
behaviour of power against supply voltage Vdd for different cell topologies reveals
that the higher cell topologies offer better stability by maintaining the power as low
as possible.

Keywords SRAM cell · Low power · Read stability

1 Introduction

Modern system-on-chip (SOC) designs increases the usage of static random access
memory (SRAM) cell in order to utilize the minimum sized transistor to realize a
higher density. The area of an SRAM cell is vital because the cell area contributes
extensively to the Si area. The lowest operational Vdd for SRAM is restricted either
by the cell stability or write-ability [1]. There are three modes, viz., (i) standbymode,
(ii) readmode and (iii) writemode inwhich the SRAMoperates [2]. In standbymode,
word line (WL) is not affirmed. Consequently, the pass transistor is deactivated, and
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no read and write operation is performed, and thus, the RAM holds the stored data
in this mode. The power required for holding the data is more. In read mode, read
operation is performed by first activating the WL and the pass transistors are then
activated. The voltage at bit line (BL) is kept high and the bit bar line (BLB) is pulled
to low. When the difference between two voltages is high, ‘1’ is read. When the
difference between them is low, ‘0’ is read from the cell. In write mode, when ‘1’ has
to write into the cell, first BL is kept high and BLB is kept at low voltage. Similarly,
when ‘0’ has to write into the cell, then BL is kept at low and BLB is at high voltage.
New techniques are being comprehended to get better energy efficiency in the design
of the SRAM cells. In this paper, 4T–11T SRAM cells are designed using Tanner
EDA tool with 180 nm technology and power and read delay of the cells reveals that
the higher cell topologies offer better stability margin by making the power as low
as possible.

2 Different SRAM Cell Topologies Implemented

4T–11T SRAM cell topologies under consideration are, respectively, shown in
Figs. 1, 2, 3, 4, 5, 6, 7 and 8 and are discussed in brief along with their individ-
ual merits and demerits.

4T-SRAM cell: Figure 1 shows the basic block of a 4T SRAM cell. Though have
dominated the marketplace of low power logic circuits initially due to its less cell
area, for the reduced stability at lower voltages, the 4T SRAMs have not been used
nowadays for on-chip storage in different logic circuits [3].

Fig. 1 4T SRAM cell
diagram [3]
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Fig. 2 5T SRAM cell diagram [3]

Fig. 3 6T SRAM cell diagram [4]

5T-SRAM cell: The basic block of a 5T SRAM cell as shown in Fig. 2 appears
similar to a conventional 6T SRAM cell of Fig. 3, but the only distinction is missing
of one access transistor [3].

Writing a ‘0’ to the 5T cell [4] is not a concern as the access transistor M1 can
pass a strong ‘0’. However, writing a ‘1’ is practically unfeasible without a writing
support since M1 cannot pass a strong ‘1’.

6T-SRAM cell: The basic block of this cell as depicted in Fig. 3 is designed by
using 2 PMOS and 4 NMOS transistors in the form of two cross-coupled inverters
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Fig. 4 7T SRAM cell diagram [5, 6]

Fig. 5 8T SRAM cell diagram [5]

connected side by side and two access transistors M1 and M2. With the help of M1
and M2, data can be either accessed or written into the cell [4]. The inverters are
used for accumulating bit information at an instance.
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Fig. 6 9T SRAM cell diagram [5]

7T-SRAM cell: The basic block of this cell, which is shown in Fig. 4, consists
of an additional transistor M7 placed in the ground path of a 6T cell to minimize
leakage while the cell is in standby mode [5]. In standby mode, the transistor M7 is
anticipated to cut-off the ground path and to get rid of the leakage paths through the
inverter transistor sources but this cell cannot increase the read stability [6].

8T-SRAM cell: In order to retain the read stability, data stability and utility of
a 6T and 7T SRAM cells; 8T SRAM cell is used [5]. The basic block this cell is
shown in Fig. 5 by incorporating an additional read word line (RWL) and read bit
line (RBL) for read operation and write word line (WWL) and write bit line (WBL)
for write operation other than the conventional cells.

9T-SRAM cell: Better data stability can be achieved in this cell [5], the basic
block of which is shown in Fig. 6. Here data is completely isolated from the BL
to perform a read operation. Betterment in read static-noise-margin can be obtained
using this cell in comparison to conventional one.

10T-SRAM cell: The basic block of 10T cell is depicted in Fig. 7 with a single-
end RBL, employing an inverter as transmission gate (TG) [7] connected to Q′. The
additional signal read enable bar (REB) is an inversion signal of a read WL, control
the additional PMOS transistor M9 at the TG. While the REB and read enable (RE)
are asserted and the TG is on, a stored node is connected to Q through the inverter.
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Fig. 7 10T SRAM cell diagram [7, 8]

Here pre-charge circuit is not essential because the inverter fully charges or discharges
the RBL [8].

11T-SRAM cell: This cell, shown in Fig. 8, is having two cross-coupled inverters
along with a transistor which is accessed by the RWL for read operation and other
two transistors which are controlled by the WWL for write operation [9].
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Fig. 8 11T SRAM cell diagram [9]

3 Simulation Results

We have obtained the simulation results for the different considered 4T–11T SRAM
cell topologies using 180 nm technology in terms of power and read delay.

Tables 1 and 2 show, respectively, the variation of power and read delay obtained
at different supply voltages for different SRAM cell topologies. Figure 9 shows the
variation of power in different SRAM cell topologies for chosen values of Vdd, and
Fig. 10 shows the variation of read delay in different SRAM cell topologies for the
same chosen values of Vdd.

The behaviour of power against supply voltage Vdd for different cell topologies
has been shown in Fig. 11. From the power and read delay behaviour of all consid-
ered SRAM cells, it reveals that the higher cell topologies offer better stability by
maintaining the power as low as possible.
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Table 1 Power obtained at different supply voltages for different SRAM cell topologies

Supp.
vol./Cell

0.8 V 0.9 V 1.0 V 1.1 V 1.2 V

Sram 4t 1.12E−07 1.42E−07 1.73E−07 2.03E−07 2.32E−07

Sram 5t 4.80E−07 6.15E−07 7.64E−07 9.40E−07 1.13E−06

Sram 6t 4.97E−07 6.37E−07 8.00E−07 9.83E−07 1.18E−06

Sram 7t 4.85E−07 6.17E−07 7.70E−07 9.43E−07 1.14E−06

Sram 8t 2.37E−07 3.06E−07 3.85E−07 4.73E−07 5.70E−07

Sram 9t 6.15E−07 8.12E−07 1.03E−06 1.27E−06 1.54E−06

Sram 10t 6.02E−08 8.31E−08 1.08E−07 1.39E−07 1.73E−07

Sram 11t 6.65E−08 8.95E−08 1.13E−07 1.46E−07 1.62E−07

Table 2 Read delay obtained at different supply voltage for different SRAM cell topologies

Supp.
vol./Cell

0.8 V 0.9 V 1.0 V 1.1 V 1.2 V

Sram 4t 3.01E−11 2.89E−11 2.75E−11 2.58E−11 2.37E−11

Sram 5t 5.00E−11 5.50E−11 5.84E−11 6.09E−11 6.11E−11

Sram 6t 5.50E−11 6.03E−11 6.48E−11 6.80E−11 7.06E−11

Sram 7t 5.06E−11 5.54E−11 5.87E−11 6.12E−11 6.16E−11

Sram 8t 3.00E−11 2.82E−11 2.65E−11 2.51E−11 2.37E−11

Sram 9t 7.14E−11 7.52E−11 7.75E−11 8.05E−11 8.24E−11

Sram 10t 2.75E−11 2.53E−11 2.29E−11 2.04E−11 1.85E−11

Sram 11t 2.63E−11 2.41E−11 2.20E−11 2.01E−11 1.89E−11

Fig. 9 Variation of power in different SRAM cell topologies for chosen values of Vdd
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Fig. 10 Variation of read delay in different SRAM cell topologies for chosen values of Vdd

Fig. 11 Power versus Vdd
curves for different SRAM
cells

4 Conclusion

In recent past due to the rising requirement of embedded systems, laptops, commu-
nication devices and memory cards, rapid advancement of low power, low voltage
SRAMcells has been experienced [10]. As a result of these, new techniques are being
comprehended to get better energy efficiency in the design of the SRAM cells. In
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this paper, the power and read delay behaviour of all considered SRAM cells reveal
that the higher cell topologies offer better stability margin by maintaining the power
as low as possible.
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Ferroelectric-Cladded Tunable Silicon
Photonic Coupler

M. Mishra, F. Morichetti and Nikhil R. Das

Abstract Asilicon photonic directional couplerwith ferroelectric cladding has been
studied. It is shown that the domain switching in ferroelectric material can be uti-
lized to reduce continuous power consumption and thermal noise in dense photonic
integrated circuits when compared to conventional thermo-optic actuators.

Keywords Actuator · Directional coupler · Tunable · Ferroelectric · Nonvolatile

1 Introduction

Thermo-optic actuator has a significant role in the field of silicon photonics for
tuning the refractive index of the waveguide cladding for realizing tunable couplers
and other silicon photonic devices [1, 2]. But they suffer from limitations such as the
need for continuous power supply and the presence of severe thermal cross talk. To
avoid these issues, ferroelectric tunable couplers have been proposed. Ferroelectric
material such as barium titanate (BaTiO3) shows varying refractive index values (ncl
= 2.36–2.41) depending on the orientation of their domains. This domain switching
may be done by applying an electric field with appropriate intensity and orientation,
thus changing the refractive index of the material [3–6]. Here, ferroelectric BaTiO3
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Fig. 1 a The coupler structure and b the simulated structure

material has been used as a claddingmaterial for silicon photonic directional coupler.
Different propagation modes and coupled powers for a fixed coupling length have
been studied for different values of effective refractive index (ncl).

2 Device Structure

The directional coupler considered in the present study has two waveguide cores
(500×300 nm), separated by 100 nm, having BaTiO3 as its cladding as shown in
Fig. 1. The length of the parallel coupling portion is 6 µm, and the bending radius
of the cores at both the ends is 8 µm.

3 Results and Discussion

Results from simulations are given below. In Fig. 2, the coupling TE, TM modes for
different values of refractive index (ncl) of the cladding are shown. It can be seen
that, as ncl of cladding increases, the coupling becomes stronger.

The cross-sectional view of light coupling between the two waveguides in the
coupler is shown in Fig. 3 for different values of ncl. It can be seen from these results
that use of BaTiO3 as a cladding material for Si core couplers instead of traditional
SiO2 not only enables us to tune the coupling power but also increases the power
coupling rapidly within a shorter coupling length.

Figure 4 shows the coupled power for different changing ncl for the given structure.
As the ncl value changes from 1.45 (Si) to 2.36 (the extraordinary axis refractive
index value of BaTiO3), a coupling power increases significantly. Again, it further
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Fig. 2 TE00 and TM00 modes: a SiO2 [ncl =1.45], bBaTiO3 [ncl =2.36], and cBaTiO3 [ncl =2.41]

increases rapidly, as the ncl values changes from 2.36 to 2.41, i.e., the ordinary axis
refractive index of BaTiO3. This change in refractive index value for ncl can be
tuned by applying the appropriate amount of electric field to BaTiO3 cladding of
the respective coupler; hence, the coupling power can be tuned by applying electric
field.

From the above discussion, it can be noted that the ferroelectric BaTiO3-cladded
silicon photonic couplers can achieve more coupling in effectively shorter coupling
length, and the coupling can be tuned using the applied electric field. This is very
important for photonic integrated circuits.
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Fig. 3 Light coupling for ncl = a 1.45, b 2.36, c 2.38, and d 2.41

Fig. 4 Variation of coupled
power with refractive index
(ncl). As no data have been
used between ncl =1.45 and
2.36, the exact trace
(nonlinear) cannot be shown
in the plot and, so, the two
points are joined by dashed
line

4 Conclusion

The study shows that the coupling can be significantly modified by changing the
refractive index of the cladding. The refractive index of BaTiO3 cladding is modified
due to the switching of ferroelectric domains by electric field. Thus, power coupling
in ferroelectric-cladded silicon photonic coupler can be efficiently tuned by electric
field.
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Circular Antenna Array Optimization
Using Flower Pollination Algorithm

Krishanu Kundu and Narendra Nath Pathak

Abstract Flower pollination is a fascinating process in the innate world. Its evo-
lutionary features can be utilized to design innovative optimization algorithms for
antenna arrays. In this paper, we use flower pollination algorithm, stimulated by pol-
lination practice of flowers for optimizing circular antenna arrays. FPA is utilized to
circular array for obtaining optimized positions of antennas to attain array pattern
comprising lowest side lobe alongside positioning of deep nulls in needed directions.

Keywords Circular antenna array · Flower pollination algorithm

1 Introduction

Antenna array is a combination of several antennas in order to obtain a given radi-
ation pattern [1]. Array antennas are divided into two modules based on how the
element antennas axis is correlated to the path of radiation. A broadside array is
array of one or two dimensions where the direction of radiation is at a 90° angle to
the plane of the antennas, whereas end-fire array is basically termed as linear array
where the direction of radiation is exactly all along the line of antennas. By proper
arrangement of number of elements in an array, by modifying inter-element spacing
between array elements, by changing elemental amplitude as well as phase and most
obviously with proper scheming of antenna array geometry the problems like low
directivity, high side lobe level and wide beam width faced in single antenna can be
eliminated. Recent trends focus on array synthesis with null placement. To compen-
sate delays of received signals commencing from a particular source at individual
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elements of antenna array null steering or null placement is best used policy. Null
placement helps in obtaining justified signal-to-noise ratio by avoiding unauthorized
interference. Moreover, minimization of side lobes in addition to null placement
contributes in effective array designing. In circular array, minimization of side lobes
and placement of null could be obtained by optimizing amplitude as well as phase
keeping inter-element spacing constant or by changing inter-element spacing keeping
amplitude, phase unchanged.Various nature-based algorithms like genetic algorithm,
simulated annealing, particle swarm optimization and ant colony optimization have
been utilized so far for optimization of circular arrays. In this paper, flower pollina-
tion algorithm (FPA) [2, 3] has been utilized for optimization of circular array. FPA
is a nature-based algorithm based on pollination of flowers, i.e. pollen transfer with
the help of pollinators for the purpose called reproduction.

2 Circular Antenna Array

Figure 1 describes a circular array geometry of N isotropic elements equally placed
over x-y plane along a circular ring of radius a [4]. Array factor of circular array with
N-element whose centre is at the x-y plane’s origin is described by Eqs. 1a and 1b.

AF(θ,φ)�
N∑

n�1

Ine
jka(cosφ - cosφ0) (1a)

Fig. 1 Structure of circular
array
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AF(θ,φ)�
N∑

n�1

Ine
jkp0cos(φn−ε) (1b)

where

ε � tan−1[(sin θ sinϕ − sin θ sinϕ0)/(sin θ cosϕ − sin θ0 cosϕ0)]

p0 � a[(sin θ cosϕ − sin θ0 cosϕ0)
2 + (sin θ sinϕ − sin θ sinϕ0)

2]1/2

an � Inejαn

αn � −k a sinθ0 cos(ϕ0 − ϕn)

where In �amplitude excitation of nth element, ϕn �2�n/N, angular position of
nth element on x-y plane, an �excitation coefficients (amplitude and phase) of nth
element.

3 Flower Pollination Algorithm

Flower pollination algorithm is based on pollination property of plants and depends
on the following four rules:

I. Biotic and cross-pollination are treated as global pollination process.
II. Abiotic and self-pollination are classified as local pollination.
III. Flower constancy is being developed by insects and termed as the reproduction

probability.
IV. A switching probability (p) facilitates the switching between local and global

pollination.

The basic parameters are as follows: population size (n), switching probability
(p), step size L(β), scaling factor (γ) and local pollination constancy factor ( 1).
Switching probability (p) is biased to local pollination process as nearby flowers
are more obvious to be pollinated than far away flowers. During FPA execution, a
random number in the range 0–1 is produced and done comparison with switching
probability (p). For number value less than p, global pollination takes place or else
local pollination. Step size L(β) is dedicated to global pollination process and dictates
the pollinators such as insects ability to fly over long distance. Scaling factor (γ)
controls the step size in global pollination process.

Global pollination : xt+1i � xti + L
(
xti −g∗) (2)

Local Pollination : xt+1i � xti + ε
(
xti −xtk

)
(3)
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Solution vector (xti) at iteration t and g* denotes the present best found till through-
out iteration. The switching probability between two equations throughout iterations
is denoted by p. ε represents randomnumber opted from a uniform distributionwhere
L represents step size opted from a Lévy distribution.

Lévy flights by means of Lévy steps are an effective random walk as global
and local search capabilities could be carried out at a similar time. In comparison
with standard random walks, Lévy flights encompass occasional long jumps, which
facilitate the algorithm to jump out any local valleys. Lévy steps obey the following
approximation:

L ∼ (s + β)−1

where β states Lévy exponent. It could be challenging to draw Lévy steps properly
and a simple way of generating Lévy flights is to use two normal distributions u and
v by a transform s � u/(|v|1+β), xtj and xtk are pollen as of different flowers of same
plant.

4 Results of Optimization

Here the FPA has been utilized for optimizing circular antenna array so that it can
decide the optimized array element positions for minimizing peak SLL as well as for
placement of nulls in preferred directions. In Example 1, the optimized array element
positions are determined for minimizing peak SLL in the particular spatial region.
Example 2 elaborates the relevance of FPA to conclude the optimized array element
positions for minimizing peak SLL in addition to situate deep nulls in the preferred
directions. The FPA has been programmed on MATLAB and runs for 15 times. In
each run, the total number of iterations is put equivalent to 1000. All experimental
results are observed using n = 25, ß = 1.5, p = 0.8, and γ�0.1.

Fitness function utilized for minimizing peak SLL

Fitness � min(max(20 log|AF(θ)| (4)

4.1 Example 1

Example 1 elaborates circular antenna array (2 N�10 element) synthesis for obtain-
ing SLL minimization for regions, θ � [0°, 74°] and θ � [106°, 180°]. It is assumed
that phase and amplitude excitations are uniform. Table 1 depicts the optimized ele-
ment positions where Fig. 2 explains array pattern. The projected method (FPA)
provides peak side lobe level equal to −26.36 dB (Table 2).
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Table 1 Optimized locations in positive half of 10-element circular antenna array of Example 1

Method Optimized antenna positions

FPA 0.111λ 0.325λ 0.6522λ 0.895λ 1.4239λ

Fig. 2 Array pattern for
design Example 1 {Y axis:
array factor (in DB) X axis:
azimuth angle (in degree)}

Table 2 Optimized peak side
lobe level in case of
10-element circular antenna
array

Sr. no. Algorithm used Peak SLL (in DB)

1 Flower pollination
algorithm

−26.36

4.1.1 Minimization SLL Along with Null Placement

Fitness function taken into consideration for minimizing SLL as well as for placing
of nulls in preferred directions is represented as in (5).

Fitness �
∑

i

1/�θi

θνi∫

θli

|AF(θ)|2dθ +
∑

k

|AF(θk)|2 (5)

4.2 Example 2

Example 2 elaborates circular antenna array (28 element) synthesis for obtaining SLL
minimization for regions θ� [0°, 84°] as well as θ� [96°, 180°] along null placement
at θ�55°, 57.5°, 60°, 120°, 122.5°, and 125°. Array pattern has been shown in Fig. 3,
where the null depths attained by using FPAat every specified directions are compiled
in Table 3. It can be observed from Fig. 3 that the recommended method using FPA
capacitates the deep null placements (deep as −92.56 dB) at particular directions
(Table 4).
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Fig. 3 Array pattern depicting Example 2 {Y axis: array factor (in DB) X axis: azimuth angle (in
degree)}

Table 3 Null depths post-optimization upon applying FPA

Circular
array type

Null depths in DB

θ 55 57.5 60 120 122.5 125

28-element
array

−92.56 −98.37 −93.62 −93.62 −98.37 −92.56

Table 4 Null depth and peak
SLL in Example 2

FPA method

Minimum null depth −92.56

Peak SLL −23.69

4.3 Convergence Based on FPA

Graph between convergence due to fitness function and total iteration numbers
(Example 1 and Example 2) is being represented by Figs. 4 and 5. Table 5 describes
the comparative analysis of number of total iterations needed for convergence in case
of Example 1 and Example 2.

Table 5 Comparative
analysis of number of total
iterations needed for
convergence in case of
Example 1 and Example 2

Design Example 1 Design Example 2

FPA 468 156
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Fig. 4 Graph between
convergence due to fitness
function and total iteration
numbers (Example 1)

Fig. 5 Graph between
convergence due to fitness
function and total iteration
numbers (Example 2)

5 Conclusion

This paper suggested flower pollination algorithm for optimizing circular antenna
arrays. FPA was utilized for obtaining enhanced antenna positions for achieving
desired pattern having minimum SLL as well as null placement in stipulated direc-
tions. Design examples elaborately focused on below mentioned conditions.

Suppression of peak SLL is described through Example 1, and Example 2 elabo-
rates minimization of SLLwith proper placement of several nulls near to one another
in spatial region. Consequences of variation in control parameters over solution qual-
ity can be focused on further research.
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Solving (2×n) Fuzzy Matrix Games

Laxminarayan Sahoo and Pintu Pal

Abstract In this article, (2 × n) fuzzy matrix game is introduced, and its solution
procedure has been suggested. Here, payoffs elements are supposed to be fuzzy-
valued numbers, and these numbers are represented by triangular fuzzy numbers
(TFNs). The solution methodology is employed by the process of defuzzification of
fuzzy payoffs and usage of graphical method. Here, a new defuzzification technique
based on beta distribution has been used for defuzzification of fuzzy payoffs. Finally,
numerical examples are given for illustration purpose.

Keywords Fuzzy matrix game · Payoffs · Fuzzy number · Beta distribution
Defuzzification

1 Introduction

In every real-life decision-making problem in a competitive economical situation, it
is very much important to take the decision where there are two or more opposite
parties in contradictory situations, and the action of one may rely on the action taken
by the contesting party. Such types of conflicting situations are seen in every day, viz.,
in politics, elections, advertisements, marketing, etc. The history of game theory was
established in the early twentieth century but a new direction has been taken about
its only in 1944, when Von Neumann and Morgenstern [1] described game theory
in their most pioneering work “Theory of Games and Economic Behavior”. Since
then several types of mathematical game problems have been framed and different
solution procedures have been proposed. In the past, several researchers constructed
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and solved the matrix game considering crisp/precise payoff. This means that the
information’s about the game are entirely known by the players. But in reality, the
exact information about payoffs is clearly not known by the players, and it is observed
that the players of games may not be able to calculate the outcomes of the games
precisely due to lack of genuine information and hence, payoffs of some games
cannot be measured exactly. To tackle such types of condition, the game problem
can be reformulated using the theme of fuzzy set theory [2]. Fuzzy set is defined
with the help of grades of membership function. Among several types of fuzzy sets,
there are some special characteristics for the fuzzy sets that are defined on the set
of real valued numbers. Membership functions of these sets can be viewed as fuzzy
numbers. Fuzzy numbers plays an important role in fuzzy game theory. The use of
fuzziness in game problem has been well studied by Campos [3]. Research direction
about fuzziness in game problems one may mention the works of Bector et al. [4–6],
Vijay et al. [7], Nayak and Pal [8, 9] and Sahoo [10–12]. In fuzzy game problems, all
payoffs are fuzzy-valued numbers. In this article, we have to think about 2×n matrix
game without saddle point whose payoffs are TFNs. Here, the fuzzy game problem
has been transformed to crisp gamebymaking use of defuzzification of fuzzy payoffs.
For this purpose, a new defuzzification technique based on beta distribution has been
exerted for defuzzification of fuzzy payoffs. The strategy for each player as well as
the value of the game is obtained by solving the corresponding crisp game by use of
graphical method. Finally, to adorn the solution procedure, a numerical example has
been carried out and the computational results have been shown.

2 Some Basic Concepts and Definitions

In this section, some basic ideas and definitions used in this article are discussed.

2.1 Fuzzy Set Theory

Afuzzy set Ã is defined by amembership functionμ Ã(x),which assigns each element
x in X to a real number between 0 and 1. Here,μ Ã(x) gives the grade of membership
of x in Ã.

2.2 Normal Fuzzy Set

Afuzzy set Ã is called a normal if there exists at least one x ∈ X forwhichμ Ã(x) � 1.
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2.3 Convex Fuzzy Set

A fuzzy set Ã is called convex iff for x1, x2 ∈ X , the membership function of Ã
provides the inequalityμ Ã(λx1+(1−λ)x2) ≥ min{μ Ã(x1), μ Ã(x2)},whereλ ∈ [0, 1].

2.4 Fuzzy Number

A fuzzy number Ã is a fuzzy set, which is both convex and normal.

2.5 Triangular Fuzzy Number (TFN)

The TFN is a normal fuzzy set denoted by Ã � (a1, a2, a3) and its membership
function μ Ã(x) : X → [0, 1] is defined as follows:

μ Ã(x) �

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

x−a1
a2−a1

if a1 ≤ x ≤ a2

1 if x � a2
a3−x
a3−a2

if a2 ≤ x ≤ a3

0 otherwise

2.6 Beta Distribution

The random variable X is said to follow beta distribution if its probability density
function is given by

f (x) �
⎧
⎨

⎩

xs−1(1−x)t−1

β(s,t) 0 < x < 1

0 otherwise

where s > 0 and t > 0 are parameters of beta distribution.

2.7 Defuzzification of Triangular Fuzzy Number Based
on Beta Distribution

Let Ã � (a1, a2, a3) is a TFN. The projection of Ã � (a1, a2, a3) on the interval
(0, 1) is Ã � (0, a2−a1

a3−a1
, 1). If we define the parameter s corresponding to the beta
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distribution as s � a2−a1
a3−a1

+ 1 we get t � a3−a2
a3−a1

+ 1. And the mean value (ξ ) of beta

distribution corresponding to the TFN Ã � (a1, a2, a3) is ξ � s
s+t � a3+a2−2a1

3(a3−a1)
.

Now, ξ Ã is the real number by transforming ξ from the interval (0, 1) to the
interval (a1, a3) is considered as the real number corresponding to the fuzzy number
Ã � (a1, a2, a3) and ξ Ã is given by

ξ Ã � ξ (a3 − a1) + a1 � a3 + a2 + a1
3

Lemma 2.1 The crisp real number (defuzzified value) ξ Ã corresponding to the tri-
angular fuzzy number Ã � (a1, a2, a3) is ξ(a1,a2,a3) � a1+a2+a3

3 .

2.8 Fuzzy Payoff Matrix

Let ãi j be the fuzzy payoff which is the gain of player A from player B if player A
chooses strategy xi whenever player B chooses y j . Then the fuzzy payoff matrix is(
ãi j

)

m×n .

Definition 2.2 ((2×n) fuzzy matrix Game) The (2×n)matrix Game can be defined
as

(
ãi j

)

2×n and represented by

(
ãi j

)

2×n � A1

A2

B1 B2 · · · Bn
(
ã11 ã12 · · · ã1n
ã21 ã22 . . . ã2n

)

.

where Ai ∈ {x1, x2} be a strategy for player A and Bj ∈ {y1, y2, . . . , yn} be a
strategy for player B.

2.9 Mixed Strategy

The mixed strategy for the player A is denoted by x � (x1, x2, · · · , xm), where∑m
i�1 xi � 1, and xi ≥ 0. Similarly, a mixed strategy for the player B is denoted by

y � (y1, y2, · · · , yn) where ∑n
j�1 y j � 1 and y j ≥ 0.

2.10 Expected Payoff

Fuzzy expected payoff is denoted by E(x, y) and is given by
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E(x, y) �
m∑

i�1

n∑

j�1

ãi j xi y j .

Lemma 2.2 Defuzzified expected payoff is denoted by Ed f (x, y) and is given by

Ed f (x, y) �
m∑

i�1

n∑

j�1

ξãi j xi y j .

2.11 Saddle Point

The point (x0, y0) is said to be the saddle point if Ed f (x, y0) ≤ Ed f (x0, y0) ≤
Ed f (x0, y).

3 Graphical Method for (2× n) Fuzzy Matrix Game

Let us consider a (2 × n) fuzzy matrix game without saddle point. Since the player
A has two strategies x � (x1, x2), it follows that x1 + x2 � 1, x1 ≥ 0, x2 ≥ 0. Thus,
for each of the pure strategies available to the player B, the expected payoff for the
player A is given by

E j (x1, x2) � ξã1 j x1 + ξa2 j x2, j � 1, 2, . . . , n

Therefore,

E j (x1) � ξã1 j x1 + ξã2 j (1 − x1) � (ξã1 j − ξã2 j )x1 + ξã2 j , j � 1, 2, . . . , n.

Now

E j (x1) �
{

ξã2 j if x1 � 0

ξã1 j if x1 � 1
.

Hence, E j (x1) represents a line segment joining the point (0, ã2 j ) and (1, ã1 j ).
According to the maximin criterion for mixed strategy, the player A should select the
value of x1 so as to maximize his minimum expected payoff. Now, we have plotted
the following n line segment E j (x1) � (ξã1 j − ξã2 j )x1 + ξã2 j , j � 1, 2, . . . , n. Here,
the lowest boundary of these line segment will give the maximin expected payoff
and optimum value of x1(� x∗

1 ). Hence, our task is to determine only two strategies
for player B corresponding to those lines which pass through the maximin point. Let
these line segments are Ek(x1) and El (x1). Thus (2×2) payoff matrix corresponding
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to A’smoves A1, A2 and B’smoves Bk, Bl(k, l ∈ {1, 2, . . . , n})will give the required
result. Finally, solving (2×2) game algebraically, one may get the value of the game.

4 Numerical Example

In this section, for illustration purpose, we have considered an example of a (2 × 3)
matrix game with fuzzy payoffs which is as follows:

B

B1 B2 B3

A A1 (−1, 1, 2) (2, 3, 4) (9, 11, 12)

A2 (7, 8, 10) (4, 5, 6) (1, 2, 3)

In this example, we have represented fuzzy payoff as a triangular fuzzy number.
Suppose A chooses A1 and A2 with strategies x1 and x2, respectively, such that
x1 + x2 � 1. Thus, the player A’s expected payoff corresponding to the player B’s
pure strategies are given in Table 1.

Now, we have drawn two vertical lines x1 � 0 and x1 � 1 at unit distance apart
and we have also drawn the line segments between two vertical lines which shown
in Fig. 1.

From Fig. 1, it is seen that A, P, B, C on the lowest envelope represented the lowest
possible gain for the player A for any values of x1 between 0 and 1. The highest point
of intersection point P of two line segments E2(x1) and E3(x1) represents themaximin
expected value of the game for the player A. Hence, the solution to the original game
is obtained from (2 × 2) matrix game, and the corresponding game is as follows:

B

B2 B3

A A1 (2, 3, 4) (9, 11, 12)

A2 (4, 5, 6) (1, 2, 3)

Let x � (x1, x2) and y � (y2, y3) be the optimal strategies for the players A and
B.

Now, equating E1(x1) � E2(x1) we get, x∗
1 � 9

32 and hence x∗
2 � 1 − x∗

1 � 23
32 .

Table 1 Player A’s expected payoff corresponding to the player B’s pure strategies

B’s pure strategies A’s expected payoff

B1 E1(x1) � (ξ(−1,1,2) − ξ(7,8,10))x1 + ξ(7,8,10)

B2 E2(x1) � (ξ(2,3,4) − ξ(4,5,6))x1 + ξ(4,5,6)

B3 E3(x1) � (ξ(9,11,12) − ξ(1,2,3))x1 + ξ(1,2,3)
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Fig. 1 Graphical
representation for solving
(2 × 3) game

Similarly, equating E2(y2) � E3(y2) we get y∗
2 � 13

16 and hence y
∗
3 � 1−y∗

2 � 3
16 .

Therefore, the optimal strategy for the player A is x � ( 9
32 ,

23
32 ), and the optimal

strategy for player B is y � (0, 13
16 ,

3
16 ). The value of the game is E2(x∗

1 ) � 71
16 .

5 Concluding Remarks

Game problem is one of the most important problems for the action or process of
making important decision. In many everyday situations, payoffs of a game are not
precise. So, (2 × n) matrix game problem with fuzzy payoff is presented, and its
solution methodology has been discussed. Here fuzzy payoffs are represented by
triangular fuzzy number, and using defuzzification process based on statistical beta
distribution, the corresponding game problem is transformed to crisp game problem.
Finally, the game problem with fuzzy payoffs has been solved, and computed results
have been displayed and compared. It may be asserted that the proposed method
discussed in this work can be applied to solve (m × 2) fuzzy game problems in the
near future.
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Study of Inset Fed Rectangular Patch
Antenna Using Partial Ground Plane

Pratik Ghosh, Kousik Roy, Chiranjib Goswami, Naimul Hasan,
Saswata Chakraborty and Arup Kumar Chandra

Abstract In this paper, we have designed a microstrip patch with inset feed mech-
anism. The fundamental benefit of utilizing inset cut feed is not only increasing the
antenna bandwidth but return loss are satisfactorily improved. The antenna has been
simulated using rectangular patch on partial and non partial ground plane. It has
been examined that the antenna performance acquires improvement over conven-
tional design by partial ground plane according to the size of the patch. Here we
have generated a third-order mode to get a broad bandwidth.

Keywords Inset feed · Return loss · Bandwidth · Partial ground plane
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1 Introduction

Microstrip antenna is one of the most popular antennas that have various advantages
such as miniature size, low profile, not much weight, simple and reasonably price,
simple fabrication and installation etc. [1, 2, 3]. The most significant disadvantage
of microstrip antenna is narrow bandwidth. The antenna bandwidth can be increased
by various techniques. One of the techniques is partial Ground Plane [4, 5]. The
imperfection formed in a ground plane is one of the distinctive techniques for dimin-
ishing the antenna size. Antenna designed with partial ground plane decreases the
antenna size. By applying partial ground plane we can improve impedance band-
width, VSWR, and gain also.

2 Antenna Design and Geometry

Figures 1 and 2 signifies the geometry of proposed microstrip antenna with and
without partial ground plane. As shown in the figure, inset feed is utilized to feed the
microstrip patch antenna of definite feed line width so that the antenna impedance
equals with port impedance of 50 � [6, 7]. The antenna is designed on substrate
having relative permittivity of 4.7. Here we have considered the substrate thickness
that equals to 1.57mm.The feed linewidth aswell as spacing is amended tomake sure
that the impedance of antenna is 50 �. Here we have utilized a third-order mode to
obtain a wide bandwidth which is the significance of surface current distribution. We
will get a clear picture of impedance bandwidth (VSWR<2) to get a VSWR as well
as reflection bandwidth to analyze smith chart representation of input impedance.
There are two reasons to see theVSWR (i) tomeasure the input impedance bandwidth
(ii) It is to see how well matching is achieved.

3 Simulation Results of the Proposed Microstrip Patch
Antenna Without Partial Ground Plane

The proposed antenna has been simulated with the help of ANSYS HFSS 2017 and
the mechanism of the antenna has been examined in terms of bandwidth, return loss,
VSWR, radiation pattern and gain, input impedance, current distribution, 3D polar
plot [8, 9, 10]. Without partial ground plane we have got the return loss, bandwidth,
VSWR, gain and input impedance−24.3240 dB, 3.07 GHz, 1.1294, 4.0209 dB, and
46.22 �, respectively.
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Fig. 1 3D geometry of the proposed microstrip patch antenna without partial ground plane

Fig. 2 3D Geometry of the proposed geometry of microstrip patch antenna with partial ground
plane

3.1 Return Loss and Bandwidth of Proposed Antenna
Without Partial Ground Plane

Figure 3 illustrates the simulated return loss plot and bandwidth of inset fed slot
loaded rectangular microstrip patch antenna which has a resonance frequency of
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Fig. 3 Return loss plot and bandwidth of slot loaded MSA without partial ground plane

10 GHz. It has been examined that the return loss of proposed design is −24 dB
and the meliorated bandwidth of microstrip patch antenna with shrinked ground and
inset fed loaded ground is 530 MHz.

3.2 Gain of Proposed Antenna Without Partial Ground Plane

Figure 4 shows the 3D radiation pattern that demonstrates the gain ofmicrostrip patch
antenna. The examined gain at resonant frequency of proposed antenna is 4.0209 dB.

Fig. 4 Gain for proposed inset fed slot loaded MPA antenna without partial ground plane
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Fig. 5 VSWR plot for proposed inset fed slot loaded MPA antenna without partial ground plane

3.3 VSWR Plot for Proposed Antenna

Figure 5 shows the VSWR plot for proposed inset fed slot loaded microstrip patch
antenna without partial ground plane.

For effective functioning of antenna, VSWR should be less than equal to 2. The
observed value of VSWR is below up to standard value.

3.4 Surface Current Distribution of Proposed Antenna

Figure 6 shows the current distribution on the patch.

Fig. 6 Surface current distribution of proposed MPA without partial ground plane
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Fig. 7 Input impedance of proposed MPA without having partial ground plane

3.5 Input Impedance of Proposed Antenna

Figure 7 depicts the input impedance of the proposed antenna without having partial
ground plane. The analyzed input impedance at resonant frequency of proposed
antenna is 46.22.

3.6 3D Polar Plot Radiation Pattern of Proposed Antenna

Figure 8 shows the 3D polar plot radiation pattern of proposed antenna.

Fig. 8 3D polar plot of the
proposed MPA without
partial ground plane
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4 Results of the Proposed Microstrip Patch Antenna
with Partial Ground Plane

The proposed slot loaded inset fed microstrip patch antenna having partial ground
plane along with rectangular type of slot cut has been simulated using ANSYSHFSS
2017 and the operation of the antenna has been examined in terms of bandwidth,
return loss, VSWR, radiation pattern and gain, input impedance, current distribution,
3D polar plot [8, 9, 10]. With partial ground plane having rectangular slot we have
got the return loss, bandwidth, VSWR, gain and input impedance −21.6275 dB,
3.39 GHz, 1.1808, 4.0033 dB, and 45.165 �, respectively.

4.1 Return Loss and Bandwidth of Proposed Antenna
with Partial Ground Plane

Figures 9, 10, 11, 12, 13 and 14 depict the simulated return loss as well as bandwidth
of inset fed slot loaded microstrip patch antenna having partial ground plane.

4.2 Gain, Input Impedance, and VSWR of Proposed Antenna
with Partial Ground Plane

See Figs. 10, 11 and 12.

Fig. 9 Return loss and bandwidth of proposed MPA with partial ground plane
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Fig. 10 Gain of proposed MPA with partial ground plane

Fig. 11 VSWR result of slot loaded MPA with partial ground plane

Fig. 12 Input impedance of slot loaded MPA having partial ground plane
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4.3 Surface Current Distribution and 3D Polar Plot
of the Gain of the Proposed Microstrip Antenna
with Partial Ground Plane

See Figs 13 and 14.

Fig. 13 Current distribution of slot loaded MPA having partial ground plane

Fig. 14 3D polar plot of
gain of slot loaded MPA
having partial ground plane
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5 Comparison of Results Between Partial Ground Plane
and Non Partial Ground Plane Proposed Microstrip
Patch Antenna

Proposed MPA Return loss (dB) Bandwidth
(GHz)

VSWR Input impedance

Without partial
ground plane

24.3240 3.07 1.1294 46.22

With partial
ground plane

25.1000 3.6 1.1177 47.415

From the above comparison, it is noticed that after applying partial ground plane
we can improved impedance bandwidth, VSWR and gain also. Here, comparatively
lower return loss is achieved after adding partial ground plane.

6 Conclusions

The designed microstrip patch antenna with loaded inset fed on partial ground plane
and non partial ground has been simulated in ANSYS HFSS 2017. The analyzed
outcomes such as bandwidth, gain, directivity, return loss, VSWR, the surface current
has been examined. It is noticed that bandwidth and return loss has been amended
by utilizing partial ground plane procedure. Simulated outcomes propose that the
dependence of the input impedance on feed location is unlike for the non partial and
partial ground plane in company with diverse slot cut. By concerning partial ground
plane on the proposed inset fed rectangular microstrip patch antenna the bandwidth,
return loss and input impedance of the proposed design acquired satisfaction.

References

1. Kraus, J.D.: Antennas for All Applications, 3rd edn. McGraw Hill Inc, New York
2. Balanis, C.A.: Antenna Theory, Analysis and Design, 2nd edn. Wiley, New York (2005)
3. Kumar, G., Roy, K.P.: Broadband Microstrip Antennas. Artech house, London (2003)
4. Milligan, T.A.: Modern Antenna Design, 2nd edn. Wiley, New York (2005)
5. Deb Kumar, P., Moyra, T., Bhowmik, P.: Return loss and bandwidth enhancement of microstrip

antenna using defected ground structure (DGS). In: 2nd InternationalConference onSignal Pro-
cessing and Integrated Networks, 19–20 Feb 2015. https://doi.org/10.1109/spin.2015.7095318

6. Yang, F., Zhang, X.X., Ye, X., Rahmat-Samii, Y.: Wide-band E shaped patch antennas for
wireless communications. IEEE Trans. Antennas Propag. 49 (2001)

7. Rajgopal, K.S., Sharma, K.S.: Investigations on ultrawideband pentagon shape microstrip slot
antenna for wireless communications. IEEE Trans. Antennas Propag. 57(5) (2009)

https://doi.org/10.1109/spin.2015.7095318


Study of Inset Fed Rectangular Patch Antenna Using Partial Ground Plane 433

8. Roy, K., Nag, A. Chaudhuri, D., Bose, S.: A novel dual band antenna for C and X band satellite
communication. In: International Conference on Electrical, Electronics, Signals, Communi-
cation and Optimization, IEEE, pp. 953–955. ISBN: 978-1-4799-7676-8; 978-1-4799-7678-
2/15/$31.00 ©2015 (2015)

9. Roy, K., Chaudhuri, D., Bose, S., Nag, A: A novel dual band antenna for radar application.
In: Proceedings of 3rd International Conference on Advanced Computing Networking and
Informatics, vol. 2, pp. 643–650. ISBN: 978-81-322-2528-7. https://doi.org/10.1007/978-81-
322-2529-4, vol. 44, Springer, India (2015)

10. Nag, A., Roy, K., Chaudhuri, D: A crown-shaped microstrip patch antenna for wireless com-
munication systems. In: Kalam, A., Das, S., Sharma, K. (eds.) Advances in Electronics Com-
munication and Computing. Lecture Notes in Electrical Engineering, vol. 443, pp. 399–405
(2018)

https://doi.org/10.1007/978-81-322-2529-4


UWB Bandpass Filter Using Stepped
Impedance Resonator with Rectangular-
and Dumbbell-Shaped DGS

Intekhab Hussain, Sushrut Das and M. G. Tiary

Abstract In this paper, an ultra-wideband (UWB) bandpass filter (BPF) using
stepped impedance resonators and defected ground structure (DGS) with fractional
bandwidth 119% is proposed. The design is based on stepped impedance resonators
(SIR) with DGS. The frequency response shows three transmission poles in the pass-
band and the frequency range of the passband is 2.76–10.97 GHz. The return loss of
the proposed filter is more than 15 dB and the insertion loss is less than 1.1 dB. The
filter is simple and small in size.

Keywords Ultra-wideband · Bandpass filter · Stepped impedance resonator (SIR)
Defected ground structure (DGS)

1 Introduction

A bandpass filter (BPF) passes the desired frequencies and attenuates the unwanted
signals. With a bandwidth of 7.5 GHz (3.1–10.6 GHz), UWB systems have a number
of advantages, such as very high transmission data rates (up to 500Mb/s), low energy
density over a wideband spectrum and extremely low transmission energy (less than
0.1 mW), etc. In this paper, we have presented a bandpass filter for ultra-wideband
applications using stepped impedance resonators with DGS. The filter is small in
size (21 mm × 5 mm) and hence this simple planar geometry makes it compatible
with existing microwave-integrated circuits.
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Fig. 1 Geometry of the proposed UWB BPF

2 Filter Design

The proposed UWB bandpass filter is designed using substrate RT/Duroid 5880
with dielectric constant 2.2 and thickness 0.787 mm (Fig. 1). The loss tangent of
the dielectric material is 0.009. Initially, we started with the simple geometry having
stepped impedance structures and a rectangular DGS as shown in the Fig. 2. The
frequency response of the corresponding geometry is shown in Fig. 3. Here we
obtained three transmission poles but the return loss is not so good. Also, the stop
band response is not acceptable.

To improve upon this we inserted another stepped impedance resonator in the
middle of the filter structure as shown in Fig. 4. The frequency response of the
corresponding filter is shown in Fig. 5. We observe that still the stop band response
is not improved. So, now we used two dumbbell-shaped DGSs in the ground plane
on both sides of the rectangular DGS, as shown in Fig. 6.

In Fig. 7 we see a remarkable improvement in the stop band response of the filter.
We further insert two stubs on both sides of the filter geometry to achieve a better
result as shown in Fig. 8. The corresponding frequency response is shown in Fig. 9.

Now we performed the parametric analysis of various parameters of the filter
geometry to obtain the final frequency response. Thus, the final geometry of the
proposed UWB bandpass filter is obtained and shown in Fig. 10. The corresponding
final frequency response of the filter is shown in Fig. 11.

Table 1 gives a list of the values of various parameters of the proposed filter.

Fig. 2 Initial geometry-1
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Fig. 3 Frequency response-1

Fig. 4 Geometry-2

Fig. 5 Response-2
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Fig. 6 Geometry-3

Fig. 7 Response-3

Fig. 8 Geometry

3 Results

The filter has been designed using the substrate RT/Duroid 5880 with dielectric
constant of 2.2 and a thickness of 0.787 mm. The filter is compact and small in size.
Three transmission poles are obtained within the wide passband ranging from 2.76
to 10.97 GHz covering a bandwidth of 8.21 GHz. The filter has low insertion loss
as well as high return loss. The center frequency of the filter is 6.865 GHz and the
fractional bandwidth is 119%. The filter has a wide stopband and it extends beyond
20 GHz. The simulation software IE3D v.14 was used for designing and simulation
of the filter.
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Fig. 9 Frequency response to the geometry shown in Fig. 8

Fig. 10 Final geometry

Fig. 11 Final Frequency response
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Table 1 Dimensions of final
geometry

Parameter Value (mm)

L1 17.8

L2 8.8

L3 5.6

L4 1.6

L5 1.4

L6 0.4

W1 10

W2 7.8

W3 7.4

W4 6.8

W5 5.6

4 Conclusions

In this paper, we have designed and simulated a bandpass filter covering the entire
ultra-wide band of frequency. The filter has a wide stopband exceeding 20 GHz. The
geometry of the filter is simple and the size is compact. This BPF may be used in
ultra wideband systems such as short-range high data rate communication systems
and wireless personal area networks (WPANs) for personal computers and electronic
devices.



Process Enhancement of Sparks Erosion
Machining System Using FPGA
Algorithm

Koushik Shit, Dharmbir Prasad and Rudra Pratap Singh

Abstract Today, use of the electrodes is not limited to making contacts only; rather,
it has found a vast application as a machining tool (due to the erosive effect of
electrical discharge or sparks of electrodes). Spark erosion machining (SEM) is an
extensively used thermal type advanced machining process, capable of machining
most electrically conductive materials irrespective of their hardness and toughness
producing complex geometries, shapes, and features. It is a controlled spark erosion
process in which material removal is felicitated through melting and vaporization by
a series of repeated electrical discharges occurring between the tool electrode and
the workpiece in the presence of a suitable dielectric fluid. This paper presents an
improved monitoring process and the peripheral control system for SEM. The SEM
process, under study, runs based on the field programmable gate arrays (FPGA)
algorithm. The proposed system implemented in software and hardware both. The
software implementation has been done using MATLAB Simulink. The results pre-
sented in this paper demonstrate the potential of the proposed approach.

Keywords Materials · Process · Spark · Erosion

1 Introduction

Spark erosion machining (SEM) is working on the erosive effect of electrical dis-
charges or sparks. This effect is discovered by chemist Joseph Priestly in 1770,
after a long period, in 1943, Lazarenko explored the destructive properties of
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electrical discharges for constructive use. It is the non-conventional material removal
processes [1]. The machine needs electrical power for material erosion purpose.
Materials cutting in various shapes are also dependent on the electrodes. Today, an
electrode as small as 0.1 mm can be used to “drill” holes into curved surfaces at
steep angles without drill “wander”. This paper is describing monitoring and control
system for efficient SEM. The FPGA provides controlling of all electrical data and
related mechanical parameters.

1.1 Spark Erosion Machining Process

In this system, electrical spark energy turns into thermal energy and produces plasma
between the electrodes and workpiece by immersing into dielectric fluid. The plasma
temperature is in the range of 8000–12,000 °C. And it initializes a substantial amount
of heating and melting of the material at the surface of each pole. A high frequency
directs current supply to the system approximately in kHz range. On the turned-
off time, the plasma channel is broken down. This causes sudden reduction in the
temperature and dielectric fluid to implore the plasma circulating channel and flush
the molten material from both pole surfaces in the form of microscopic debris. This
process causes melting and evaporation of the material from the workpiece surface
from both the pole. The volume of material removed per discharge in the range of
10−6–10−4 mm3 and the material removal rate (MRR) is normally 2–400 mm3/min
it depends upon material specification. In the manufacture of aeronautical, aerospace
parts and difficult 3D design can be easily designed by the system. SEM is a cutting
process; depending on liquid flow and sparking frequency and material property
[2]. This FPGA control system can adjust his speed according to time. Controllable
fluid flow and electrical discharge can overcome 300�/cm. SEM has a very fist
data emulating and corresponding responses generated by the system. The proposed
study help us to stabilize the system of the present frequency-depended process. This
system is controlled by FPGA system; it can control MRR, tool wear rate (TWR)
and surface quality (SR) of the system [3].

In this prototype system, all components are connected as per FPGA system. It has
three peripheral systems, e.g., dielectric flowsystem, axis condoling system, andHMI
system. Dielectric flow is attributing an impotent roll in the erosion of the material.
The proper fluid flow is done by 12 V DC motor and for filtration of dielectric
a filter is installed. The fluid sensor indicates the quality of the produced fluid.
Axis controlling system has four elements viz., permanent magnate synchronous
motor, generator, stepper motor, LDR, and LED system. Two synchronous motors
are used for drive SEM to move on the surface. The generators are connected with
the synchronous motor and it calculates the distance data and send to the control unit.
LDR andLEDare used for sentience the position axis. Steppermotor is only response
bale for Z-axis moment. Human–machine interface (HMI) system is a combination
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Fig. 1 Programming block diagram of the SEM system

of one STN-LCD, keyboard with function keys, numeric keys, and direction keys
are assembled and a USB port for programming of SEM. The logical wave form and
signal output are shown in Fig. 1.

2 Mathematical Formulations of SEM

Mathematical formulation of the SEM process is presented in the succeeding sub-
section.
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2.1 Gap State

Machining efficiency will depend on the gap of between electrode and workpiece.
For better stability, if gap state is small, then machining efficiency will decrease.
Because the small gap will generate lot many pulses sufficient abut of plasma will
not generated. A gap state can be mathematically given by (1) [2, 3].

Y (t) � τstab + τshor

τspark + τtravsarc + τstabarc + τshort + τopen
, (1)

where Y (t): gap state at time t, τspark : accumulated number of discriminated spark
states, τtravsarc: accumulated number of discriminated transient arc states, τstabarc:
accumulated number of discriminated stable arc states, τshort : accumulated number of
discriminated short states, τopen : accumulated number of discriminated open states.

In order to establish,

A(q)y(t) � B(q)u(t) + C(q)e(t), (2)

where q is a forward shift operator, A(q) � 1 + a1q−1 + · · · + anq−n, B(q) �
b1q−1 + b2q−2 + · · · + bnq−n and C(q) � 1 + c1q−1 + · · · + cnq−n .

θt � argmin
∑ t∑

k�1

β(t, k)
[
y(k) − �t (k)

]2
, (3)

where β(t, k) � λ(t)t−k, 0 ≤ k ≤ t − 1, λ(t): forgetting factor and β(t, k) � 1, φ(t)
contains lagged input and output variables.

Other factors can be given as in (4), (5) [4, 5].

R(t) �
t∑

k�1

β(t, k)ϕ(k)ϕt (k) (4)

F(t) �
t∑

k�1

β(t, k)ϕ(k)yt (k) (5)

Then,

θt � R−1(t) f (t) (6)

And to avoid inverting R(t) introduces (7) [6].

P(t) � R−1(t), (7)

where θ : a vector containing estimated parameters of EDM process model, λ(t):
forgetting factor, λ(t): forgetting factor, uc: reference input, u(t): control variable.
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3 Application of SEM Process

The SEM is the better machining processes than traditional machining processes
for some specific cases. It isolates all hardness-related process because the process
is not induced mechanical stresses during machining. F. T. Weng has carried out
an experiment with 50 µm a diameter of electrodes. This process is found to be
suitable for micro-size industrial work, as likemicro-pins, micro-nozzles, andmicro-
cavities. Material boron carbide and silicon infiltrated silicon carbide is successful
use in the cutting industries with help of mechanical arrangement SEMwill adapt all
as electrode. SEM can work on the Sialon ceramics or silicon nitride. With proper
arrangement of SEM as milling purpose [7, 8].

4 Simulation Results and Discussions

ModelSim Intel-FPGA(version 10.5b) software tool is used for theFPGAsimulation.
This simulation shows only the input/output logic of the random process of electrical
discharge (as provided in Fig. 2). Gap manning, electrical discharge, and location
conformation system control is described in the simulation. In this system, clock
pulse shows the system speed. X and Y inputs are providing the conformation of the
exact location. As par information output motor X and motor Y is working. Z-axis
movement system is controlled by ZF and ZR signal. SEM-carried voltage in kV
range for batter safety spark system will start after conformation of all peripheral
process’s and random processes, in simulation it starts after 300 unit time.

The Simulink help to understand the peripheral argent mint control. SEM move-
ment permanent magnet synchronous motor for the X-axis and Y-axis movement and
for the Z-axis movement sapper motor is used. Every motor has connected to ana-
lyze the motor position and motor movement. Three motors are parallelly connected

Fig. 2 Process output of the FPGA
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Fig. 3 MATLAB simulink model of feedback logical circuit

Fig. 4 Result output spark
signal data of the prototype
model

with the mechanical arrangement. Electronic logical element shows the replica of
feedback logical circuit in FPGA (as shown in Fig. 3).

In the prototype model electrical spark is working in 38.46 Hz with a controlling
signal of 1.7 kHz. A current sensing unit will be connected with the discharge path
of workpiece and reflected signal presented in Fig. 4 using a digital oscilloscope.

5 Conclusions and Future Research

This system will provide two-way communication, self-monitoring and self-healing
control system. For this optimal operation, efferent power consuming is attended by
the FPGA system. It shows that single discharges can produce more metal erosion
than one crater. The contact area betweenworkpiece andplasma is also systematically
managed by this technology. It will help to minimize the time consumption, enhance
production quality, and safety aspects.
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Path-Planning of Snake-Like Robot
in Presence of Static Obstacles Using
Critical-SnakeBug Algorithm

Ajoy Kumar Dutta, Subir Kumar Debnath and Subir Kumar Das

Abstract Awheeled snake robot presents a remarkable opening in many areas such
as observation and support, exploration and rescue process. A snake can navigate
through cluttered anduneven surroundings using its body as pushpoints to support the
forwardmotion. This typical quality of natural snake locomotion, known as obstacle-
aided locomotion, is studied for snake robot locomotion. In this paper, path-planning
method of snake-like robot avoiding static obstacles is given. The interaction among
the snake-like robot and surroundings generates serpentine act to push the body
ahead. The robot can successfully find a way to arrive at its target while avoiding
collisions with multiple static obstacles using this algorithm.

Keywords Path-planning · Mobile robot navigation · Bug algorithm
Snake-like robot

1 Introduction

Snake-like robots are classic examples of robots with many degrees of freedom.
They are planned to be biologically motivated, smart mobile robots. These robots
can change their figures to accomplish definite tasks using a number of links and
joints on their lengthy and slim bodies. Lots of issues on snake-like robots have been
considered by learning normal living beings with the expectation that configuration
andmorphology of natural snakes may be functional to them. Snake frames are made
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up of repetitive little segments whose activities are fairly limited with respect to each
other. This repeated small piece helps snake to move through avoiding irregularly
shaped obstacles. Sometimes it is termed as obstacle exploitation [1]. Regardless of
its expediency, the snake as a biological mechanism, achieves higher performance
by changing its very much redundant body to adapt to the environment [2]. Path-
planning and controlling robot is one of the most important issues in current research
on the robot. An approach is given combining insect eyes and the body structure and
movement of the snake for autonomous robot navigation [3]. Forward dynamics
algorithm (RGL05) is an efficient collision detection and obstacle avoidance [4]
algorithm. This paper takes inspiration from Snake Robot with Active Wheels [5]
and how to plan a path in a cluttered environment using Voronoi graph [6]. Another
approach of path-planning is using Artificial Potential Field [7, 8]. Other Planning
Algorithm is based on virtual holonomic constraints [9], configuration spaces and
compliant motion [10], Serpenoid Curve and Genetic Algorithms [11], Changing
Support Polygon [12], Sidewinding and Slithering with Virtual Chassis and Virtual
Wheels [13]. Most of the algorithm suffers from some slippage in case of snake-
like robot. Adding passive wheels can give little effect on the wrench applied to
the object and therefore, little change in its acceleration or we can say that under
certain conditions the slippage of the robot can be reduced while pushing the object
[14]. This paper gives an algorithm using Critical-PointBug [15] algorithm to reach
a snake-like robot from a source to destination avoiding the static obstacles.

2 Local Path-Planning and Critical-PointBug

In local Path-Planning, the region nearby the robot is unfamiliar or little familiar.
The robot uses sensors to sense the obstruction and a collision escaping schememust
be built-in into the robot to stay away from the obstacles. The algorithms from bug
family are depending on the fact that the smallest distance between two points is a
straight line. Thus, the main object is to find out a path for the mobile robot so that it
goes as close as possible to the straight line that passes through the start and the finish
point. In this study, the obstacle escaping policy handles both stationary and moving
obstacles in a 2Dworkspace. The algorithm is based on Critical-PointBugAlgorithm
[15]. Figure 1 shows the trajectory generated by a point robot usingCritical-PointBug
Algorithm.

The stationary obstacles can be of two types: known and unknown. Known static
obstacles are known in advance to the planner during offline planning,while unknown
stationary obstacles are unidentified to the planner and can only be identified by the
sensor at some stage in navigation. In global path-planning the position and shape of
the obstacles are known. For the known and identified static obstacles, the planner
will judge them in the preliminary phase during producing the trajectory. Thus the
generated trajectory should be away from the potentially colliding obstacles. In the
case of local path-planning, the obstacles information is unknown. The data about the
obstacleswill only be consideredwhen themobile robot starts to navigate through the
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Fig. 1 Trajectory of a robot using Critical-PointBug algorithm

environment. We called the current Algorithm Critical-SnakeBug algorithm which
is a small modification of existing Critical-PointBug algorithm for snake-like robot
with some necessary assumptions.

3 Critical-SnakeBug Algorithm

This algorithm helps to find the way for a snake-like robot in a flat surface filled with
stationary obstacles of unknown regular shape, size, and position. The robot applies
range sensor to identify a sudden change in distance to sense obstacle locations.
Depending on the positions of the obstacles it analyzes and decides the next point
to move. We suppose a possibly unbounded space Q⊂R2 which is occupied by a
set of bounded stationary obstacles O � {O1,O2, . . . ,OK}. We consider a snake
robot which is structured by a series of wheeled point robot. The first wheeled robot
is furnished with sensors to sense obstacles. While moving through the surface each
part or link of the robot should follow the same path of coordinate. With respect to a
global frame of reference, the robot has its preliminary coordinates. The definition of
sub-goal point and the critical point is as per literature [15]. The algorithmmaintains
three sets SG, D, and T where

Tn � {(
x1, y1

)
,
(
x2, y2

)
, . . . ,

(
xi, yi

)}
is a set of points traversed by the robot’s

nth link where (xi, yi) represents the coordinate values and n represents the total
number of links of the snake.
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SG � {(αa, da), (αb, db), . . . , (αk, dk)} is a set of next subgoal points detected by
the sensor where α and d represents the angles and distances of subgoals from the
robot respectively.

D � {((
xi, yi

)
, δi

)
, . . . ,

((
xj, yj

)
, δj

)}
is a set of subgoal points and distance from

destination of that point.
We make some necessary, helpful assumptions and definitions for this algorithm

prior to proceeding to the explanation of the algorithms.

3.1 Assumptions

A1. The robot is deemed as physically and systematically connected few point robot
A2. World coordinate system is used
A3. Every point (including beginning and goal) are in the first quadrant
A4. The velocity and angular velocity of all links of the robot is constant in every

movement and rotation respectively
A5. Plane is smooth and in same altitude
A6. All the obstacles are motionless and of any regular shape and size
A7. The snake travels in a two-dimensional space.

3.2 Algorithm

Main Procedure

1. Robot Start
2. Obtain input of the location co-ordinates of origin and goal
3. Compute the distance and direction angle from origin to goal dmin and φ

respectively
4. WHILE not goal
5. IF obstacle in direction angle φ
6. Find out the sub goal points and save it in SG and D
7. FOR each point in D
8. Select the point having the minimum distance from goal
9. IF the point exists in Traverse point set T1
10. Discard the point
11. Select the point having next lowest distance from D
12. Follow step 7
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13. ELSE Save the coordinate in traverse point set T1
14. END FOR
15. CALL Move Procedure
16. Calculate angle of rotation
17. Get new direction φ
18.  ELSE  
19. Calculate the coordinate at radius towards the direction φ
20. Save the coordinate in T1
21. END IF
22. END WHILE 
23. Robot Stop

Move Procedure

1. For i=n to 2 
2. Save the last coordinate of Ti–1in traverse point set Ti 
3. END FOR
4. FOR i=1 to n
5. Move the ith link toward the last point of Ti
6. END FOR

3.3 Propagation Procedure of Snake

The relationship between robot links is managed by way of a transmission method
carried out through links. Assume that the snake’s first part is taken as link n. It is
shifted ahead constantly until its tip arrives at the path. When the link accomplishes
the path, the link is said to be complete. Then, link (n − 1) is moved and link n is
settled again. As soon as (n − 1) is settled, link (n − 2) is moved and both link (n
− 1) and link n are resettled. This method carries on until the base link which is
the furthest link in the reverse side of the snake’s head arrives. Therefore, the robot
accomplishes the first part of the snake-like motion.

The robot initiates to progress and gradually takes the figure of the path (Fig. 2).
When the robot completely updates all the Ti sets, i.e., mapped on the path, the
algorithm starts to move the robot’s base from its current position to the next position
on the path. Whenever the robot’s base is moved to the next point on the path, all the
links of the robot are adjusted in the way that the tip of each link is kept on the path
points.
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Fig. 2 Trajectory generated by Critical-SnakeBug algorithm in office like environment

Fig. 3 Current (xi, yi) and
next (xi+1, yi+1) position of
the robot (x i+1,y i+1) 

(x i,y i)
θ

3.4 Algorithm Analysis

Let us consider a mobile robot as shown in Fig. 2, with its initial position (x0, y0).
The formulation takes into account the evaluation of the next obstacle free location
of the robot. The robot is aware of its goal position.

During its movement at any instance of time
Let,

(xi, yi) The current position of the nth link of the robot
(xi+1, yi+1) The next possible position to move by nth link of the robot
α Angle where subgoal point is detected by the sensor
β Link rotation angle with respect to the line parallel to the x-axis and

passing through (xi, yi) before movement
θ Angle generated byβwith respect to the line parallel to x-axis for subgoal

point coordinates calculation
dk Distance of a subgoal point from current location
v Velocity of the robot
ω Angular velocity of the robot (Fig. 3).
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Next Point Coordinate Calculation by 1st link
βi � (α + βi−1) % 360 where ‘%’ is a modulo operator

xi+1 � xi + dk cos θ(xs)

yi+1 � yi + dk sin θ
(
ys

)

}

,

where xs and ys are the decision parameters referenced as in literature [15].

Total Time and Path Length Calculation of Each Individual Links
If the nth link of the robot takes m intervals to reach its 1st link to the destination
then the total path, P covered in m intervals is

P �
m∑

i�0

di,

where di is the Euclidian distance traversed at each interval.

Time Taken by Link n in Moving
If di and vi are the distance covered and velocity at ith interval then the time taken
during ith movement is di/vi. Total time taken in moving is

TM �
m∑

i�0

di/vi

Time Taken in Rotating the Robot at Each Interval
If αi is the detection angle of the critical point and ωi is the angular velocity, then
time taken for rotation at ith interval is αi/ωi. Total time taken in rotation is

TR �
m∑

i�0

αi/ωi

Therefore the cost function will be the sum of the time taken in both cases, i.e.,
moving time and rotation time

C �
m∑

i�0

(di/vi) +
m∑

i�0

(αi/ωi)

Therefore the total cost for all the n links or the full robot to reach at goal:

TC �
n∑

i�0

Ci



456 A. K. Dutta et al.

Fig. 4 Snapshots of trajectories generated by the snake-like robot

4 Computer Simulation and Results

There is an example of snake-like robots given in this section. A snake-like robot in
a W-space cluttered with many arbitrarily shaped obstacles is shown in Fig. 4.

Simulations are performed on a i3-2350 M CPU @2.30 Ghz Laptop with 2 GB
RAM. Figure 4a–i shows the snapshots of the snake-like robot accomplishing the
goal avoiding collision with obstacles.
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5 Conclusions

In this paper, the problem of pathplanning for snake-like robots is taken into account.
The algorithm offered here can help a snake robot to reach goal bypassing obstacles.
This robot is constructed as a series of point robot linked with others. Though a
smoothly curved path cannot be generated using the algorithm, it is simple. The
snake robot executes a kind of discrete serpent-tine motion on this path consisting
of a number of points. As we can see from the example given, the robots with many
degrees of freedom pursue the path to arrive at the goal.
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Photonic Crystal for Gas Sensing
Application

Shreerupa Biswas, Shampa Guin and Nikhil R. Das

Abstract In this paper, 1D Photonic Crystal structure, consisting of alternate layers
of silicon and air, is theoretically studied for gas sensing application. With one of
the air layers replaced by a different gas layer, the resulting defect mode can be
utilized for sensing a particular gas, from the transmittance curve, calculated by
Transfer matrix method. Very small refractive index variation, �n�1.5×10−5 and
a sensitivity�979 nm/RIU is found by this sensor.

Keywords 1D photonic crystal · Photonic bandgap · Gas sensor

1 Introduction

Photonic crystals [1] are periodic dielectric structures which are designed to control
the propagation of electromagneticwaves. A semiconductor cannot support electrons
of energy lying in the electronic bandgap. Similarly, a photonic crystal cannot support
photons lying in the photonic bandgap. Those wavelengths that are not able to pass
through the structure is called Photonic bandgap. Three types of photonic crystals
structures are studied according to their periodicity, those are one-dimensional-, two-
dimensional-, and three-dimensional photonic crystal structures [2].
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In 1887, the English physicist Lord Rayleigh [3] investigates a periodic system, he
found out that there are special frequency ranges, depending on designed structures,
that are forbidden in transmission spectra. In 1987, Yablonovitch [4] and John [5]
researched on periodic optical structures with more than one dimension, after that
this periodic structure is called photonic crystals.

Gas detection [6] is a major part in many areas such as industry, coal mines,
environmental studies or medical application for monitoring or controlling respira-
tory gases. There are various methods for detection of gases, such as, metal oxide
semiconductor for gas sensing, where gases are detected by a redox reaction [7],
calorimetric methods, in which catalytic oxidation is mainly used to detect the gases
[8]. Here we give some recent work on photonic crystal gas sensors. T. Sünner et al.
studied a gas sensor that can detect up to 10−4 RIU refractive index change [9].
An optical-based NO2 gas monitoring system has been studied by Rshmatet et al.
[10]. To sense a gas accurately a very small refractive index change of 1.4×10−5

is achieved by T. Chen et al. using 1D photonic crystal [11]. A 1D photonic crystal
with two defects has been designed to sense novel ozone gas [12]. Two alternating
layers of MgF2 and Si with an empty layer in the middle are used to make a sensor
which is studied by Bouzidiet et al. [13]. A gas sensor which is studied by S. M.
Hamidia et al. where peak frequency measurement is used to sense a gas [14].

In this paper, multilayer stacks of high and low refractive index materials such as
Air and Si are chosen to construct 1D photonic crystal gas sensor which is able to
sense the presence of a gas, a defect layer, from the change in transmission spectrum,
with reference to that of air. Section 2 explains the transfer matrix method [15, 16].
In Sect. 3, the results are discussed and Sect. 4 concludes the result.

2 Theory

2.1 Transmission in the One-Dimensional Photonic Crystal
Structure

Figure 1 shows the schematic of 1D photonic crystal. In this structure, alternating
periodic layers of silicon and air are used.

Fig. 1 Schematic structure
of one-dimensional (1D)
photonic crystal structure
with defect layer
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Consider that first layer is Si (silicon) which has permittivity ε1, permeability
μ1, thickness d1, and refractive index n1 and second layer is air layer which has
permittivity ε2 permeability μ2, thickness d2, and refractive index n2.

The transverse component of E andHfield inside the Structure from theMaxwell’s
equation, for TE polarization is given by

E � A · ei(ω t−kd) + B · ei(ωt+kd) (1)

H � 1

η

(
A · ei(ω t−kd) − B · ei(ω t+kd)

)
, (2)

where k�wave number and η� intrinsic impedance are

kL � ω
√
(ε0μ0εLμL) (3)

ηL � √
(ε0μ0/εLμL) (4)

L is the total number of periodic layers inside the photonic crystal structure.
We can found a relation between the electromagnetic field components EL and

HL inside the structure and the electromagnetic field components E1 and H1 in the
air in matrix form using the transfer matrix method.

∣∣∣
∣∣
E1

H1

∣∣∣
∣∣
� M1M2 . . . ML−1ML

∣∣∣
∣∣
EL

HL

∣∣∣
∣∣

(5)

MLis the characteristic matrix of Lth layer

ML �
∣∣∣∣∣
∣

cos(kLdL) jη1 sin(kLdL)

j
ηL

sin(kLdL) cos(kLdL)

∣∣∣∣∣
∣

(6)

If we consider the angle of incident light (θL) then the characteristic matrix of Lth
layer can be written as

ML �
∣∣
∣∣∣∣

cos(δL) jγLsin(δL)

j
γL
sin(δL) cos(δL)

∣∣
∣∣∣∣

(7)
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δL and γL being the matrix parameters and depending on the incident angle θL of
light, the optical constants and the layer thickness are expressed as,

δL � kL dL cos(θL) (8)

γL � ηL/ cos θL(TEmode) (9)

By considering the characteristic matrix of each layer, we can obtain the transmission
matrix of the whole structure, where p is the number of periods,

p∏

1

(Mp) �
[
m11 m12

m21 m22

]
(10)

Mp � M1 × M2 (11)

The transmittance t is defined as the ratio of the fluxes of the transmitted wave to the
flux of the incident wave.

t � 2η−1
i

(m11 + m12η−1
s )η−1

i + (m21 + η−1
s m22)

(12)

Here ηi and ηs are the intrinsic impedance of the first and last medium of the structure
which is given as,

ηs �

⎧
⎪⎨

⎪⎩

ηs cos θs
Z0

TEmode

cos θs
ηs Z0

TMmode
(13)

where

Z0 �
√

μ0

ε0
(14)

Hence the transmittance T spectrums can be obtained by using the expressions

T � |t|2 (15)

The sensitivity of this sensor is given by the following expression:

S � �λ/�n (nm/RIU) (16)
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3 Results and Discussion

The analysis using the transfer matrix approach uses four periodic layers of silicon
and air on each side of the defect layer.

Different lengths of defect layer are studied to get defect mode within 1.55 μm
range, assuming a thickness of Si layer of dSi �540 nm and thickness of Air layer
of dAir �440 nm, as shown in Fig. 2. For a normal incident of light, defect mode
appears within the photonic bandgap, depending on the length of the defect layer. The
wavelength of defect mode shifts when cavity length increases from 700 to 900 nm.

The wavelength shifting is linear with the length of the defect layer as shown in
Fig. 3. This shift of the wavelength within the photonic bandgap also depends on the
thickness of the Si layer (dSi).

When light incident on the structure at an angle other than normal incidence,
defect mode shifts in lower wavelength value as shown in Fig. 4. It may also be
noted from Fig. 4 that the photonic bandgap increases with increase in incident angle
of light which is clear from Fig. 5.

Figure 6a, b shows the transmission characteristics of 1D photonic crystal in
the presence of different gases such as Helium (He), Hydrogen (H2), Carbon dioxide
(CO2),Methane (CH4),Argon (Ar),Neon (Ne), andSulfur dioxide (SO2) in the defect
layer. The shift in wavelength peak-position is measured taking air as reference. It
may be seen from the figure that the peak-position shifts to lower wavelengths for

Fig. 2 Transmission spectrum of 1D photonic crystal for different defect layers thickness. Si layer
thickness dSi �540 nm and air layer thickness dAir �440 nm
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Fig. 3 Wavelength of defect layer as a function of defect layers thickness for dSi �540 nm, dAir
�440 nm where cavity length changes from 700 to 900 nm

Fig. 4 Transmission spectrum for different incident angle of light for Si layer thickness dSi �
540 nm and air layer thickness dAir �440 nm
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Fig. 5 Photonic bandgap for different incident angle of light for Si layer thickness�540 nm and
air layer thickness�440 nm

Fig. 6 Transmission spectrum for different gases with air as the referencemedium ddefect �860 nm

gases having refractive indices less than air, while it shifts to higher wavelengths for
gases having higher refractive indices. Thus, the result can be utilized for sensing of
different gases.

To study the sensitivity of the device, different thicknesses of silicon and air
layer are studied. Curve A, B, C, and D in Fig. 7 denote the corresponding results.
Sensitivity, calculated from (16), for those designed structures are 440 nm/RIU,
550 nm/RIU, 654 nm/RIU, and 979 nm/RIU respectively.
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Fig. 7 Wavelength shift as a function of the refractive index change. A (dSi �540 nm, dAir �
440 nm, ddefect �800 nm), B (dSi �380 nm, dAir �280 nm, ddefect �700 nm), C (dSi �340 nm,
dAir �620 nm, ddefect �700 nm), D (dSi �160 nm, dAir �240 nm, ddefect �700 nm)

4 Conclusion

In this paper, a 1D photonic crystal structure as a gas sensor is studied. The sensor can
sense the shift in wavelength of transmission spectra, using Transfer matrix method.
The study shows that the defect mode inside the bandgap can shift in between the gap
of the photonic bandgap if the length of the Si layer or the length of the defect layer
or the angle of incidence of the light on the structure is changed. As a result, this
structure is very sensitive to the refractive index change of gases which are present
in the dry air. The sensitivity of this sensor will increase if we consider different
designs of the device structure.
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Automatic Classification of Mango Using
Statistical Feature and SVM

Santi Kumari Behera, Shrabani Sangita, Amiya Kumar Rath
and Prabira Kumar Sethy

Abstract Natural fruit like mango contributes a major part of national growth. Due
to flavor, nutrition, and taste, mango is one of the popular fruits. There are around
283 types of mangoes present in India only, from that 30 types of mangoes are well
known. Human vision sometimes leads to mismatch between the varieties of mango
fruit. Using machine vision technique, it helps to reduce human effort and achieve
a better result. The aim of this paper is to extract the features of mango fruit with
GLCM (Gray-Level Co-Occurrence Matrix) and classify the variety of mango fruits
by multiclass Support Vector Machine (SVM) with K-means clustering.

Keywords Image processing · SVM · GLCM · K-means

1 Introduction

The king of fruit, mango, is a tropical fruit which is consumed worldwide. As mango
is a seasonal fruit, it is collected from the tree on that season and transported to
different locations. According to 2010, FAO India is the world’s largest producer
in many fresh fruits. India produces 50% of the total world’s mango producing
countries. Among the 30 well-known mangoes of India, we take top 10 mangoes for
our project. The top 10 varieties of mangoes are Suvernarekha, Alphonsos (Happus),
Dasheri, Kesar, Neelam, Langra, Raspuri, Himsagar, Banganapalli, Amrapali.
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As there are many varieties of mangoes present and some mangoes have nearly
same gesture, sometimes it is difficult to identify the particular kind of mango. Due
to this problem, many people face problem at the time of identification. For solving
this problem, we introduce an approach to classify a different kind of mango fruit.

Here we use the single view of mango image, i.e., one side of the mango image
is captured. First, we use the K-Mean clustering for separate the background of the
image.Herewe useGLCM(Gray-Level Co-occurrenceMatrix)method,which helps
to evaluate 13 parameters based on which we classify the kind of mango fruit. These
13 features are extracted and trained to SVM (Support Vector Machine). So that the
SVMmatches the feature of the trained feature and the feature of the test sample and
classify accordingly.

2 Literature and Review

In the past, many research works have been carried for detecting, classify, and quan-
tify the quality of fruits.Most of the researchwork is done for grading of fruits. In this
paper [1], the author presents theMADM technique and SVM technique for classify-
ing the fruit as its shape, size, and color. Here, the main purpose of the classification
is for packaging of fruit for transportation [2]. Here, the author presents K-means
clustering for disease detection. It is helpful for grading purpose [3]. Here, the author
classifies the mango fruit as disease and disease-free. Here he uses the feature extrac-
tion method, and classifies the mango fruit by the neural network [4], and classifies
the citrus fruit using image processing and GLCM. This process helps to identify the
citrus fruit. In image processing technique, the color analysis is very important and
is helpful for segmentation [5–7]. Many types of color models like RGB, L*a*b*,
CMYK, HSV, YCbCr are present. Many research works have been carried for detect-
ing, localizing, and countingtree fruit [8–10] by implementing KNN, SVM, ANN,
and texture analysis. It is easily detected fruit but sometimes the problem occurs due
to overlapping, shape, or color [11]. Here the author describes how to estimate the
sweetness of mango using HSB color space.

3 Materials and Method

In this work, we classify a different kind of mango fruit images using image pro-
cessing and SVM. First, we use the k-mean clustering to remove the background of
the image and detect the fruit, from the segmented image we extracted the features
using GLCM, and then by the help of SVM, we classify a different kind of mango
fruit.
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Fig. 1 Frame work of
different kind of mango fruit
classification

3.1 Classification of Kind of Fruits

Proposed Algorithm for the above framework (Fig. 1).
Step 1: Input an Image.
Step 2: Contrast Enhancement of image.
Step 3: Transfer the image from RGB color space to L*a*b* color space.
Step 4: Use the k-mean to detect the fruit.
Step 5: Extract the feature from the segmented image.
Step 6: Classify a different kind of mango fruit with the help of multiclass SVM.

3.1.1 Kind of Mango Fruits

In this project, we mainly focused on 10 kinds of mango fruits. We collected these
pictures from Internet. The sample images are shown in Fig. 2.

3.1.2 Preprocessing

Image preprocessing may be a prophase relative to feature extraction and image
reorganization. The image that has input is often not satisfactory in spite of what
image aquation devices are adapted. Here preprocessing part consist of two-steps:
image improvement and color transformation, i.e., L*a*b. Image improvement is
one among the foremost fascinating and vital problems in image processing field.
The main purpose of image improvement is to extract the details that are within
a picture. Image improvement process returns an image, i.e., subjectively better
appearance than the input image by changing the pixel intensity. We use L*a*b*
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Fig. 2 Different types of mango aAmrapali, bBaganapalli, cKesar, dNeelum, eHappus, f Langra
g Dusheri, h Himsagar, i Suvernarekha, j Raspuri

color space because the color information in the L*a*b* color space is stored in only
two channels (i.e., a* and b* component),

3.1.3 Segmentation

Image segmentation is the classification of an image into different groups. K-means
clustering algorithm is an unsupervised algorithm and it is used to segment the
interest area from the background. Here we have taken the number of clusters,
K�3 to separate background, foreground, and the affected area (Fig. 3).

3.1.4 Feature Extraction

It involves simplifying the quantity of resources needed to explain a large set of data
accurately. When performing analysis of complex data, the main drawback is the
requirement of a large amount ofmemory and computational power for classification.
The classification algorithm is over fits trained sample but generalizes poor to a
new sample. Thirteen number of textures are extracted from GLCM, i.e., contrast,
correlation, energy, homogeneity, mean, standard deviation, entropy, RMS, variance,
smoothness, kurtosis, skewness, IDM.
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Fig. 3 Flow chart for
k-means clustering

3.1.5 Classification

Support vector machines are supervised learning models with an associated learning
algorithm that analyzes data used for classification. Given a set of training example,
each marked as belonging to one or the other of two categories, module an SVM
training algorithm builds a model that assigns new example to one category or the
other, making it a non-probabilistic binary linear classifier.Multiclass SVMclassifies
different types of mangoes by considering the features of the trained image and test
sample image.

4 Result and Discussion

In the proposed algorithm, first of all, the feature extraction process has occurred.
During this process, 13 number of features have been extracted. By considering those
features we can classify the kind of mangoes. We have experimented 30 number of
mango fruits and out of 30 number, only three of them are misidentified by the
proposed algorithm. Here we take “T” for the correct value and “F” for the wrong
value. The observation is shown in Table 1.

5 Conclusion and Future Scope

In this paper, we successfully classify the different kinds of mangoes with 90%
accuracy. This research can be extended to increase the accuracy using soft computing
technique and validate with more number of sample.
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Table 1 Classification of mango fruit

Sl. no. Detect fruit name Detect fruit name by
algorithm

Identification

1 Langra mango Langra mango T

2 Langra mango Langra mango T

3 Langra mango Langra mango T

4 Baganapalli mango Baiganpalii mango T

5 Baiganpalli mango Neelum mango F

6 Baganapalli mango Baganapalli mango T

7 Happus mango Happus mango T

8 Happus mango Happus mango T

9 Happus mango Happus mango T

10 Raspuri mango Raspuri mango T

11 Raspuri mango Raspuri mango T

12 Raspuri mango Suvernarekha mango F

13 Suvernarekha mango Suvernarekha mango T

14 Suvernarekha mango Suvernarekha mango T

15 Suvernarekha mango Suvernarekha mango T

16 Himsagar mango Himsagar mango T

17 Himsagar mango Neelum mango F

18 Himsagar mango Himsagar mango T

19 Kesar mango Kesar mango T

20 Kesar mango Kesar mango T

21 Kesar mango Kesar mango T

22 Dusheri mango Dusheri mango T

23 Dusheri mango Dusheri mango T

24 Dusheri mango Dusheri mango T

25 Neelum mango Neelum mango T

26 Neelum mango Neelum mango T

27 Neelum mango Neelum mango T

28 Amrapali mango Amrapali mango T

29 Amrapali mango Amrapali mango T

30 Amrapali mango Amrapali mango T
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Tailoring the Parameters to Increase
the Efficiency of a Micro-Ring Resonator
Sensor for Biosensing

Piyali Mukherjee and Nikhil R. Das

Abstract Photonic micro-ring resonators can be used as sensor which finds promis-
ing bio-analytical applications. The light propagating through the micro-ring and the
resultant evanescent field beyond the structure are sensitive to the refractive index
of the environment. This sensing capability can be used for detection of biologi-
cal targets. In this paper, a vertically coupled micro-ring resonator for biosensing
is studied. Silicon-on-insulator (SOI) based resonator is preferred for its high index
contrast, low cost, and compatibility. Analytical derivations and computations are
done to study the effects of structural parameters of the resonator to increase the
efficiency of the sensor.

Keywords Micro-ring resonator · Biosensing · Vertically coupled
Silicon-on-insulator

1 Introduction

Micro-ring resonators (MRRs) are versatile structures that can be implemented for
diverse applications such as amplifiers, sensors, wavelength filters, switches, logic
gates, and frequency converters [1, 2]. These resonators have recently been retasked
for biosensing due to their scalability, sensitivity, and versatility. The small-scale size
of the micro-resonators currently achievable allows integration of many devices.

The development of biosensors has increased significantly, especially in diag-
nostics [3, 4], since early diagnosis can change dramatically the development of a
disease. In micro-resonator, the light propagating through the micro-ring cavity gets
confined within the structure by total internal reflection, forming resonant modes.
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The evanescent field extending beyond the structure is sensitive to the refractive index
of the local environment, which modulates the resonant wavelength and thus helps
in the sensing mechanism. Continued improvements in the resonator parameters
towards the development of new biosensors are vital aims in this field of research.

Silicon, a leading material in micro-optoelectronics makes SOI photonic devices
potentially low cost and compatible with existing technology. Silicon and its oxide
layer provide a large refractive index difference, allowing the creation of single-mode
waveguide and compact devices enabling large-scale integration thus making SOI a
suitable choice for device design.

This paper deals with the designing of vertically coupled [5], high refractive index
contrast silicon-on-insulator (SOI) micro-ring resonator sensor [6] for biosensing. It
provides analytical derivations and simulation results to study the effect of structural
parameters of the micro-resonator on the efficiency of biosensing.

2 Theory

2.1 Resonator Structure

A micro-ring resonator in its basic form consists of a ring waveguide that channels
light and serves as a resonant cavity that supports the light in both longitudinal
and transverse modes. A coupling mechanism exists such that the ring waveguide
closely couples with the straight bus waveguides which serves as input and output
ports (Fig. 1).

The relation between the electric field components can be obtained by solving the
electric field interactions by transfer matrix as[

E4

E2

]
�

[
r1r2 i t1
i t1 r1

][
E3

E
1

]
(1)

Fig. 1 Fields associated
with add-drop resonator
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[
E5

E4

]
�

[
r2 i t2
i t2 r1r2

][
E6

E3

]
, (2)

where r1, r2 are the self-coupling coefficients, t1, t2 are the cross-coupling coefficients.
Within the ring waveguide, the fields are related as

E3 � aeiφE4, (3)

where a is the transmission amplitude that takes into account the propagation loss
within the waveguide, φ�βL is the phase shift with β as the propagation constant
of the circulating mode, and L is the round trip length.

When the ring resonator is coupled to two bus waveguides, the incident field is
partly transmitted to the through the port and the rest through drop port. Thesewaveg-
uide structures can be analyzed to relate the intensities and obtain the transmission
coefficient of the two ports with respect to the input port as

Tpass � I2
I1

� r22a
2 − 2r1r2a cosφ + r21

1 − 2r1r2a cosφ + (r1r2a)2
(4)

Tdrop � I5
I1

� (1 − r21 )(1 − r22 )a

1 − 2r1r2a cosφ + (r1r2a)2
(5)

The ring will be in resonance if the light wavelength becomes an integer multiple
of the optical length of the ring. From the transmission spectrum, the resonance
condition is obtained as

λr � nef f L

m
,m � 1, 2, 3, . . . (6)

with

nef f � β

k
, (7)

k being the wave number.

2.2 Structural Parameters

The characteristic parameters can be obtained from the transmission spectrum of the
resonator as well as they can be obtained analytically. All the device performance
parameters are governed by the structural parameter of the ring resonator. So, defining
the ring dimensions are essential for device design.
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A. Free Spectral Range (FSR)

FSR is the distance between two consecutive resonant peaks at the drop port. This
determines the selectivity of the sensor. Mathematically, it is given by

FSR � λ2
res

ngL
(7)

ng is the group index. The group index takes into account the dispersion in the
waveguide and is given as [7]

ng � nef f − λ0
dnef f
dλ

(8)

B. Quality Factor

The quality factor of a resonator is a measure of the sharpness of the resonance
relative to its center frequency.

Q − f actor � λres

FWHM
� πngL

√
r1r2a

λres(1 − r1r2a)
(9)

FWHM(FullWidth atHalfMaxima) can be obtained from the transmission spectrum
and is given by the wavelength range for which the intensity is half the maximum
intensity.

2.3 Design Considerations

A. Silicon/Silicon Dioxide (SOI) Based Resonator

Silicon, a leading material in micro-optoelectronics makes SOI photonic devices
potentially low cost and compatible with existing technology. Passive silicon waveg-
uide structures have shown an unprecedented reduction in the footprint of waveg-
uides and especially inwavelength-selective devices [8, 9]. Silicon and its oxide layer
provide a large refractive index difference that allows the creation of single-mode
waveguide and compact devices enabling large-scale integration thus making SOI a
suitable choice for device design.

B. Vertically Coupled Resonator

Micro-ring resonator structures have been fabricated using severalmaterials so far.
Coupling between the micro-ring and the waveguides is a critical consideration for
fabrication issues which can be achieved either vertically or laterally. Laterally cou-
pled resonators are being used widely by researchers. Vertically coupled resonators
were first designed and presented in [10] which were fabricated by the method of
Chemical Vapor Deposition (CVD).
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Fig. 2 Vertically coupled
ring resonator structure [5]

In laterally coupled structures, the input/output waveguides and the rings are all
coplanar. Narrow coupling gaps are required in the lateral geometry, which taxes
photolithography and results in large variations in the device performance. Also,
in the lateral geometry, all the waveguides would be exposed to the surface treat-
ments. In vertical coupling (Fig. 2), the straight waveguides are buried below the
ring waveguide and hence remain isolated from the effects of surface treatment.
The resonator-waveguide separation is done by cladding material deposition, which
makes the process better controlled than lithography and etching.

3 Results and Discussion

The transmission spectrums of the field intensity at the drop port and through port
respectively are shown in Fig. 3 for a 10-μm ring radius.

The difference inwavelengths between the two peaks at the drop port transmission
gives the free spectral range (FSR) of the sensor. FWHMcan also be determined from
the same spectrum and is the range of wavelengths for which the intensity reaches
half the maximum intensity.

With the variation in the structural parameters of the ring, the obtained spectrum
also varies. As the ring radius increases, the round-trip length of the ring resonator
increases (Fig. 4).

FSR 1 is the wavelength difference between two peaks for 5-μm ring size, FSR
2 for 10-μm- and FSR 3 for 25-μm ring size. FSR is thus seen to have an inverse
relation with the ring radius.

Figure 5 shows that as the length of resonator increases, FSR decreases which
matches the mathematical relation obtained earlier in (7). The effective index and in
turn the group index is calculated considering the height of the resonator as 220 nm.
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Fig. 3 Transmission spectrum at drop port (left) and at through port (right)

Fig. 4 Variation of FSR with ring radius
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Fig. 5 Variation of FSR with round trip length

Fig. 6 Change of quality factor with change in ring length

The increase in the ring height above 250 nm limits the single-mode operation of the
waveguide [11, 12].

The ring dimensions also affect another parameter, namely Quality factor. A plot
of Q-factor for different lengths of the ring is shown in Fig. 6.

We can see that as ring length increases, there is an increase in the quality fac-
tor which is almost constant for a particular length. But the ring length cannot be
increased indefinitely as that will result in a large dimension of the sensor. So, loss
minimization within the cavity is required. Propagation loss and bend loss [13, 14]
can be minimized and accordingly the group index has been considered.
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4 Conclusion

The efficiency of the sensor depends on both selectivities as well as specificity.
Variations in the resonator dimensions lead to change in the sensor’s response in
terms of Quality factor and FSR. As revealed from the mathematical expressions,
FSR and Q-factor varies differently with the resonator length and the ring radius. So,
a tailoring between the parameters is required.

There is a restriction of the resonator height so as to enable single-mode operation.
From the computational results obtained, we see that ring radius above 30–50 μm
lowers the FSR leading to ambiguous results. So, ring radius below it is desired. At
the same time, Q-factor obtained is very low for lower values of resonator length.
Length greater than 1.2 mm is desired. Also, a lower waveguide loss (propagation
loss and bend loss) is required which further depends on design procedure.
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Abstract Circuit designing is an emerging field and as per the recent trend it evolves
digital devices in use—portable as well as smaller in size. This paper proposes two
designs of full subtractor circuit based upon eight and nine transistors demonstrating
low power consumption and high-speed switching. The combination of 3T XOR and
modified gate diffusion input (M-GDI) technique has been implied to realize the cir-
cuits. The circuit realization and simulations have been performed using DSCH 3.5.
The design has been further verified and simulated in Xilinx ISE 14.7 environment,
coded using Verilog HDL.
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1 Introduction

With the development of digital technology, it has become essential to design circuits
which consume less power, operate at high speed, and occupy minimum area on a
chip. To increase the performance of any circuit, we should design it incorporating
scaling. The number of transistors used to implement logic gates largely affects the
design parameters of a digital circuit. In last few decades, designers have mainly
emphasized on VLSI technology for design purpose which involves packing more
than a million transistors on a chip.

To improvevarious circuits, designers use different logic design techniques such as
complementary MOS (CMOS), pseudo-NMOS, transmission gate, dynamic CMOS
logic, and pass transistor logic. All these techniques have different design mecha-
nisms, with some advantages as well as disadvantages. Almost 90% of the total semi-
conductor devices are fabricated using CMOS. CMOS is a combination of NMOS
and PMOS which are functionally and structurally complement to each other. The
advantages of pseudo-NMOS logic are its high speed and low transistor count, on the
other hand, static power consumption of the pull-up transistor as well as the reduced
output voltage swing and gain, which makes the gates more susceptible. Transmis-
sion gate is a bidirectional switch made up of an NMOS and PMOS connected in
parallel. It avoids the problem of reduced noise margin, increased static power dissi-
pation, but requires that the control and its complement are available. Disadvantages
of this technology are lower speed, due to charge sharing problemwe cannot connect
more than three transmission gates in cascade. Pass transistor logic reduces the count
of transistor used to make different logic gates, by eliminating redundant transistors.
In PTL, designers use transistors as switches to pass logic levels between nodes of
a circuit, instead of switches which are connected directly to voltage supply. Main
disadvantage of PTL is the voltage difference between high and low logic levels
decrease at each stage.

In digital technology, arithmetic operations (like addition, subtraction, multipli-
cation, division, etc.) are extensively used in various applications. In microprocessor
operations, image processing, digital signal processing subtractor plays a significant
role. One-bit subtractor is the fundamental unit used for subtraction operation of two
binary digits. It consists of one NOT gate, one XOR gate, and one AND gate. A
full subtractor is a combinational circuit that performs subtraction involving three
bits, namely, minuend bit, subtrahend bit, and the borrow from the previous stage
and it produces two outputs named difference (D) and borrow out (B). To design a
full subtractor, we require more number of logic gates which increases the number
of transistor, and hence takes up more area on a chip. Therefore, delay, power con-
sumption, and area required are more. We can reduce the number of transistors using
modified gate diffusion input technique (M-GDI).

The main contribution of this paper is to present an optimal solution to address
the design of full subtractor using eight and nine transistors, using M-GDI technique
and three-transistor-based XOR gate design technique.
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2 Literature Survey

We have already discussed the main problem to design any digital circuit. The main
aim is to decrease the number of transistors, that is why, we have designed full
subtractor usingGDI technique (using only eight and nine transistors) which requires
lesser chip area, consumes less power, results in lower propagation delay, and hence
faster and efficient. In modern times, with the advancement of portable devices, low
power consumption amounts to longer battery life. Also, low power consumptionwill
reduce heat generation resulting in reduction in cost of packaging and cooling [1].
There are various works and researches in this field to reduce these types of problems
and to design efficient models [1, 2–5]. In [2], we found significant improvement in
speed, power dissipation, and area of a half-subtractor circuit using GDI technique
compared to standard CMOS, transmission gate, and complementary pass transistor
logic. In [3], we saw that a 2-bit magnitude comparator using GDI technique saved
on-chip area and decreased power dissipation compared to CMOS design. In [4],
a full subtractor circuit has been designed using 10 transistors. In [5], full adder
circuits were designed using GDI technique and analysis shows that it was more
efficient than the conventional CMOS techniques. In [1], a full subtractor circuit is
designed using 14 transistors. We know that for the first time subtractor is invented
for single bit operation [2]. In our everyday life, we use various types of digital media
and devices like smartphone, computer, TV, and gaming devices. These devices use
processors, which consists of ALU, which in turn is majorly responsible for carrying
out arithmetic and logical operations. In computer, ALU does all the arithmetic
operation such as addition, subtraction,multiplication, division, and logical operation
such as NOT, AND, OR, XOR, NAND, NOR, etc. In order to fulfill the requirement
of faster computation along with lesser power consumption, it is required that all the
individual circuits consume less power and are efficient. Here, we use full subtractor
for arithmetic operation, i.e., subtraction of 3 bits (two input bits, one borrow bit
from previous stage). In the past, subtractor circuit has been designed using CMOS
technology, standard transmission gates, complementary pass transistor logic, and
gate diffusion input technology using 50, 38, 34, and 14 transistors, respectively [1].
In our paper, we have designed full subtractor circuits using nine and eight transistors,
reducing further the on-chip area, power dissipation, and propagation delay thereby
improving the power-delay product (figure of merit) of the circuit.

2.1 GDI Cell

The basic GDI unit is comparable to that of a CMOS inverter, but the function varies
according to the inputs given at P, N, and G. The individual inputs are assigned to
the ports such as—“G” is used as an input to the common gate terminal of NMOS
and PMOS. “P” is used as an input to the source terminal of the PMOS, whereas
“N” is used as an input to the source terminal of the NMOS. The output is collected



490 S. Sarkar et al.

Fig. 1 A basic GDI cell

Fig. 2 3T XOR design
using M-GDI

from the common drain terminals of NMOS and PMOS. GDI technique is based
upon Shannon’s theorem of small-scale library. Figure 1 depicts the basic GDI unit.
Figure 2, depicts 3T XOR Design based on M-GDI technique.

The functions that can be implemented using the basic GDI cell have been sum-
marized in Table 1.
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Table 1 GDI cell summarization

P G N Output Function

B A ‘0’ A′ · B F1

‘1’ A B A′ + B F2

B A ‘1’ A + B OR

‘0’ A B A · B AND

A Sel B A · Sel + B · (
Sel ′

)
..

‘1’ A 0 A′ NOT

2.2 M-GDI Technique

Modified gate diffusion input (M-GDI) is an alternate technique to design digital
circuits resulting in better performance compared to CMOS and pass transistor logic
(PTL). It reduces the required number of transistors, and hence reduces the area
of digital circuits, power dissipation, and delay. Mod-GDI is very similar to GDI
except that the bulk of NMOS(Sn) and PMOS(Sp) is connected to ground and VDD,
respectively. Figure 3 presents a basic 2:1 Mux design based on GDI Technique.
Figure 4, depicts basic M-GDI cell.

By connecting the bulk ofNMOSandPMOS toGNDandVDD, respectively,Mod-
GDI overcomes the practical difficulties of fabricating in standard CMOS process.
Mod-GDI is completely compatible for implementation using standard CMOS fab-
rication process. Mod-GDI can also be implemented by twin-well CMOS technique
and silicon on insulator (SoI) technique.

Fig. 3 2:1 MUX design
using GDI
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3 Basic Full Subtractor (CMOS Logic)

The full subtractor can be thought of as one-bit subtractorwhich performs subtraction
of two binary bits, namely, minuend and subtrahend and the borrow generated from
the previous stage called borrow in. Hence, the Bin is subtracted from the input Y as
well as input X. To represent, this is an equation as given below:

Di f f � X − Y − Bin (1)

A borrow out signal is generated when it needs to borrow from the next digit, as the
subtraction is taking place in order—X by Y and Bin, the Borrow out signal must be
generated when

X < Y + Bin, i.e., Bout would be 1 if the equation follows otherwise it would
be 0.

The equations for difference and carry using the logical gates can be implemented
by following the equations (Fig. 5, Table 2):

Di f f � X ⊕ Y ⊕ Bin (2)

Borrow � Bin (A ⊕ B)′ + A′ · B (3)

Fig. 4 A basic M-GDI cell

Fig. 5 The figure demonstrates the circuit of conventional full subtractor
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Table 2 Full subtractor truth
table

A B Bin Diff Borr

0 0 0 0 0

0 0 1 1 1

0 1 0 1 1

0 1 1 0 1

1 0 0 1 0

1 0 1 0 0

1 1 0 0 0

1 1 1 1 1

3.1 XOR-Gate-Based Full Subtractor Design

From Eqs. (3) and (4), it could be well understood that the full subtractor circuit can
be realized with the help of XOR gate and 2:1 multiplexer circuit. The design on
both the possible scenarios has been depicted in Fig. 6.

In MUX 1, Bin is the select line, S1 � A⊕ B, and S2 � A� B. When Bin � 0,
the line S1 is selected and when Bin � 1 then S2 is selected.

So, the output of

MUX1 � Bin′ (A ⊕ B) + Bin (A ⊕ B)′

� A ⊕ B ⊕ Bin (4)

For MUX2, (A � B) is the select line and S1 � B and S2 � Bin. When (A � B),
it results in 0, B is selected and when (A � B) � 1, Bin is selected (Fig. 7).

Fig. 6 9T subtractor design using GDI and 3T XOR design
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Fig. 7 8T subtractor design using GDI and 3T XOR design

So, the output of

MUX2 � (A � B)′B + (A � B)Bin

� (
AB ′ + A′B

) · B + (A ⊕ B)′Bin
� A′B + Bin (A ⊕ B)′ (5)

Di f f erence � A ⊕ B ⊕ Bin (6)

In MUX, we use (A ⊕ B) as select line. Here, S1 � Bin and S2 � B. When select
line is 0, then S1 is selected and when the select line is 1, then S2 is selected.

So, the output of the

MUX � (A ⊕ B)′Bin + (A ⊕ B) · B

� Bin (A ⊕ B) + A′B (7)

3.2 GDI Realization of Full Subtractor (XOR and MUX
Logic)—Transistor-Level Design

Input A is connected to the source of Q1 and gate of Q3. Input B is connected to the
common gate terminal of Q1 and Q2. Source of Q2 is grounded. The drain of Q1
and Q2 is connected with the drain of Q3, gate of Q4 and Q5, and to the source of
Q6. Input B is also connected with the source of Q3 and Q8. Common drain of Q4
and Q5 is connected with the source of Q7 and to the common gate terminal of Q8
and Q9. Input Bin is connected to the source of Q9 and to the common gate terminal
of Q6 and Q7. Difference output is taken from the common drain terminal of Q6 and
Q7. Borrow output is taken from the common drain terminal of Q8 and Q9 (Figs. 8
and 9).
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Fig. 8 9T-based full subtractor

Fig. 9 8T-based full subtractor

InputA is connected to the source ofQ1 and to the gate ofQ3. Input B is connected
to the common gate terminal of Q1 and Q2 and the source of Q3 and Q8. Input Bin
is connected to the source of Q6 and Q7 and to the common gate terminal of Q4
and Q5. Common drain terminal of Q1 and Q2 is connected with the drain of Q3
and source of Q4 and gate of Q6, Q7, and Q8. Common drain terminal of Q4 and
Q5 is connected to the drain of Q6. Difference output is taken from common drain
terminal of Q4, Q5, and Q6. Borrow output is taken from the common drain terminal
of Q7 and Q8.
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4 Result Section

The simulation has been carried out using DSCH 3.5, starting from transistor-level
design and further verified using Xilinx ISE 14.7 environment (Figs. 10 and 11).

Table 3 shows the comparison of various parameters of different techniques used
for full subtractor design. We have made our comparison on basis of power con-
sumption, propagation delay, and area occupied on a chip. Some graphical analysis
has been carried with the help of this table that is shown in Fig. 12.

From Comparison Table 3 and Fig. 12, it is clearly depicted that the propagation
delay has been reduced with respect to transistor number. As we have implemented
the full subtractor using 9T and 8T transistors, these have the lowest propagation
delay when compared to the subtractors designed using other techniques. For 9T
transistor, the delay has improved by 89.32%, 89.01%, and 30% in comparison
with normal CMOS, CPL, and GDI techniques, respectively. While, in the other
hand, if we calculate the percentage of improvement in transistor count in order to
realize full subtractor circuit using different techniques, then it can be observed that
our 9T subtractor is 82% and 36% more efficient than CMOS and GDI techniques,
respectively.While for the 8T-transistor-based full subtractor model, the propagation
delay has improved by 90.45%, 90.17%, and 37% with respect to CMOS, CPL, and
normal GDI techniques, respectively.

Fig. 10 8T simulation waveform

Fig. 11 9T simulation waveform
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Table 3 Result summary based on transistor count, area on chip, and delay and average power
consumption

Parameters Full
subtractor
using CMOS
technique

Full
subtractor
using comple-
mentary pass
transistor
logic (CPL)

Full
subtractor
using gate
diffusion
input (GDI)

Full
subtractor
using
modified GDI
(9T)

Full
subtractor
using
modified GDI
(8T)

Number of
transistors
used

50 34 14 9 8

Average
power
consumed
(W)

4.395×10−6 1.006×10−4 1.396×10−8 1.21×10−8 1.25×10−8

Delay time
(ps)

118.92 115.47 18.02 12.69 11.35

Surface area
(cm2)

3.24×10−5 1.82×10−5 8.92×10−7 5.83×10−7 5.1×10−7

Fig. 12 Comparison of delay

In the Fig. 13, we have compared the surface area (cm2) consumed by the full
subtractor circuit of our proposed techniques 9T and 8T with respect to normal
GDI method. It is clearly shown that both the proposed circuits are more efficient
with respect to surface area consumption. 9T full subtractor consumes 34.64% less
surface area on a chip and 8T design consumes 42.82% less surface area on a chip as
compared to GDI method. If the M-GDI-based designs are compared with CMOS
method of designing subtractors then our 8T-based subtractor designs result to have
98.42% reduction in surface area consumed on a chip.
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Fig. 13 Comparison of surface area

So, in this result section, it has been demonstrated that both the proposed
circuits—8T-based full subtractor and 9T-based full subtractor are more efficient
than the previously realized.

5 Conclusion

With the increasing demand for low-power portable device, our main focus of the
work was to minimize the power consumption and the area of the full subtractor
logic. The modification of the GDI technique has been used to realize the XOR gate
using three transistors, the multiplexers were modeled using GDI technique. These
gates as primitives have been used to come upwith full subtractor circuit design. Two
designs have been proposed using eight transistors and nine transistors, respectively.
The primary layout design has been done using DSCH schematic editor and further
verified inXilinx ISE 14.7 environment usingVerilogHDL.Results clearly show that
our proposed design is more efficient than normal GDI technique, CMOS technique,
and CPL technique with respect to propagation delay, average power consumed,
number of transistors required to realize the circuit, and the surface area occupied
by the designed circuit.
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Application
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Abstract In this paper, the performance of CdS/ZnSe-based quantum well infrared
photodetector is studied considering physics-based theoretical modeling. In this
model, finite difference method is used to determine eigenenergy states in the quan-
tum well structure. Results show that the absorption coefficient concerning bound-
to-bound intersubband transitions using CdS/ZnSe-based QWIP is much larger than
III–V-based QWIP like GaAs/AlGaAs. Moreover, multispectral region of infrared
operation such as the mid- and long wavelengths of operation is obtained.

Keywords CdS/ZnSe · Eigenstates · Absorption coefficient · QWIPs

1 Introduction

Quantumwell infrared photodetectors (QWIPs) has numerous applications likemed-
ical science, military, night vision camera, environmentmonitoring, etc. [1–3]. These
applications required intersubband transitions (ISBTs) based photodetectors with
high sensitivity and the multispectral ability for the detection of infrared light [4–6].
Infrared (IR) photodetectors based on ISBTs in single, multiple quantum wells,
and superlattices have been studied extensively [7–9]. However, most of the ISBT-
based quantumwell (QW) structures have been demonstrated mainly on III–V-based
compound semiconductor materials [10, 11]. Band structure engineering has made
it possible to obtain ISBT-based devices operating over a wide range of spectrum
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regionwithout the need to change thematerial system. In recent times, QWstructures
based on II–VI semiconductors like CdS/ZnSe-based photodetector has emerged out
a promising technology tomeet such requirements.Moreover,multispectral response
in QWIP requires a large conduction band discontinuity (CBD). In CdS/ZnSe-
material-based QWIP, conduction band discontinuity is 0.8 eV without considering
strain, whereas the conduction band discontinuity of GaAs/AlxGa1-xAs is very low.
Hence, multicolor QWIP cannot be obtained using simple GaAs/AlxGa1-xAs-based
QWIP. Few works have already been carried out in this area. For example, type-II
and (CdS/ZnSe)/BeTe-based device investigated byAkimoto et al. [12]. Intersubband
transitions in type-I band alignment based on Zn0.46Cd0.54Se/Zn0.24Cd0.25Mg0.51Se
MQWs with 3.99 and 5.35 μm wavelengths observed by Lu et al. [13].

In this paper, theoreticalmodel ofQWIP is developed based onCdS/ZnSematerial
for the purpose of the multicolor-based system. Finite difference method is used to
solve the Schrödinger equation for the determination of quantized states and their cor-
responding wave functions. Possible transition energy and absorption coefficient are
also reported in this paper. Rest of the paper is organized as follows. In Sect. 2, device
structure and theoretical calculation of finding eigenenergy states are described. In
Sect. 3, the confined electron states and probable transition energies are evaluated.
Finally, a summary of conclusions is given in Sect. 4.

2 Device Structure and Theoretical Calculations

The device structure consists of 10 periods of N-type CdS well and undoped ZnSe
barrier layer. Each period contains 5.4 nmCdSwell and 30 nmZnSe barrier layer. The
whole structure is again sandwiched between ZnSe contacts layers (N-type doped
with 2× 1018 cm−3). The active well layer doping concentration is taken as 5× 1017

cm−3. The growth axis is assumed to be along z-direction.
Now, the eigenenergy states and corresponding wave functions are an important

requirement to observe the multispectral capability of our proposed device structure.
This requires the solution of one-dimensional (1D) time-independent Schrödinger
equation (SE). The mathematical expression for 1D time-independent SE can be
written as

− �
2

2m∗
e

∂2ψ(z)

∂z2
+ V (z)ψ(z) � Eψ(z) (1)

where è is the reduced Planck constant, m∗
e is the effective mass of electron, ψ(z)

is the wave function of electrons with energy E, and V (z) � (Vc(z) + VH (z) + δEc),
where Vc(z) is the band offset potential, VH (z) is the Hartree potential, and δEc is
the change in conduction band energy due to strain. The strain plays an important
role in the calculation of band structure due to the mismatch of lattice constant of
CdS and ZnSe. In this context, model solid theory suggested by Van de Walle [14]
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is used for the calculation of strain. The VH (z) can be obtained from the solution of
the Poisson equation [15].

From Eq. (1), the Hamiltonian matrix can be expressed as

H � − �
2

2m∗
e

∂2

∂z2
+ V (z) (2)

Finite difference method (FDM) is used to solve the Schrödinger equation. It is
important to mention here that the total region of interest is divided intom number of
small pieces of elements of equal width (a) and the equation is solved for each of the
elements. Then, the Hamiltonian matrix, H in terms of m is obtained. Equation (2)
is used to convert into a difference equation by standard finite difference technique
and is given by

(
∂2ψ(z)

∂z2

)
z�zm

� 1

a2
[ψ(zm+1) − 2ψ(zm) + ψ(zm−1)] (3)

Using Eqs. (1), (2), and (3), the final expression of Hamiltonian in terms of thematrix
form can be represented as

H �

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

2T0 + V1 −T0 0 0 0 . . . 0 0

−T0 2T0 + V2 −T0 0 0 . . . 0 0

0 −T0 2T0 + V3 −T0 0 . . . 0 0

...
0 0 0 0 0 . . . 2T0 + Vm−1 −T0
0 0 0 0 0 . . . −T0 2T0 + Vm

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(4)

where T0 � �
2
/
2m∗

ea
2

3 Results and Discussion

The conduction band energy profile of CdS/ZnSe-based quantum well structure is
shown in Fig. 1. The position of eigenstates and their corresponding electron wave
functions are obtained from Eq. (4). It is seen that four possible bound eigenstates
are confined with the quantumwell structure. Transition from ground state to excited
states occurs on the incident of the suitable wavelength of infrared light. Odd-to-odd
or even-to-even transition is forbidden since symmetric QW structure is considered
in this analysis. The reason behind the fact is explained as follows. The transition
rate from one eigenenergy state to another eigenenergy state can be obtained from
Fermi’s golden rule [16] and it strongly depends on the dipole matrix element. The
value of the dipole matrix element is zero in the case of odd-to-odd or even-to-even
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Fig. 1 Formation of the conduction band profile, where subband energies and corresponding wave
functions are shown

transition due to the symmetric QW structure, and hence the transition between odd-
to-odd or even-to-even energy states is not possible in symmetric QW structure. This
is one of the drawbacks of the symmetric structure. So, other possible transition has
taken place within the confined structure and is discussed in the next section.

The variation of eigenenergy states as a function of well width is shown in
Fig. 2. It is observed that all possible values of bound eigenstates (four numbers)
decrease with the increasing CdS width of the well layer. However, the decrease
of the ground state (E1) is less significant, whereas excited bound states, i.e., E2,
E3, and E4 decrease significantly with an increase in well width. Moreover, it is
noted that three numbers of confined or bound states are observed for 4 nm CdS
well width. It is due to the formation of low effective band offset that results in
the disappearance of E4 excited state in the case of lower values of well layers.
Figure 3 shows the variation of transition wavelength and transition subband energy
as a function of CdS width of the well layer at 300 K. Results show that transition
energy varies from long wavelength to near infrared through the mid-wavelength
infrared region, i.e., 9.47–2.03 μm through 5.84 μm for a particular well width of
5.4 nm. Moreover, this variation of wavelength increases rapidly with the increasing
well width. For example, wavelength varies from 18.12 to 3.67 μm for 8 nm CdS
well width. This result indicates multicolor wavelength of operation is obtained with
CdS/ZnSe-basedQWIPby suitable selectionofwidth ofwell layer.All these selective
wavelengths of operation should have high absorption in order to achieve consider-
able amount of carrier generation which can contribute significant photocurrent, and
hence responsivity of the detector. This requires the calculation of bound-to-bound
transition based absorption coefficient. The standard mathematical expression of
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Fig. 2 Variation of eigenenergy states with CdS width of the well layer at 300 K

absorption coefficient has already been reported by various literature [17, 18]. Math-
ematically, absorption coefficient for bound-to-bound (BB) transition can be written

as αCB−B (�ω) �
((
q2

�
3N

)/((
m∗

we

)2
ε0nrc(�ω)

))[∣∣〈ψ f (z )
∣∣ ∂
∂z

∣∣ψi (z)〉
∣∣2 cos2 φ

]
x((

	
/
2
)/((

E f − Ei − �ω
)2

+
(
	

/
2
)2))

and using the expression, absorption of

our proposed model is calculated. Absorption of 2514 cm−1 at λ�5.84 μm and
1208 cm−1 at λ�9.47 μm is obtained in this model. However, negligible absorption
around 42 cm−1 at λ�2.03 μm is observed. The absorption primarily depends on
the overlap integral of wave functions between two possible eigenstates, spectral
broadening, the effective mass of electrons, refractive index of the material, doping
in the active layer, and incident photon angle with the suitable wavelength of light.
In case of the mid-operational wavelength, strong overlap integral of wave functions
is observed in comparison with the long wavelength of operation. As a result, a high
value of absorption coefficient is observed in mid-wavelength as compared to long
wavelength of operation. Moreover, absorption in mid-infrared region is quite large
as compared to GaAs/AlGaAs-based QWIP as reported in literature [17]. It is due
to the combined effect of all the above mentioned parameters which enhances the
absorption coefficient in CdS/ZnSe-based QWIP. So, mid- and long wavelengths of
absorption can be used to obtain significant photocurrent and it is expected that the
device may be operable at mid- and long wavelengths of infrared region.
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Fig. 3 Plot of transition wavelength and transition subband energy as a function of CdS width of
the well layer at 300 K

4 Conclusions

Performance of CdS/ZnSe-basedmulticolorQWIP is studied based on the theoretical
modeling. It is observed that the mid- and long wavelengths of infrared detection are
obtained. However, the strength of absorption in mid-operational wavelength region
ismuch higher than the longwavelength of operation.Moreover, results show that the
calculated absorption in this model is improved as compared to GaAs/AlGaAs-based
QWIPs.
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Low-Cost Wireless Data Transmission
System for Industrial Applications

Bikas Mondal, Sourav Rakshit, Md. Aref Billaha, Bhaskar Roy
and Rajan Sarkar

Abstract This paper demonstrated an economic, reconfigurable, portable, and pre-
cise radio frequency (RF) based wireless data transmission system in process indus-
tries in the domain of public frequency band. This paper highlights the new way of
a wireless communication system using commercially available RF transmitter and
receiver. In this proposed system, we may connect five sensors simultaneously for
transmission purpose. Sensor output data in the range of 0–5 V are taken in this work
and this time-varying analog data is converted to 8-bit parallel data. This 8-bit paral-
lel data is then transferred through two transmitter modules. At the receiver end, two
receiver modules receive this 8-bit parallel data. After obtaining 8-bit parallel output
data, we use some suitable equation to get equivalent decimal value ranging from 0
to 255, where 0 represents 0000 0000 and 255 represents 1111 1111 and based on
this, we can easily calculate the equivalent analog output data.

Keywords Industrial sensors · Radio frequency · Data transmission
Microcontroller

1 Introduction

In modern process industries, the interest of the wireless data transmission system
is increasing day by day in the field of digital data communications system with
respect to the wired counterpart to minimize the huge expensive cabled and excess
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infrastructural cost. The wireless data communication system improves the network
scalability, reconfigurability, and allows the multi-tapping for different purposes or it
may be used for mobile terminals, etc. Industrial environments are unique and differ-
ent from the environments of office and home. Very high temperature, long distances
separating equipment and machines, excessive air particles, multiple obstacles, and
creating very special challenges make it difficult to suitably place and reach sensors,
transmitters, and other data communication devices. High-speed data transmission
is done by RF-based wireless communication system [1, 2]. Traditional data acqui-
sition scheme which is wired could not be able to fulfill the necessities, as there is
a rapid growth in the field of embedded system as well as wireless communication
techniques which depend on RF as wireless data transmission will be soon widely
used in industry [3, 4].

Recently, many researchers focused on the wireless data transmission system in
various fields. Akyildiz et al. [5] have done a survey where lots of research works
have analyzed commercially available wireless sensor networks (WSNs) node evalu-
ation with the system design, networking, security factor, and distributed algorithm.
Liang et al. [6] have developed an implantable microcontroller-based simulation
system with external wireless controller for data and power transmission.
Dai et al. [7] have introduced the architecture of the wireless sensor features
of networks and also studied recent routing protocols for wireless sensor net-
works. Angrisani et al. [8] have highlighted the problems of coexistence between
IEEE 802.11b and IEEE 802.15.4 wireless data communication networks and
optimized these problems in their setup over 2.4 GHz frequency domain in
some real-life applications. An algorithmic framework is proposed by Chowd-
hury and Akyildiz [9], which allows the sensor nodes to identify the type of
the interference to reduce packet losses in the network. Srinivasan et al. [10]
have empirically studied WSNs focusing on the designing portion of com-
mon assumptions protocol to make while designing sensornet protocols and
network layer protocols. Cao et al. [11] have explored the problem of flexi-
ble and efficient data dissemination and retrieval in wireless sensor networks.
Gungor et al. [12] have focused on the statistical characterization of different empir-
ical measurements. They also provided experimental results to understand IEEE
802.15.4-compliant sensor network platforms to designWSN-based smart grid appli-
cations. Huerta et al. [13] have presented the theoretical and experimental result
analysis to evaluate the effects on electromagnetic fields which is produced by high-
voltage lines in the field of wireless data transmission at the 900 MHz frequency
band. Sivathasan and Brien [14] have described the comparative analysis of hybrid
radio frequency transmission through free-space optical and radio frequency trans-
missions through wireless sensor networks. Yang et al. [15] have done a survey for
low-power data transmission purpose between IEEE 802.11- and IEEE 802.15.4-
based networks. Basagni et al. [16] have investigated the impact of separation in
radio frequency between data and the multiple concurrent energy transmissions. Jain
and Franz [17] have highlighted merits and demerits of optical wireless networks
over the RF networks. Dohare et al. [18] have reported the data monitoring sys-
tem in underground coal mines. Meng et al. [19] have proposed architecture for
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RF-based low-power subsampling technique in the application of wireless commu-
nication system. Tan Lam et al. [20] have designed a wireless sensing module using
wireless sensor network in the field of rural monitoring and precision agriculture
applications in the range of 0–150 m. Rusia et al. [21] have developed a recon-
figurable, economic, low-power consumption, and high processing speed wireless
communication system between field programmable gate array (FPGA) using RF
433MHz transmitter module. Edemirukaye et al. [22] have aimed to design an accu-
rate automatic energy meter system by RF transmitter, digital voltage, and current
sensor in low cost.

This paper focused on a data from the sensor which is transmitted through wire-
less in public frequency band with very low budget commercial RF transmitter and
receiver model which could be used in different process industries. In this proposed
system, we mainly focused on how data was accurately transmitted and received
without any bit error. The rest of the paper is described as follows. Section 2 contains
the description of the proposed model. Results are described in Sect. 3, a snapshot
of the proposed model is shown in Sect. 2, and the conclusion is given in Sect. 4.

2 Description of the Proposed Model

Theproposed data transmission system is based on the concept ofRFcommunication.
Figure 1 depicts the block diagram being used in the transmitting section to transmit
the data so that it can be received at the receiving end. In the proposed system, first
data is taken from field sensors which is analog in nature. Since five (05) sensors are
used and at once only one can be selected. The output voltage signal of the sensor
is fed to the analog-to-digital converter (ADC) through an amplifier with suitable
gain if needed. The conversion is done by successive approximation technique. After
the ADC module, the signal has been configured as per desired. For that reason, the
required channel to which the sensors are connected must be obtained before the
data conversion has begun. The analog input channels through which sensor data are
to be transmitted must have their corresponding TRIS bits selected as an input as
shown in Fig. 2. This analog data of sensor is converted into its corresponding 8-bit
digital signal by PIC16F72 IC, which has five input channels.

Fig. 1 Block diagram of transmission section
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Fig. 2 Collection of sensor data for ADC

The input–output relationship of analog-to-digital conversion is given by

DADC � 2N ∗ Vi

Vr
(1)

where DADC is the digital output of ADC, Vi is analog input voltage, Vr is reference
voltage, and N is the number of bits in ADC.

By this, the required digital data is obtained which is then converted into an
equivalent binary signal of 8 bit, which is then broken into a set of two 4-bit parallel
data, and this data is sent to two separate encoder ICs encoded by MC145026.

The encoding mechanism can be well understood from Figs. 3 and 4. The encoder
encodes and transmits serial data which depends on the state of the pins A1–A5 and
pins A6/D6 –A9/D9. The sequence of the transmitted data is initiated by a low level of
the transmission enable (TE) input pin. From Fig. 3, it can be observed that no signal
is sent for three data periods between the two datawords, and each transmitted ternary
digit is encoded into pulses as shown in Fig. 4. Logic-0 is low after two consecutive
short pulses are passed. Logic-1 is high after two consecutive long pulses. An open
or high impedance state appears when there is a long pulse followed by a short
pulse. While TE is high, the transmission of second word has been timed out and
the encoder is completely disabled. And, when TE is in a low state, the oscillator
is being started and the transmit sequence starts. The inputs are then sequentially
selected, and determinations are made as to the input logic states. This information
is transmitted through Dout pin serially.

The modulation scheme used here is amplitude shift keying that is referred to
as ASK. In this modulation technique, the amplitude of the RF carrier signal is
changed in accordance with the baseband digital input signal. The operation of ASK
modulation is shown in Fig. 5. As shown in Fig. 5, binary-1 will be represented by
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Fig. 3 Timing diagram of encoder

Fig. 4 Encoder data waveforms

Fig. 5 ASK modulation

the carrier signal with amplitude signal of A2, while binary-0 will be represented by
the carrier signal with the amplitude of A1.
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ASK modulation can be expressed as shown in the following equation:

s(t) � A2 cos(2π fC t) for Binary logic − 1 (2)

s(t) � A1 cos(2π fC t) for Binary logic − 0 (3)

where s(t) is the modulated signal, A2 is the amplitude representing the binary logic
1, A1 is the amplitude representing the binary logic 0, fC is the carrier frequency,
and t is the bit duration.

It is worth to mention that two RF transmitters of same frequency cannot work
simultaneously as they get interfered with each other and the receiver receives no
signal from either. Figure 6 shows the operational algorithm required for the trans-
mitter section. It shows that to work reliably, each transmitter needs to send bursts at
different time slots. Occasionally, they will collide and then the corrupted signal will
be rejected by the decoders. Since they will send the signal at different time slots,
their signals can be transmitted successfully without collision.

The transmitted data is received at the receiving end and to achieve it accurately,
several steps are followed. Figure 7 shows the block diagram of receiving section
and Fig. 8 shows the flowchart of receiving end where two RF receivers are present.

The compatible decoder M145027 is used according to the encoder. The decoders
receive the serial data from the RF receiver and give the output data if it is valid.
In the receiving module, the transmitted data containing the two identical words are
examined by bit during reception and the first five ternary digits are assumed to be
the address. If the received address is fully matched with the local address, then the
next four (data) bits are internally stored. The stored data is not transferred to the
output data latch, as the second encoded word is received, the address must again
match. If a match is found, then the new data bits are verified against the previously
stored data bits. If the two nibbles of data (four bits each) matched, the data is then
transferred to the output data latch by valid transmission (VT). The data then remains
until new data replaces it. At the same time, the VT output pin is brought high and
remains high until an error is received. After the decoder IC decodes the encoded
data, the decoded data is then available in pin <D6:D9>which is used to turn on the
indicating LED.

Figure 9 shows the circuit simulation of transmitting section and receiving end,
which is designed in Proteus. Some assumptions are made in order to simulate the
hardware circuit in the software Proteus. It does not contain the library functions of
IC PIC16F72 being used in designing hardware, whereas ADC 0804 is used in case
of simulation. Hardware model of our proposed transmitter and receiver section are
illustrated in Figs. 10 and 11.

3 Results and Discussions

In this section, the proposed RF data transmission system is experimentally tested
in order to demonstrate its effectiveness, accuracy, sensitivity, and versatility. All
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Fig. 6 Algorithm of transmitting section

Fig. 7 Block diagram of receiving end

the results are obtained and reported by this proposed RF sensor data transmission
system. While taking the result, we mainly concern about how the sensor output
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Fig. 8 Algorithm of receiving section
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Fig. 9 Circuit simulation in Proteus

Fig. 10 Transmitter section

data is converted into 8-bit binary data and how precisely the transmitted 8-bit data
is received at receiver without any bit error. For each individual input voltage, the
8-bit parallel data of the transmitter and 8-bit parallel output data of the receiver are
shown in Table 1. We can see from Table 1 that the receiver correctly received all
transmitted data. It is important to mention here that the RF module has been placed
in different distances within the working range for finding the consistency of our
proposed module.
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Fig. 11 Receiver section

In this proposed system, we mainly focused on how data is accurately transmitted
and received, and hence we did not bother about rest of the calculation. Once the
transmitted 8 bit is accurately received, we can easily calculate the analog voltage.
First, we need to store the 8-bit received data and after storing the 8-bit data assigned
to some integer named D0–D7 and obtained equivalent decimal output by Eq. (4),

A � D02
0 + D12

1 + D22
2 + D32

3 + D42
4 + D52

5 + D62
6 + D72

7 (4)

where A is the equivalent decimal output for 8-bit binary input and then using Eq. (5),
we can achieve the analog voltage which is same as the sensor output voltage in
transmitting section.

VOut � Vr ∗ A

2N
(5)

where VOut is analog output, Vr is reference voltage, and N is the number of bits in
ADC.

This paper provides the implementation of RF-based transmitter and receiver
systems to get a trade-off between power consumption, gain, noise, and sensitivity.
It can achieve −110 dBm sensitivity with the range of 20 m for an amplitude shift
keying (ASK) modulation with the clock sampling frequency of 433 MHz. Finally,
the theoretical analysis andpractical results show that the performanceof thiswireless
transmitter has fairly agreed with the others [12, 19–21] and has several advantages
over other techniques of wireless data transmission. The effective communication
range of the wireless between transmitter and receiver may be increased up to 130
m in the open-field environment.
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4 Conclusions

The current research work illustrates the design and performance of a real-time mon-
itoring system for measuring physical parameters. The developed system mainly
highlights the functional characteristics with wireless network capacity, sensor hard-
ware compatibility, low-cost production, and efficient capture. This system also has
low-power consumption and has negligible impact on the environment. The result
after testing and performing this experiment is a positive one. Better response has
been obtained which saves energy, has strong communication ability, and presents a
real-time accurate measurement. The wireless data acquisition system can be further
improved by the following aspects: combining more sensors for measuring in larger
areas, can be further improved by utilizing the new generation of microcontrollers,
and to establish an intelligent power management system. The proposed system is
being designed by us and has given a lot of options to the users. The system is cost
effective yet allows controlling five different sensors simultaneously. This system
uses parallel communication and since parallel communication is faster than serial
communication, this system gives optimal performance.
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Kinematics Application: As a New
Mechanical Cycle

Braj Kishore Singh, Kundan Kumar, Achyut Raj, Aakash Kumar Roy
and Dharmbir Prasad

Abstract The objective of the study is to make the cycle into an efficient vehicle
and as comfortable like a car. The demerits of today’s era cycle are that it cannot
move in the reverse direction by simply paddling and it also does not protect us from
rain and sunlight during the extreme condition. So the objective is to make such type
of vehicle that is similar to the car but its working principle will be solely based
on the gear system without using any heat engine. The proposed model is named
as “mechanical cycle”. It consists of a set of gear of different diameters connected
to each other in a parallel way. During forward motion, one freewheel works and
the other is free with respect to the first one, whereas during the backward motion
the later one will work and the former one is free with respect to the later one. In
this way, we can control both forward and backward motions in this “mechanical
cycle” which is not possible in the simple cycle. Also, the shed protects us from rain
and sunlight and it also gives comfort. The cost-effectiveness of this cycle makes it
affordable to common people, and its speed is much more than that of simple cycle.

1 Introduction

Kinematics is a branch of classical mechanics that describes the motion of points,
bodies (objects), and systems of bodies (groups of objects) without considering the
mass of each or the forces that caused the motion. Kinematics, as a field of study, is
often referred to as the “geometry of motion” and is occasionally seen as a branch of
mathematics [1]. AKinematics problem begins with the geometry of the systemwith
any one of the known parameters and by analyzing the problem keenly and solving
it to find out the unknown parameters such as velocity, acceleration, and many more.
Basic differences between “kinetics” and “kinematics” is that the former basically
deals with the motion of the body by taking the forces into consideration, and hence
these forces cause the motion in the body, whereas later one only deals in the motion
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Table 1 Comparative study of various cycles

Parameters Normal bicycle Mechanical cycle

Sense of motion It can move in only one
direction

It can move in both forward
and backward directions

Weather protection It cannot protect us from the
sunlight and rain

It can protect us from the
sunlight and rain

Efficiency Its efficiency is low Its efficiency is relatively
higher than the normal bicycle

of the body without considering the forces causing the motion in the system. There
is a wide application of kinematics; it is also used in astrophysics. In mechanical
engineering, robotics, and biomechanics, it is used to describe the motion of the
system of the joint parts [2].

Basically, the part of kinematics used in this article is that it consists of a set of
gear of different diameters connected to each other in a parallel way [3]. This set of
gear is placed in front half of the car chassis [4]. A paddle is fixed on the upper gear.
A crankshaft connects the front gear to the back wheel. Back wheel consists of a
differential along with a two freewheel [5]. The crankshaft which connects the front
gear to the backwheel is fixed between these freewheels. During forwardmotion, one
freewheel works and the other is free with respect to the first one, whereas during
the backward motion the other freewheel will work and the first one is free with
respect to the second one. In this way, we can control both forward and backward
motions in this “mechanical cycle” which is not possible in the simple cycle. Also,
the shed protects us from rain and sunlight and it also proves comfortable. Our
“mechanical cycle” is cost-efficient so that the lower and middle-class families can
easily buy it and its speed is much more than that of simple cycle. Table 1 provides
the differences between normal cycle (forward moving cycle) and mechanical cycle
(forward as well as backward). The material used by us is light in weight and strong
having high ultimate stress with factor of safety up to 2.5 and it must be tough [6].
The proposed mechanical cycle is an evolutionary concept of the bicycle industry.

2 Mathematical Modeling of the Proposed Cycle

Let R1 be the radius of the smaller gear and R2 be the radius of the larger gear as
shown in Figs. 1, 2, the parallel gear connection gives the relation between arc length
(L) and radius (R) at the constant twist angle (θ) [7].

For two gear connected in series, we have,

θ � L

R
(1)

where θ is twist angle, L is arc length, and R is radius.
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Fig. 1 Series-connected
gear system

Fig. 2 Parallel-connected
gear system

For series connected gear, arc length is constant.

θ1 � θ2R2

R1
(2)

S1 � L

R
(3)

where S1 is revolution per minute and N is number of tooth.

S1 � S2 × N2

N1
(4)

N α R (5)

From Eqs. (2) and (4), we have concluded that the output power is more than the
input power. Table 2 shows the type of materials which are used for the specific parts
(carbon steel, mild steel) [2].
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Table 2 Major components
and material types

Sl No. Part name Material

1 Frame Carbon steel

2 Back wheel support Carbon steel

3 Front wheel support Carbon steel

4 Gear Mild steel

5 Gearbox Mild steel

6 Nutt and bolt Mild steel

7 Paddle Mild steel

8 Steering Mild steel

3 Finite Element Analysis of the Mechanical Cycle Model

In order to establish the proposed concept, the model has been checked after several
analyses during FEA study. Figure 3 shows the proposed model of mechanical cycle.

Let R1 be the radius of the smaller gear and R2 be the radius of the bigger gear.
Since for parallel connected gear system, the angle of twist remains the same as in (6),

L1 � L2R1

R2
(6)

L2 � L1N2

N1
(7)

From Eqs. (6) and (7), we have concluded that the output power is more than the
input power. So, using Eqs. (2)–(5), we have higher angular velocity. Table 3 shows

Fig. 3 General sketch of mechanical cycle
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Table 3 Property of the base Particulars Outputs

Material Carbon steel

Young’s modulus 1.2e+011 Nm2

Poisson’s ratio 0.291

Density 7870 kgm3

Coefficient of thermal
expansion

1.21e-005 Kdeg

Yield strength 3.1e+008 Nm2

Fig. 4 Frame support analysis

Table 4 Force and moment
of inertia acting on the base

Particular Output

FX 5.167e−004 N

FY −7.589e−004 N

FZ −9.621e−002 N

MX −5.746e−003 NX m

MY 8.299e−003 NY m

MZ −6.586e−005 NZ m

the good, poor, bad, and worst qualities of the material used for the base [2]. Figure 4
shows the frame support analysis that provides the base support to the mechanical
cycle. Table 4 shows the properties parameter (Young’s modulus, Poisson ratio, and
density) of the base.

Figure 5 shows the stress analysis developed inside the frame when applied load
in the mechanical cycle. Table 5 shows the force and moment of inertia acting on X-,
Y -, and Z-directions, respectively, on the base.

Figure 6 shows the bending analysis developed inside the frame when applied
load on the base in the mechanical cycle. Table 6 shows the different parameters
or dimensions of the spear parts name that are used. Figure 7 shows the base of
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Fig. 5 Frame bending analysis

Table 5 Dimensions of the
base

Method Sparse

Number of factorized degrees 1131

Number of supernodes 221

Number of overhead indices 2790

Number of coefficients 17052

Maximum front width 36

Maximum front size 666

Size of factorized matrix (Mb) 0.130096

Number of blocks 1

Number of M flops for
factorization

3.552e−001

Number of M flops for solve 7.386e−002

Minimum relative pivot 6.302e−004

chassis that provides the structure and outlook of mechanical cycle. Table 6 shows
the degree of freedom and displacement of center of mass along X-, Y -, and Z-
directions, respectively.

4 Conclusion

This paper provides the solution of enhancing the efficiency, modifying the working
principles and the comfort level of traditional bicycle. From the above equations and
analysis results, we can conclude that by giving less input power we can extract high
output power through the intervening gear system as shown in the above figures and
results. It can be concluded that the maximum loading capacity of our structure is
up to 300 N and the factor of safety lies between 2 and 3, from the above structure
analysis.
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Fig. 6 Frame stress analysis

Table 6 Property analysis of the base

Value Dof Node Displacement along various axes

X (mm) Y (mm) Z (mm)

8.65E+05 Tz 110 1.67E+02 2.80E+01 2.20E+01

2.00E+06 Tx 110 1.67E+02 2.80E+01 2.20E+01

2.13E+06 Tx 437 1.31E+02 4.32E+01 2.20E+01

2.52E+06 Ty 437 1.31E+02 4.32E+01 2.20E+01

3.23E+06 Ty 110 1.67E+02 2.80E+01 2.20E+01

3.77E+06 Tz 436 1.38E+02 5.23E+01 2.20E+01

8.18E+06 Tz 411 1.38E+02 9.20E+01 2.20E+01

1.00E+06 Tz 408 1.20E+02 9.20E+01 1.26E+01

1.01E+07 Tx 411 1.38E+02 9.20E+01 2.20E+01

Fig. 7 Base of the chassis
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Analysis of ZnO/Si Heterojunction Solar
Cell with Interface Defect

Lipika Mandal, S. Sadique Anwer Askari, Manoj Kumar
and Muzaffar Imam

Abstract The ZnO/Si heterojunction solar cell has attracted a great deal of interest
among researchers in recent days due to its lower process steps, and hence lower cost
than Si solar cell. However, the experimentally fabricated ZnO/Si solar cell shows
efficiency for below the theoretically predicted values (Hussain et al SolEnergyMater
Sol Cell 139:95–100, 2015 [1], Chabane et al Thin Solid Films 636:419–424, 2017
[2]). Researchers predicted that the difference may be due to the interface defects
between ZnO and Si. Mainly, the open-circuit voltage (Voc) is below the theoretical
value. But there is no such detail on interface effect which has been studied in detail.
A 1D solar cell simulator SCAPS is used for this purpose. Result shows that the
efficiency 15.42% with open-circuit voltage of 541 mV for a very low interface
defect density, in the order of 1010 cm−2. With increasing interface defect density,
efficiency decreases significantly, the Voc is as low as 211 mV for interface defect
density of 5×1014 cm−2.

Keywords ZnO/Si heterojunction · Interface defect density · SCAPS 1D

1 Introduction

A serious drawback for the high-efficiency Si homojunction solar cell is its high
fabrication cost. As heterojunction solar cells (HJSCs) prepared by depositing wide
bandgap transparent conductive oxide (TCO) on Si wafer has gained significant
attention. During last decade, zinc oxide (ZnO) has drawn attention of the semi-
conductor industry. ZnO has immense potential in short wavelength optoelectronic
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devices application [3–5]. It has capability to be operated at elevated temperature
and in strident conditions. High transparency in visible spectrum range and wide
bandgap makes it a suitable candidate to be used as window layer in heterojunction
solar cell [6–9]. Due to direct bandgap nature, the absorption coefficient is very high
which makes it a suitable material for thin film solar cell. Because of low processing
temperature, nontoxic, abundance, and excellent responsivity in UV region are some
additional features of ZnO which can be effectively implemented to scale the growth
of various optoelectronic devices [10]. Thin film ZnO on silicon wafer can be used
as a window layer and surface passivation layer for reduction of interface defects.
Reduction of interface and grain boundary defects can decrease the dark current [7]
and that will increase in the VOC. ZnO films, among the materials for TCO available,
show promising optical and electrical properties in combination with cost-effective
alternatives. Here, ZnO/Si heterojunction solar cells have very high efficiency for
solar light collection because of its double band structure. The photons having low
energy in visible region will be absorbed near the depletion region as they will easily
transmit through ZnO layer. Photons having high energy inUV regionwill be trapped
by ZnO layer. Recently, few attempts based on ZnO/n-Si [7, 8] solar cells have been
presented with very low efficiency. The bulk defect in ZnO film and defect/traps
at interface of ZnO/Si layers. Mostly, the bulk defects within the ZnO film and
defects/traps at the interface of ZnO/Si layers are main culprits for poor photovoltaic
performance [11–15]. This paper is all about deep investigation of low efficiency of
ZnO/p-Si heterojunction solar cells by simulation of interface defect using 1D solar
simulator SCAPS.

2 Device Structure and Simulation

Device structures of ZnO/p-Si-based heterojunction solar cells used in the simulation
are shown inFig. 1.A thin layer ofZnOacts as an emitter layer on topofmain absorber
p-Silicon substrate. Aluminum is used as a back contact layer. Thickness of the ZnO
and p-Si layers has been taken as 100 nm and 200 μm, respectively. A SiO2 layer
has been introduced as an interface between ZnO and silicon.

In this work, we have used solar cell capacitance simulator (SCAPS-1D) to sim-
ulate and analyze the performance parameter of the ZnO/p-Si heterojunction solar
cell. We have included surface recombination and interface recombination in our
simulation.

In simulator, the steady-state recombination is given in [16]. The interface recom-
bination rate can be calculated from Eq. 1.

RS+1 � (NS + NS+1)
npcs+1/2n cs+1/2p − es+1/2n es+1/2p

ncs+1/2n + pcs+1/2p + es+1/2n + es+1/2p

(1)
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Fig. 1 n-ZnO/p-Si
heterojunction structures
used in device simulation

Sun light 

Top contact Top contact

n-ZnO

SiO2

p-Si

bo om contact

Table 1 Material parameters
used in the SCAP-1D
simulation

Parameter n-ZnO p-Si

Eg (eV) 3.3 1.120

χ (eV) 4.350 4.050

2(relative) 9.000 11.900

NC (cm−3) 4.4×1018 2.8×1019

NV (cm−3) 7.1×1019 1.0×1019

Vthn (cm/s) 1.0×107 2.3×107

Vthp (cm/s) 1.0×107 1.65×107

μn (cm2V−1 s−1) 60 1400

μp (cm2V−1 s−1) 10 450

ND (cm−3) 1.0×1018 1.0×1013

NA (cm−3) 1.0×1013 1.0×1015

where RS+1 is the recombination rate associated with transitions between the states
s and s + 1; NS, NS+1 are the densities of a defect in states s and s + 1, respectively.
Cn and Cp are the electron and hole capture constants, respectively. en, ep are the
emission coefficients for electron and holes. Detail of the simulation parameters for
ZnO/p-Si structures is given in Table 1.

3 Results and Discussion

Using parameters shown in Table 1, J–V characteristics by SCAPS simulation for dif-
ferent interface defect densities under AM1.5 illumination condition (100 mW/cm2)
is shown in Fig. 2. Figures 3, 4 show the photovoltaic performance parameters (VOC,
JSC, η) of the ZnO/p-Si heterojunction solar cell with different interface defect den-
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Fig. 2 J–V characteristics of
ZnO/p-Si heterojunction
solar cell for different
interface defect densities
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Fig. 3 Interface defect
density versus open-circuit
voltage plot of ZnO/p-Si
heterojunction solar cell
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sities. From Fig. 4, it is clear that as we are increasing the interface defect densities,
only slide variation in JSC, but the power conversion efficiency reduces mainly due
to reduction on VOC. By observation from the simulated result, best photovoltaic
performance is obtained at low interface defect density in form of 1.0 × 1010 cm−2.
It can be seen that VOC and JSC are ruined by increasing the interface defect density.
It is because of the interface recombination with the localized energy levels. These
energy levels are created by interface defects and it degrades the VOC as well as the
power conversion efficiency (PCE) of the ZnO/p-Si heterojunction solar cell.
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Fig. 4 Interface defect
density versus short-circuit
current density and
efficiency plot of ZnO/p-Si
heterojunction solar cell
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4 Conclusion

We have observed the performance of ZnO/p-Si heterojunction solar cell with dif-
ferent interface defect densities. The VOC of the solar cell is far from the theoretical
value. It is mainly due to the interface defect density at ZnO/p-Si heterointerface. It
is observed, in this paper, that by increasing interface defect density from 1010 to 5
× 1014 cm−2, the open-circuit voltage (VOC) reduces from 541 to 211 mV and the
efficiency reduces from 15.42 to 2.66%.
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Design of 4-Bit Reversible Johnson
Counter with Optimized Quantum Cost,
Delay, and Number of Gate

Aman Agarwal, Heranmoy Maity, Arindam Biswas, Sambit S. Mandal
and Amit Rai

Abstract In this paper, we have proposed the design quantum cost, delay, and num-
ber of reversible logic gate optimized 4-bit Johnson counter using existing reversible
logic gate. The proposed work is designed using HNF gate and Feynman gate. The
proposed work is derived with quantum cost (QC), delay (D), constant inputs (CI),
garbage output (GO), and number of gates (GC). The QC, D, and GC of the proposed
Johnson counter are 21, 5, and 5, respectively. The percentage (%) of improvement
is 12.5, 37.5, and 37.5% w.r.t. latest reported result.

Keywords Quantum computing · Reversible logic gate · Flip-flop · Quantum cost
Delay

1 Introduction

The 4-bit Johnson counter can be designed using four D flip-flops. In this paper, we
have proposed the design quantum cost, delay, and number of reversible logic gate
optimized 4-bit Johnson counter using existing reversible logic gate. In this paper,
two types of D flip-flops are used, first is D flip-flop with only Q output terminal
and second is D flip-flop with Q and Q′ output terminals. The many researcher have
designed Johnson counter but the proposed work is most suitable for quantum com-
putation due to optimized of QC, D and GC. This paper is organized as follows:
Section-2 describes the basic concepts of reversible logic, Sect. 3 describes the pro-
posed work, Sect. 4 describes the analysis and discussion of the proposed work, and
Sect. 5 conclusion.
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2 Basic Concepts

2.1 Reversible Logic Gate

The reversible logic gate is a R×R logic function in which R is the number of
input and number of output. The input and output are one-to-one correspondence,
i.e., output can be uniquely determined from the input and also the input can be
recovered from the output [1–5]. The garbage output (GO) refers to the number
of unused outputs present in the reversible logic circuits. Quantum cost (QC) of a
reversible gate is the number of 1×1 and 2×2 quantum gate required to design.

The quantum cost of all reversible 1×1 and 2×2 gates are taken as unity [3]. The
delay of a logic circuit is the maximum number of gates in a path from any input line
to any output line. There are several reversible logic gates, but in this paper, we use
only 2×2 Feynman gate (FG) with QC 1 [3], 4×4 HNF gate (HNFG) [4] with QC
5. Figures 1, 2 show the block diagram and quantum representation of FG. Figures 3,
4 show the block diagram and quantum representation of HNFG.

2.2 D Flip-Flop

We know that the characteristics equation of D flip-flop is Qn+1 �D.C+QnC′, where
C is clock pulse. The D flip-flop may be designed using different ways; in this paper,
D flip-flop is designed in two ways. First, it can be designed using only one HNF

Fig. 1 Block diagram of FG

Fig. 2 Quantum
representation of FG
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Fig. 3 Basic block diagram
of HNF gate (HNFG)

gate with Q output terminal, and second, it can be designed using one HNF gate and
one FG with Q and Q′ output terminals.

The quantum cost of D flip-flop with Q terminal is five and D flip-flop with Q
and Q′ terminals is 6. Figure 5 shows the D flip-flop using HNF gate with Q terminal
only. Figure 6 shows the D flip-flop using one HNF gate and one FG with Q and Q′
terminals.

Fig. 4 Quantum representation of HNFG

Fig. 5 The D flip-flop using
HNFG with Q terminal
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Fig. 6 The D flip-flop using
HNFG and FG with Q and
Q′ terminals

3 Proposed Johnson Counter

The basic block diagram of Johnson counter is shown in Fig. 7. The inverted output
of DFF4 flip-flop is connected to the input of DFF1 flip-flop to construct Johnson
counter. The truth table of Johnson counter is given in Table 1. For a 4-bit Johnson
counter, there are eight states. The first state is Q1Q2Q3Q4 �0000 and last state is
Q1Q2Q3Q4 �0001.

Figure 8 shows the proposed design of Johnson counter using HNF gate and
Feynman gate. CLK is the clock input terminal and Q1, Q2, Q3, and Q4 are the

Fig. 7 The basic block diagram of Johnson counter

Table 1 Functional table of
proposed 4-bit Johnson
counter

CLK Q1 Q2 Q3 Q4

0 0 0 0 0

1 1 0 0 0

1 1 1 0 0

1 1 1 1 0

1 1 1 1 1

1 0 1 1 1

1 0 0 1 1

1 0 0 0 1

1 0 0 0 0
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Fig. 8 The proposed 4-bit Johnson counter with optimized quantum cost, delay, and number of
reversible logic gate

Table 2 Comparison result of proposed 4-bit Johnson counter

No. of gates Quantum cost No. of constant
input

Delay

Proposed 5 21 5 5

Existing [6] 8 24 8 8

Improvement %
w.r.t [6]

37.5 12.5 37.5 37.5

outputs terminals of Johnson counter. G1, G2, G3, and G4 are the garbage output
terminals. The clock is applied to all flip-flops.

4 Analysis of the Proposed Work

The proposed design of 4-bit Johnson counter is designed using four HNF gates
having quantum cost (QC) of 4×5=20 and one Feynman gate (FG) having quan-
tum cost�1×1�1. Total quantum cost required to design proposed 4-bit Johnson
counter is 21. The number of gates required to design proposed circuit is five. The
constant input, garbage output, and delay are 5, 4, and 5. The comparison result is
shown in Table 2.

5 Conclusions

The authors havepresented the basic concepts of reversible logic gates. Suchgates can
be used in regular circuits realizing Boolean functions. This paper proposes designs
of quantum cost efficient Johnson counter using existing reversible logic gate. Here,
in this paper, the proposed designs are better in terms of quantum cost, number of
constant inputs, and garbage outputs. The proposed design can have greater impact
in quantum computing. The proposed design has the applications in nanotechnology,
low power circuit design, cryptography, optical computing, etc.
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Simultaneous Clustering and Feature
Selection Using Nature-Inspired
Algorithm

Sabyasachi Mukherjee and Lumbini Bhaumik

Abstract Clustering means partitioning of data set into individual clusters where
the similarity among the data exists and the procedure requires more substantial
methodology when the dimension of the input data set is very high as well as we
have to select more relevant dimensions or features which are necessary enough
for clustering. Nature-inspired algorithm like firefly gives a promising result in
function optimization and clustering. The proposedworkwill represent a new feature
selection cum clustering algorithm called iterative firefly k-means features selection
(FKM_FS) algorithm by minimizing the inter-cluster distance as well as maximiz-
ing the intra-cluster distance and maximizing the average relevance of the particular
feature to the clustering. We define a methodology based on variance of observation
in a cluster with respect to global variance to identify relevant feature subset. Finally,
the algorithm will run both on real and data set.

1 Introduction

Data clustering is the procedure where data set can be partitioned into an unknown
number of clusters (or groups) while minimizing the within intra-cluster distance
and maximizing the inter-cluster variability. Clustering is one of the key features and
even more challenging task in unsupervised machine learning. Several clustering
algorithms have been proposed in the literature, including hierarchical, partitional,
density based, and grid based [1, 2]. Partitional clustering has been the most popular,
because it is dynamic, has good performance, and it considers the global shape and
size of clusters. In partitional clustering like k-means procedure, each data object is
represented by a vector of features. In successive iteration, the algorithm organizes
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the data set into number of clusters in such a way that the distance of each data point
to the respective centroids of each cluster is minimized. The distance between two
data points, i.e., the distance between the data points and the centroids can be com-
puted separately using similarity or distance functions This is also called Euclidean
distance. Most partitional algorithms (e.g., k-means, k-medoids), generally assume
all features to be essential for clustering, but in reality we do not require all set of
features and subsequently most relevant features need to be extracted for dimen-
sionality reduction as well as good clustering result. Feature selection (FS) is the
task of selecting the relevant features in a high-dimensional data set [3]. Feature
selection simultaneously with clustering can improve the performance of the clus-
tering algorithm very efficiently [4]. Feature selection when performed before the
clustering process in algorithms referred to as filters procedure; on the other side
(called wrappers), which combine feature selection procedures simultaneously with
the clustering process [4]. In this paper, a new algorithm for clustering with feature
selection called FKM_FS has been developed which is mainly based on wrapper
method. In this methodology, firefly search algorithm [5] has been used as a global
search procedure and k-means clustering method has been called for local search of
location.

2 Methodology

Our algorithm called iterative firefly k-means feature selection algorithm
(FKM_FS) uses the firefly search algorithm as a global metaheuristic search strategy
across as well as integrating k-means for improving the solutions called centroids.
In the basic procedure, we have three different steps. First, we are going to initialize
the various parameters, in the next step, we are calling firefly k-means algorithm and
return three different values which are centroids, list_of_dimention selected, and
value of the fitness function which correspond to each row of best memory result
(BMR) data structure (matrix). We have selected the initial location of centroids with
forgy strategy and fitness for this solution. We are allowing the centroids to move
toward the best global position using firefly search algorithm and finding out the
current best solution. Then, we are calculating the new fitness value based on new
centroids. The new vector will replace the previous if the fitness function value of
the new vector gives better result than the previous. The iteration will continue until
some condition is being satisfied, otherwise, the previous steps will be again per-
formed. Then, we will sort the rows of the data matrix based on the value of fitness
and find out the greatest one and perform the local search k-means operation to refine
the centroids and again we are calculating the fitness value. At last, we are returning
this best fitness value associated with centroids and list of dimension selected to
the main program or routine. From the main program, we are again performing the
sorting operation based on fitness value and the row corresponding to the best fitness
would be the desired result, i.e., location of centroids, list of dimensions selected, and
fitness value. In the above procedure, the objective function encodes two parameters
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from where we are getting good compactness of clustering solution and relevant
feature selection. These two parameters are trace (i.e., the criteria of compactness
of the cluster) and penalty function (which is a function of maximum score values)
which depend on the relevant feature selection and in this fitness function, we are
maximizing the product of trace and penalty. Similar to Zeng and Cheung in [6],
we will determine variance of any features w.r.t. global variance, i.e., the value of
VarianceF,J and VarianceF becomes closer to each other leaving ScoreF values
almost zero, and hence this feature will not be selected and where VarianceF,J signi-
fies the relevance of F-th feature into J-th cluster and VarianceF signifies the global
variance of F-th dimension in D dimensionality feature space.

ScoreF � 1/k
n∑

j�1

(
1 − VarianceF,J/VarianceF

)

where ScoreF defines the average relevance of the F-th feature to the clustering
structure. If the value of ScoreF is maximum, then the final clusters would be far
apart from each other and we will get good quality solution.

Algorithmic description of iterative firefly k–means feature selection
algorithm for simultaneous clustering and relevant feature selection (FKM_FS).

In this algorithm, there exist mainly three basic steps. These steps are as follows:

2.1 The Detailed Descriptions of These Steps are Given Below

1. Initialize the algorithm parameters: In this proposed methodology, the opti-
mization problem is a function of the product of trace(S−1

W Sb) and a heuristic
function which is dependent on selecting the relevant features. Initializing the
number of rows in the data matrix (which needs to be formed) of firefly mem-
ory data structure which is equal to the number of firefly k-means method call
iteratively, number of clusters desired(k) and percentage of dimensions(PI) and
maximum number of call to firefly k-means method�BMRS and BMR�Best
firefly memory result.

BFMR (DataMatrix); � [centroids1 List of dimension selected1 Fitness value1]

[centroids2 List of dimension selected2 Fitness value2]

[ · · · · · · · · ·]
[centroidsBMRS ListofdimensionselectedBMRS Fitness valueBMRS]

2. Initialize the best memory result and calling the firefly k-means routines:
Best memory result is a row corresponding to best fitness function value. Each
row will be created by one time calling firefly _k-means routine. In each row,
there exists three parts and they are centroids, list of dimension selected, and
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fitness value. Initially, we are going to calculate range of each dimension and
perform min–max normalization on the data set.

3. Return the best result: Selection of the best row corresponding to the best-
optimized fitness value and the result will contain the best solution (centroids,
list of dimension selected, and fitness).

2.2 Firefly k-means Routine

1. Intialize the firefly memory data structure: The firefly memory is a data struc-
turewhere all the finally calculated vectorswill be stored. Each solution is created
with a random number of dimensions (d), centroids which represents each and
every firefly in the search space and fitness function value for these solutions. In
this step, we generate the firefly memory solution vector and then calculate the
fitness value for each vector.

2. Generating a new firefly (centroids): Newly generated centroids evolved from
firefly move operation in basic firefly algorithm by traversing all firefly toward
brighter one.

3. Updating the firefly memory: The new value of vector solution replaces the
previous one if its new value is better than the previous.

4. Checking the stopping criterion: If the given conditions are satisfied then the
iteration is terminated otherwise steps go to again 2 and 3.

5. Select the best firefly memory vector: The best firefly memory corresponds to
the best fitness value. In every iteration, the further search k-means is applied
and created a new value of fitness and final location of centroids.

6. Extracting the best firefly memory vector (centroids, list of dimension selected,
and fitness) to best memory result (BMR).

2.3 Objective Function Evaluation Routine

1. Calculate Trace (S−1
WSb) based on covariance matrix which represents the dis-

tance of each data element with respect to the centroids in the desired cluster.
2. Calculate the ScoreF for each dimension in the current solution and accumulating

its value to obtain sumof score (SS). Then, sorting the results in descending order.
3. Selecting the value of PI percentage from the number of dimensions in the current

solution as the number of relevant dimension.

Total�0
RD�0/* Number of relevant dimensions
For each ie[1, d] do

Total � Total + Scorei
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RD � RD + 1

If Total>SS * FI then Exit-For
Next For
Heuristic function H(f)�SS/(d-RD) when NRD<d
Or�SS when RD�d
Calculate Fitness�Trace(S−1

W Sb) * H(f) and return the value.

Note The value of PI varies from 0 to 1. The higher value of PI gives better
result.

3 Result

Several data set like three real (iris,WDBC, and image segmentation) has been tested
in the proposed algorithm for determining set of relevant features of the data. We
shall also calculate the error classification percentage and number of feature selected
to compare our result with iterative harmony search k-means (IHSK) and k-means
algorithm for fixed features.

Description of Dataset IRIS-Total features�4 and clusters�3.
WDBC-Total features�30 and clusters�2.
Image Segmentation Total features�19 clusters�7.

Error classification percentage (ECP) calculation.
Number of features selected (NFS).
Number of relevant dimensions (NRD).
In our case, NFS�NRD (Tables 1, 2, and 3).

4 Future Work

There are several tasks we are going to suggest for future work like applying the
iterative firefly k-means feature selection algorithm onmore synthetic data set to find

Table 1 ECP, NFS by the algorithm for Iris dataset

Data set Algorithms ECP NFS

Iris k-means 17.8+6.9
7.8 − 6.9

Fixed at 4

IHSM 4.00+0.00
4.00 − 0.00

2.0+0.00

FKM_FS 4.00+0.00 4.00 −
0.00

3.00+0.00
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Table 2 ECP, NFS by the algorithm for WDBC dataset

Data set Algorithms ECP NFS

WDBC k-means 15.6 Fixed at 30

IHSK 9.07+0.02
9.07 − 0.02

14.0+6.72
14.0 − 6.72

FKM_FS 8.07+0.00
8.07 − 0.00

29

Table 3 ECP, NFS by the Algorithm for Image segmentation dataset

Data set Algorithms ECP NFS

Image segmentation k-means 38.6+3.8
38.6 − 3.8

Fixed at 19

IHSK 37.15+0.4
37.15 − 0.4

6.5+0.2
6.5 − 0.2

FKM_FS 36.25+0.2
36.25 − 0.2

17

out not only irrelevant features but also redundant features. We can also formulate
the clustering criteria, i.e., trace value as described here to normalize using cross-
projection method [3] to find out suitable feature sets. We will also have a plan to
apply the multi-objective variant of firefly with k-means as local search to get better
result.
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Short-Term Load Forecasting for Peak
Load Reduction Using Artificial Neural
Network Technique

Ayandeep Ganguly, Kuheli Goswami, Arpita Mukherjee
and Arindam Kumar Sil

Abstract Load forecasting is a process for electrical load prediction. In today’s
deregulated market, it is imperative for the generating company to know about the
load demand in advance to provide accurate power. A problem of irregular supply
arises if the generation is not sufficient, and the company may have to incur losses in
case of excess generation as the energy cannot be stored. In this end, short-term load
forecasting plays an important part. There are several methods of load forecasting
among which artificial neural network is one of the processes gaining popularity.
This work intends to study the applicability of artificial neural network model to
short-term load forecasting.

Keywords Load forecasting · Artificial neural network · MLP · MLPE

1 Introduction

The most important commodity of today’s world is energy. Energy is used in vari-
ous forms by each and every one of us in our everyday life. Energy in the form of
electricity, LPG, wind energy, solar energy, and chemical energies in the form of
batteries is in wide circulation. Energy utilization depends upon several factors such
as variation in temperature, seasons, humidity, day of the week, special holidays,
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etc. and as such varies widely day to day, making it a complex series exhibiting
several levels of seasonality. This complexity of the energy use makes it a difficult
task to forecast the load demand in advance. But load forecasting is important to
ensure the efficient supply of energy to the consumers and minimize losses of the
service provider. It can be used as a useful tool to know about the scenario of present
and future load demands. So, load forecasting has become a major area of research
in electrical engineering in recent years. There are many applications of load fore-
casting in energy purchasing and generation, load switching, contract evaluation,
and infrastructure development. A model of high accuracy is very important to the
planning and operation of a company. It is also important for participants in electric
energy generation, transmission, distribution, and markets. Load forecasting can be
divided into three categories as follows:

1. Short-term load forecast, usually ranging from 1 h to 1 week.
2. Medium forecasts, ranging from a week to a year.
3. Long-term load forecast, longer than a year.

The importance of the quality of the short-term load forecasts arises from the fact
that it has a significant impact on the economic operations of the electric utility
as decisions regarding economic scheduling of generation capacity, available trans-
mission capacity transactions, and they can have economic consequences of high
significance.

This work involves the design of a short-term load forecasting (STLF)/artificial
neural network (ANN) model to forecast the load data of West Bengal for a
24-hour span, a week in advance. The neural network model is trained using his-
torical load data and the daily maximum, minimum, and average temperature. The
training function used was the batch gradient function with momentum. The network
was trained with the load data of the year 2017 obtained from the website of eastern
region load dispatch center. The advantage of using an ANN-based STLF tool lies
in the fact that a single structure having the same input and output configurations
can be used for obtaining the hourly or daily load forecast of different utilities and
regions of varying sizes and consumers. The only modification that needs to be done
is for a few parameters of the ANN model.

This paper begins with a short introduction to STLF and ANN followed by the
description of the architecture of the neural network used and ends with a discussion
of the results obtained and a comparison of the forecasted loads with the actual loads
for the target day to determine the error present if any.

2 Review of Load Forecasting Methods

The rapid increase in the load demand of our cities and the goal of decreasing the
response time of the service providers have led to the increased importance of load
forecasting. A comparative study of four popularly used load forecasting techniques
was done by Cheepati and Prasad [1]. A review of load forecasting methods using
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artificial intelligence techniques, hybrid techniques, and knowledge-based expert
systems was given by Srivastava et al. [2]. A technique using curve fitting com-
bined with genetic algorithm for load forecasting and selecting training vectors was
proposed by Talaat [3]. A hybrid model by combining separate forecasting of the
seasonal item and the trend item by seasonal exponential adjustment method and
regression methods for improving forecasting accuracy was proposed by Wu et al.
[4]. Another model combining artificial neural network and multiple linear regres-
sion was proposed by Kumar et al. [5]. A random forest model for load forecast-
ing is proposed by Lahouar and Slama [6]. The proposed model was tested with
a real load data set from the Tunisian power company, where the load profile is
specific to countries with higher temperatures resulting in excessive demand during
the summer season. A neural-network-based 1-hour-ahead load forecasting has been
proposed by Pindoriya et al. [7]. The hourly load data of the Californian electricity
market was used for training and testing purposes. Another method for short-term
load forecasting with increased accuracy for proposing the daily peak load was pro-
posed by Amjadi [8]. A day-ahead forecasting model using neural network was
proposed by Sahay and Tripathi [9] using the PJM and New England Electricity
Market. A 1-day-ahead load forecasting model using artificial neural network for the
electricity market of Iran was proposed by Azadeh et al. [10]. Thus, we can see that
day-ahead forecasts with different load forecasting methods have yielded satisfac-
tory results. But the efficiency of the load forecasting models for week-ahead load
forecasting is yet to be explored. So, an attempt has been made to use neural network
for a week-ahead forecast using the West Bengal electricity market.

3 Design

Backpropagation neural network is selected as the tool for load forecasting in this
work. Backpropagation simply consists of the repeated application of the chain rule
through all the possible paths of the network. The ultimate goal in training the neural
network is to update the gradient of each weight with respect to the output as given
below:

wi j � wi j − ρ
∂E

∂wi j
(1)

Let us consider the following network:
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The values of each variable of this network can be written as

s j � w1 · xi (2)

z j � σ
(
in j

) � σ(w1.xi ) (3)

sk � w2 · z2 (4)

zk � σ(ink) � σ (w2 · σ(w1 · xi )) (5)

so � w3 · zk (6)

yi
∧ � in0 � w3 · σ(w2 · σ(w2 · xi )) (7)

E � 1

2

(
yi
∧ − yi

) � 1

2
(w3 · σ(w2 · σ(wi · xi )) − yi )

2 (8)

The weight updates for the different layers can be found as follows:

∂E

∂wko
� ∂

∂wko

1

2

(
yi
∧ − yi

)2 � ∂

∂wko

1

2
(wko · zk − yi )

2 � (
yi
∧ − yi

)
(zk) (9)

Similarly, we can get the updates of the other layers as

∂E

∂wjk
� (

yi
∧ − yi

)
(wko)(σ (sk)(1 − σ(sk)))(zi ) (10)

∂E

∂wi j
� (

yi
∧ − yi

)
(wko)(σ (sk)(1 − σ(sk)))

(
wjk

)(
σ
(
s j

)(
1 − σ

(
s j

)))
(xi ) (11)

So, in summary, we have,

�wi j � −ρ
[(
yi
∧ − yi

)
(wko)(σ (sk)(1 − σ(sk)))

(
wjk

)(
σ
(
s j

)(
1 − σ

(
s j

)))
(xi )

]

(12)

�wjk � −ρ
[(
yi
∧ − yi

)
(wko)(σ (sk)(1 − σ(sk)))(zi )

]
(13)

�wko � −ρ
[(
yi
∧ − yi

)
(zk)

]
(14)

The neural network is made to learn from the historical data of 2017 hourly load
data and average temperatures of West Bengal. To fulfill the objective of forecasting
the week-ahead load demand of a day, a program was written in MATLAB utilizing
the ANN toolbox inMATLAB. Themultilayer feedforward network architecture has
three layers consisting of two hidden layers and one output layer (Fig. 1).

The number of neurons in the hidden layer was varied from 5 to 21 to find the
best fit model with the highest efficiency. It was seen that 12 neurons in the first
hidden layer and 21 neurons in the second hidden layer gave the best output. The
forecasted load of each hour for the target day is obtained from the 24 neurons,
respectively, in the output layer of the ANN architecture. The input neurons are used
to provide information of the historical load, temperature, and target day, specifically
the temperature of the target day and the type of the day. The details of the input and
output of the ANN is given in the Table 1.
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Fig. 1 Artificial neural
network architecture

Table 1 ANN inputs and outputs

Inputs Description

1–24 L (d-7, h); h = 1–24

25–27 Tmax (d-7); Tmin (d-7); Tavg (d-7)

28–30 Tmax (d); Tmin (d); Tavg (d)

31 Day type

Outputs Description

1–24 L (d, h); h = 1–24

The inputs are scaled using the MATLAB function “prestd” to prevent the satu-
ration of the input neurons. To get the proper output, the process is reversed for the
output neurons using the MATLAB function “poststd” and the outputs are scaled
back to the original range. The network was trained by backpropagation algorithm
using the log-sigmoid activation function for the hidden layer and linear activation
function for the output layers. The load and temperature data of West Bengal for
a span of 1 year, i.e., 2017 obtained from eastern region load dispatch center was
used for training the proposed neural network. After the training of the network is
completed, a separate set of input and target data was used to test the performance
of the neural network, keeping the weights and biases of the network obtained after
training as constant. One neural network is trained for each day of the week to make
a week-ahead forecasting system. The importance of week-ahead forecasting lies in
the fact that it gives us enough time to prepare for the upcoming load demand and
decide how the load can be optimally dispatched using conventional and renewable
sources and decide upon the proper coordination of the available power generation
sources.
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4 Results and Discussion

The training of the network was done using the historical data of West Bengal for
365 days. The total available data was divided into a training (75% of the data) and
testing set (25% of the data). The network was trained using the training set and then
it was tested with the test set. The error tolerance was set to 1e-5 and the maximum
number of iterations was set to 5000. The error of the network output was calculated
using the mean absolute error (MAE) with the formula shown below:

MAE �
√(

Actual Value − ForecastedValue

Actual Value

)2

The network was trained using the gradient descent training function with a
momentum component. One neural network was trained for each day of the week.
The testing and training of the networks were done using only the weekday data. The
holidays and the weekends were not involved in this forecasting. The output of the
forecast for each day is shown in the figures below. The blue line shows the target
value, that is, the original load of the target day while the blue line represents the
output of the neural network (Figs. 2, 3, 4, 5, and 6).

The error values are given in Table 2.
The accuracy of the neural network could have been increased further if it was

possible to train the network with more data. But as the data available at the source
was inconsistent and only for 1 year the training accuracy of the neural network was

Fig. 2 Monday load forecasting
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Fig. 3 Tuesday load forecasting

Fig. 4 Wednesday load forecasting

affected. It was also seen that using a log-sigmoid activation function in the second
hidden layer provided better results compared to a tan-sigmoid function.
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Fig. 5 Thursday load forecasting

Fig. 6 Friday load forecasting

5 Conclusion

It was seen that neural network as a tool for load forecasting performs fairly in terms
of accuracy. The main advantage of using a neural network is that the architecture
is not needed to be modified with change of inputs or span of forecasting. So, this
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Table 2 Error percentage for
each day

Target day Error (in %)

Monday 2.7736

Tuesday 3.6189

Wednesday 3.5414

Thursday 4.2377

Friday 4.1397

can be considered a suitable tool for a wide range of applications. Using the forecast
obtained from this too a better load dispatch strategy can be formulated and the system
response can be automated thus reducing the time of response and margin of error.
Any number of factors can be used as the input of the artificial neural network and
the training of the network can be done with the help of other artificial intelligence
with a goal of increasing the accuracy of the tool.
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